


IUTAM Symposium on Laminar-Turbulent
Transition and Finite Amplitude Solutions



FLUID MECHANICS AND ITS APPLICATIONS
Volume 77

Series Editor: R. MOREAU
MADYLAM
Ecole Nationale Supérieure d'Hydraulique de Grenoble
Boîte Postale 95
38402 Saint Martin d'Hères Cedex, France 

Aims and Scope of the Series
The purpose of this series is to focus on subjects in which fluid mechanics plays a
fundamental role.
As well as the more traditional applications of aeronautics, hydraulics, heat and mass
transfer etc., books will be published dealing with topics which are currently in a state
of rapid development, such as turbulence, suspensions and multiphase fluids, super and
hypersonic flows and numerical modelling techniques. 
It is a widely held view that it is the interdisciplinary subjects that will receive intense
scientific attention, bringing them to the forefront of technological advancement. Fluids
have the ability to transport matter and its properties as well as transmit force, therefore
fluid mechanics is a subject that is particulary open to cross fertilisation with other
sciences and disciplines of engineering. The subject of fluid mechanics will be highly
relevant in domains such as chemical, metallurgical, biological and ecological
engineering. This series is particularly open to such new multidisciplinary domains. 
The median level of presentation is the first year graduate student. Some texts are
monographs defining the current state of a field; others are accessible to final year
undergraduates; but essentially the emphasis is on readability and clarity. 

For a list of related mechanics titles, see final pages.



IUTAM Symposium on
Laminar-Turbulent Transition

Edited by

TOM MULLIN
University of Manchester, U.K.

and

University of Bristol, U.K.

and Finite Amplitude Solutions

RICH KERSWELL



A C.I.P. Catalogue record for this book is available from the Library of Congress.

ISBN-10  1-4020-4048-2 (HB)

ISBN-10  1-4020-4049-0 (e-book)

Published by Springer,
P.O. Box 17, 3300 AA Dordrecht, The Netherlands.

www.springeronline.com

Printed on acid-free paper

All Rights Reserved
© 2005 Springer
No part of this work may be reproduced, stored in a retrieval system, or transmitted
in any form or by any means, electronic, mechanical, photocopying, microfilming, recording
or otherwise, without written permission from the Publisher, with the exception
of any material supplied specifically for the purpose of being entered
and executed on a computer system, for exclusive use by the purchaser of the work.

Printed in the Netherlands.

ISBN-13  978-1-4020-4048-1 (HB)

ISBN-13  978-1-4020-4049-8 (e-book)



TABLE OF CONTENTS

Preface vii

Modeling the Direct Transition to Turbulence 1
Paul Manneville

Dynamical Systems and the Transition to Turbulence 35
Bruno Eckhardt and Holger Faisst

Nonlinear Solutions of Simple Plane Shear Layers with and without
a System Rotation 51
M. Nagata, G. Kawahara, T. Itano, D.P. Wall, T. Mitsumoji and
R. Nakamura

Co-Supporting Cycle: Sustaining Mechanism of Large-Scale Structures
and Near-Wall Structures in Channel Flow Turbulence 71
Sadayoshi Toh, Tomoaki Itano and Kai Satoh

Transition Threshold and the Self-Sustaining Process 85
Fabian Waleffe and Jue Wang

Turbulent-Laminar Patterns in Plane Couette Flow 107
Dwight Barkley and Laurette S. Tuckerman

Subcritical Turbulent Transition in Rotating and Curved Shear Flows 129
Pierre-Yves Longaretti and Olivier Dauchot

The Karhunen–Loève Decomposition of the Autonomous Minimal
Flow Unit 145
D. Desmidts and D. Carati

Coherent States in Transitional Pipe Flow 163
Maria Isabella Gavarini, Alessandro Bottaro and
Frans T.M. Nieuwstadt†

v



vi Table of Contents

Instability, Transition and Turbulence in Plane Couette Flow with
System Rotation 173
P. Henrik Alfredsson and Nils Tillmark

Transition to Versus from Turbulence in Subcritical Couette Flows 195
A. Prigent and O. Dauchot

Transition to Turbulence in Pipe Flow 221
B. Hof

Threshold Amplitudes in Subcritical Shear Flows 233
Dan S. Henningson and Gunilla Kreiss

Non-Linear Optimal Perturbations in Subcritical Instabilities 251
Carlo Cossu

A Bypass Scenario of Laminar-Turbulent Transition in the
Wind-Driven Free-Surface Boundary Layer 267
Victor I. Shrira, Guillemette Caulliez and Dmitry V. Ivonin

Viscoelastic Nonlinear Traveling Waves and Drag Reduction in Plane
Poiseuille Flow 289
Wei Li, Philip A. Stone and Michael D. Graham

Subcritical Instabilities in Plane Couette Flow of Visco-Elastic Fluids 313
Alexander N. Morozov and Wim van Saarloos

Subject Index 331



PREFACE

This volume collects together papers presented at the LMS∗-sponsored IUTAM
Symposium on “Non-Uniqueness of Solutions to the Navier–Stokes Equations
and Their Connection with Laminar-Turbulent Transition” held in Bristol, UK
on August 9th–11th 2004. The meeting brought together theoreticians and ex-
perimentalists to discuss exciting new developments in the study of transition
to turbulence in shear flows. Over 3 days and 21 lectures, various groups from
around the world presented their latest results ranging from identifying the
initial optimal disturbances which can trigger transition, through pattern form-
ation in transitional processes and self-sustaining mechanisms in shear flows.
Issues such as the re-laminarisation of turbulence and transition processes in
non-Newtonian flows were also debated. Theoretical approaches included the
construction of low-order models, Newton–Raphson searches for new nonlin-
ear solutions and full numerical simulation of the Navier–Stokes equations.
The experimental work was primarily concerned with plane Couette and pipe
flows where substantial recent progress has been made. The debate in this
focused meeting was lively and this is reflected in the contributions to this
volume.

The overarching achievement of the symposium was to highlight the in-
creasing evidence for the appearance of disconnected states, that is, alternat-
ive solutions to the Navier–Stokes equations which are not connected in any
simple way to the well known simple exact solutions for pipe and Couette
flows. The principal outcome of the meeting is to highlight the increasing
amount of evidence for the relevance and importance of finite amplitude solu-
tions in structuring laminar-turbulent transition in shear flows. The challenge
for the future is to develop and exploit this realisation.

The financial support of the LMS and IUTAM is gratefully acknowledged.

T. Mullin & R.R. Kerswell

∗London Mathematical Society
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MODELING THE DIRECT TRANSITION
TO TURBULENCE

Paul Manneville
Laboratoire d’Hydrodynamique, École Polytechnique, F-91128 Palaiseau, France

paul.manneville@ladhyx.polytechnique.fr

Abstract After a brief summary of experimental results focussed on plane Couette flow
and contrasting the low-Reynolds numbers transition between laminar flow and
the turbulent spot regime, with its high-Reynolds counterpart between homoge-
neous turbulence and turbulent stripes, we introduce a hierarchy of models from
conceptual models designed to answer the most basic questions to semi-realistic
models more adapted to the study of specific topics.

Among conceptual models we distinguish between low-dimensional deter-
ministic dynamical systems apt to analyze problems linked to attractor coex-
istence and basin boundaries, stochastic models more appropriate to studying
the role of noise in the natural transition, and models derived from statistical
mechanics focussed on the “macroscopic” growth of turbulent patches in the
triggered transition. Semi-realistic models separating cross-stream and in-plane
variables are designed in view of concrete analysis of processes at a more “mi-
croscopic” scale, related to pattern formation and space-time chaos studies.

Keywords: subcritical bifurcation, plane Couette flow, turbulent spots, modeling.

1. INTRODUCTION

The transition to turbulence in shear flows along solid walls (“wall flows” for
short) is a problem of tremendous importance in a large number of engineering
situations. When compared to the transition in closed flows, especially con-
vection due to buoyancy effects, difficulties accumulate. A first reason is that
mechanisms are not easy to apprehend since inertia and dissipation effects may
play counterintuitive roles. A second reason is the fact that the downstream
advection introduces complications in the very understanding of perturbation
growth. A third one is that nonlinearities may or may not make this growth
saturate, so that the supercritical cascade of instabilities leading to turbulence
may be by-passed by other processes ending in a direct transition from a regular
(laminar) base state to an irregular (turbulent) regime as the Reynolds number
R, the usual control parameter, is increased. Such a transition may be termed
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P. Manneville

Figure 1. (a, b) Standard bifurcation diagram for supercritical and subcritical bifurcations,
Axis A ≡ 0 features the base state, Rc is the linear instability threshold, Rnl the saddle-node
bifurcation threshold beyond which coexistence of solutions, stable and unstable, is observed.
(c,d) � now measures the distance to the base state, nontrivial states can either arise from in-
stabilities or emerge from other processes possibly difficult to identify; these states are usually
time dependent so that � measures some time-averaged distance. The unstable modes can be
more “dangerous” than states on the nontrivial branch (c) or on the contrary less dangerous (d).
The plane Couette flow represents the extreme case when no states derive from linear instabili-
ties so that the corresponding branch is pushed away to infinity, while the branch of nontrivial
states stays in place.

globally subcritical by contrast with the better understood globally supercrit-
ical case where the bifurcated states stay close to each other (Dauchot and
Manneville, 1997). The latter situation occurs especially at a primary bifurca-
tion issued from a linear instability (threshold Rc), so that the distance between
the bifurcated state and the base state can be measured by the amplitude A of
the corresponding critical mode as sketched in Figures 1(a, b).

Like any typical nonlinear system, flows governed by the Navier–Stokes
(NS) equations may adopt one out of several possible solutions under given
external conditions. Besides the trivial base state that derives by continuity
from thermodynamic equilibrium upon increasing applied stresses, one can in-
deed find nontrivial solutions. In the globally supercritical case these solutions
can be obtained by successive perturbation analyses. Otherwise roundabout
approaches have to be followed to obtain them by continuation from situations
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Modeling the Direct Transition to Turbulence

Figure 2. Energy of stationary plane Couette flow states found by Schmiegel as functions of
the Reynolds number (box with aspect ratio 1 : 2π : π , periodic in the streamwise and spanwise
directions). Only nontrivial solutions belonging to the Nagata–Busse–Clever symmetry class
are displayed (see Schmiegel, 1999, for details).

where they can more easily be computed (Nagata, 1990; Clever and Busse,
1992). In practice, many special solutions with given symmetries can be ob-
tained in that way, generically emerging from blue sky through saddle-node
bifurcations, see Figure 2 taken from Schmiegel (1999). As far as the global
stability threshold Rg of the base flow is concerned, i.e. the value of the con-
trol parameter below which it is unconditionally stable, the determination of
the minimum value Rnl,min at which these special solutions begins to exist is
of little helps since they are usually unstable.1 Though mathematically well
defined, Rg is therefore difficult to determine since a complete exploration of
phase space has to be performed to detect when at least one nontrivial solution
becomes an attractor able to compete with the base state. Forthcoming details
about the transition to turbulence in plane Couette flow will hopefully help
us to better understand the original nature of the problem. In the following
we shall replace the abstract (but unpractical) unconditional stability condition
defining Rg by the concrete (and practical) condition that, for the largest possi-
ble set of experimentally achievable situations, the base state is systematically
recovered in the long-time limit.

For the present introductory discussion, we only need to postulate the ex-
istence of a branch of nontrivial solutions, in addition to the possible pres-
ence of other solutions arising from linear instabilities. The distance from the

3
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Figure 3. Left: experimental set-up used by the Saclay group. Driven by large rolls, a
circulating belt is immersed in a container. It shears the fluid within the gap maintained between
parallel parts of it guided by smaller rolls. Right: velocity profile of the laminar base flow.

base state to these unspecified remote, usually chaotic, states can be measured
by some observable �. One is then led to the conceptual pictures in Fig-
ure 1(c,d) illustrating the general case. Figure 1(d) would correspond to plane
Poiseuille flow for which Tollmien–Schlichting (TS) waves bifurcate subcrit-
ically at a threshold Rc = 5772 (Orszag, 1971) much larger than the corre-
sponding Rnl ≈ 2900 (Herbert, 1983) and even more than the experimentally
determined global stability threshold Rg ∼ 1000 beyond which turbulent spots
coexist with, and travel within laminar flow without decaying (Carlson et al.,
1982). Figure 1(c) would instead account for transitional boundary layer flows,
with TS waves bifurcating supercritically at Rc ≈ 530 next evolving into lo-
calized “spikes” from which turbulent spots nucleate and eventually merge to
form a fully turbulent boundary layer, with the supplementary complications
arising from the fact that R is not constant but increases downstream (for re-
views, see Schmid and Henningson, 2001, chapter 9; or Manneville, 2004b,
chapter 6).

As sketchy as Figure 1 might be, it already raises the most important ques-
tions about the transitional problem, namely how the branch of nontrivial states
is reached from the laminar base flow, depending on the value of R and how
the turbulent flow decays to the laminar state as R is decreased. During the last
decade, this specific problem has been extensively studied experimentally and
numerically in the case of the plane Couette flow. This system represents the
most extreme case since it was known to be linearly stable for all R (Romanov,
1973), though sustained turbulent flow regimes could be observed down to
some Rg < ∞. Here, we focus on results obtained by the Saclay group, using
the set-up described in Figure 3. For a more complete review of these results,
see Manneville and Dauchot (2001). Other studies include those of the Stock-
holm team that used a comparable experimental configuration, e.g. Tillmark
and Alfredsson (1992).
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The laminar plane Couette velocity profile is a linear function of the cross-
stream coordinate y (Figure 3, right). It can be characterized by a single pa-
rameter, the Reynolds number, usually defined as R = Uh/ν. At this point,
notice that a better choice would probably be using shear rate U/h and gap 2h,
which would make R = (U/h)(2h)2/ν = 4Uh/ν, i.e. four times the usual
value. This scaling would then be more representative of processes at work
in the flow since important structures in the flow occupy the full gap. Imme-
diate comparisons would then be allowed with other wall flows, after scaling
by some appropriate effective shear: channel flow, boundary layers, Couette–
Taylor and torsional Couette experiments, etc.

Several kinds of experiments have been performed. The natural relaxation
from turbulent to laminar flow has been studied by preparing an initial turbulent
state at some high value of R and suddenly quenching the system at variable
smaller values of R. By contrast, since the ideal basic profile is linearly stable
for all R, the natural transition towards the nontrivial branch is sensitive to the
amount of residual noise. To avoid uncertainties linked to this experimental
difficulty, more controlled conditions have been chosen, either by triggering
specific initial states, or else by slightly but permanently modifying the basic
profile. The first strategy was achieved by nucleating turbulent spots from tiny
jets impulsively launched through the gap (Figure 4, left), the second one by
introducing small obstacles in the gap and decreasing their sizes in the spirit of
a continuation method. Most of the time, the observable was the ratio of the
surface occupied by turbulent flow to the surface of the total observation field
at a given time, which defines an instantaneous turbulent fraction FtFF further
averaged in time to get the corresponding statistical quantity 〈FtFF 〉 (Figure 4,
right). The main conclusion was that, whatever the kind of experiment (quench
from turbulent flow, spot-triggering, basic flow deformation), below Rg ≈ 325
no sustained flow regime departing from laminar Couette flow can be observed.

The nature of the different flow regimes in the range of Reynolds numbers
corresponding to the transition to turbulence in plane Couette flow is speci-
fied in Figure 5, as can be inferred from experiments at finite but large aspect
ratio (streamwise and spanwise sizes of the set up large when compared to
the gap). This diagram can be more easily interpreted by distinguishing its
low-R part from its high-R part. At the low-R end, below Ru � 312, all
perturbations to the laminar flow rapidly relax. Accordingly this value might
represent the lower limit below which nontrivial solutions alluded to previ-
ously (see Figure 2) are unable to influence the dynamics because their inset in
phase space cannot be accessed from typical initial conditions corresponding
to turbulent flow or spot germs. Beyond Ru turbulent spots are seen to nucleate
and grow but all of them eventually decay for R < Rg ≈ 325. For R > Rg

some no longer decay as long as the experiment is pursued. When turbulent
spots grow, they often form oblique turbulent patches. When the set-up has
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Figure 4. Left: Mature turbulent spot in plane Couette flow (courtesy, S. Bottin). Right:
Time-averaged turbulent fraction as a function of R from a compilation of quench experiments.
Below Rg, turbulence eventually decays. The time statistics shown (dashed line) is accordingly
performed only during the chaotic transient stage before final decay; see also Figure 13. After
Bottin et al. (1998).

Figure 5. Full bifurcation diagram of plane Couette flow as a function of R.

sufficiently large aspect ratio, these patches evolve into discontinuous oblique
turbulent stripes as depicted in the left panel of Figure 6. Beyond R � 360
they subsequently merge to form continuous bands as shown in the right panel
of Figure 6. This value of R thus roughly marks the frontier between low and
high Reynolds numbers. Turbulent bands are present between R = 360 and
R = 415. This steady spatial modulation of the turbulent regime progressively
damps out and for R > Rt ≈ 415 a spatially uniform turbulent flow is ob-
served. Consult Bottin et al. (1998) and references therein for more details
about original experimental findings and Manneville (2004b, pp. 257–262) for
a review. The emerging global transition scenario is in all points similar to the
one that takes place in circular Couette flow between counter-rotating cylin-
ders, where spiral turbulence is observed (Coles, 1965), as reviewed at length
by Prigent in this volume (see also Prigent, 2001).
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Figure 6. In large aspect ratio systems, turbulent spots evolve into oblique stripes, broken for
R < 360 (left) and continuous beyond (right). Pictures: courtesy A. Prigent.

Current understanding of the transition to turbulence usually appeals to the
theory of dynamical systems and the concept of chaos in line with early mod-
eling by Landau (1944), further amended by Ruelle and Takens (1971). The
actual transition problem in wall flows however displays specificities, both
conceptual and practical. Questions relate in particular to the mechanisms sus-
taining nontrivial states and the fact that, by contrast with closed flows like
convection, the spatially extended, open, character of the flow can never be
neglected. In line with the seminal analysis/conjecture put forward in Pomeau
(1986), further developed in Bergé et al. (1998), we organize the rest of this
article as follows: In Section 2 we deal with “low-dimensional” conceptual
aspects, trying to make explicit what can be learned from the analogy with
thermodynamic phase transitions within the framework of dynamical systems.
Section 3 focuses on high-dimensional features linked to space-time depen-
dence, introducing Pomeau’s concept of space-time intermittency (STI) and
associated statistical tools. In fact, these interesting approaches remain too
abstract and it is not clear how to use them in a given concrete context such
as transitional plane Couette flow. This is the reason why we complete this
presentation by an account of our personal semi-realistic modeling attempt in
Section 4, before drawing some general conclusions in Section 5.

2. LOW-DIMENSIONAL CONCEPTUAL MODELS

Conceptual questions about the direct transition to turbulence were raised by
Y. Pomeau using the analogy between subcritical bifurcations and first-order
phase transition in thermodynamics, and pointing out the problem of nucle-
ation of the turbulent state and fronts coexisting between laminar and turbulent
domains.

In fact, the theory of elementary catastrophes already parallels the Landau
theory of phase transitions since both rely on gradient-flow dynamical sys-
tems. For example, the bifurcations of a one-dimensional real vector field FRF ,
depending on control parameter R are typically governed by a first-order dif-
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ferential equation

d
dt

A = FRF (A) ≡ −∂GR

∂A
, (1)

where GR is the potential from which FRF derives. Standard Landau theory
rests on a Taylor expansion of GR understood as a free energy, a function of
variable A called the order parameter. Such an account of thermodynamic
phase transitions is termed ‘classical’ since microscopic thermal fluctuations
are neglected.

The characteristic feature of a first-order transition (a subcritical bifurca-
tion) is phase (state) coexistence, i.e. the possibility of separated domains in
physical space, homogeneously filled with one or another phase (state). A sug-
gestion was then made in Pomeau (1986) to deal with nucleation and front
propagation typical of such a coexistence by adding the space diffusion of the
order parameter, thus converting (1) to a Ginzburg–Landau equation. When
the direct transition to turbulence is considered, this simple formulation how-
ever does not account for the intrinsically random nature of the turbulent state.
This led him to complete the picture by making a link with stochastic growth in
terms of percolation processes. Before reviewing it in Section 3 let us keep the
low-dimensional perspective opened by (1) and its extensions. Issues pertain-
ing to non-normality, transient energy growth, and nonlinearity are first con-
sidered in Section 2.1. Nontrivial states and the self-sustaining process from
which they originate are then examined in Section 2.2. The low-dimensional
reduction follows from a minimal flow unit (MFU) assumption,2 the possible
short-comings of which are considered in Section 2.3. The role of noise in the
thermodynamic analogy and the problem of nucleation understood as the es-
cape from a potential well, or alternatively as resulting from a crisis are briefly
evoked in Section 2.4.

2.1 Is transient energy growth triggering the transition?

Hydrodynamic stability theory has a long history basically relying on nor-
mal mode analysis and the implicit assumption that, as long as perturbations
are sufficiently small, the dynamics can always be studied in terms of a di-
rect sum of independent elementary dynamics of non-degenerate eigenmodes.
This modal approach has more recently been challenged by the theory of non-
modal energy growth in which the non-orthogonality of normal modes im-
plies a transient amplification of perturbations able to trigger the by-pass tran-
sition to nontrivial states. The relevance of this linear point of view stems
from the fact that the nonlinear advection term conserves the kinetic energy, as
emphasized in Henningson and Reddy (1994). Low-dimensional differential
models are particularly well designed to discuss such problems and in partic-
ular the respective roles of non-normality (non-orthogonality of eigenmodes)

8
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(Trefethen et al., 1993) and nonlinearity (non-uniqueness of solutions) (Wal-
effe, 1995; Henningson, 1996).

The simplest possible illustration of non-normal interactions is obtained
from the following two-dimensional model:

d
dt

X1 + a1X1 = X2 , d
dt

X2 + a2X2 = 0 , (2)

where, in a NS context, coefficients aj are real and positive with aj ∝ 1/R, in
order to account for viscous damping. Since the second mode is supposed to
be more strongly damped than the first one, it is further assumed that a2 
 a1.
Accordingly, the base state at the origin X1 = X2 = 0 is a stable node. The
kinetic energy E = 1

2

(
X2

1 + X2
2

)
is here the norm deriving from the canonical

scalar product, and it is immediately seen that d
dt

E is a quadratic form that is
not definite negative for all aj > 0, but that there exists a sector in phase space
where E is amplified when � = 1 − 4a1a2 is positive, i.e. for R sufficiently
large. The linear dynamics governed by (2) is illustrated in Figure 7. Antici-
pating over the nonlinear case, it should be emphasized that no qualitative dif-
ference can be observed between the situation when dissipation is sufficiently
strong to drive a monotonic relaxation towards the base state (� < 0, Figure 7,
left) and the opposite situation (� > 0, Figure 7, right) when inertia begins
to win so that the energy can initially increase while eventually decaying. An
appropriate variable change would yield a monotonic decrease of the exotic en-
ergy defined from the canonical inner product associated with the eigen-basis,
but the understanding of this norm as a physical perturbation energy would be
lost. The picture is typical of the relaxation towards a stable improper node,
which in turn is due to eigenvalue degeneracy (Jordan block structure). Here
degeneracy is to be found at the limit R → ∞ when all viscous damping rates
aj go to zero. In this limit, converting the linear operator to diagonal form
remains formally possible but near-degeneracy makes it an ill-posed problem
and the search for the associated exotic energy irrelevant.

As long as the evolution of infinitesimal perturbations is considered, the
long-term dynamics is controlled by the sign of the real part of the eigenvalues,
so that relaxation is eventually observed. In the terminology of dynamical
systems, the fixed point at the origin in phase space is a sink. To know how
long conclusions from the linear analysis are valid, we must add nonlinearities.
For model (2) a simple choice in line with the NS analogy is:

d
dt

X1 + a1X1 = X2 +X1X2 , d
dt

X2 + a2X2 = −X2
1 . (3)

Nonlinearities indeed conserve energy E and can be directly related to the
advection term of a Burgers-like equation V ∂xV upon expansion in Fourier
series V = X1 sin x + X2 sin 2x + · · · and appropriate amplitude rescaling.
Phase portraits of the nonlinear system (3) are displayed in Figure 8. They

9
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Figure 7. Phase portraits of system (2) for � < 0 (left) and � > 0 (right). Eigen-directions
are the X1 axis and the oblique continuous line. The sector where the perturbation energy E is
amplified is indicated by dashed lines. Scales are arbitrary since the system is linear and thus
invariant with respect to multiplication by any numerical factor.

Figure 8. Phase portrait of (3) in the large. Scales are no longer arbitrary but on the contrary
fixed by the numerical coefficients of the nonlinear system. The pictures in Figure 7 still hold
but in an infinitesimal neighborhood of the origin.

are strikingly different from the linear phase portraits in Figure 7, which could
be anticipated from the fact that nonlinear terms fix an amplitude scale, which
was not the case of the tangent dynamics at the origin. Except very close to
the origin, nonlinearities strongly distort the trajectories, destroy the X →−X
symmetry and make the trajectories concentrate in a region of slow dynam-
ics with parabolic shape, to the left of the origin. Fixed points are the trivial
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Figure 9. Left: Zoom on the neighborhood of the fixed points. The origin O is a stable node;
nontrivial fixed points are M(−), another stable node, and M(+) a saddle. Dashed lines mark the
sector where E increases. Thick continuous lines correspond to the invariant manifolds of the
different fixed points. Thin lines represent typical orbits. The stable manifold of M(+) serves
as a frontier between the attraction basins of O and M(−). Right: Evolution of E for three
trajectories with same initial shape X2/X1 and increasing amplitude, 1 & 2 relax to the origin,
3 start on the other side of the stable manifold of M(+) and terminates at M(−).

solution X1 = 0 and two nontrivial solutions X1
(±) = 1

2(−1 ± √
�), and

corresponding X2 obtained from X2 = −X2
1/a2, provided that � > 0. A con-

ventional saddle-node bifurcation takes place3 at � = 0. Another remarkable
feature of the nonlinear phase portraits in Figure 8 is that differences between
them are revealed only through a close inspection of the behavior along the
slow parabolic manifold near the origin, as shown by the zoom on that region
displayed in Figure 9 (left).

From these pictures, it is easily understood that, though relevant, the non-
normality of the linearized operator is not in itself responsible for the by-pass
transition. The other essential ingredient is the nonlinearity of the perturbation
equations. In particular, the main problem is that of computing the stable man-
ifold of the unstable fixed point, which extrapolates the stable linear subspace
close to the saddle point M(+), since this manifold forms the boundary of the
attraction basins of the stable nodes O and M(−). Trajectories with initial per-
turbation energy less than the distance from the origin to the stable manifold
return to it, while those with a larger energy may definitively depart from it
(Figure 9, right). In the case of model (3), for R sufficiently large this critical
distance is easily found to vary as R−3 by approximating the stable manifold
of M(+) by the stable eigendirection but this result is not generic. The scaling
appropriate to plane Couette flow is a long standing theoretical and experimen-
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Figure 10. Self-sustaining process as it emerges from the detailed study of numerical simu-
lations, see e.g. Hamilton et al. (1995): assume first the presence of weak streamwise vortices;
by transporting fluid particles from regions where the flow velocity is different, they induce a
spanwise modulation of the base flow, i.e. the streak component; in turn the superposition of
the base and streak flows may become unstable, regenerating the streamwise vortices.

tal problem, see e.g. Schmid and Henningson (2001, chapter 9) for a review,
Chapman (2002) for a recent analytical determination, and Cossu (2005) for
further discussion. In spite of its shortcomings inherent in dimension two, con-
sideration of Model (3) is enlightening. In particular it helps to weight (linear)
non-normal and nonlinear features by showing that the issue of linear transient
energy growth is overshadowed by the problem of finding the most critical part
of the nonlinear boundary of the basin of attraction of the base flow. Short-
comings linked to dimension two are mainly that (i) monotonic stability is lost
exactly when nontrivial solutions emerge at � = 0, (ii) when non-trivial states
appear, one is necessarily stable and the other unstable, and (iii) the stable
manifold of M(+) is one-dimensional and divides the two-dimensional phase
space into attraction basins. All these specificities no longer hold in higher di-
mensions, which makes the search for the most dangerous perturbations much
more tricky and forbids easy sizing up of the attraction basin of the base state
(see next subsection and Cossu, 2005). Several other equally simple two or
three-dimensional models have been proposed, for example in Trefethen et al.
(1993) or Gebhardt and Grossmann (1994), with similar objectives and compa-
rable limitations, see Waleffe (1995), Baggett and Trefethen (1997), Grossman
(2000) for critical reviews.

2.2 Modeling the self-sustainment of nontrivial states

In addition to illustrating abstract considerations, models can also be devised
to study specific processes in the flow and in particular the mechanisms by
which nontrivial states can be sustained (Figure 10). Here we present such a
model proposed in Waleffe (1997) and obtained by an appropriate truncation
of a Galerkin expansion of the NS dynamics within the assumption of cross-
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stream stress-free boundary conditions and in-plane periodic boundary condi-
tions with wavelengths comparable to what was observed in realistic numerical
simulations. Its interest lies in the fact that it should capture the essence of the
mechanism, in spite of unrealistic boundary conditions and few supplementary
assumptions. The model reads:

d
dt

X1 + a1X1 = b44
1 X2

4 + b23
1 X2X3 + Z ,

d
dt

X2 + a2X2 = b44
2 X2

4 + b13
2 X1X3 ,

d
dt

X3 + a3X3 = b44
3 X2

4 ,

d
dt

X4 + a4X4 = b24
4 X2X4 + b14

4 X1X4 + b34
4 X3X4 .

Each mode Xj , j = 1 . . . 4 can be related to a physical quantity in the flow.
Variable X1 represents the streamwise mean flow, X2 is the streak compo-
nent, i.e. a spanwise modulation of the mean flow velocity, X3 corresponds
to streamwise vortices, and X4 to a fluctuation that accounts for the instability
of the streak component, Z is the forcing that generates the base mean flow
X1 = Z/a1. Viscous relaxation leads to aj ∝ 1/R with aj > 0, j = 1 . . . 4.
Energy conservation further implies relations between the nonlinear coeffi-
cients, namely b44

1 = −b14
4 , b23

1 = −b13
2 , b44

2 = −b24
4 , and b44

3 = −b34
4 .

Properties of the model have been first studied in Waleffe (1997) and later in
Dauchot and Vioujard (2000) from which Figure 11 is adapted. Like Model
(3), Waleffe’s model has only one stable node at the origin when R is small,
the trivial solution corresponding to the base state BS. For R large enough, it
has two supplementary nontrivial solutions called LB (lower solution branch)
and UB (upper branch). At the value of R considered for Figure 11, UB is a
stable spiral fixed point (hence a time independent solution) but, in association
with the unstable limit cycle that has bifurcated from it, it is a remnant of the
self-sustaining process (SSP). Another interesting feature of the model is that,
at the saddle-node threshold, the pair (LB,UB) is unstable while UB becomes
stable at larger R only. By contrast with Model (3) for which UB is stable and
LB unstable right at threshold, this property is typical of systems in dimen-
sion larger than two since then there is enough room for unstable directions
in phase space away from the manifold that supports the bifurcation set (see
Note 1). Waleffe’s four-dimensional model is thus a low-cost illustration of
how phase space can be complicated, which is a fortiori expected to hold for
the full NS problem (see, e.g., Figure 2). Approximations made in the course
of its derivation oblige one to consider this model as a conceptual model of
SSP rather than a semi-realistic model of it. Other attempts, in particular by
the Marburg group (Schmiegel, 1999; Eckhardt and Mersmann, 1999; Moehlis
et al., 2004), have taken more care to fulfill NS requirements, obtaining higher-
dimensional models mostly used to study the sensitivity to initial conditions,
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Figure 11. Left: three-dimensional projection of the phase portrait of Waleffe’s model in a
typical case relevant to attractor coexistence (R = 160). Besides the origin BS (stable node),
two nontrivial fixed points are to be found: LB (saddle) and UB (stable focus). The boundary
of the attraction basin of stable fixed points are already very complicated. Trajectories are
guided by the stable manifolds of LB and of an invisible unstable limit cycle that has emerged
from a subcritical Hopf bifurcation of UB. Trajectories emerging from a series of neighboring
initial conditions are displayed. Some relax to the origin, others to UB, with possibly long,
complicated, oscillatory transients. Right: time series corresponding to trajectories labeled on
the left panel: immediate relaxation to BS (a1,a2), relaxation to BS after one or several turns
around an unstable limit cycle (b1,b2,b3), oscillatory relaxation to UB (c1,c2,c3); notice that
(b3) and (c2) start close to each other. For details, see Dauchot and Vioujard (2000).

chaotic transients, decay rates and the fractal character of the basin boundaries,
e.g. Schmiegel and Eckhardt (1997).

2.3 The MFU assumption and size effects

As already mentioned in Note 2, it is often assumed that the number of degrees
of freedom necessary to account for the transition to turbulence can be reduced
by decreasing the flow domain to a size at which underlying mechanisms are
too damped to sustain the nontrivial state. It is not easy to discuss the validity of
this approach in the case of the NS equations but hints of possible shortcomings
of the MFU assumption can be obtained from the consideration of a simple
model, namely the Kuramoto–Sivashinsky equation (see Manneville, 1988).
Resembling the NS equations to some extent, it is a partial differential equation
for a scalar field whose one-dimensional version reads:

∂tw + w∂xw = −∂xxw − ∂xxxxw . (4)

This form is parameterless. When periodic boundary conditions are set at a
distance � in direction x, the nature of the solutions thus depends only on the
value of �, or equivalently on the aspect-ratio � = �/λmax. The linear part of
the evolution operator indeed allows us to define an intrinsic length-scale λmax
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from the most unstable wavevector kmax = 2π/λmax = 1/
√

2 corresponding to
the maximum growth rate smax = 1/4 of modes exp(st+ ikx) as easily derived
from their dispersion relation s = k2 − k4.

As � is increased, one obtains an alternation of sustained chaotic solutions
and globally stable laminar states in the form of time-independent cellular so-
lutions or nonlinear traveling waves (Hyman et al., 1986). Non-chaotic solu-
tions exist for � in narrow windows centered around the successive multiples
of the basic length λmax, which corresponds to the fact that domains of such
lengths can accommodate given numbers of stable pair of normal cells, simply
repeated by periodicity. Other regular solutions can be constructed with anom-
alous cells made by gluing together single arches or/and making them slide to
get traveling waves, which enlarges the set of possibilities as � increases. All
these laminar states can be reached provided that geometrical resonance condi-
tion are fulfilled. However, though such solutions do exist as global attractors
in narrow �-windows while chaos prevails elsewhere, the time τ necessary to
reach them is observed to increase exponentially with the length.

Translating these results to the wall flow problem should sound as a warn-
ing since we may understand the size of the MFU as the intrinsic length scale
in the KS equation below which the sole solution is the trivial one. Here it
would just be the streamwise/spanwise size necessary to have a pair of stream-
wise vortices and associated streaks active in the flow. This may lead to an
overestimate of the Reynolds number necessary to have a sustained turbulent
state. The implicit periodic repetition at such a small size indeed plays the role
of an effective confinement that should be relaxed by considering larger sys-
tems. In turn this would allow the possible excitation of subharmonics of the
basic pattern via long-wavelength instabilities such as the Eckhaus instability,
or the outbreak of dislocations in the pattern. Consideration of larger domains
would also accommodate the counterpart of KS anomalous cells and propagat-
ing waves that play their part in the complexity of the phase space structure
and the emergence of chaotic behavior. We will come back to this point later
in Section 4, when dealing with semi-realistic models.

2.4 Escape from a metastable state

Let us come to a another facet of Pomeau’s conjectures, namely the close con-
nection between subcritical bifurcations and first-order thermodynamic tran-
sitions. In the present context, we have two possible out-of-equilibrium per-
manent states, the laminar flow and the turbulent regime. Two transitions can
be considered, the laminar→ turbulent natural (as opposed to triggered) tran-
sition due to experimental noise linked to set-up imperfections and residual
turbulence, and the turbulent→ laminar decay when R is low enough, so that
dissipation is sufficiently strong to kill small scale turbulent fluctuations and
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make the flow settle down. In the thermodynamic terminology, metastable
states correspond to local minima of some relevant thermodynamic potential
and potential barriers hinder the thermally activated transition from one mini-
mum to the other, while the Maxwell plateau is defined by the condition that
the two potential minima are equal. So, one would like to associate two min-
ima of some potential to either the laminar flow or the turbulent regime and
to understand the transition as an escape problem from one metastable state
to another. The global stability threshold Rg would then be the value of the
control parameter corresponding to the Maxwell plateau.

Following Graham (1989), one can extend the definition of thermodynamic
potentials to the non-equilibrium case of interest here by converting the deter-
ministic governing equations into stochastic equations. In the simplest possible
case of additive white noise, model (3) becomes a Langevin system:

d
dt

X1 + a1X1 = X2 +X1X2 + η1 , d
dt

X2 + a2X2 = −X2
1 + η2 , (5)

where η1 and η2 are the two components of a delta correlated noise 〈ηj (t)〉 = 0,
〈ηj (t)ηj ′(t

′)〉 = 2ζ δjj ′δ(t − t ′), where ζ is a measure of the noise intensity.
The probability of finding the system at a given place in phase space is then
expressed as

P∞PP (X; ζ ) = Z(X) exp(−�(X)/ζ ) , (6)

where �(X) plays the role of the thermodynamic potential and Z(X) is a pref-
actor. As an example, Figure 12 displays the potential empirically obtained for
system (5) as explained in the caption, which illustrates the thermodynamic
analogy in this simple case.

According to this approach, one would interpret the exponential behavior of
lifetimes of turbulent transients depicted in Figure 13 (left) as resulting from
the escape from a potential well over a barrier according to some Arrhenius law
exp(−��/ζ), where �� would be a function of the Reynolds number. One
could also determine optimal escape trajectories, according to some minimal
noise energy principle (Kautz, 1988), i.e. upon minimization of the noise en-
ergy necessary to drive the system from an attractor out of its attraction basin.
In the simple case of model (5), optimal escape trajectories correspond to het-
eroclinic trajectories of a deterministic four-dimensional system made of:

d
dt

X1 + a1X1 = X2 +X1X2 + Y1 , d
dt

X2 + a2X2 = −X2
1 + Y2YY , (7)

and two adjoint equations:

d
dt

Y1 − a1Y1 = −X2Y1 + 2X1Y2YY , d
dt

Y2YY − a2Y2YY = −Y1 − X1Y1 . (8)

The sought-for heteroclinic trajectories connect the fixed points corresponding
to the relevant attractors, either (X = 0, Y = 0) or (X = X(−), Y = 0) to the
saddle (X = X(+), Y = 0) on the basin boundary. This approach, especially
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Figure 12. Potential �(X) as defined from (6) and computed from the statistics of arbitrarily
long trajectories of (5) for � = 0.09 and a2 = 1 [we recall that � = 1 − a1a2] through
pointwise elimination of Z(X) between two box-counting estimates of the probability P∞PP (X)

for ζ = 10−4 and ζ = 5.10−5.

the introduction of (8) arising from the minimization of noise energy that plays
the role of a cost function, is quite close to what is currently developed in
control theory.

Limitations of this appealing perspective stem from the fact that, even if
the reduction to so few variables were valuable, probabilities and subsequent
potentials would likely be impossible to determine either analytically or prac-
tically, e.g. by box-counting which is ineffective in dimensions larger than
two. For the same reason optimal escape trajectories would be out of reach
since finding heteroclinic trajectories in a phase space with doubled dimension
cannot be concretely achieved in general. At any rate, this would be of little
help here because a singular variation of the potential barrier would have to be
assumed as the global stability threshold Rg is approached from below since
the average lifetime is observed to diverge roughly as 1/(Rg − R) as depicted
in Figure 13 (right).

So, putting aside the thermodynamic analogy, one can instead find an
apparently convincing interpretation of this phenomenon in terms of low-
dimensional dynamical systems and chaotic transients at a boundary crisis
(Grebogi et al., 1983). As a simple example to be reused later, let us consider
the tent map defined by Xk+1 = rXk for Xk ≤ 1/2 and Xk+1 = r(1 − Xk)

for Xk > 1/2, superscript k denoting (discrete) time, see Figure 14 (left). As
long as 1 < r ≤ 2, the map is chaotic and the interval [0, 1] is invariant un-
der the map. Beyond r = 2, this interval ceases to be invariant. Trajectories
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Figure 13. Study of transients in plane Couette flow experiments where the flow is suddenly
quenched from some high-R turbulent regime to a given lower value of R. Left: Distribution
of transients with duration larger than τ as a function of τ for different values of R below Rg.
Right: Divergence of the mean duration of transients as (Rg −R)−1. After Bottin et al. (1998).

Figure 14. Left: Tent map. Interval [0, 1] is invariant and trajectories are chaotic provided
that 1 < r ≤ 2. When r > 2 trajectories leak through a tiny hole around X = 1/2 and the mean
lifetime of chaotic dynamics diverges as r is approached from above. Right: Local map used in
the study of STI (Chaté and Manneville, 1990); instead of escaping to −∞ trajectories remain
“stuck” in some way for Xk > 1, which defines the laminar dynamics as (a) Xk+1 = Xk , i.e.
marginal stability, or (b) Xk+1 − X∗ = p(Xk − X∗) with 0 < p < 1 i.e. asymptotic stability
of fixed point X∗.
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all end at −∞ after chaotic transients with durations depending on the ini-
tial conditions, except those belonging to a zero-measure Cantor set which,
strictly speaking, is a repellor, i.e. an unstable set. By contrast, metastability
was introduced above for a state which was locally stable (finite-measure inset
and empty outset in the context of deterministic dynamical systems) but from
which escape was possible due to additional random fluctuations. A simple
calculation shows that the distribution of lifetimes of chaotic transients is ex-
ponential and that the average lifetime diverges as 1/(r−2) when r approaches
2 from above. As already mentioned, this viewpoint is currently adopted within
the approach sketched earlier in this section, e.g. in Schmiegel and Eckhardt
(1997). According to it, the transition turbulent → laminar is just the conver-
sion of a chaotic attractor into a chaotic repellor riddled with holes belonging
to the basin of attraction of the laminar flow at the crisis point Rg.

We believe that these two approaches do not faithfully account for the transi-
tional problem. On the one hand, the naive thermodynamic approach sketched
here takes the system as a whole and defines a potential that, at least formally,
sets the laminar and turbulent states on an equal footing, which is not the case.
Whereas it seems reasonable to accept that the natural laminar→ turbulent
transition can be triggered by a weak extrinsic noise, it is not at all clear that
the reverse transition can be considered in the same way since turbulent flow
on the nontrivial branch is not easily decomposed into a mean flow and fluc-
tuations with the characteristics of a weak random noise. On the contrary,
fluctuations are large and even seem to play an essential role. On the other
hand, the crisis interpretation of the escape from a chaotic attractor neglects
the intrinsic space-time dependence at intermediate scales pointed out when
discussing the validity of the MFU assumption, which also seems to be an im-
portant feature. This is why we now turn to modeling attempts developed in
terms of space-time intermittency (STI), which leads one to a different thermo-
dynamic analogy based on the statistical physics of phase transitions and the
theory of critical phenomena.

3. HIGH-DIMENSIONAL STOCHASTIC APPROACH
AND STATISTICS

In the context of low-dimensional systems, the introduction of noise can be
seen as an extrinsic way to take an infinity of hidden degrees of freedom into
account. In this section, we consider rather an intrinsic way to do so by de-
veloping an approach that explicitly deals with space dependence. Here we
follow another of Pomeau’s proposals: to translate the state coexistence in
phase space typical of subcritical bifurcations into a competition in physical
space, and discuss the existence and motion of interfaces between domains oc-
cupied by each of the different possible states. A first possibility is to unfold
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the space dependence of models such as (3) by allowing space diffusion of
its order parameter, thus transforming an ordinary differential equation into a
partial differential equation (PDE). The simplest variation on this theme is the
real Ginzburg–Landau (GL) equation, here in one dimension:

τ0ττ ∂tA = ξ 2
0 ∂xxA− ∂GR

∂A
, (9)

where the potential GR(A), depending on the control parameter R, displays two
local minima (stable) for A = A1,3 separated by a relative maximum (unsta-
ble) at A = A2, much like potential � defined in Section 2.4. Fronts separating
locally stable domains of A1 and A2 are easily shown to move without defor-
mation in the direction producing a decrease of G(t) = ∫ G(x, t) dx. The front
stays at rest for R = RM (Maxwell plateau) defined by GRM(A1) = GRM(A2)

and, except for this special value, one kind of state always “wins,” while ex-
periments leave the possibility of a (statistically) steady coexistence in finite
ranges of R. More complicated models have thus been considered, with non-
linearities breaking the gradient character of (9), e.g. Bottin and Lega (1998),
or adding nonlocal constraints, e.g. Hayot and Pomeau (1994), in an attempt
to understand the domain-size problem, but without definitive answer.

In the Ginzburg–Landau approach, space dependence and subsequent front
motion are treated with an emphasis on the macroscopic coherence implied by
the introduction of the diffusion operator. Following Pomeau, one can think
of coexistence implied by subcriticality at a mesoscopic scale. Let us consider
a spatio-temporally discrete version of the primitive continuous model (i.e. in
terms of PDE) in which a regular lattice of sites is defined with a dynamical
system attached to each site. All the distributed local dynamical systems are
identical with two possible states, one called absorbing corresponds to the lam-
inar state and the other called active to the turbulent state. The rule of the game
is that absorbing states can never become active by themselves but only by con-
tamination from a neighboring active state, with a given probability � . The
control parameter is the contamination probability and the observable is the
fraction of active states � akin to the turbulent fraction used to study the plane
Couette flow. This process, called directed percolation (DP), is thus modeled
by a probabilistic cellular automaton, which is a common starting point in epi-
demics or forest-fire studies. It is characterized by a persistence of clusters of
active sites beyond some percolation threshold �c�� and, below threshold, by
the divergence of life-time and size of clusters triggered from small germs of
active sites.

The remarkable fact is that, when analyzed within the framework of criti-
cal phenomena in phase transitions theory,4 this process defines a universality
class characterized by power law behaviors close to �c�� , e.g. � ∝ (� −�c�� )β ,
where the exponent β just depends on space dimension and other general char-
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