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Foreword

The time seems ripe for a critical compendium of that segment of
the biological universe we call viruses. Virology, as a science, having
passed only recently through its descriptive phase of naming and num-
bering, has probably reached that stage at which relatively few new—
truly new—viruses will be discovered. Triggered by the intellectual
probes and techniques of molecular biology, genetics, biochemical
cytology, and high resolution microscopy and spectroscopy, the field
has experienced a genuine information explosion.

Few serious attempts have been made to chronicle these events.
This comprehensive series, which will comprise some 6000 pages in a
total of about 18 volumes, represents a commitment by a large group of
active investigators to analyze, digest, and expostulate on the great
mass of data relating to viruses, much of which is now amorphous and
disjointed, and scattered throughout a wide literature. In this way, we
hope to place the entire field in perspective, and to develop an invalua-
ble reference and sourcebook for researchers and students at all levels.

This series is designed as a continuum that can be entered
anywhere, but which also provides a logical progression of developing
facts and integrated concepts.

Volume 1 contains an alphabetical catalogue of almost all viruses
of vertebrates, insects, plants, and protists, describing them in general
terms. Volumes 2-4 deal primarily, but not exclusively, with the
processes of infection and reproduction of the major groups of viruses
in their hosts. Volume 2 deals with the simple RNA viruses of bacteria,
plants, and animals; the togaviruses (formerly called arboviruses),
which share with these only the feature that the virion’s RNA is able to
act as messenger RNA in the host cell; and the reoviruses of animals
and plants, which all share several structurally singular features, the
most important being the double-strandedness of their multiple RNA
molecules.

Volume 3 addresses itself to the reproduction of all DNA-contain-
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viii Foreword

ing viruses of vertebrates, encompassing the smallest and the largest
viruses known. The reproduction of the larger and more complex RNA
viruses is the subject matter of Volume 4. These viruses share the
property of being enclosed in lipoprotein membranes, as do the
togaviruses included in Volume 2. They share as a group, along with
the reoviruses, the presence of polymerase enzymes in their virions to
satisfy the need for their RNA to become transcribed before it can
serve messenger functions.

Volumes 5 and 6 represent the first in a series that focuses pri-
marily on the structure and assembly of virus particles. Volume 5 is
devoted to general structural principles involving the relationship and
specificity of interaction of viral capsid proteins and their nucleic acids,
or host nucleic acids. It deals primarily with helical and the simpler
isometric viruses, as well as with the relationship of nucleic acid to pro-
tein shell in the T-even phages. Volume 6 is concerned with the struc-
ture of the picornaviruses, and with the reconstitution of plant and bac-
terial RNA viruses.

Volumes 7 and 8 deal with the DNA bacteriophages. Volume 7
concludes the series of volumes on the reproduction of viruses (Volumes
2-4 and Volume 7) and deals particularly with the single- and double-
stranded virulent bacteriophages.

Volume 8, the first of the series on regulation and gentics of
viruses, covers the biological properties of the lysogenic and defective
phages, the phage-satellite system P 2-P 4, and in-depth discussion of
the regulatory principles governing the development of selected lytic
phages.

Volume 9 provides a truly comprehensive analysis of the genetics
of all animal viruses that have been studied to date. These chapters
cover the principles and methodology of mutant selection, comple-
mentation analysis, gene mapping with restriction endonucleases, etc.
Volume 10 also deals with animal cells, covering transcriptional and
translational regulation of viral gene expression, defective virions, and
integration of tumor virus genomes into host chromosomes.

Volume 11 covers the considerable advances in the molecular
understanding of new aspects of virology which have been revealed in
recent years through the study of plant viruses. It covers particularly
the mode of replication and translation of the multicomponent viruses
and others that carry or utilize subdivided genomes; the use of proto-
plasts in such studies is authoritatively reviewed, as well as the nature
of viroids, the smallest replicatable pathogens. Volume 12 deals with
special groups of viruses of protists and invertebrates which show
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properties that set them apart from the main virus families. These are
the lipid-containing phages and the viruses of algae, fungi, and
invertebrates.

Volume 13 contains chapters on various topics related to the struc-
ture and assembly of viruses, dealing in detail with nucleotide and
amino acid sequences, as well as with particle morphology and
assembly, and the structure of virus membranes and hybrid viruses. The
first complete sequence of a viral RNA is represented as a multicolored
foldout.

Volume 14 contains chapters on special and/or newly char-
acterized vertebrate virus groups: bunya-, arena-, corona-, calici-, and
orbiviruses, icosahedral cytoplasmic deoxyriboviruses, fish viruses, and
hepatitis viruses.

Following Volume 14 is a group of volumes dealing with
virus-host interactions. Volume 15 focuses on immunity to viruses;
Volume 16 on viral invasion, factors controlling persistence of viruses,
responses to viral infection, and certain diseases; and Volume 18 on
other viral diseases and cell responses to viral infection, including cell
death.

The present volume contains chapters discussing and evaluating
most of the biophysical, biochemical, and serological methods used in
virus research.

Our knowledge of certain viruses has advanced greatly since
publication of the early volumes of Comprehensive Virology, and a
second updated edition for each of these was considered. The editors
and publisher have decided that instead of such a second edition they
would approach the concept of comprehensive coverage of virology in a
different manner. A series of books or groups of books, each dealing
with a specific virus family in extenso, will be planned and edited by an
eminent specialist in the respective field. This series, termed The
Viruses, will start with three books devoted to the Herpesviridae and
will be edited by B. Roizman.
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CHAPTER 1

Biophysical Methods

in Virus Research

Max A. Lauffer

The Biophysical Laboratory
Department of Biological Sciences
University of Pittsburgh
Pittsburgh, Pennsylvania 15260

1. INTRODUCTION

All viruses are composed at least of protein and nucleic acid, and
certain viruses contain other biochemical constituents as integral parts
of their structure. Thus the biophysical methods used in the isolation
and characterization of viruses are the same as those used by bio-
chemists generally. It would be impossible in a chapter of reasonable
length to deal with all such methods exhaustively. For that reason, an
attempt will be made to limit this discussion to those most extensively
used by virologists. The approach will be to explain the underlying prin-
ciples involved in each method and to illustrate its use by citing exam-
ples drawn more or less randomly from the literature, including pre-
vious volumes of Comprehensive Virology. The purpose of the present
effort is to provide readers not familiar with these methods a basis for
understanding them, and perhaps some appreciation of which methods
are best adapted to the solution of specific problems. However, anyone
desiring to make use of any of the methods must consult more detailed
specific treatments available in the literature. Certain methods, like
electron microscopy and X-ray crystallography, are either so widely
used or so highly technical that they deserve chapters in their own right,
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2 Chapter 1

written by experts in the particular field. These methods are dealt with in
Chapters 2 and 3 of this volume. Treatment of electron microscopy will
be limited to an elementary discussion of the physical principles involved.

Even though the method of ultrafiltration seems no longer to be
extensively employed, because of its historical significance it would be
inappropriate not to mention it. The very name, “virus,” in common
use today, is a shortened form of an earlier name, “filterable virus,” a
name adopted to signify that these agents are distinguished from other
disease-producing agents, then referred to generally as “viruses,” by
virtue of the fact that they pass through filters which retain bacteria. The
first recognized viruses, tobacco mosaic virus (Iwanowski, 1892; Beijer-
inck, 1898), foot-and-mouth disease virus (Loeffler and Frosch, 1898),
and yellow fever virus (Reed, 1901), were all discovered by this method,
as were many others in subsequent years. The only information provided
initially was that these viruses are smaller than bacteria. Later, it was
found that tobacco mosaic virus, even though it could pass a Berkefeld
filter, was held back by a Livingstone porous cup (Allard, 1916). This
gave some idea of the lower limit of the size of this virus. Later, a variety
of filters graded for pore size became available. These were used, espe-
cially by Elford (1931) and co-workers, for the determination of the
approximate sizes of many viruses. It was established by this method
that different viruses possess different characteristic sizes, ranging from
about 10 to 300 nm.

The first method used to obtain a virus in a crystalline form was
precipitation (Stanley, 1935). Since the coats of viruses are composed
largely or completely of proteins, viruses exhibit the solubility charac-
teristics of proteins. The most common methods of altering the solu-
bility of proteins, and therefore of viruses, are adjustment of pH or salt
concentration, or the addition of organic solutes. Proteins and viruses
exhibit minimum solubility near their isoelectric points. The effect of
salts is complex. Usually increasing the salt concentrations at very low
salt concentrations increases the solubility. This effect is called salting-
in. At higher concentrations, solubility decreases on further increase in
salt concentration, an effect known as salting-out. The salt concentra-
tion at which salting-out begins to predominate depends on the nature
of the protein surface. Proteins with highly hydrophilic surfaces tend to
salt-in even at appreciable salt concentrations, while those with highly
hydrophobic surfaces begin to salt-out at relatively low salt concentra-
tions. Furthermore, the effect of salt varies considerably with the nature
of the electrolyte. The effect of adding organic solutes is also complex;
some organic solutes increase the solubility of some proteins, but the
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predominant effect is to decrease protein solubility. Denaturation fre-
quency occurs when organic solutes are added. Theoretical and
practical aspects of protein solubility are discussed by Haschemeyer
and Haschemeyer (1973) and by Edsall and Wyman (1958). Solubility
methods are still used in the purification of viruses, especially in their
crystallization.

Particles the size of viruses are ideal for study by centrifugation,
one of the earliest physical methods employed and one still extensively
used. It was found as early as 1922 that vaccinia virus could be
concentrated by centrifugation (MacCallum and Oppenheimer, 1922;
Bland, 1928; Ledingham, 1931; Craigie, 1932). Rivers and his
associates (Hughes et al., 1935; Parker and Rivers, 1935, 1936, 1937,
Parker and Smythe, 1937) extended this method to prepare appreciable
amounts of purified vaccinia virus. Soon after the crystallization of
tobacco mosaic virus (Stanley, 1935), the method of differential centri-
fugation was used to purify this virus (Wykoff, e al., 1937); in sub-
sequent years, centrifugation has been widely used to isolate and
characterize viruses.

2. VISCOSITY

While centrifugation is probably the most widely used of all the
physical methods in the study of viruses and their components, the
results of centrifugation experiments and even centrifugation theory
cannot be understood without reference to diffusion and viscosity; an
understanding of diffusion depends on an understanding of viscosity.
For that reason, this treatment will begin with viscosity, followed by
diffusion, before centrifugation is considered. More detailed, simplified
treatments of viscosity are available in the literature, for example, in
Lauffer (1946, 1980) and Bull (1971).

Water and most common laboratory solvents behave in accord
with Newton’s law of flow. Imagine two planes, each of an area, A,
oriented parallel to each other and separated by a distance, z, as
illustrated in Fig. 1. If a force, F, is applied to the upper plane in the
direction of the arrow while the lower plane is held stationary, liquid
adjacent to the upper plane will move in the direction of the arrow with
a velocity, u, and that adjacent to the bottom will have a velocity of
zero. The intervening fluid can be thought of as an infinite number of
infinitely thin sheets all parallel to the two planes. They will move with
intermediate velocities, ranging from zero at the bottom to u at the top.
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Fig. 1. Diagram illustrating Newton’s law of flow. The space between the two parallel
planes of area A4, z cm apart, is filled with liquid of viscosity coefficient, n. The lower
plane is held stationary while a force, F, applied in the direction of the arrow, causes
the upper plane to move in the same direction with a steady velocity, «. Intervening
liquid exhibits a velocity gradient du/dz.

Thus a velocity gradient will be established, symbolized by du/dz. This
type of flow is given the name “plane laminar flow.” Newton’s law of
flow states simply that the velocity gradient established in the fluid is
directly proportional to the force per unit area applied to the upper
plane. This law can be stated in equation form as

dufdz = (1/n)(F/A) (1)

where 7 is the coefficient of viscosity and 1/7 is the proportionality
constant. In the cgs system, the unit of viscosity is the poise defined as
the viscosity of a fluid in which a velocity gradient, du/dz, of 1
cm/sec/cm is produced when a force of 1 dyne is applied to an area of
1 cm? The dimensions of the poise are grams divided by centimeter
seconds. A medium lubricating oil at room temperature has a viscosity
of about 1 poise. Water at 20°C has a viscosity of almost exactly 0.01
poise. Since most biological and biochemical investigations deal with
aqueous solutions, viscosity will henceforth be described in terms of the
centipoise, equal to 1/100 poise. If the planes in Fig. 1 are separated by
a distance of 1 cm, if the area, A, of the planes is 1 c¢cm? and if the
force, F, is just sufficient to produce a velocity, u, of 1 cm/sec, the
velocity gradient will be 1 cm/sec/cm, the volume of liquid between the
planes will be 1 cm?®, the distance moved by the upper plane will be 1
cm in 1 sec, and the work done to cause this movement will be F x 1
ergs/sec. Thus the viscosity of a liquid can be thought of as the
work /cm®/sec expended in producing flow with a velocity gradient of 1
cm/sec/cm. This work is dissipated as heat.

The equation governing the flow of a liquid through a capillary
tube was first discovered experimentally by Poiseuielle and was later
derived from Newton’s law of flow. Details of the derivation are availa-
ble in many places, for example, in Tanford (1961), Bull (1971), and
Lauffer (1980). When V is the volume of liquid flowing through a
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capillary tube of length, /, and radius, r, in time, ¢, with a pressure dif-
ference across the capillary of, P, equation (2) expresses the relation-
ship.

wrtPt
V= R @

The most commonly used apparatus for the determination of viscosity
is the Ostwald viscometer, illustrated in Fig. 2. The way this viscometer
is used is to measure first the time, #, for a fixed volume, V, of a
reference liquid such as water, with viscosity coefficient of 7, to flow
through the capillary. The unknown solution is then placed in the same
viscometer and the time, ¢, for the same volume, V, to flow is
determined. From equation (2), when 7 is the unknown viscosity coeffi-
cient of the liquid being measured,

n/T)o = tP/toPo = td/todo (3)

The final term on the right derives from the fact that when flow is
under the influence of gravity the average pressure difference is propor-
tional to the density, d. Since the viscosity of water is precisely known,
it can be used as a reference material. With this value, the viscosity of
any other liquid or solution can be determined with the aid of equation
(3). The ratio n/n, is frequently called the relative viscosity. Viscosity
varies with temperature; for example, the viscosity of water is 1.7921
centipoises at 0°C, 1.0050 at 20°C, and 0.2838 at 100°C. Tables of
values at other temperatures are given in various reference volumes, for
example, Handbook of Chemistry and Physics.

@

Fig. 2. Diagram of an Ostwald viscometer.
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When solutes are dissolved in the solvent, the coefficient of vis-
cosity is changed; usually it increases. The viscosities of some solutions
are tabulated in handbooks as a function of concentration, but when
data cannot be found the viscosity can be measured by the method just
described. It is necessary to know accurately the viscosity of the
medium in which macromolecules move in diffusion, in centrifugation,
and in any other transport experiment in order to interpret the results.

Beyond providing such essential information, viscosity measure-
ments can also provide useful information about macromolecules.
Experience has shown that the viscosity of a solution of macro-
molecules depends on the volume fraction of the macromolecular
component in accord with a general equation of the form

L~ 1 4+ AG + BG?, etc. 4)
0
where G is the volume fraction of the macromolecule and 4 and B are
constants assigned to make the data fit the equation.

1 _ 1= 4G + BG* )

o

(n/me — 1) is called the specific viscosity.

[(nl)_ 1] /G = A + BG ©)

As G approaches zero,
| n
—)-1{/G =4
G-

The symbol [n] is called the intrinsic viscosity; it depends on two
properties of the macromolecule, hydration and shape. Intrinsic vis-
cosities are determined experimentally by measuring the viscosities of
solutions at different volume concentrations. Many ways exist to
evaluate [n] from such data, the simplest of which is to plot [(n/n,) — 1]
against G and then draw a tangent to the curve at G = 0. The slope of
this tangent is 4 or [7].

To interpret further, it is necessary to have a model for the
particle. The usual idealized models are ellipsoids of revolution. When
an ellipse is rotated about its major axis, it generates an elongated or

[n] ()
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prolate ellipsoid of revolution. If it is rotated about the minor axis, it
generates a platelike or oblate ellipsoid of revolution. Intermediate
between these is the sphere, generated by rotating an ellipse with equal
axes (a circle) about any diameter. These models have been very useful
in interpreting many kinds of hydrodynamic data, but it must be
remembered that no real particle, virus, or protein molecule ever cor-
responds exactly to an idealized mathematical model. Even nearly
spherical particles have surfaces with are rough at the atomic level and
are therefore not strictly spherical. Nevertheless, the use of models can
be informative. The simplest is the sphere.

Einstein showed that the viscosity of a suspension of spherical
particles is related to the volume fraction by the equation

T 14256 @)
No

A simplified derivation of this equation has been achieved recently
(Lauffer, 1980). From this equation and from equation (7), it follows
that [n] for spheres is 2.5. If the spheres are hydrated such that the
hydrated volume of each sphere is K times the unhydrated volume, then
the hydrodynamically effective volume fraction of the sphere will be
KG. Since in any experiment the analytically determined value of the
volume fraction will be that of unhydrated particle, G, this is the
quantity which will be used to calculate the intrinsic viscosity. Thus the
experimental value of the intrinsic viscosity of hydrated spheres will be
2.5K. When it is known that the macromolecule can be represented
reasonably accurately by a spherical model, the intrinsic viscosity
makes it possible to evaluate K. Intrinsic viscosity data assembled from
the literature yield values of K of 2.51 and 3.27 for southern bean
mosaic virus and rabbit papilloma virus, respectively (Lauffer and
Bendet, 1954).

The reason that macromolecules increase the viscosity of a solu-
tion is that, in a velocity gradient, the macromolecule moves with a
velocity equal to that of liquid at its midplane, but it extends into
regions where the liquid is flowing faster than and slower than the mid-
plane. Thus liquid must flow around the particle, dissipating energy. This
added dissipation of energy increases the viscosity. When the particle is a
rod-shaped ellipsoid or a platelike ellipsoid with long axis oriented per-
pendicular to the direction of flow, it extends into regions where the flow
rate of the liquid differs from that at the midplane to a greater extent
than would be the case if the particle were a sphere of the same volume.
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There are two consequences. One is that the dissipation of energy, and
therefore the viscosity contribution, is greater than it would be if the
particle were a sphere, and the other is that a torque is applied to the
particle, causing it to rotate. This torque is at a maximum when the
particle is oriented with its long axis perpendicular to the direction of
flow and at a minimum when the particle is parallel to the direction of
flow but never zero. The result is a type of rotation described as
precessional, which leads to a tendency for the particle to orient with its
long dimension in the direction of flow. Superimposed on this hydrody-
namic orientation is the disorienting tendency stemming from random
thermal rotation. All of these effects have been taken into account
theoretically by Simha (1940), who derived equations for the intrinsic
viscosity of randomly oriented ellipsoids of revolution, both prolate and
oblate. Simha’s result can be expressed by equations of the generalized
form, ‘

[n] = K¥(b/a) 9)

where b is the major and a the minor semiaxis of the ellipsoid and
W (b/a) should be read as “function of b/a.”” This function is presented
in brief numerical form in Table 1. More detailed tables are available in
many publications, for example, in Schachman (1959). A simple way to
solve ¥(b/a) in terms of b/a is to plot it against b/a for both prolate
and oblate ellipsoids and to connect the points with a smooth curve.
This can be used to evaluate b/a for measured values of [n]/K.

3. DIFFUSION
3.1. Theory

To understand the theory and practice of centrifugation and to
interpret some of the results, it is necessary to understand diffusion.
The basic law for the diffusion of solute molecules through a solvent in
a single direction was discovered by Fick and is presented below in two
alternative forms, Fick’s first law, equation (10), and Fick’s second law,
equation (11):

dS = — DQ(dc/dx)dt (10)

dc/dt = D d*c/dx? (1)
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TABLE 1
Numerical Solution of Simha’s Equations
Wb/a) = [nl/K
Prolate ellipsoids Oblate ellipsoids
b/a (elongated) (flattened)
1 2.50 2.50
2 291 2.85
5 5.81 4.71
10 13.63 8.04
20 38.6 14.8
50 176.5 35.0
100 593.0 68.6

In these equations, dS is the amount of material diffusing through a
cross-section, Q, in time dt, when the concentration gradient is dc/dx.
D is the diffusion coefficient with dimensions of cm?/sec in the cgs
system. The two equations are aspects of the same law in the sense that
one can be derived from the other. Details are provided in many
references, for example, Tanford (1961), and Haschemeyer and Hasch-
meyer (1973). Diffusion coefficients are funtions of the size and shape
of the diffusing particle, but they also depend on temperature. The
nature of that dependence is made clear by the Einstein-Sutherland
equation:

RT
D=7 (12)

R is the gas constant, T is the absolute temperature, /V is Avogadro’s
number, and f is the coefficient of friction. When a particle moves
through a viscous medium with a velocity u, it encounters a force of
resistance proportional to u. The proportionally constant is f. For
spheres, it is given by Stokes’s law.

f = 6rur (13)

A simplified derivation of Stokes’s law has been worked out (Lauffer,
1980). When equation (13) is substituted into equation (12),

D = RT/6nrNn (14)
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Stokes’s law cannot be used to give the value of f for nonspherical
particles, but f is still proportional to 5, which, in turn, depends on T
and on the nature of the solvent. It is, therefore, necessary to convert
measured values of D to some standard condition in order to provide
comparative values from solute to solute. The commonly agreed-on
standard system is to evaluate the diffusion coefficient the particle
would have in a medium with the viscosity of water at 20°C, sym-
bolized by DZ. From equation (14) one obtains,

293.16n

D = D S (15)

where D is the diffusion coefficient measured at temperature 7T in a
medium with viscosity coefficient n and 5% is the viscosity of water at
20°C.

3.2. Porous Disk Method

The simplest method of measuring D is with the Northrop-Anson
(1929) diffusion cell, illustrated in Fig. 3. This cell consists of a coarse
glass porous disk or filter fused to the end of a cup. The cup is filled
with the solution to be analyzed and must be closed to prevent flow
through the disk. It is then immersed in the solvent and allowed to
stand for an appropriate time at constant temperature. Equation 10 can
be used to evaluate D because a constant concentration gradient
(dc/dx) is established across the filter equal to (c; — ¢,)//, where ¢; and ¢,
are the concentration inside and outside, respectively, and / is the thick-

e

|— Solution

|— Solvent

Fig. 3. Diagram of the porous-disk diffusion apparatus.
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Fig. 4. Free diffusion at an interface. ° © 0
Top: Concentration of solute initially. )
Center: Concentration, ¢, plotted as a Short Time
function of position, x, after two times
of diffusion. Bottom: Concentration Long Time
gradient as a function of position after _
same two times. X=-® ) x=+®

ness of the filter. When the experimental arrangement is properly con-
trolled, c; is always practically equal to the loading concentration, ¢, and
¢, is practically equal to zero. This permits integration of equation (10)
by merely substituting AS and At for dS and dt. The amount, AS, which
diffuses out in the time of the experiment, A¢, can be determined by mul-
tiplying the concentration after mixing in the external vessel by the
volume of solvent in it. Thus D is determined from a ratio of concentra-
tions. It is not necessary that an absolute method of concentration
measurement be available; relative values suffice, but it is necessary for
them to be accurate in order to obtain an accurate value for D. Bioassays
can be used, provided that they are sufficiently accurate. The limitation
of the method stems from the fact that @ in the equation depends on the
average cross-section of the pores in the filter. The normal way of using
the cell is to determine the apparatus constant, Q//, by carrying out a dif-
fusion experiment on material with known diffusion coefficient, D. This
value of Q/I can then be used in subsequent experiments. This method is
so simple that it is surprising that it is not used extensively in virus
research.

3.3. Free Diffusion

The most frequently used method of measuring diffusion coeffi-
cients involves free diffusion at an interface. As is illustrated in Fig. 4, a
very sharp boundary is established between a solution and a solvent.
Normally, the solution is at the bottom of the vessel because solutions
of most biological materials are more dense than the usual solvent,
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water. The system with its boundary is then maintained at an accur-
rately controlled temperature for as long as the experiment requires.
The solute molecules or particles gradually diffuse into the solvent, so
that at the end of time ¢ there is a sigmoidal change of concentration
from deep in the solution to high in the solvent, as illustrated in Fig. 4.
This is in contrast with the sharp break in concentration at the
boundary at the beginning of the experiment, when ¢ was zero. In
representing this system mathematically, it is most convenient to let x
equal 0 at the position of the initial sharp boundary, — < deep in the
solution and + « high in the solvent. While this change in concentra-
tion can be measured by chemical or biological assay on samples, it is
usually determined by optical means. The most frequently employed
optical systems are based on the schlieren principle. Such methods
measure the refractive index gradient, dn/dx, as a function of position,
x. For dilute solutions, the refractive index, n, is related to the
concentration, ¢, by

n = ny+ ke (16)

In this equation, n, is the refractive index of the solvent and k is the
specific refractive increment of the solute in that solvent. When equa-
tion (16) is differentiated, equation (17) is obtained:

dn/dx = k dc/dx (17)

Thus the refractive index gradients measured by optical methods based
on the schlieren system are directly proportional to concentration
gradients. Inspection of Fig. 4 shows how dc/dx varies with distance:
dc/dx is zero deep in the solution where the concentration remains
constant at its initial value, c,, and also high in the solvent where the
concentration is zero. It has the maximum negative value at x = 0,
where the concentration change is steepest.

To interpret diffusion experiments of this sort, it is necessary to
start with Fick’s second law, equation (11). This can be integrated to
give equation (18). The simplest method of carrying out this integration
has been published by Longsworth (1945).

dedx = — —2_ g-wtnt (18)

Va4n Dt

Equation (18) is the equation for a bell-shaped curve like that shown in
Fig. 4. Inspection of the equation shows that when x is either + « or
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— o, dc/dx is zero, and when x is zero, dc/dx has its greatest negative
value, —co/A/4rDT. Since all variables in the equation can be
measured, D can be determined. Various convenient methods of
evaluating D from curves such as those shown in Fig. 4 are available
and have been described on many previous occasions, for example, by
Neurath (1942).

Diffusion coefficients can also be determined from free diffusion
experiments by measuring concentration, ¢, as a function of position, x.
Analyses on samples withdrawn from different positions would give
such data. Futhermore, some optical methods, particularly those based
on the interference principle or on optical absorption, give the data in
this form. To complete the interpretation, equation (18) must be
integrated once more. This integration can be carried out by substitut-

ing z for x//2DT.
z = x/A/2DT (19)
When this is done, equation (18) takes the form of

2
coe™ 2

de = — dz (20)

When equation (20) is integrated between z, where the concentration is
¢, and «, where the concentration is zero, equation (21) is obtained.

£. — _l_ ) —22/2
o = mle dz (21)

The integral on the right cannot be solved analytically, that is, it cannot
be expressed in terms of a simple equation. It is the integral commonly
used in statistical theory, and tables are available which give values for
various values of z. Almost any textbook on statistics will provide such
tables, but they are also available in Handbook of Chemistry and
Physics. These tables can be used to evaluate z in the following way.
The analyses will give the value of ¢ at some particular value of x. Since
¢, is known, the value of the integral, equal to c/c,, at the value of x is
also known. From the tables, one then finds the value of z correspond-
ing to that value of the integral. Since x and z are both now known, D
can be determined from equation (19).

There is another method, similar in principle but different in detail,
also commonly used to solve equation (18). It involves substituting y for
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x/\/ 4DT. This yields ultimately an equation somewhat like equation
(21), but different in detail. This method is called the error-function
method. Tables are available for the error function; these tables are dif-
ferent from the ones described above. Whichever of these alternatives
one chooses to use, it is necessary to recognize that they are slightly dif-
ferent and that the appropriate tables must be consulted; error-function
tables cannot be used with equation (19).

3.4. Gel Diffusion

Diffusion experiments can also be carried out in gels like gelatin or
agaragar. For the purpose of understanding diffusion, agaragar or
gelatin gels can be thought of as irregular networks of fibrous gelatin or
agaragar, perhaps swollen by hydration, with large amounts of solvent
entrapped. As long as the regions filled with intact solvent are large
enough so that the macromolecular solute is not retained as in a filter,
diffusion can take place through the gel. However, the solute molecules
must move around the fibers in their path. This has the effect of
increasing the path length as it moves forward a net distance of x. The
theory of diffusion in gels has been discussed at some length (Lauffer,
1961). Equations (10) and (11) and all equations derived from them
must be altered in two ways. First, D must be replaced by D', defined
by

1

PP T

(22)

For randomly oriented cylinders or threads such as one might assume a
gelatin or agaragar gel to have, « has a value of 5/3. In this equation, ¢
is the volume fraction of the gel substance, that is, the fraction of the
total volume of the gel occupied by the swollen fibers in the network,
really, the volume fraction from which solute molecules are excluded.
The other change is that ¢ must be replaced by ¢’, defined as

¢'=c(l - ¢) (23)

This has the effect of changing concentration in amount per unit
volume of liquid to amount per unit volume of gel.

A simple way of determining diffusion coefficients using gels is to
place a solution of macromolecules on top of a layer of gel in a petri
dish. After time ¢ the total amount of solute which has diffused into the
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gel, AS, is determined by any convenient method of analysis. AS is
related to D' by (Lauffer, 1961)

2Qc¢,\/ D't
AS = =XV 24
= (24)

In this equation, Q is the area of the surface of the gel. ¢, is determined
from ¢, by using equation 23. The value of D’ obtained can then be
converted to the appropriate value of D by using equation (22). Another
method of measuring diffusion coefficients in gels is to allow diffusion
to take place in a cylinder of gel, which is later sliced. An approximate
apparatus is illustrated in Fig. 5. The concentration in each slice is then
determined. This method was used by Schantz and Lauffer (1962) to
demonstrate that diffusion coefficients determined in this manner agree
with those obtained by other methods. They also used the method to

Fig. 5. Apparatus for measuring diffusion
in a gel. The essentials of the apparatus are a
25-ml syringe with the bottom cut off and an
accurate screw for advancing the plunger.
The open space at the top is filled with gel
and then immersed in the solution. At end of
the experiment, gel is extracted by turning
the screw and is then cut into slices of known
thickness for analysis. From Schantz and
Lauffer (1962). Reproduced with the per-
mission of the copyright owner, the
American Chemical Society.
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determine the diffusion coefficient of tobacco mosaic virus protein in
very dilute solution. A value of 9 x 10~"cm?/sec was obtained.

3.5. Immunodiffusion

A widely used application of diffusion in gels is the method of
immunodiffusion, a method to which immunochemists can rightfully
lay claim. Soluble antigens form precipitates with their specific anti-
bodies when the concentrations of antigen and antibody are equivalent.
This is known as the precipitin reaction. However, when either antibody
or antigen is in substantial excess, no precipitate results. An explana-
tion sufficient for present purposes is that the specific antibody can be
considered to be bivalent and the antigen polyvalent. When the num-
bers of antigen and antibody molecules are equivalent, large threedi-
mensional networks can be formed, which precipitate. However, if anti-
body is present in great excess, each antigen molecule will be saturated
with antibody and there will be no antigen surface for the free ends of
the antibodies to join. Similarly, when antigen is present in great
excess, both valence sites of each antibody molecules will be joined to
antigen and there will be no free antibody sites left for the uncombined
antigen sites to join. In neither case will networks be formed; there will
be no precipitates. In actual practice, antigen-antibody equivalance,
where precipitates are formed, is represented by ranges of concentra-
tions rather than by sharp values.

The method of immunodiffusion was developed by Oudin (1952)
and extended by Ouchterlony (1958). If a solution containing an
antigen is placed on top of a column of gel containing the specific anti-
body, the antigen will diffuse into the gel. When the concentration
builds up to the range of antigen-antibody equivalence, a precipitate
will form. This will show up as a turbid disk in the gel, as illustrated in
Fig. 6. However, as diffusion continues, the concentration of the
antigen at the initial position of the disk will increase and that of the
antibody might decrease because of its diffusion into the solvent above.
The range of antigen-antibody equivalence will eventually be exceeded,
and the precipitate will dissolve. However, farther down in the tube, a
new zone of antigen-antibody equivalence will be formed. Thus the disk
tends to migrate with time. If more than one antigen is present in a
given sample and if antibodies for all of the antigens have been
developed in immunized animals, then a number of disks will be
produced equal to the number of antigens and antibodies present, pro-
vided only that the concentrations and the diffusion coefficients permit
resolution.
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Fig. 6. Immunodiffusion by the method of Oudin.

A modification of this method is to cut out wells in a gel in a petri
dish. Antigens and antibodies can then be placed in different wells and
diffusion can take place. In the region where a specific antigen meets its
antibody at concentrations in the equivalence zone, a curved line of
precipitate will form. This is illustrated in Fig. 7. The application of the
method in the field of plant virology is discussed by Ball (1964). This
method is widely used to establish the relationship between viruses,
illustrated by the results on TMV (Matthews, 1970) shown in Fig. 8.

Chapter 4 deals in detail with the serology of viruses.

4. CENTRIFUGATION
4.1. Theory

If an object is twirled on the end of a string, it will be constrained
from flying off tangentially by a force in the string directed toward the

Oya\C,

OF O
IDENTITY

Fig. 7. Diagram of Ouchterlony method of

immunodiffusion. Antibodies (capital letters) and @

antigens (small letters) are placed in holes cut in a PARTIAL
suitable gel. Precipitates are formed where antigen IDENTITY
meets homologous antibody.
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Fig. 8. Types of pattern found in immunodiffusion tests illustrated by the reactions of
some strains of TMV. A: Pattern of coalescence or fusion. Antigens: T, TMV, common
strain; y, a yellow mutant derived from the common strain. Antiserum (AS) to TMV.
The fusion of the lines shows that the antigens compared are very similar if not
identical serologically. B: Failure of an antiserum to give a visible heterologous reac-
tion. Antigens: O, Odontoglossum ringspot virus; S, Sammons’s Opuntia virus. Anti-
serum (AS) to O. (Both viruses react with TMV antiserum.) C: Pattern of partial
intersection showing the formation of a spur. Antigens: T, TMV; S, Sammons’s
Opuntia virus antiserum (AS) to TMV. This pattern demonstrates that not all anti-
bodies in the TMV antiserum are bound in the precipitation line formed with S antgen.
Unbound antibodies diffuse through this line and form a spur with T antigen. D: Dou-
ble spur formation. CPV, bean form of TMV; PTMV, U2 TMV; AS-TMV, antiserum
against type TMV. The reaction shows that both strains combine with some of the
same antibodies in the TMV type antiserum. Each strain also combines with antibodies
that do not react with the other strain (Matthews, 1970). Reproduced with the per-
mission of the copyright owner, Academic Press, Inc.
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axis of rotation. This is called a centripetal force. Its magnitude is the
mass of the object, m, times the acceleration toward the axis of rota-
tion, w?x, where x is the distance along the string from the axis of rota-
tion and w is the angular velocity in radians per second, which, in turn,
is 2= times the number of revolutions per second. When a particle in
suspension in a liquid is centrifuged, it is also constrained from flying
off tangentially by a centripetal force directed toward the axis. Since
the particle is not rigidly attached, it actually sediments along a radius
in the liquid with a velocity, v, outward if the particle is more dense
than the liquid. This motion generates a force of resistance equal to the
coefficient of friction, f, times v. This is one expression for the
centripetal force. A second expression is the product of the acceleration
and the effective mass. In this case, a buoyancy correction must be
made. The effective mass is the mass of the particle minus the mass of
the liquid displaced by the particle. In a two-component system, com-
monly called a binary system, the mass of liquid displaced is exactly the
product of the mass, m, and the partial specific volume, V, of the
particle and the density, d, of the fluid. When these two expressions for
the centripetal force are equated, one obtains fv = w’xm(l1 — Vd).
When the velocity is expressed as dx/dt instead of v, the equation can
be arranged to give

s = (1/w*)(dx/dt) = m(1 — Vd)/f (25)

The expression in the center is the velocity of sedimentation per unit of
acceleration, commonly called the sedimentation coefficient and
represented by the symbol s, with dimensions of time. Since most
materials of interest have sedimentation coefficients between 1 and
1000 x 107** sec, the commonly accepted unit of sedimentation is
defined as 107** sec and is called the svedberg in honor of The
Svedberg, who perfected the technique of ultracentrifugation half a
century ago. Thus a virus with a sedimentation coefficient of 200 x
107" sec is said to have a sedimentation coefficient of 200 svedbergs,
represented as 200 S.

As was discussed before, for particles of any shape, f is propor-
tional to 5. Thus the sedimentation coefficient is always inversely pro-
portional to n, regardless of particle shape. It is conventional to
consider 7 to be the viscosity of the suspension medium, that is, the buf-
fer or the sucrose solution in which the particles are suspended. When
this is done, it frequently turns out that the sedimentation coefficient is
lower in concentrated solutions or suspensions of proteins or viruses
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than in infinitely dilute ones. A practical solution to this problem is to
extrapolate coefficients to infinite dilution. However, it was pointed out
many years ago, especially for the case of viruses, that a sedimentation
coefficient independent of concentration of the virus is obtained when 7
is taken as the viscosity coefficient of the actual virus solution (Lauffer,
1944b).

Since both the viscosity, », and the density, d, depend on the
temperature and on the composition of the medium, the sedimentation
coefficient, s, likewise depends on such variables. To have a value which
can be compared with values of other materials, it is necessary to cor-
rect the sedimentation coefficient to some standard condition. The
conventional choice is a medium with the viscosity and density of water
at 20°C. Sedimentation coefficients corrected in this manner are
represented by the symbol sZ. They are obtained from actual sedi-
mentation coefficients in experiments, s, in media of density d and vis-
cosity n by applying the following formula:

s(1 — Vd%)
R 26)

The partial specific volume, V, is defined exactly as the partial
derivative of the volume of a solution with respect to mass of solute
added. It is almost exactly approximated by the ratio of the volume
increase in a solution to the mass of solute added when a small mass is
added to a large volume of solution. It is expressed in terms of ml/g.
When the volumes of solution and solute are strictly additive, the
partial specific volume is equal to the specific volume, which in turn is
equal to the reciprocal of the density of the added material. In the usual
case, however, there are interactions between solute and solvent which
cause volumes to be nonadditive. Then the partial specific volume dif-
fers, sometimes slightly and sometimes greatly, from the reciprocal of
the dry density. Furthermore, in the general case, partial specific
volumes vary with concentration of the solution to which more solute is
added. In spite of all of this, the usual practice, especially in the field of
virology, is to use in place of the partial specific volume an apparent
partial specific volume, a kind of average obtained directly by measur-
ing the density of a solution of the virus. The appropriate formula is

1 1 1
vemG-a)va 7



Biophysical Methods in Virus Research 21

where m, and d, are the mass and the density of the solvent, m, is the
mass of solute added, and d is the density of the resultant solution.
Whenever the partial specific volume does not vary greatly with
concentration, the apparent partial specific volume thus determined is a
satisfactory substitute for the partial specific volume. Usually it is the
only value available.

In binary systems, the expression (1 — Vd) is the proper buoyancy
correction, even for solvated or hydrated particles. The reason is that
any associated water has an effective mass of zero when in a solvent of
pure water. Many experiments on viruses and other biological
materials, however, are carried out in systems which differ greatly from
binary solutions. Examples are sedimentation in sucrose and in cesium
chloride solutions. In such cases, any water associated with the bio-
logical particle no longer has zero effective mass because the partial
specific volume of water multiplied by the density of the solution is no
longer 1. For such experiments, the appropriate specific volume to sub-
stitute for the partial specific volume in making the buoyancy correc-
tion is V. The definition is

my Vo + my V3 Ve + (mh/m2)Vl
V., — = 28
" my + my, 1+ (ma/ms) 28)

In this formula, m,/m, is the mass of water of hydration associated with
unit mass of solute, V3 is the partial specific volume of solute, and V; is
the partial specific volume of water, practically equal to | ml/g.

Most viruses and components of viruses studied by the method of
centrifugation are electrically charged at the pH values at which they
are studied. This leads to a possible error in the sedimentation coeffi-
cient. The simplest explanation is that in the centrifuge the charged
virion or protein molecule sediments much more rapidly than the
oppositely charged small ions obtained when the macromolecule
ionizes. This sets up a potential gradient which acts on the charged
macromolecule to impose an electrophoretic force. Similarly, positively
and negatively charged small ions in the solution usually have different
although small sedimentation coefficients. This also tends to establish
potential gradients which act on the charged macromolecule. The first
of these two effects is usually the larger; it always results in a velocity
of sedimentation less than that which the macromolecule would have if
it were uncharged. The second effect can either increase or decrease the
sedimentation velocity, depending on whether the small ions with
charge of the same sign or of the opposite sign to the macromolecule
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sediment faster. While these charge effects in sedimentation are of
intrinsic interest to theorists, they are to students of macromolecules
primarily errors to be avoided. An obvious way to suppress both charge
effects is to reduce the net charge on the macromolecule as much as
possible by choosing a pH value at or near the isoelectric point. This is
not always possible, because many biological macromolecules are
insoluble at the isoelectric point. A totally satisfactory way of suppress-
ing the major contribution to the charge effect is to increase the con-
ductivity of the solution in which the experiment is done. This decreases
the potential gradient and therefore the electrokinetic force acting on
the macromolecule. Experience has shown that salt concentrations of
approximately 0.1 M suffice to render this charge effect negligible. The
effect resulting from the unequal sedimentation of small ions can be
reduced to a negligible level by choosing a neutral salt with positive and
negative ions with approximately equal sedimentation coefficients. KCl
is the best choice for this purpose. However, it is usually necessary to
control the pH of the system with a buffer. This makes it impractical to
use KCl as the sole electrolyte. Charge errors are encountered in both
diffusion and viscosity experiments, attributable in the main to
somewhat similar causes. The remedy is basically the same as in sedi-
mentation; approximately 0.1 M electrolyte suffices to reduce the errors
to negligible values. Thus it is that well-designed sedimentation, diffu-
sion, and viscosity experiments on charged macromolecules are carried
out in solutions containing adequate amounts of low-molecular-weight
electrolytes.

4.2. Interpretation of Sedimentation Coefficients

Sedimentation coefficients are determined in the ultracentrifuge.
The history of the development of the ultracentrifuge and of early
applications in the studies of proteins and viruses is described in great
detail by Svedberg and Pedersen (1940). More recent ultracentrifuga-
tion techniques, with special emphasis on applications in biochemistry,
are dealt with authoritatively by Schachman (1959). The reader
interested in experimental details is referred to these sources. The dis-
cussion here will be confined to ways in which sedimentation coeffi-
cients can be helpful in the study of viruses and components of viruses.

Equation (25) shows that when the partial specific volume is
known the sedimentation coefficient is a direct measure of the ratio of
mass-to-friction coefficient. The mass of an unhydrated sphere is
4/3wr’d,, where d, is the actual density of the particle. For those
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systems in which the partial specific or the apparent partial specific
volume is actually equal to the reciprocal of the density, that is, for
solutes and solvents in which the volumes are strictly additive, d, can be
replaced by 1/V. When the particle is an unhydrated sphere, the 7 in
Stokes’s law is the unhydrated radius. By substituting equation (13) into
equation (25) and solving for 7%, one obtains

InsV
2(1 - Vd)

(29)

However, strictly unhydrated particles are rarely encountered in
biological investigations. If the particle can be represented by a
hydrated sphere, there is an additional problem associated with the
interpretation of equation (25). The m in that equation refers to the
unhydrated mass, which is related to the radius the particle would have
if it were unhydrated. The friction coefficient, f, is related by Stokes’s
law to the hydrated radius. An accurate solution in terms of the radius
of either the unhydrated or the hydrated particle is not possible without
additional information concerning the extent of hydration. This
dilemma is solved by eliminating f from equation (25) by substituting
the Einstein-Sutherland equation, equation (12). The Svedberg equation
is thus obtained.

RTs%®

M - D® (1 — Vd)

(30)

The M in this equation is the anhydrous molecular weight because it
was obtained by multiplying the anhydrous mass, m, by Avogadro’s
number, N. With the Svedberg equation, one can obtain the anhydrous
molecular weight of particles of any shape and of any degree of hydra-
tion. In this manner, the virion of tobacco mosaic virus (Lauffer,
1944a) was found to have a mass of approximately 4 x 107 daltons,
that of tomato bushy stunt virus (Neurath and Cooper, 1940)
approximately 10 x 10° and that of the southern bean mosaic virus
(Miller and Price, 1946) approximately 7 x 10°.

Considerably more information can be obtained from measure-
ments of s and D. Since the mass of unhydrated spheres can be given by
(4/3)xry/ V, the radius, r,, that a particle of mass M/N would have if it
were an unhydrated sphere can be calculated. When this is substituted
into equation (13), the friction coefficient, f;,, that the particle would have
if it were an unhydrated sphere can be calculated. The actual coefficient
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of friction, f; of the particle, assumed to be a hydrated ellipsoid of revolu-
tion, can be obtained directly from the measurement of D through
equation (12). Thus a friction ratio, f/f,, can be obtained experimentally.
If the particle were a hydrated sphere with a volume K times the
unhydrated volume, its hydrated radius would be K'/* times 7, and f
would be K/ times f,.

Both Herzog and Perrin showed that the friction ratios of
ellipsoids of revolution depend on the ratio of major to minor semiaxes.
The combination of both of these effects can be represented by

fIfo = K¥2(b/a) @31)

where ¢(b/a) should be read as “function of the ratio of the major
semiaxis, b, to the minor semiaxis, a, of the ellipsoid of revolution.”
Different functions apply for prolate and oblate ellipsoids. The best
solution is to present them in tabular form as in Table 2. More detailed
tables are found in Schachman (1959) and in Svedberg and Pedersen
(1940). As an alternative to consulting a more detailed table, smooth
curves for interpolation can be obtained by plotting K ~'3f/f, against
axial ratio for both prolate and oblate ellipsoids of revolution.

The use of Table 2 can be illustrated as follows. If the particle is
isodimensional, that is, nearly spherical, its axial ratio is 1, and, from
the table, its experimentally determined frictional ratio, f/f,, will be
1.000K"”2. Thus the friction ratio can be interpreted directly in terms of
K, the ratio of the hydrated to the unhydrated volume. In this manner,
the hydrations of tomato bushy stunt virus, southern bean mosaic virus,
rabbit papilloma virus, and turnip yellow mosaic virus were determined
from values of sZ, D%, and V obtained from the literature. When these

TABLE 2

Friction Ratios of Ellipsoids of Revolution

Prolate Oblate
Axial ratio o(b/a) = o(b/a) =
(b/a) K~ (f/f) K (/1)
1 1.000 1.000
3 1.112 1.105
5 1.255 1.224
10 1.543 1.458
20 1.996 1.782
50 2.946 2.375

100 4.067 2.974
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values are expressed in terms of K, they are 2.06, 2.11, 3.22, and 2.02,
respectively, for the four viruses (Lauffer and Bendet, 1954).

Tobacco mosaic virus, known from the exhaustive studies to be a
rodlike particle with a mass close to 40 x 10° daltons, represents the
opposite extreme. Various values of s%, DZ, and V in the literature
were reviewed by Lauffer and Stevens (1968). Values of M, all in the
neighborhood of 40 x 10°, can be calculated, depending on which of the
reported values are chosen for the experimental parameters. If the sedi-
mentation coefficient is taken to be 187 S, the partial specific volume to
be 0.73 (Lauffer, 1944a), and D% to be 4.4 x 1078 (Schramm and Ber-
gold, 1947), the virion mass turns out to be 38.4 x 10° In the manner
described above, f/f, can be calculated, and, with the help of Table 2,
b/a can be evaluated. With M/N, V, d, and b/a known, it is a simple
problem in geometry to calculate the actual dimensions of the TMV
rod. This was done by Lauffer (1944a) with results in reasonable
agreement with those obtained from electron microscopy, thus consti-
tuting a good experimental verification of the validity of the theoretical
functions, ¢(b/a). Earlier calculations (Neurath and Saum, 1938) of the
same sort yielded values somewhat in error because D was taken to be
about 3 x 107® instead of 4.4 x 107°. In this particular case, the value
of b obtained is not particularly sensitive to the value of K chosen
because hydration probably affects a only and not b.

Any method of evaluating f can be used to solve equation (25).
One method is of historic significance because it provided the first
indication of the approximate dimensions and weight of the TMV
particle before the electron microscope was generally available (Lauf-
fer, 1938). The equations of Simha (1940), equation (9), make it possi-
ble to evaluate the viscosity of solutions or suspensions of ellipsoids of
revolution in terms of the axial ratio, b/a. At the time the first work on
TMYV was done, the Simha equations were not available, but others giv-
ing nearly the same result were. When b/a is known, f/f, can be
obtained through the use of Table 2. Since f is equal to fo( f/f), and
since f, is related by equation (13) to r,, f can be expressed in terms of
ro. The mass of the particle, m, can also be expressed in terms of r, and
V. Thus equation (25) can be solved for r,, and, from this, m can be
obtained. Since the volume of a sphere is (4/3)xr,® and the volume of
an elongated ellipsoid of revolution is (4/3)wbd?, r’ = ba* = b*(a/b).
When r, and b/a are known, b and a can both be calculated. This com-
pletes the analysis in terms of m, a, and b. The algebra involved in the
original use of this method differed from that just described, but the
underlying principles were the same.
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A more recent application of a similar approach has been used to
identify the sedimentation coefficients of various intermediates in the
polymerization of TMV protein. In this case, m of the protein
monomer is accurately known from the amino acid composition, and
the dimensions are known from X-ray diffraction analysis of crystals of
TMYV. The particle can not be well approximated by an ellipsoid of
revolution. However, Lauffer and Szent-Gyorgyi (1955) showed by
examination of the appropriate equations that for particles which could
not be represented accurately by an ellipsoid of revolution the friction
coefficient, f, for the ellipsoid of revolution which could be inscribed
within the particle and f for the ellipsoid of revolution which could be
circumscribed about the particle were close ir magnitude. This permits
a reasonably satisfactory approximation of f to be calculated for parti-
cles which deviate substantially from the true ellipsoidal shape. By
applying these principles, Ansevin and Lauffer (1959) showed that a
sedimentation coefficient of 1.9 S corresponded to the monomeric unit.
Caspar (1963) extended this line of reasoning to show that cyclical
trimers should sediment at approximately 4 S and a double disk, consist-
ing of two rings with 16 monomers each, should sediment at about 20 S.
Such calculations permit identification of species observed in ultracentri-
fugation experiments with particles characterized by other tech-
niques—electron microscopy, for example.

4.3. Differential Centrifugation

Centrifugation is an important tool for the isolation and purifica-
tion of viruses. It has received extensive use in the years since the
pioneering work mentioned in the introduction. Originally, the most
widely used technique was differential centrifugation, that is, centrifu-
gation of tissue extracts, bacterial lysates, etc., at low speed, a few
thousand rpm, to remove cellular debris, and then at high speed,
20,000-30,000 rpm, to sediment the viruses but leave low-molecular-
weight components of the extracts in solution. The process is usually
repeated through several cycles. Its effectiveness depends on the fact
that most debris, especially if the starting material is of plant origin,
has very high sedimentation coefficients, usually many thousand S,
while viruses have coefficients of a few hundred S. In contrast, most
soluble cellular contaminants have S values of the order of magnitude
up to 10 S. Thus the debris sediments at low speeds and leaves the virus
and soluble contaminants in the supernatant fluid. In the high-speed
centrifugation, the viruses are pelleted, but most of the slower-sedi-
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menting material remains in the supernatant fluid. Such sedimenations
are frequently carried out in angle centrifuges in which the tubes
containing the material are placed in the rotor at an angle. This has the
advantage of shortening the path over which sedimentation must take
place in order to achieve pelleting. Furthermore, angle centrifuges can
be obtained with large-capacity rotors which permit the use of large
volumes. The centrifuges can be refrigerated, thereby lessening the
likelihood of denaturation of unstable viruses. This technique is well
adapted for use when large amounts of tissue extract can be made
available, as is frequently the case with viruses which can be propagated
in plants, bacteria, tissue cultures, or chicken embryos. The method,
however, has one serious limitation. Convection is a problem in angle
centrifuges, and this constantly resuspends some of the sedimented
material. The result is that separations are not quantitative. This can be
a serious problem when only small amounts of virus material are found
in the extract. A second potential disadvantage is that any nonviral
material with a sedimentation coefficient of a few hundred will not be
removed.

4.4. Density Gradient Sedimentation

Sedimentation in a sucrose density gradient circumvents most of
the above difficulties, especially that associated with convection. Pickels
(1943) employed sucrose density gradients to inhibit convective disturb-
ances in studies on hemocyanin from Limulus polyphemus. His method
of promoting the gradient was to prepare two hemocyanin solutions of
exactly the same composition except that §-10% sucrose was incor-
porated in one. The centrifuge tube was half filled with the hemo-
cyanin solution containing sucrose and then completely filled with the
other. A few vertical strokes with a glass rod mixed the two fluids
partially, “giving a rather uneven but usuable gradient.”” Stanley (1944)
tried this in the purification of influenza virus but decided that is was
unnecessary. Brakke (1951), aware of the work of Pickels, extended this
procedure by placing a thin layer of a virus solution on top of a centri-
fuge tube containing a sucrose gradient. To this end he placed sucrose
solutions of decreasing concentrations in a centrifuge tube, allowing dif-
fusion to occur for several days. This material was then spun in a centri-
fuge with a bucket rotor. Potato yellow dwarf virus particles sedimented
through this gradient in a zone. This method has since been used widely
in the preparation of viruses. It has been refined to the point that proteins
and enzymes can be separated (Martin and Ames, 1961). A diagramatic
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illustration, taken from a previous volume of Comprehensive Virology,
of the separation of short and long particles derived from two strains of
tobacco rattle virus (TRV) is shown in Fig. 9 (Okada and Ohno, 1976).
The use of density gradient centrifugation in the study of plant viruses
has been reviewed by Brakke (1960).

The method of density gradient centrifugation has come into such
wide use that automated procedures have been developed for establish-
ing gradients. The basic principle involved is that two solutions, usually
sucrose solutions, are made up, one with the maximum density desired
for the gradient and the other with the minimum density. The tube is
filled from the solution of maximum density at the same time that the
solution of minimum density is gradually added, with mixing, to the
denser solution. Inspection of equation (25) will indicate that sedi-
mentation cannot be at a uniform rate in a density gradient because the
density, d, changes with position in the tube, as does the viscosity, 7, to
which the friction coefficient, f, is proportional. Tables have been
published, however, which permit estimation of the sedimentation coef-
ficient from density gradient experiments (McEwen, 1967).

Another way of estimating the sedimentation coefficient from
results obtained in sucrose gradients is to compare the sedimentation of
the unknown with that of a marker of presumably known S value in the
same gradient. If the partial specific volume of the marker is about the

TRV TRV “Mixed Virus”™
-USA -GER GER long USA long
+ +
USA short GER short

| l l |

. 700A . 700A
1050A 1050A
lesion type: o (o] (o] L
coat protein: USA GER USA GER

Fig. 9. Sedimentation profiles in a sucrose gradient of two strains and two experi-
mentally mixed TRV systems. Adapted from Okada and Ohno (1976).
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Fig. 10. Sucrose-gradient velocity centrifugation of cellular DNA isolated from
purified SV40. SV40 was grown in (A) AGMK cells, (B) CV-1 cells, and (C) BSC-1
cells that were labeled with [*H]thymidine before infection. The virus was purified,
broken open with SDS, and sedimented in an SW50 1 rotor for 3 hr at 130,000g.
Symbols: @, *H cpm; A, *P cpm added as a 21 S SV40 DNA sedimentation marker
(Levine and Tersky, 1970). Published with the permission of the copyright owner,
American Society for Microbiology.

same as that of the unknown, this approach should be valid. In this
manner, Gafford et al. (1978) estimated the s% values of the DNAs
from vaccinia, fowlpox, and juncopox viruses, using T4 bacteriophage
DNA with an s% of 62.1 as a standard.

A very desirable feature of the density gradient method is that
small amounts of material can be recovered for bioassay or physical
assay. At the end of an experiment, a hole can be punctured in the bot-
tom of the centrifuge tube, and, with the aid of a fraction collector,
more rapidly sedimenting materials can be separated from more slowly
sedimenting materials. The method can be used to isolate and to
separate constituents of viruses. This is illustrated by the results of
Levine and Teresky’s (1970) separation of cellular DNA from purified
SV40 shown in Fig. 10. This result was previously reviewed in
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Comprehensive Virology by Aposhian (1975). The method of density
gradient sedimentation is ideally suited to problems in which only small
amounts of starting material are available. It is also useful in separat-
ing materials which differ to only a small extent in sedimentation coef-
ficient. It would be a good method to use for isolating and even separat-
ing enzymes in extracts of tissues in which viruses are replicating. The
resolving power of the method depends not only on differences in the
ratio of m/f of the particles but also on whatever differences might
exist in partial specific volumes, V. It also depends critically on the
thickness of the layer of extract placed on top of the solution, the thin-
ner the better. Diffusion works against resolution; in this case, diffusion
takes place in both directions from the centers of the bands being
separated.

5. SEDIMENTATION EQUILIBRIUM
5.1. Theory

When sedimentation is carried out at angular velocities much
lower than those used for sedimentation velocity experiments, there is a
tendency for solute molecules to sediment toward the periphery and
simultaneously to diffuse in the opposite direction. It usually takes a
long time for equilibrium to be achieved, but, after it has been achieved,
the amount of material sedimenting toward the periphery is exactly
equal to the amount diffusing toward the axis at every position in the
solution. The amount, dS, sedimenting outward through a cross-section
Q in time dt is given by

dS = Q (dx/dt) c dt (32)

The amount diffusing in the opposite direction is given by equation
(10). At equilibrium, these are equal and (dx/dt)c = D (dc/dx). When
the value of dx/dt from equation (25) is introduced and when, accord-
ing to the Einstein-Sutherland equation, equation (12), RT/Nf is substi-
tuted for D, w*xm(1 — Vd)c/f = RT/Nf(dc/dx)

, RT(dc/c)
Mux dx = (33)
M = RTIn (ca/ ) (34)

wz(l - Vd)(xs* — x,%)
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Since this equation can also be derived from thermodynamics, the
method of sedimentation equilibrium is a thermodynamic method for
determining molecular weight, M, entitled to the high degree of credi-
bility associated with such methods. For a homogeneous material of
molecular weight, M, In ¢ is a linear function of x2. The slope of the line
is equal to Mw*(1 — Vd)/RT. When V, d, w, and T are known, M can
be determined from the slope. This method has been used occasionally
to determine M for virus particles, but it is not ideally suited for such
purposes because M is normally so large that very small values of w are
required to produce a reasonable concentration distribution from the
top to the bottom of the cell. Rotor precession is a problem at low
speeds. The method is much better adapted to the study of components
of viruses—the coat protein, for example. One difficulty associated with
the method is that it requires that ¢ be determined as a function of posi-
tion from the axis of rotation, x. Many of the usual optical systems
found on ultracentrifuges depend on the schlieren principle and yield
concentrtion gradients, dc/dx, as a function of x. One way out of this
difficulty is to rearrage equation (33) into the following form:

_ 2
1de  M(L-Vd)e _ o 35)

Now dc/dx at various positions, x, can be obtained directly from
schlieren patterns. If c,, is defined as the value of ¢ at the meniscus,
then ¢ equals ¢, + (¢ — c¢»). When this is substituted, the equation
becomes

% Z—; = 2Hc,, + 2H(c — ¢m) (36)
The quantity (¢ — ¢») can be determined readily from the area under
the gradient pattern between the value of x chosen and the meniscus.
When (1/x) (dc/dx) is plotted against (¢ ~ ¢,), a straight line should be
obtained with slope 2H.

This method of analyzing sedimentation equilibrium data was
developed by van Holde and Baldwin (1958). If the material under
study is a mixture of substances with different values of M, then this
method of treatment will no longer yield a straight line. Thus sedi-
mentation equilibrium is a method for investigating homogeneity.

Sedimentation equilibrium is ideally suited for investigating self-
associating systems like tobacco mosaic virus protein. The methods of
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analysis required in such cases cannot be described adequately in an ele-
mentary discourse such as this. The interested reader is referred to two
of the many discussions of this matter (van Holde et al., 1969; Stevens,
1975). As examples, Durham (1972) used this method to study the
polymerization of tobacco mosaic virus proteins and Shalaby and Lauf-
fer (1980) studied that of the protein from the flavum strain.

5.2. Density Gradient Sedimentation Equilibrium

One aspect of sedimentation equilibrium is the technique of density
gradient sedimentation equilibrium, also called isopycnic centrifugation.
In this method, a density gradient is established by centrifugation of a
solution containing a heavy salt, such as cesium chloride, until the salt
comes to sedimentation equilibrium (Meselson et al., 1957). With cesium
chloride, this is feasible because of the low value of the partial specific
volume, V. For this reason, as is shown in equation (25), it will have an
appreciable sedimentation coefficient, although, because of its small size,
it will also have a high diffusion coefficient. At high values of w, an equi-
librium is established in which the concentration of salt, and therefore
the density of the solution, varies appreciably with the distance, x, from
the center of rotation. If the solution contains nucleic acid or protein in
addition to the heavy salt, the protein or nucleic acid will concentrate in a
band where the density of the solution is approximately equal to the
reciprocal of the effective hydrated specific volume of the macro-
molecule. To understand this situation, equation (25) must be modified.
For m, one must substitute the hydrated mass, that is, the mass of the
macromolecule plus any water associated with it, and, for V, the
hydrated specific volume, V,. The reason for this is that the solution
under question cannot be treated as a binary system. When these modifi-
cations are made, it can be seen from equation (25) that, in those regions
of the solution where V,d is greater than 1, the macromolecule will move
toward the axis, while in those regions where V,d is less than 1, it will
move toward the periphery. At the point in the sedimenting column
where V,d is equal to 1, the material will not sediment in either direction,
and thus a band will be formed at that point. Detailed theory shows that
the band is formed approximately but not precisely at the value of x
where d equals 1/V,.

In two senses this is a sedimentation equilibrium. The first has
already been discussed; the density gradient is established by sedimenta-
tion equilibrium involving primarily the dissolved salt. However, the
macromolecules concentrated in a band also establish an equilibrium
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between diffusion and sedimentation. They tend to diffuse away from
the center of the band at the same time that sedimentation tends to
concentrate them in the band. The width of the band, therefore, is
established by an equilibrium between sedimentation and diffusion of
the macromolecule. It is inversely related to the molecular weight: the
higher the molecular weight, the sharper the band. The classical illus-
tration of the use of this method is the experiment by Meselson and
Stahl (1958) which proved that DNA replication is semiconservative.
This experiment was possible because the method is sufficiently sensi-
tive to distinguish between the density of normal DNA and that
containing heavy isotopes.

A modification of the isopycnic method is to carry out the sedi-
mentation of the material mixed with cesium chloride in a centrifuge
with a bucket-type rotor. After the gradient has been established and
the macromolecules have formed one or more bands, fractions can be
collected as with sucrose density gradient sedimentation. Figure 11
represents an illustration of the use of this method to separate radioac-
tive pseudovirions of polyoma virus from the virus itself (Qasba et al.,
1974). The less dense fraction contains the pseudovirions. The pseu-
dovirion is defined as a viruslike particle with fragments of host nucleic
acid inside the protein coat of the virus (Aposhian, 1975).

Proof that the pseudovirions contain host DNA was provided by
an experiment in which baby mouse kidney cells were supplied
[“Clthymidine before infection or [*H]thymidine after infection with
polyoma virus. The viruslike particles produced after infection in both
cases were then isolated, purified, and mixed. The results are shown in

[
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Fig. 11. Equilibrium centrifugation in
CsCl of polyoma particles produced in
primary mouse embryo cells labeled with
[*H]thymidine prior to infection. The spike
at lower density on the right represents the
pseudovirus and the central spike at higher
density, the polyoma virus. From Qasba et
al. (1974). Reproduced with the permission
of the copyright owner, Williams and Wil-
kins Company. Fraction
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Fig. 12. The [*C]-DNA had a density equal to mouse DNA (1.702
g/ml), representing the pseudovirions, and the [’H]-DNA had a density
equal to polyoma DNA (1.709 g/ml), (Aposhian, 1975; Winocour,
1968). A more recent illustration of the use of this method was in the
isolation of high-density mutants of bacteriophage T5 (Saigo, 1978).

6. CHROMATOGRAPHY
6.1. Countercurrent Distribution

The elementary aspects of the theory of chromatography are
closely related to the theory of countercurrent distribution. The coun-
tercurrent distribution method depends on the distribution of a solute
or solutes between two immiscible solvents. The chemical potential, y;,
of the ith component of a particular solution, also called the partial
molar free energy, is practically equal to the increase in Gibbs free
energy of a solution when 1 mol of the ith solute is added to a large
volume of solution. The chemical potential of a solute is related to its
activity according to

Ki = Mo + RT In o, (37)
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In this equation, o, is the activity of the ith solute and u;, is its
chemical potential when its activity is 1. In a different solvent, the
chemical potential of the same solute, uj, is given by equation (38),
where primed quantities refer to solute in this different solvent.

pi = pio + RT Inst; (38)
If the two solvents are immisicible, the solute will distribute between

them when they are shaken together. At equilibrium, the free energy of
transfer of solute from one solvent to the other is zero. Therefore,

Hi = Wi (39)
pio + RTIn A = pso + RT In oA, (40)
RTIndi/sA; = pio — pio = constant 41
At constant temperature,
A i/ = constant (42)

When x represents mole fraction, for an ideal solution,
Xi/x; = constant 43)

For an ideal dilute solution, where ¢ represents concentration in moles
per liter or any other measure of mass per unit volume of solution,

c¢i/c; = constant = K (44)

K is the partition coefficient, the ratio of the concentration in the less
dense solvent to that in the more dense solvent. This simple expression
for the partition coefficient cannot hold for nonideal concentrated solu-
tions, but the most important principles involved in the countercurrent
distribution method can be understood by reference to this relationship.

Countercurrent distribution involves distributing a solute or solutes
between two immisicble solvents in a large number of sequential
separations (Craig, 1950). An apparatus must be available which
permits particular samples of a denser solvent to be equilibrated in suc-
cession with different samples of a lighter solvent. The idea can be
represented diagramatically as in Fig. 13. All of the solute is placed
initially into position 0. After equilibration, a fraction, p, is in the upper
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Fig. 13. Diagramatic representation of the countercurrent distribution method. The
bottom rack of tubes contains the denser and the top rack the less dense, immiscible
solvent. The top rack is moved to the right one place after each equilibration.

solvent and a fraction, g, is in the lower. The sum of p and q is 1, and
the ratio of p to g is K. Thus, after 0 shifts, the fraction of material in
position 0 is 1, with p above and g below. Now shift the upper set of
tubes one place to the right. After this, the total amount of material in
position 1 will be p, distributed after equilibration as p* above and pg
below. The total fraction of material in position 0 will be g distributed
after equilibration as pq above and g* below. Now make a second shift
of the top series of tubes to the right. The total amount of material in
position 2 will be p?, distributed after equilibration as p* above and p’q
below. The total amount of material in position 1 will be 2pq, dis-
tributed after equilibrium as 2p?q above and 2pg* below. The total
amount of material in position 0 will be ¢, distributed after equilibra-
tion as pq® above and g® below. It should be noted that in all three
cases—no shift, one shift, and two shifts—the amount of material in
successive positions, taken as the total in the upper and the lower
solvents, is given by expanding the binomial, (g + p)", where 7 is the
number of shifts. By extending this idea, even when n is a very large
number, the amount of material in each position will be given by the
successive terms of the expanded binomial. p™ will be the total fraction
of the material in the upper and the lower solvents combined in the
position n, g" will be the total fraction of the material in position 0, and
the fractions in intermediate positions will be given by the successive
terms of the expanded binomial. Figure 14 shows the distribution when
n is 20 for two different values of K, that is, p/q. The net effect is that
the solute is moved to the right. The motivation is the flow of the upper
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solvent to the right. The distribution of each solute, however, forms a
bell-shaped curve.

The situation can be described as the movement of the upper
solvent against a stationary lower solvent. The total distance moved by
the upper solvent is proportional to n, the number of separations. The
solute, originally at the starting position of the advancing solvent front,
will tend to move with the upper solvent, but will be spread out in a
broad, symmetrical zone with a peak in the central region. The distance
moved by this peak from its starting position will be less than the
distance moved by the solvent front. The ratio is called R,. The value of
R; is high for systems for which the value of K of equation (41) is high.
It is obvious from Fig. 14 that solutes with different values of K and,
therefore, of R, can be separated by the method of countercurrent dis-
tribution.

Countercurrent distribution is of great historical significance in
virus research. The coat protein of tobacco mosaic virus was the first
for which the complete amino acid sequence was determined (Tsugita et
al., 1960; Anderer et al., 1965). Tryptic digests of the protein were
separated into fractions by countercurrent distribution between 2-
butanol and 0.1 M dichloroacetic acid (Gish ez al., 1958). However, the
method has been largely superseded by less cumbersome procedures
and is therefore largely of historical and theoretical importance in virus
research.
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Fig. 14. Theoretical distribution of two ideal solutes after 20 separations in the coun-
tercurrent apparatus. The curve to the right is calculated for a solute with K value of 3
and the one on the left for a solute with a K value of ¥4 in the two solvents.
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6.2. Column Chromatography

Column chromatography is in some ways the analogue of coun-
tercurrent distribution. In this case, solvent is moved past a stationary
solid which has the ability to combine with or adsorb solute. Thus
column chromatography depends on a distribution of solute between a
solid material and a moving solvent. A more extensive discussion is
presented by Haschemeyer and Haschemeyer (1973). Even at the
theoretical level, there are some points of similarity between coun-
tercurrent distribution and column chromatography.

An oversimplification of the theory of column chromatography,
presented solely for the purpose of illustrating basic principles, can be
based on the assumption that the solid contains binding sites or adsorp-
tion sites for the solute molecules with uniform affinity for solute, inde-
pendent of the extent of binding. Represent the solute by S and the
binding sites by B and let there be n moles of binding site on all of the
solid phase in contact with 1 liter of solvent. The binding can then be
represented by equation (45) and the mass action equation is formulated
as equation (46):

S+B-=SB (45)
[SB]/[S] [B] = Keq (46)

The concentration of free binding sites, [B], is n minus the concentra-
tion of bound sites, (n — [SB]). When the fraction of sites combined is
small, equation (47) results.

[SB] =
5] - nKe, = K 47)
In equation (47), K' is a distribution coefficient between the solid and
the solvent. Equation (47) is completely analogous to equation (44) for
the distribution of solute between two immiscible solvents. In real situa-
tions, the distribution of solute between the solid phase and the solvent
is much more complicated than indicated by this simple derivation.
However, the principle remains valid that column chromatography can
be understood in terms of an equilibrium between solute molecules
adsorbed onto or combined with the solid and solute molecules in solu-
tion.

If a column is packed with an adsorbant in heavy suspension in a
solvent and if a thin layer of a solution containing material capable of
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being adsorbed on the solid is placed on top of the column, then that
solute will distribute itself between the adsorbant at the top of the
column and the solvent in contact. If the column is now “‘developed” by
the device of moving fresh solvent down through it, the band of
adsorbed solid in equilibrium with adjacent solvent will move down the
column. The situation is analogous to that observed in the countercur-
rent distribution except that, instead of having n discrete advances of
solvent, there is continuous flow, which can be considered to be an
infinite number of infinitely small advances. If the theory, expressed as
equation (47) for the grossly oversimplified conditions postulated,
actually applied in the real case, the analogy with countercurrent dis-
tribution would be perfect. Even in the real situation, however, the zone
of adsorbed material does migrate, it does tend to broaden out, and it
does have a value of R, which depends in general on how strongly the
solute is adsorbed to the solid. Substances with significantly different
values of R, can be separated. The resolution depends on many factors;
obvious among them are the values of R; of the various solutes in the
particular solvent-adsorbant system, the length of the column, and the
thinness of the layer of solution initially applied.

Many different kinds of solid can be used to pack columns. Some,
like charcoal, adsorb solutes by nonpolar interactions, and others, like
alumina, silica gel, and calcium phosphate gel, adsorb by polar interac-
tions. Hydroxyapatite, Ca;o(PO,)s(OH);, is frequently used. Other
solids are ion-exchange resins. Some, like Dowex-50, are salts of a resin
containing SO;~ groups. This can bind positively charged molecules by
displacing the cations origianlly on the resins. Other cation exchangers
include carboxymethyl cellulose (CM-cellulose), phosphocellulose, and
cellulose containing a sulfoethyl group (SE-cellulose). There are also
anion exchangers, resins, or gels with positive groups attached. The
diethylaminoethyl group is frequently used, as in DEAE-cellulose. In
addition, solids with aminoethyl, triethylaminoethyl, and guanidoethyl
groups are attached to solids to form anion exchangers. Not only cellu-
lose but cross-linked dextran (sephadex) and polyacrylamide gel can be
used. Ion exchangers are frequently used for separating proteins and
amino acids.

In order for a band of solute to move along the column as it is
developed, the value of the distribution coefficient between solid and
solvent must be in an intermediate range where appreciable amounts of
solute are found in both the solid and the liquid phase at equilibrium. If
the binding is very weak, practically all of the solute will remain in
solution; if it is very strong, so little will be in solution that, for all
practical purposes, the solute does not move as the column is developed
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with solvent. This is a frequently encountered situation. For example, if
a mixture of proteins is placed on a DEAE-cellulose column, most or
all will be bound strongly at high pH where most proteins have high
negative charges. If, however, such a column is eluted with a gradient
of pH, beginning with high pH and ending with low pH, one by one the
various proteins in the mixture will become soluble because the negative
charge will be reduced sufficiently to reduce the binding or to destroy it
altogether. Thus one by one the proteins will be released and moved
down the column as the gradient passes through. Another method of
eluting is with a salt gradient. This can be thought of either as reducing
the ionic attraction between the charges attached to the solid and those
on the solute in a way understood for simple ions in terms of Debye-
Hiickel theory, or as simple mass action. In either case, the less
strongly bound solutes will be released in low salt concentrations and
the more firmly bound ones in higher concentrations.

In some cases, a ligand which binds selectively to some proteins
but not to others can be attached covalently to some matrix material. A
column made of such material will then retard only those proteins
which bind to the ligand. If several proteins bind to the same ligand, the
extent of retardation depends on the relative affinities of the ligand for
the proteins. Materials which do not bind with the ligand pass through
as soon as the exclusion volume has passed. When the binding between
a protein and a ligand is very strong, elution can be effected by chang-
ing pH, temperature, ionic strength, etc., or by adding an even more
strongly binding ligand to the elution solution. Sometimes cleavage of
the matrix-ligand bond is necessary. The ideal ligand for isolating a
specific protein is the antibody to that protein.

An interesting column combining several of the features just dis-
cussed is the MAK column used for DNA purification. It consists of
serum albumin rendered basic by methylation, supported by kieselguhr
(or celite). Being strongly basic, it binds DNA. Elution is effected with
a salt gradient (Mandell and Hershey, 1960). This column was used in
the purification of the DNA from pseudovirions and polyoma virus (see
Fig. 12).

Many ways exist for recovering separated solutes from the
columns. When this method first came to prominence, it was used
extensively for the separation of pigmented materials; hence the name
“chromatography.” The various colored bands were clearly visible on
the columns. They could be recovered simply by cutting slices contain-
ing the separated components and extracting with solvent. Another
method of recovering a solute is to continue development until the band
of that material goes beyond the end of the column. It can be collected
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in a fraction collector. As development continues, other bands will
come off later and will be found in other fractions.

Column chromatography can be used to purify virus preparations.
LoGrippo (1951) showed that poliomyelitis and Theiler’s viruses could
be adsorbed onto and eluted from the basic resin, Amberlite Xe-67, and
Shainoff and Lauffer (1956) used this same resin to remove the pig-
ments from extracts of plants infected with southern bean mosaic virus.
The separation was complete.

An interesting hybrid procedure related to both column
chromatography and countercurrent distribution, called partition
chromatography, is one in which a column is packed with highly
hydrated silica gel, starch gel, or cellulose gel. The colum is developed
with a nonpolar solvent. The solute can be thought of as being parti-
tioned between the water held in the gel and the nonpolar solvent, in
this sense resembling the countercurrent distribution method. This tech-
nique was introduced by Martin and Synge (1941).

6.3. Paper Chromatography

Paper chromatography is widely used in biochemistry, especially
for the separation of amino acids. In the simplest examples of this tech-
nique, a spot or streak of a solution containing the substances to be
separated is applied near the bottom of a strip of filter paper. The bot-
tom of the strip is then dipped into a nonpolar solvent, which slowly
rises through the paper by capillary action. Chromatographic separa-
tion of solutes takes place, those with the greater affinity for the
nonpolar solvent moving closer to the advancing edge of the solvent.
Remarkable separation can be achieved by developing in two direc-
tions. A spot in the mixture to be separated is placed near one corner of
a square sheet of paper and developed with a nonpolar solvent. It is
then dried and developed at right angles, usually with a different
nonpolar solvent. It is possible to separate a protein digest into its
components by this procedure.

6.4. Thin-Layer Chromatography

Thin-layer chromatography (TLC) is a technique rather similar to
paper chromatography. A thick slurry of some supporting medium such
as silica gel, alumina gel, powdered cellulose, etc., is spread onto a flat
plate in a uniform thin layer. After the water has evaporated,
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chromatography can be carried out as with paper. Two-dimensional
thin-layer chromatography is used like two-dimensional paper
chromatography to separate amino acids from protein digest. The reso-
lution is better than with paper.

6.5. Molecular Exclusion Chromatography

Molecular exclusion chromatography (MEC), also known as gel
filtration or molecular sieve chromatography, is a method for separat-
ing solutes on the basis of molecular weight. It is extensively used for
separation of proteins. The essence of the method is to pack a column
or coat a plate for TLC with a slurry made from dehydrated beads or
particles which swell in solvent to produce gels with more or less uni-
form pore sizes. The packed column or thin layer will then contain
solvent outside the swollen gel particles, which constitute the excluded
volume, and solvent inside the swollen beads of gel. Various materials
such as agarose, dextran and polyacrylamide (Sephadex and Bio-Gel)
are available with different ranges of pore size. When a solution of pro-
teins, for example, is placed on the column or on the thin layer, those
proteins and contaminating materials or breakdown products small
enough to pass through the pores in the gel go into the interior of the
gel particles and are thereby retarded. Proteins and other materials of
such large size that they cannot penetrate are retained in the excluded
volume outside the gel particles. On development, such particles pass
through with the solvent and come off the column as soon as the exclu-
sion volume has passed through. Molecules of intermediate size pass
through at intermediate rates. It is possible to separate peptides or pro-
teins differing in molecular weight by a factor of 2 or sometimes even
less.

7. ELECTROPHORESIS
7.1.  Theory

“Electrophoresis” is the name given the movement of charged
macromolecules in an electronic field. The simplest possible case is
represented by a spherical macromolecule in a solution containing no
ions other than those obtained by the ionization of the spheres
themselves. For such a system, the electrical force on the sphere is the
product of its net charge, @, and the strength of the electric field, E,



Biophysical Methods in Virus Research 43

expressed as the potential drop in volts per centimeter. This electrical
force causes the sphere to migrate toward the electrode of opposite
sign. As the sphere migrates, it encounters a force of friction equal,
according to equation (13), to 6mrnv, where v is the velocity and r the
radius of the particle. These two forces are equal; thus equation (48)
results.

QF = 6mrqv (48)
u=v/E = Q/6rry (49)

In equation (49), u is the electrophoretic mobility, the velocity per
unit of field. The potential at the surface of such an isolated sphere, ¢,
is known from elementary physics to be given by equation (50), in
which D is the dielectric constant.

{=0/Dr (50)
When equations (49) and (50) are combined, equation (51) results.
u = D¢/6mn (51)

This equation holds only for charged spheres in solutions in which
small ions are at extremely low concentrations. When the
macromolecule is in an electrolyte solution such as a buffer or a neutral
salt with molar concentrations in the neighborhood of 0.01-0.10, equa-
tion (51) no longer holds. The electrolyte does two things, both by
forming a diffuse layer of oppositely charged ions about the spherical
particle. One is to reduce drastically the potential at the surface of the
sphere per unit of net charge, and the other is to affect the hydrody-
namic interaction between the sphere and the solution. Both of these
effects are taken into account at the next level of electrophoretic theory
and result in equation (52), which is valid for large spheres in solutions
of sufficient ionic strength to give large values of the Debye-Hiickel
constant, «.

u = D/4mn (52)

A derivation of equation (52), in which somewhat different symbols
were used, was presented by Mueller (1943). A general equation encom-
passing the extreme situations represented by equations (51) and (52),
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TABLE 3
Selected Values of the Debye—Hiickel
Constant
u k(water at 25°C)

0.001 1.036 x 10°

0.005 2.35 x 10°

0.02 4.63 x 10°

0.10 10.37 x 10®

0.20 15.48 x 10®

in addition to intermediates, was presented by Henry (Mueller, 1943):

D
- gw—‘; fer) (53)

From Debye-Hiickel theory, it is known that « is proportional to the
square root of ionic strength, u. When water is the solvent, at 25°C,

k= 0327 x 10\ (54)

where u is the sum of the concentration of each ion multiplied by the
square of its valence, all divided by 2. Selected numerical values of « for
aqueous solutions at 25°C are shown in Table 3. In equation (53), f(kr)
should be read “function of kr.” Table 4 presents that function for a
few selected values of k7. It can be seen, therefore, that when «r is very
small, as it is in extremely dilute solutions of electrolyte, especially
when r is very small, equation (53) reduces to equation (51). It is also
evident that when both « and r are large, equation (53) reduces to equa-
tion (52).

The Debye-Hiickel theory yields an expression for the relationship
between { and Q for spherical particles, as shown in

Y
{ = Dr(kr + 1)

Here again, it can be seen that when «r is much smaller than 1, equa-
tion (55) reduces to equation (50). When Q is replaced by 4xr%s, where
o is the net surface charge density, equation (56) results.

(55)

4mwo(1/k)

£ = D(1 + 1/xr) (56)
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TABLE 4
Selected Values of f(xr) in the Henry

Equation

Kr fAxr)

0 1.000

1 1.034

10 1.250

100 1.463

© 1.500

When this is substituted into equation (53),

- 4a(1/x)f(kr) 57)

on(l + 1/«r)
Even at this level, the theory of electrophoresis is only approximate.
More accurate solutions of the key equations are presented in tabular
form, for example, in Bier (1959). Equation (57) shows how elec-
trophoretic mobility can be manipulated. Such manipulation is useful
when one wishes to use this method to separate proteins. Mobility is
inversely proportional to viscosity, but changing the viscosity of the
medium would affect the mobilities of all macromolecules by the same
fraction; it therefore can do nothing to change the resolution in separa-
tion methods. Mobility is a function of « and, therefore, of ionic
strength. For spheres of large radius, where «7 is much greater than I,
the effect of changing « is proportionately the same for all spheres.
However, the effect of changing x on small spheres is quite different
from changing « for large spheres. Therefore, altering « by changing
ionic strength can alter the resolution of large from small spheres.
Overwhelmingly the most important contribution to mobility is o, the
surface density of net charge. This is highly sensitive to pH and differs
widely from macromolecule to macromolecule, because the ionizable
groups on the surface differ widely. Thus adjustment of pH is the most
effective means of changing the relative mobilities of macromolecules in
a single solution. When ions are adsorbed, they change o. Since the
binding of ions by various proteins is an individual property of the pro-
teins, some alteration in resolving power can result from specific ion
binding, which is a function of ionic strength and ionic composition.

An interesting minor consideration is that it is possible to change
net surface charge density without changing the net charge per unit
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mass. If protein molecules in solution aggregate or polymerize without
changing ionization, the net charge per unit mass remains unchanged.
However, the surface area per unit mass decreases. Thus the net surface
charge density increases, and one should expect the electrophoretic
mobility to increase. An interesting example of this is afforded by the
electrophoretic studies of Kramer and Wittmann (1958) on tobacco
mosaic virus protein. In 0.075 ionic strength buffer at pH values near 6,
both polymerized and unpolymerized proteins coexist. The negative
mobility of the polymerized protein is nearly three times that of the
unpolymerized protein even though hydrogen ions are bound during
polymerization, thereby actually reducing the net negative charge per
unit mass. The explanation is that the decrease in surface area per unit
mass on polymerization greatly overbalances the decrease in net charge
per unit mass, resulting in a big increase in surface charge density.

7.2. Measurement of Field Strength

Electrophoretic mobility is defined as the electrophoretic velocity
divided by the electric field strength. The velocity is simply the distance
moved divided by the time. The field strength is the potential drop
divided by the distance between the two points at which potential is
measured—in other words, potential drop per unit length. It is usually
difficult to measure directly the potential drop in the region where
electrophoresis is being observed. For that reason, an indirect method,
based on Ohm’s law, is used. Ohm’s law can be expressed in terms of

V = RI (58)

In this equation, V is potential drop in volts, R is resistance in ohms,
and / is current in amperes.

E =V/l = RIJI (59)

In this equation, / is the distance over which the potential drops, but
R/l in a solution is 1/KA, where K is the specific conductance of the
solution and A is the area of cross-section at the point of observation.
When this is substituted into equation (59), equation (60) results.

E - I/KA (60)

Thus the field strength at the point where electrophoresis is taking place
is determined by measuring the current, I, flowing through the entire
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assembly, and by dividing it by the product of the specific conductance
of the medium, K, and the area of cross-section, 4. Specific
conductance is determined in an independent experiment using a con-
ductivity cell and a Wheatstone bridge assembly. The area of cross-sec-
tion at the point of observation, A, must be determined beforehand. If
electrophoresis is being observed in some sort of cell, a convenient
method of determining A is to fill the cell with mercury, determine the
weight of mercury, and, from this and the density of mercury,
determine the volume of the cell. It is usually possible to measure the
length of the cell with some precision. Therefore, A can be calculated.

7.3. Moving Boundary Method

Various methods of studying electrophoresis are described in Bier
(1959). The method of choice for making absolute measurements of
electrophoretic mobility is the moving boundary technique of Tiselius.
A boundary is established between a solution of a macromolecule or
macromolecules in an appropriate buffer and its dialysate in a U-
shaped cell. The cell is then connected to a reversible electrode system
and electrophoresis is carried out. Each macromolecular component of
the solution migrates at its own rate and establishes a concentration
boundary between regions where it is present and absent. This
concentration boundary can be observed by optical means, the most
frequently used of which is the schlieren method. Since this system
detects concentration gradients, the boundary shows up as a peak or
spike. The distance the spike moves in unit time divided by the mag-
nitude of the electric field provides a measure of the electrophoretic
mobility of the particular component involved.

An outstanding example of the use of moving boundary elect-
rophoresis to study the electrophoretic mobility of viruses and
components of viruses can be found in the work of Kramer and Witt-
mann (1958) on tobacco mosaic virus and its protein. Figure 15 shows
the mobilities of coat proteins from three strains of tobacco mosaic
virus, as well as the mobilities of the viruses themselves taken from an
earlier publication. Perhaps the most instructive feature of these results
is the identity of the mobility of each of the three strains of the virus
with that of its polymerized protein in the pH range between the
isoelectric point and approximately pH 6. This means, according to
equation (57), that the surface charge densities of the polymerized pro-
tein and of the virus are identical over a wide range of pH for all three
strains. There is one inescapable conclusion. Since mobility is propor-
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Fig. 15. Electrophoretic mobility of the protein from three strains of TMV. AV,
vulgare; AF, flavum; AD, Dahlemense. From Kramer and Wittmann (1958). Reprinted
by permission of the copyright owner, Zeitschrift fiir Naturforschung.

tional to net surface charge density, since charge must be conserved,
and since RNA is rich in negatively ionizing groups, particularly at the
higher pH values, positive ions must be bound when the viral proteins
coat their RNAs. An experiment carried out by Stevenson and Lauffer
(Lauffer, 1975) showed that, during reconstitution of TMV from pro-
tein and RNA in an unbuffered system, the pH increased from pH 6.5
to 7.8, showing that hydrogen ions are bound. A much smaller pH
change was associated with protein polymerization initially at pH 6.5.
This experiment tends to confirm the deduction from the elect-
rophoretic mobility experiments.

One of the most reliable aspects of electrophoretic mobility theory
is that, other things being held constant, mobility is directly propor-
tional to net charge. It is instructive, therefore, to compare the change
in charge as determined by electrophoretic mobility experiments with
the change indicated by hydrogen ion titration. Since four hydrogen
ions per protein monomer are dissociated between the isoionic point of
the coat protein of the common strain of tobacco mosaic virus protein
and pH 8, and since no other ions are bound in this region, a fixed point
in the calculation is that the charge on the protein is —4 per monomer
at pH 8. With this result, it is possible to calculate the charge per
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monomer for the unpolymerized protein at pH values between about 6
and 8.5 from the ratio of the electrophoretic mobility at a particular pH
to that at pH 8. The results are shown in comparison with the charge
determined from hydrogen ion titration over the same range in Fig. 16.
The agreement is very good for unpolymerized protein. However, at
around pH 6, the protein polymerizes. It binds hydrogen ion during
polymerization. Titration studies show that, at pH 5.5, polymerized
TMYV protein has a charge of —0.92 per monomeric unit. At this pH
value, there is also no binding of other ions, as far as can be detected.
With this value fixed, the net charge at other pH values for polymerized
protein can be determined from the ratio of electrophoretic mobility at
particular pH values to that at pH 5.5. The results are also displayed in
Fig. 16. In contrast to the result obtained with unpolymerized protein,
the charge thus determined from electrophoretic mobility is greatly dif-
ferent below pH 5.5 from that determined by hydrogen ion titration of
polymerized protein. For example, at pH 3.2 the charge from mobility
is zero, but that from titration is +4.4. At this pH value both K* and
Cl~ ions are bound, but the excess of Cl- over K* bound is 4.2 per
monomer. It is thus apparent that the electrophoretic mobility of
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polymerized TMYV protein is strongly affected by the binding of ions
other than H* (Lauffer, 1978; Shalby et al., 1968; Banerjee and Lauf-
fer, 1971).

Moving boundary electrophoresis has been used extensively to
resolve protein solutions into their components. Each component
establishes a boundary in both the ascending and descending arms of
the U-shaped tube which shows up in the schlieren optical system as a
spike. One of the conspicuous successes of the method was the resolu-
tion of blood plasma into several components. The resolving power of
this method obviously depends on the difference between the mobilities
of various components. Each spike corresponds to at least one
component, but if several have similar mobilities, a single spike will
include all. Other methods of separation resolve blood plasma into
more components.

The Tiselius electrophoresis apparatus can be used to purify pro-
teins and viruses. The most rapidly moving component of a multi-
component system can be obtained in pure solution and can be isolated
from the rest. The same is true for the most slowly migratng
component. An obvious limitation is that considerable material will be
wasted in regions where more than one component remains. This
method has been used to purify southern bean mosaic virus (Lauffer and
Price, 1947).

7.4. Electrophoresis in Support Media
7.4.1. General Considerations

Over the past two decades, the use of the method of moving
boundary electrophoresis has declined greatly. Basically, it is a tedious
procedure. It is still the standard method for actually measuring elec-
trophoretic mobilities. However, for the purpose of resolving complex
biological extracts into their components, it has the major drawback of
requiring significant amounts of material. Other methods of elec-
trophoretic separation have been developed which require only small
amounts. These involve the movement through support media like filter
paper or gels. A further advantage of such methods is that they require
relatively simple experimental arrangements.

A major disadvantage of electrophoresis on support media is that
it is impossible to obtain absolute values of mobility. One reason is that
the support medium obstructs the movement of the macromolecules;
they must follow an irregular path around the stationary obstructing
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material. All that one can observe is net movement. There is an addi-
tional problem, perhaps even more serious. Whenever the surface of the
support medium takes on an electric charge, either by adsorption of
ions or by ionization, then, when an electric field is applied, liquid will
move past the solid by electroosmosis. The liquid will have a charge
opposite that of the surface and will move toward the electrode with
charge opposite that of the liquid. Such movement of the solvent can
alter considerably the net movement of macromolecular solute.

7.4.2. Paper Electrophoresis

Electrophoresis on paper is widely used. A streak of a solution
containing a mixture of materials to be separated is made on a piece of
filter paper saturated with buffer. The ends of the paper are dipped in
buffer solutions connected to electrodes. Provision is made to minimize
evaporation of solvent. When an electric current is passed through the
svstem, the components of the material in the original streak separate
into zones which migrate distances depending in part on the elec-
trophoretic mobilities of the components. At the end of the experiment,
the position of each component can be located by staining or by some
other method. If desired, the paper can be cut and the material at given
regions can be eluted and analyzed. The method has good resolution,
but the separation of zones is somewhat impaired by diffusion in both
directions. An alternative way of analyzing the results of paper elec-
trophoresis is to measure with a densitometer the intensity of the stain
after treatment with an appropriate dye. A spike will be obtained for
each zone, and the area under each spike should be proportional to the
total amount of protein in the zone. Patterns can be obtained which are
rather similar in appearance to the schlieren patterns obtained with
moving boundary electrophoresis. There is a major difficulty associated
with filter paper electrophoresis; in some cases, the paper adsorbs pro-
tein so that the zones leave smears behind when they migrate. Cellulose
acetate sometimes give better results. It is possible to carry out large-
scale operations for purification purposes by packing a column with
cellulose fibers and then carrying out zone electrophoresis through the
column.

A two-dimensional combination of paper electrophoresis and
paper chromatography is used frequently to map or ““fingerprint” tryptic
digests of proteins. Chu and Francki (1979) used this method on tryptic
digests of the coat protein of tobacco ringspot virus. The digests were
first subjected to electrophoresis on paper followed by chromatography
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in n-butanol-pyridine-acetic acid-water at right angles. The peptides
were detected by spraying with ninhydrin. Another recent example of
the use of this approach is the analysis of the tryptic digests of the pro-
teins from fowl plague virus and virus N (Harms et al., 1978). In this
instance, precoated cellulose plates were used and the peptides were
detected by autoradiography.

7.4.3. Molecular Exclusion Electrophoresis

The resolution obtained with paper electrophoresis is not
subtantially greater than that obtained by moving boundary elec-
trophoresis for reasons similar to those which limit the former method.
However, a method has been developed which combines molecular
exclusion effects with electrophoresis, a method which resolves
macromolecules on the basis of both charge and molecular weight.
Electrophoresis of blood plasma in a gel formed from partially
hydrolyzed starch resolves the serum into many more components than
does either moving boundary electrophoresis or paper electrophoresis.
At least partial understanding of this can be achieved by referring to
the previous discussion of diffusion in gels. The equations relating the
difffusion coefficient measured in a gel to that obtained in free diffusion
are based in part on equations for the obstructing effect of the network
of swollen fibers of the gel substances on the movement of solute
through the liquid within the gel. This obstructing effect is equal to
(1 = ¢)/[1 + (a — 1)¢], where a has a value of 5/3 for randomly orient-
ed threads or rods. Thus the effect reduces to (1 — ¢)/[1 + (2/3)¢].
The symbol, ¢, was originally defined as the volume fraction occupied
by the swollen fibers of the gel substance. However, this is too simple
a definition; ¢ is really the volume fraction from which macromolecular
solutes are excluded. The center of a spherical macromolecule can get
no closer to the axis of a swollen cylinder than a distance equal to the
sum of the radii of the swollen cylinder and of the macromolecule. The
macromolecule is therefore excluded from a volume equal to that of a
cylinder, with the length of the fiber and a radius equal to the sum of
the radii of the swollen fiber and of the macromolecule. The larger the
macromolecule, the greater is this excluded volume. When the
macromolecule is nonspherical, for example, a rod, then the excluded
volume is a complicated function of the dimensions of the
macromolecule, depending heavily on length. From all of this, it is clear
that the excluded volume within a gel differs for different
macromolecules passing through that gel, depending on the size and
shape of the macromolecule. ¢ varies the same way and, therefore, so
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does the retarding effect. This same retarding effect operates when
particles move as a result of a potential gradient in electrophoresis as it
does when particles move under the influence of a concentration
gradient in diffusion. The result is that the retarding effect of the gel
depends on the size and shape of the macromolecule. The motivating
force on each macromolecule still depends on its net surface charge
density. Thus migration through a gel in an electric field can separate
particles simultaneously on the basis of surface charge density and
molecular size and shape.

Polyacrylamide gel is now used extensively. Many different modifi-
cations of this technique are available. One is to pour a thin sheet of gel
on a plane surface. A trough can be cut into the gel to accommodate
the sample. It is then connected to electrodes for electrophoresis. One
modification is first to separate components on the basis of charge
density by electrophoresis on a paper strip. Then the strip can be put in
the slot and the electrophoresis can be performed in the retarding gel at
right angles to the original separation. In this manner, samples of blood
serum have been resolved into more than twenty components, consist-
ing of groups the members of which have nearly identical mobilities but
different molecular weights. An example of the use of two-dimensional
polyacrylamide gel electrophoresis to separate tryptic digests of picor-
navirus gene products is illustrated in Fig. 17. Another example
involves a study of the tRNAs of various mutants of the bacteriophage,
BF23 (Ikemura et al., 1878). In this study, **P-labeled RNA was first
subjected to electrophoresis in one dimension in a 10% polyacrylamide
gel. A strip containing the 4-6 S RNAs was cut and applied to a 20%
gel for electrophoresis at a right angle. Resolved components were
detected by autoradiography. In this way, it was shown that the loss of
phage suppressor activity in mutants was always accompanied by the
loss of certain tRNAs.

The obstructing effect, dependent on ¢, obviously varies with the
concentration of the gel. Other things being equal, the more
concentrated the gel, the higher the value of ¢ and therefore of the
retarding effect. Indeed, gels can be made so concentrated or so highly
cross-linked that they actually act as filters for the largest
macromolecules.

7.4.4. Disc Electrophoresis

An interesting modification is called discontinuous or disc elec-
trophoresis. The major portion of the tube is filled with a highly retard-
ing gel, called the running gel. Above it is placed a less retarding gel,
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Fig. 17. Relation between the primary polyprotein of poliovirus (Pp210) and virion
proteins (VP2, VP1, VP3), some cleavage intermediates, and the anomalous product
Pp31, as indicated by tryptic peptide autoradiographs of bands isolated from polyacry-
lamide gels. From Abraham and Cooper (1975). Published with the permission of the
copyright owner, Cambridge University Press.
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called the spacer gel, and above that the sample, sometimes in a thin
layer of gel. The buffer—which consists of an amine and its hydro-
chloride—is around pH 8 in the sample and spacer, but around 9.5 in
the running gel. The electrode vessel contains glycinate ions instead of
chloride. In sample and spacer at pH 8, glycinate has a lower mobility
than proteins and a much lower mobility than chloride. A sharp
boundary results between chloride and glycinate, with the protein
concentrated between them. When the boundary moves into the running
gel at pH 9.5, glycinate moves faster than proteins, so the two are
separated in a uniform medium according to their individual mobilities
(Laemmli, 1970). An example of the separation of viral polypeptides by
this method is shown in Fig. 18. Hutchison et al. (1967) used polyacry-
lamide gel disc electrophoresis to separate ¢$X174 bacteriophage
mutants altered in genes which affect the structure of the viral capsid.
Progeny from cells infected simultaneously with two electrophoretic
strains were found to contain DNA of either type in hybrid capsids
containing wild-type and mutant proteins in varying proportions. Elec-
trophoretically homogeneous preparations of phage with hybrid capsids
were isolated. The existence of hybrid capsids was explained by the idea
that the X174 protein coat is assembled from preformed subunits in a
pool.

7.4.5. SDS Gel Electrophoresis

Electrophoresis is extensively used to estimate molecular weights
of proteins and polypeptides. The essence of the method is to treat the
sample with sodium dodecyl sulfate (SDS). This detergent denatures
the protein and coats the unfolded polypeptide chains more or less uni-
formly. Because each detergent molecule contains an ionizible sulfate
group, the charge on the coated polypeptide chain is almost completely
the result of the adsorbed SDS, thereby imparting nearly the same sur-
face charge density to all polypeptide chains regardless of composition.
Furthermore, the negative charges on the adsorbed detergent repel each
other strongly, thereby converting the peptide into a relatively stiff rod.
This material is then subjected to electrophoresis on a retarding gel,
such as polyacrylamide, which then separates polypeptides on the basis
of rod length or molecular weight. The low-molecular-weight peptides
are less retarded than those with high molecular weight. The mobility is
approximately a linear function of the logarithm of the molecular
weight, as illustrated in Fig. 19. This is in no sense an absolute method
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Fig. 18. Autoradiograms of a polyacrylamide gel slab containing electrophoretically
separated polypeptides of HSV-1 (F1), HSV-1 (mP), HSV-1 (MP), HSV-1 (HFEM),
and HSV-1 (13VB4) virions. The entire autoradiogram is shown on the right, together
with the current designations of polypeptides of HSV-1 (F1). To facilitate comparisons,
the autoradiograms of each gel are also shown on the left. The arrows on the (-) side
of each gel pinpoint the position of HSV-1 (F1) polypeptides absent from the various
HSV-1 strains tested. The arrows on the (+) side indicate the polypeptides for which
there is no electrophoretic analogue in the HSV-1 (F1) virions. The arrows against the
gel containing the electrophoretically separated HSV-1 (F1) polypeptides pinpoint all
the polypeptides whose electrophoretic analogue is absent in one or more of the HSV-1
strains tested. From Heine et al. (1974). Published with the permission of the copyright
owner, American Society for Microbiology.

of determining molecular weights. The mobility of any particular
peptide in SDS gel electrophoresis depends on the retarding effect of
the particular gel used, as well as on the molecular weight and composi-
tion of the peptide in study. Thus glycoproteins show abnormal
mobility. In practice, it is desirable to add at least two markers, one of
low molecular weight and one of high molecular weight known from
independent experiments such as sedimentation equilibrium or amino
acid sequencing, to the sample under investigation, as illustrated in Fig.
19. Then the molecular weight of the unknown or unknowns can be
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interpolated using the relationship just mentioned. These methods are
even more useful and more reliable for the separation of oligo- and
polynucleotides which, being polyanions, need no SDS.

Valuable information beyond molecular weight determination can
be obtained by this method. As an example, it has been used recently to
classify orthopox viruses, an important matter in the campaign to erad-
icate smallpox (Harper et al., 1979). HeLa cells were labeled with
[**S]methionine 16 hr after infection, and the late intracellular
polypeptides were then analyzed by SDS polyacrylamide gel elec-
trophoresis. Components were detected by autoradiography. From the
patterns obtained, 24 viruses could be arranged in four main groups.

Gel electrophoresis is used extensively to estimate the molecular
weight of DNA fragments. Because of the phosphates in the backbone,
the DNA threads do not require treatment with SDS. However, caution
must be exercised. Zeiger et al. (1972) demonstrates that base composi-
tion as well as nucleotide length affects the mobility on polyacrylamide
gels. Nucleic acid fragments with low guanine-cytosine content
migrated more slowly on such gels than fragments of comparable
molecular weight with a higher content of those two bases. Thomas and
Davis (1975) used electrophoresis in agarose gels in an investigation
involving the mapping of the EcoRI restriction sites on the DNA of the
bacteriophage A. They found that the relative electrophoretic mobilities
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Fig. 19. Relation between mobility and molecular weight obtained on 6% acrylamide
gels containing 5 M urea of three standards, myosin, hemocyanin, and human serum
albumin, in comparison with poliovirus-infected cytoplasms. From Abraham and
Cooper (1975). Published with the permission of the copyright owner, Cambridge
University Press.
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in agarose gels agree with the lengths of the DNA fragments as
determined by electron microscopy. They reported further that, in
agreement with the finding of Zeiger et al., this is not true for elec-
trophoresis on polyacrylamide gels.

7.5. Electrofocusing

Electrofocusing is a useful variant of electrophoresis. When an
ampholyte such as a protein is dissolved in a solution in which there is a
pH gradient, it will always migrate toward the position in the gradient
where the pH is that of the isoelectric point of the protein. This method
has been used since 1955 to separate ampholytes with different
isoelectric points. Two problems are associated with it. One is to stabi-
lize the system against convection. This can be done with a sucrose
gradient or a gel. A more serious problem is the establishment and
maintenance of a stable pH gradient. A clever method for accomplish-
ing this is now available. The principle of this method can be explained
by considering the properties of a dicarboxylic and of a dibasic amino
acid.

If a dicarboxylic amino acid such as aspartic acid is dialyzed
exhaustively against pure water, it will eventually come to an equilibrium
state in which undissociated water, hydrogen ion, hydroxyl ion, and zwit-
terion alone are present. The pH at this equilibrium must be low enough
so that each of the two carboxyl groups is approximately 50% ionized.
This will occur near the isoelectric point, pH 2.77, but not precisely at
that point. The reason is that at low pH the hydrogen ion concentration
greatly exceeds the hydroxyl ion concentration, but electrical neutrality
must be preserved in the isoionic state. This can happen only when the
amino acid has a slight average net negative charge to balance the excess
of the hydrogen ion concentration over the hydroxyl ion concentration.
This average net negative charge can occur only at a pH value somewhat
above the isoelectric point. Similarly, when a dibasic amino acid such as
lysine is exhaustively dialyzed against water, it will eventually come to
the isoionic state at a pH value somewhat lower than its isoelectric point,
pH 9.44. If an equimolar mixture of aspartic acid and lysine is exhaus-
tively dialyzed against water, it will come to equilibrium at some pH
value intermediate between the isoionic points of the separate amino
acids, somewhere near neutrality. In this solution, the aspartic acid will
have a net charge of almost —1 and the lysine a charge of almost +1. If
an electric current is now passed through this solution, the aspartic acid
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in the mixture will move toward the positive electrode and the lysine will
move toward the negative electrode. As soon as each gets into a region
free of the other, it will come to equilibrium with water and establish the
isoionic pH, where, because it is near the isoelectric point, the amino acid
will then migrate only very slowly. The ultimate result will be the accu-
mulation of aspartic acid at a low pH in the positive side of the cell and
of lysine at a high pH in the negative side, with a relatively sharp pH
gradient between them.

Randomly polymerized basic and acidic amino acids produce
polypeptides with an almost continuous distribution of ionizable side
chains and, therefore, of isoionic points, ranging from about pH 3 to
about pH 10. When such a distribution of polypeptides with a wide
range of isoionic points is subjected to an electric current, each
polypeptide species migrates to and concentrates in a region where the
pH is in the isoionic-isoelectric range for that species. When a large
number of species with different isoionic points is available, the result is
a stable pH gradient. When an exhaustively dialyzed solution contain-
ing several proteins in addition to these random polypeptides is sub-
jected to electrophoresis, not only is the pH gradient established by the
random polypeptides, but each protein accumulates in a band centered
about the pH value corresponding to its isoelectric point. By diffusion,
the band tends to broaden, but the electric field constantly tends to
bring the diffused molecules back toward the center of the band. The
result is sharp, well-separated bands affording excellent resolution. A
limitation of this method is that not all of the resolved bands
necessarily represent distinct components. The resolution is very sensi-
tive to isoelectric points. If, for example, there is slight variation in the
number of carboxyl groups in the amide form, resolvable bands could
appear by the electrofocusing technique, but such minor differences
might not seriously affect the structure or the function of the protein.

An interesting modification of this technique, described by O’Far-
rell (1975), has been applied in the study of viruses. The modified
method involves electrofocusing in a gel, usually in the presence of a
denaturing agent such as urea followed by SDS gel electrophoresis at
right angles. This method separates proteins on the basis of both charge
(isoelectric point) and molecular weight. The sensitivity is such that
about 1100 different components were found in extracts of E. coli.
O’Farrell (1975) also used the method to detect a missense mutation in
gene 32 of T4 bacteriophage. The same method was used later (O’Far-
rell and Goodman, 1976) to study the capsid proteins of simian virus
40. One major protein with an isoelectric point at pH 6.8 and a
molecular weight of about 47,000 constituted 90% of the material. In
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addition, five minor components were identified, differing slightly from
the major component in isoelectric point and molecular weight. Two of
them were shown to be phosphorylated major component. A tempera-
ture-sensitive mutant was found to have both major and minor
components shifted in isoelectric point from the proteins of the type
strain.

7.6. Continuous-Flow Electrophoresis

Finally, it is necessary to discuss continuous-flow electrophoresis
on paper. An appropriate experimental arrangement is to suspend a
sheet of paper saturated with buffer in a vertical position. Contact with
electrode vessels is made on the two vertical edges of the paper. If a
gentle stream of a protein solution is applied to the paper at the top, it
will tend to flow straight down under gravity. However, when an
electric current is passed through the paper, negatively charged
macromolecules will take a diagonal path in the direction of the posi-
tive electrode and positively charged macromolecules will take a
diagonal path in the direction of the negative electrodes. In this man-
ner, substances of different mobilities can be collected at different posi-
tions along the bottom of the paper. An illustration of the paths taken
by various components is shown in Fig. 20. Since this is a continuous
process, appreciable amounts of material can be separated.

7.7. Immunoelectrophoresis

Immunoelectrophoresis is a combination of electrophoretic migra-
tion in a gel and the subsequent location of antigens by precipitation

Fig. 20. Diagramatic representation of the path
taken by three solutes in continuous-flow elect-
rophoresis. A gentle stream of solutes is applied at
the top. The vertical edges of the paper moistened
with electrolyte solution are attached to electrodes.
The solutes follow diagonal paths depending on
gravity flow and the rate and direction of migration
in the field. The various components can be collected
at the bottom.
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Fig. 21. Immunoelectrophoresis pattern of BMV and related antigens. The antigen
wells, numbering from the left, contained the following: 1, crude juice from BMYV-
infected Moore barley; 2 and 3, crude juice from healthy Moore barley; 4, BMV zone;
5, antigen 2; 6, antigen 1; 7, crude juice from BMV-infected Moore barley. Troughs 1
and 2 contained undiluted healthy barley antiserum; the remaining troughs were filled
with undiluted BMV antiserum. Buffer consisted of 0.016 M veronal and 0.014 M
sodium chloride at pH 8.0. Voltage 13.7 V/cm; current 7 ma; time of electrophoresis 20
hr. Adapted from Hamilton (1961).

with antiserum. The technique is described by Grabar (1958) and by
Williams and Grabar (1955). As illustrated in Fig. 21, Hamilton (1961)
applied immunoelectrophoresis to the investigation of the soluble
antigens associated with brome mosaic virus. Wells cut into thin
agaragar gels on a glass plate were filled with antigens, and elect-
rophoresis was carried out. After electrophoresis, troughs were cut in
the gel parallel to the direction of flow of the current, and antisera were
placed in them. From this point on, the technique involved immunodif-
fusion and the formation of zones of precipitate where antigen and anti-
body came together in the range of equivalent concentrations.

8. OSMOTIC PRESSURE

One of the oldest physical methods for determining molecular
weight is osmotic pressure. It is still used on occasion in studies on pro-
teins, including viral coat proteins. An attractive feature of this method
is that it is thermodynamic and therefore free of the ambiguities
associated with the arbitrary choice of models. When a solution is
separated from a pure solvent by a semipermeable membrane, that is, a
membrane permeable to solvent molecules but not to solute molecules,
solvent molecules will diffuse through the membrane into the solution.
In the absence of restraints, this process will continue until all of the
pure solvent has diffused into the solution. However, the transfer of
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solvent across the membrane can be brought to a halt by applying
pressure on the solution. The pressure just sufficient to prevent any
net flow of solvent across the membrane is defined as the osmotic pres-
sure, mo.

The transfer of solvent to a solution at a higher pressure can be
accomplished, conceptually, in two steps. First, solvent can be added to
solution at constant temperature at the constant pressure of the solvent.
This represents a change in the activity, a,, of the solvent. When the
change is infinitesimal, the change in chemical potential is RT dln a;. In
the second step, the pressure on the newly diluted solution can be raised
infinitesimally. The change in chemical potential for this step is V,dP,
where ¥, is the partial molal volume of solvent and P is the pressure.
The total change in chemical potential is the sum of these. If the
process is carried out reversibly, that sum must equal zero. Thus equa-
tion (61) can be written.

VdP + RTdlna, =0 (61)
When equation (61) is solved for dP, equation (62) results.

P = - XL 4ina, (62)
Vi

At constant pressure and constant temperature, the activities of solvent
and solute in a binary solution are related by equation (63), an aspect of
the Gibbs-Duhem relationship of thermodynamics.

dlna, = —(ny/n,) dln a, (63)

In this equation, n, and n,, respectively, represent the number of moles
of solvent and solute. When equation (63) is substituted into equation
(62) and when n, ¥, is set equal to v,, the total volume of solvent, equa-
tion (64) results.

dP = iﬂzz dln a (64)
1
dln az = da2/02 = dnz/nz (65)

The right member of equation (65) is an accurate substitute for the
central member for very dilute ideal solutions. Substitution into equa-
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tion (64) yields

dP = — dn, (66)

V1

When this is integrated across a membrane separating a solvent at
atmospheric pressure, where the number of moles of solute is zero,
from a solution at osmotic equilibrium, where the osmotic pressure is
m, higher than atmospheric and where there are n, moles of solute in a
volume v, of solute, equation (67) is obtained.

7o = (my/v)RT (67)

When M, is the molecular weight of solute and p, is the density of
solvent the concentration of solute, ¢, expressed as grams per gram of
solvent, is n,M/(p,/v:). From this it follows that

ny/vi = pic/M, (68)

Equation (69) is obtained by substituting this value of n;/v, into equa-
tion (67).

p1cRT
Ty = M, (69)
Equation (69) shows that for an ideal dilute solution the osmotic
pressure, m,, divided by the concentration expressed in terms of grams
per gram of solvent is inversely proportional to the molecular weight of
the solute. When Stanley (1935) first crystallized tobacco mosaic virus,
he attempted to measure the osmotic pressure of a solution of the virus
and found a value within experimental error of zero. Using the ideas
inherent in equation (69), he inferred that the mass of the virus was at
least several million daltons.

Because of their high molecular weights, solutions of proteins are
usually dilute in terms of moles per unit volume. However, they are
rarely ideal. For real solutions, additional terms must be added in
higher powers of concentration. For most protein solutions, it is suffi-
ciently accurate to add a single term involving ¢?, as illustrated in

T = pRT (/M + Ajc?) (70)
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For highly accurate data, it is sometimes appropriate to add a third
term in ¢®. In equation (70), the constant A; is called the second virial
coefficient. It can be evaluated experimentally by plotting w,/c vs. c.
The equation predicts that a straight line should be obtained with inter-
cept equal to p,RT/M, and with slope p,RTA;. The slopes of such
graphs usually turn out to be positive for osmotic pressure data
obtained with proteins. This is illustrated by data obtained with suc-
cinylated cucumber virus 4 protein, as shown in Fig. 22 (Frist et al.,
1965). This is a virus of the TMV (tobamo) group. The most important
aspect of such a graph is that the intercept is inversely proportional to
the molecular weight; the value for M, is 21,500 in the experiment
shown in Fig. 22.

This estimate of the molecular weight is somewhat higher than that
obtained from sedimentation and diffusion measurements, 19,000, a
value closer to that usually found for the protein subunits of tobacco
mosaic virus and closely related viruses. While experimental error
might account for some of the difference, it is more probable that the
protein preparation contained, in addition to succinylated monomeric
units, a small amount of aggregated material. Equation (67) shows that
osmotic pressure is directly proportional to the number of moles of
solute per unit volume. Equation (68) shows that the calculated
molecular weight is proportional to the concentration expressed in
grams per unit volumes divided by moles per unit volume. When a solu-
tion contains several solutes with different molecular weights, the
molecular weight calculated from the osmotic pressure is a number

Succinylated CV4 protein
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Fig. 22. Osmotic pressure data for succinylated CV4 protein expressed in
atmospheres. From Frist et al. (1965). Reproduced with the permlsswn of the copyright
owner, Acamdemic Press, Inc.
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average molecular weight, an average obtained by dividing the total
weight of solute by the total number of moles of solute. Osmotic
pressure measurements are most sensitive to solutes of low molecular
weight. Therefore, the osmotic pressure method is best adapted to study
of low-molecular-weight proteins. The method becomes insensitive
when the molecular weight exceeds a few hundred thousand.

A great deal of theoretical thinking has gone into the interpreta-
tion of the second virial coefficient (Scatchard, 1946; Lauffer, 1966).
The main contributions are interaction of solute molecules with each
other, an excluded-volume effect, interaction of solute molecules with
other components, for example, hydration, and an effect of electric
charge, usually described as the Donnan effect. For most proteins at
pH values significantly different from the isoelectric point, the Donnan
effect is overwhelmingly the largest contributor to the second virial
coefficient. This contribution is always positive, that is, it leads to a
higher value of m,/c at finite protein concentrations than the value at
infinite dilution.

There are times, however, when other contributions to the second
virial coefficient overwhelm the positive Donnan contribution. This is
illustrated in the data in Fig. 23, showing osmotic pressure data for
tobacco mosaic virus protein (Banerjee and Lauffer, 1966). In this case,
the intercept is consistent with a molecular weight of 53,000. Since the
molecular weight of the protein subunit is known from amino acid
analyses to be close to 17,500, this result is one of the reasons for
believing that TMV protein can exist in the form of stable trimers. In
this case, however, the second virial coefficient is negative, and it is
more negative at 15.8° than at lower temperatures. This has been
interpreted to mean that the interaction between protein molecules is
much greater than the Donnan term and increases in negative mag-
nitude as the temperature is increased. An extreme aspect of pro-
tein-protein interaction is actual combination or polymerization. Thus
the data displayed in this figure show that the polymerization of TMV
protein increases with increasing temperature; it is endothermic and
therefore entropy driven.

9. LIGHT SCATTER
9.1. Theory

A closely related method, related for reasons which will be
apparent presently, is light scatter. If I, is the intensity of an incident
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Fig. 23. Effect of temperature on osmotic pressure of TMV protein in phosphate buf-
fer, pH 7.5, ionic strength 0.067. x is the osmotic pressure in centimeters of water, and
¢ is the protein concentration in milligrams per milliliter. From Banerjee and Lauffer
(1966). Reproduced with the permission of the copyright owner, the American
Chemical Society.

beam of light impinging on a solution of volume, V, the intensity, I’,
scattered in a direction  from the incident beam is given by equation
(71), where K is defined by equation (72).

I = 22%(1 + cos*®)l,VK (1)
K = n*(dn/dg)*kTg/\r’(dm,/dg) (72)

In equation (72), n is the refractive index of the solution, g is the
concentration expressed in terms of weight per unit volume of solution,
k is the Boltzmann constant, A is the wavelength of light, and 7 is the
distance from the center of scattering to where the intensity is
measured. Equations (71) and (72) are derived from electromagnetic
theory and from the Einstein-Debye theory for the fluctuation of the
polarizability of liquids. They are valid for the simplest case in which
solute particles have no dimension greater than approximately A/20. A
convenient source for this derivation is Tanford (1961).

It is a matter of common experience that light is not deflected
unless there is a difference between the refractive index of the object
and the surrounding fluid. This translates into a difference in polariza-
bility. Solutions can be considered to be made up of tiny elements of
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volume in which the refractive index fluctuates about the mean value.
This results from fluctuations in density in the case of pure liquids, and
from this and fluctuations in concentration in the case of solutions. The
Einstein-Debye treatment relates the fluctuation in concentration to
(dmo/dg). This effect is noramlly much greater than the fluctuation in
density of the solvent. It is through the (dr,/dg) term that light scatter
theory is closely related to osmotic pressure theory; indeed, this is the
basis for considering light scatter a thermodynamic method.

9.2. Turbidity

A convenient way to study light scatter, one used extensively in
research on the self-assembly of viral proteins, is to transform equa-
tions (71) and (72) into one involving the turbidity, 7, of the solution.
Turbidity is defined by equation (73).

_dl/dx = 1] (73)

When a beam of light of cross-sectional area A4 is scattered by a volume
of solution, V,

fT dx =1V/[A = —de/I = fl’21rr sin 9rdf/1,A (74)

The extreme right-hand member of equation (74) relates the fractional
loss of intensity to the intensity of light scattered, integrated over all
values of 6 at the surface of a sphere r centimeters away from the scat-
tering center, divided by the product of the incident intensity, /o, and
the area, A, through which the incident beam enters the solution. When
the values of I' and of K given by equations (71) and (72) are
introduced and the integration is performed, equation (75) results.

r = (32/3)n*n¥(dn/dg)k Tg/N(do/dg) = HRTg/(dro/dg) (T5)
The g in equation (75) is approximately equal to p,c found in equa-
tion (70). This approximation is good for dilute solutions. When this

substitution is made in equation (70) and when A, is defined as A3z/p,,
equation (76) results.

mo = RTg/M, + RTA,g* (76)
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When this is substituted into equation (75) and rearranged,
Hg/t = 1/M; + 24,8 (78)

At low values of the concentration, g, the term on the extreme
right of equation (78) can be dropped. Turbidity then becomes directly
proportional to the product of the concentration of solute and the
molecular weight, with H as the proportionality constant. When more
than one solute is present, the total turbidity is the sum of the contribu-
tions from each of the solutes. It is proportional to the sum of the
products of concentration times molecular weight of each solute. The
average molecular weight for such a mixture is proportional to this sum
divided by the total concentration. This gives a kind of average called a
weight average, which is quite different from the number average
obtained from osmotic pressures studies. This type of average is sensi-
tive to high-molecular-weight components. Indeed, turbidity itself is
more sensitive to high-molecular-weight than to low-molecular-weight
constituents. This, therefore, makes light scatter methods most useful
for investigating proteins with molecular weights higher than those
amenable to study by osmotic pressure. However, as will be seen later,
a complication is encountered when the solute particles become much
larger than A/20. For such particles, equation (78) is no longer valid.

Light scatter has been used extensively to study the polymerization
of viral coat proteins, especially tobacco mosaic virus protein. When
turbidity is measured, it is possible to use a spectrophotometer, pro-
vided only that a wavelength of light is chosen at which the protein does
not absorb. Such instruments are normally calibrated in terms of
optical density, OD. Optical density readings are readily converted to
turbidity; 7 = 2.303 OD. Figure 24 shows data obtained in this manner
for the polymerization of tobacco mosaic virus coat protein at various
values of pH (Lauffer and Shalaby, 1980). The wavelength of the light
used in these studies was 320 nm. The principal product formed in this
polymerization, especially at the lower pH values, is a rod with a
diameter of about 18 nm and with variable lengths. The diameter of the
rod is slightly more than A/20 but not sufficient to introduce a large
departure from equation (78). A rod with a diameter of 18 nm and a
length of 18 nm would have a mass slightly in excess of 2 million
daltons. This is about the limit for the application of equation (78).
Such a mass corresponds to an OD of approximately 0.04. Thus
interpretation of the data of Fig. 24 in terms of equation (78) must be
confined to the lower range of values of OD. To interpret these data in
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Fig. 24. Optical density (OD — OD,) of TMV protein solutions as a function of
temperature at various pH values. From Lauffer (1978). Reprinted with the permission

of the copyright owner, Elsevier North-Holland.

terms of average particle weight, it is necessary to know the value of the
proportionality contant, H. The factors lumped together in this
constant are shown in equation (75), the most important of which is the
specific refractive increment, dn/dg, of the protein at the wavelength
chosen. How this was obtained is described by Smith and Lauffer
(1967); the value of H was calculated to be 4.23 x 10~° (cm/g)>

Fig. 25. Light scattering of TMV solutions: 0.01 M
phosphate buffer, pH 7.1; M = 38,200,000 L = 3200
A. O, Experimental data, @, extrapolated points.
Redrawn from data of Boedtker and Simmons (1958).
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This method has also been used to follow the self-assembly of
several other viral proteins, recently by Erickson and Bancroft (1978) in
studies on papaya mosaic virus protein. It polymerizes at pH 8.0 from
14 S at 5°C to 25 S at 25°C and dissociates again on cooling. Like
tobacco mosaic virus protein polymerization, this reaction is
endothermic and therefore entropy driven. The effects of pH and of salt
concentration are opposite to those found with tobacco mosaic virus
protein. Turbidity measurements were also used to follow the course of
reconstitution of tobacco mosaic virus from its protein and RNA (Butler
and Klug, 1971; Richards and Williams, 1972).

9.3. Angular Dependence

When equation (72) is substituted into equation (71), the full
expression for the intensity of the scattered beam is obtained. It is
evident that this intensity is dependent on two properties of the
apparatus used to measure the scattered intensity, the angle, 6, between
the incident beam and the scattered beam, and the distance, 7, between
the detecting instrument and the scattering centers. Various kinds of
apparatus are available for measuring intensity of scattered light as a
function of the angle, 6. It is convenient to group the terms in combined
equations (71) and (72) in a somewhat different manner, as shown in
equations (79) and (80), where Av is Avogadro’s number.

R, = I'*/I(1 + cos®) (79)
K' = 27°n*(dn/dg)*/ Av\* (80)

R, is an experimental variable in that all of the elements contained in
its definition can be determined experimentally. As long as the simple
theory discussed thus far is valid, R, should be independent, within
experimental error, of the angle # and the distance r. K' of equation
(80) is merely a slightly different selection of constants from those
involved in K of equation (72). When these new difinitions are substi-
tuted into combined equations (71) and (72) and when equation (77) is
substituted for dw,/dg, equation (81) results.

Ry = K'g/(1/M; + 24.g) @81)

In the limit as g approaches zero, R, becomes equal to K'gM,, a result
very similar to that obtained for turbidity at infinite dilution. One of
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the tests of the validity of the simple theory for the material under
investigation is whether or not R, really is independent of  within
experimental error.

9.4. Scattering from Large Particles

When the solute particles have at least one dimension significantly
larger than A/20, destructive interference in the scattered light is
encountered. Depending on the angle 6, the intensity of the scattered
light is less than it would be without interference. The usefulness of this
fact was first recognized by Guinier (1939). If I' is defined as the
intensity of light scattered with interference, in contrast with the I' of
equation (71), which represents the intensity of the scattered light
without interference, then, in the limit as concentration approaches
zero, I'/I' is given by

I'/I'" =1+ (16/3\)r*Rsin%(9/2) (82)

A derivation of this equation is given in Tanford (1961). R in equation
(82) is called the radius of gyration. For solid spherical particles, the
square of the radius of gyration is equal to 3/5 the square of the radius,
and for long straight rods of length L the square of the radius of gyra-
tion is equal to the square of the length divided by 12. When an
extrapolation of R, to 6 = 0 is carried out, it is possible to evaluate
both M, and A; according to equation (81). When R, is extrapolated to
zero concentration, it is possible to evaluate R according to equation
(82). Zimm (1948) has developed a method for making both kinds of
extrapolation, illustrated by data obtained with tobacco mosaic virus as
displayed in Fig. 25, the results of Boedtker and Simmons (1958). In
this manner, they obtained values of 38.2 and 40.8 x 10° daltons for the
mass and of 320 nm for the length with two different preparations of
the virus.

9.5. Small-Angle X-Ray Scattering

Conceptually related to the scattering of light by particles larger
than A\/20 is the scattering of X-rays by proteins in solution. When a
solution of a protein is irradiated with X-rays with wavelengths near 1
A (copper Ka radiation with A = 1.54 A is frequently used), the radia-
tion will be scattered through very small angles, 26. The theory of
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small-angle X-ray scattering is beyond the scope of the present treat-
ment. However, it turns out that the intensity of the scattered radiation
is a function of both the angle, 6, and the radius of gyration, Rg, of the
protein. The final equation in the theory, an approximate equation
strictly valid only as ¢ approaches zero, is

In/=1nl, - ’R%/3 (83)

In this equation, I is the intensity of the light scattered at some angle 6,
I, is the value when 6 is zero, and 4 is (4« /\)sin §. When In I is plotted
against A%, the limiting slope is —R&/3. Values for R; have been
reported for several virions, for example, southern bean mosaic virus
(Leonard et al., 1951), tomato bushy stunt virus (Leonard e? al., 1953),
tobacco necrosis virus (Leonard et al., 1951, 1953), turnip yellow
mosaic virus (Schmidt et al., 1954), and wild cucumber mosaic virus
(Anderegg et al., 1961).

9.6. Intensity Fluctuation of Scattered Light

Another tool related to light scatter has been applied to the study
of virions. It depends on measuring the fluctuation of the intensity of
the light scattered in a particular direction by a solution of
macromolecules. The term dry/dg of equation (72) is related in simple
light scatter theory to the mean squared fluctuation in polarizability of
tiny elements of volume within the solution. Fluctuations in polariza-
bility are related to fluctuations in refractive index which in turn are
related to fluctuations in concentration. It is possible, with the use of a
laser beam as a light source and appropriate detecting equipment, to
measure the actual fluctuations in intensity of the scattered light. These
fluctuations are related to the rate at which solute diffuses. If I' is the
rate constant for exponential decay of the amplitude of the fluctuating
electric field of the scattered light, theory relates I' to the translational
diffusion coefficient of the macromolecules by

T = D(dr/\?n*sin¥(6/2) (84)

In this equation, D is the coefficient of diffusion, n is the solution
refractive index, A is the wavelength of the incident light, and 8 is the
scattering angle. It is also possible to determine the rotational diffusion
coefficient of nonspherical particles and the flexing of nonrigid particles
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by this technique. A qualitative description of the theory is given by
Pusey et al. (1974). The method has been used to study several spheri-
cal viruses, including tomato bushy stunt virus, T7 bacteriophage
(Camerini-Otero et al., 1974), and tobacco mosaic virus (Cummins et
al., 1969, Fujime, 1970; Wada et al., 1971). D% was found to be 3.26 x
107* cm®/sec (Wada et al., 1971), a value 20% lower than that found by
Schramm and Bergold (1947) by the usual method.

10. THEORY OF ELECTRON MICROSCOPY
10.1. Historical Review

One of the most widely used of all physical techniques in the study
of viruses is electron microscopy. Actual results have been presented by
Williams and Fisher (1974). The present treatment is confined to an ele-
mentary discussion of the properties of light which make it impossible to
resolve most viruses with even the best light microscopes, the properties
of electrons which make electron microscopy feasible, and some of the
limitations inherent in electron optics. A detailed discussion of the
applications of electron microscopy to virology is the subject matter of
the next chapter.

All except the largest viruses have at least one dimension smaller
than 200 nm or 2000 A. While it would be easy to enlarge an optical
image sufficiently, it is still not possible to see most viruses. The reason
is not lack of magnification but lack of resolution. One of the funda-
mental properties of light is that it is diffracted by gratings and also by
lenses. This fundamental property can be explained only in terms of the
wave theory and is the basic reason why, during the nineteenth century,
that theory supplanted the corpuscular theory previously proposed by
Newton. A consequence of diffraction is that an image of a point
source of light does not appear as a point but as a disk surrounded by
faint concentric rings. The disk in the image plane is called a circle of
confusion. Whenever two point sources of light are so close together
that their circles of confusion overlap by more than approximately half,
it is practically impossible to determine by inspecting the image
whether the light came from one or from two point sources. In other
words, the two points can not be resolved. The minimum resolvable
distance, d, depends on the wavelength of light and the numerical aper-
ture, N.A., of the lens. The N.A. of a microscope objective is
approximately the ratio of the radius of the lens to the distance of the
object from the edge of the lens, multiplied by the refractive index of
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the material between the lens and the object. The formula relating these
variables is given by

_ S/4Asina
4= TanaNaA T 2 ®3)

In this equation, A is the wavelength of the light, and «, is the angle
between the center and the edge of the objective at the image formed by
the objective lens in the barrel of the microscope. Since «; is a very
small angle, sin «, is almost equal to tan «,. Furthermore, even for very
good objectives, N.A. is 1.5 or less. Thus the approximation on the
extreme right is obtained. For visible light of wavelength 500 nm, the
minimum resolvable distance, d, is accordingly about 250 nm.

Not all of the properties of light can be explained in terms of the
wave theory. The photoelectric effect requires that light be corpuscular.,
Thus light must have a dual nature, both wave like and corpuscular. It
is propagated as corpuscles, called photons, associated with electromag-
netic waves. Einstein’s theory of relativity gives the energy of the
photon as

E = mc? (86)

where E is the energy, m is the relativistic mass, and c is the speed of
light. Quantum theory, on the other hand, relates the energy of the
photon to its frequency, v, multiplied by Planck’s constant, A.

E=hv (87)
When these two expressions for £ are equated, equation (88) results.
mc? = hv = he/\ (88)

When this is solved for A, equation (89) is obtained, where P is the
momentum of the photon.

AN =h/mc=h/P (89)

deBroglie reasoned that, if photons have momentum related to the
wavelength by equation (89), particles of matter, such as electrons,
protons, etc., moving at high velocities, should be expected to be
associated with matter waves with wavelengths also given by equation
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(89). If high-velocity particles, like electrons, have matter waves, it
should be possible to diffract them, just as it is possible to diffract light.
Davisson and Germer (1927) proved experimentally that this is true
and verified the appropriateness of equation (89).

The kinetic energy of an electron moving at velocity v is equal to
YamV?. The energy of an electron accelerated by a potential drop, V, is
equal to Ve, where e is the electronic charge. When these are equated
and solved for momentum, one obtains

P =myv =~/2mVe (90)

When this value for P is substituted into equation (89),

\ = h/\/2ZmVe =/150/V o1)

The expression on the right of equation (91) is obtained by substituting
the appropriate numerical values for 4 and for the mass, m, and the
charge, e, of the electron, and expressing A in A and V in volts. From
equation (91), it can be calculated readily that if electrons are
accelerated across a potential drop of 60,000 volts the associated matter
waves should have a wavelength of 1/20 A. Therefore, if electron lenses
can be constructed with sufficiently high numerical apertures, and if the
laws of resolution are the same as for light, expressed by equation (85),
then it should be possible to produce electron microscopes with vastly
greater resolving power than light microscope. Electrons can be
focused, either by axially symmetrical electrostatic fields or by axially
symmetrical magnetic fields such as those obtained in the center of a

solenoid. All of these things taken together establish the physical basis
for the electron microscope.

10.2. Problems

Many problems are encountered in electron microscopy, not the
least of which is that all matter, including gas, is opague to electrons. A
major consequence is that in the electron microscope the electron path
must be the best vacuum available. This normally requires that the
sample be completely dried. A second consequence is that the support
for the object, the counterpart of the microscope slide, must be an
extremely thin film to minimize its opaqueness to electrons. Even so,
the contrast between supporting film and object is poor when the object
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is very small. Ingenious techniques have been devised to minimize all of
these difficulties. A final problem is that it is very difficult to produce
electron lenses of good optical quality. Spherical abberation is
encountered and numerical apertures are low. The net result is that the
practical resolution of electron microscopes is much poorer than that
implied by equation (91). The best resolution achieved in normal
practice is a few angstroms. This, however, is good enough not only to
allow for beautiful pictures of viruses, but even to provide considerable
structural detail. Even unwound nucleic acid threads are micrographed
in many laboratories (as evidenced by the following chapter).
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Use of Electron Microscopy
in Virology

Harold W. Fisher

Department of Biochemistry and Biophysics
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Kingston, Rhode Island 02881

1. INTRODUCTION
1.1. Historical Background

It is now 40 years since the first electron micrographs of tobacco
mosaic virus were published (Kausche et al., 1939). The affection which
virologists have had for the electron microscope and electron micro-
scopists for virus specimens since that time has been extremely fruitful.
As evidence of the anticipated productivity of electron microscopy,
consider the following quotation from p. 274 of the second edition of the
book by Burton and Kohl (1946):

Stanley and Anderson state as their considered opinion: ‘Although
excellent micrographs of bacteria have been obtained by means of this
apparatus and have proved of value in supplementing information already
available, it would appear that the electron microscope will be of greatest
value in the microscopy of objects having sizes between 5 and 250 my, a
range not covered by the light microscope and one in which practically all
viruses have been found to fall. The electron microscope offers the possi-
bility of securing micrographs of individual virus particles and thus of
establishing their sizes and shapes with some precision. It should also be
possible to determine the extent of the variation in the size and shape of a
given virus and even perhaps learn something of the mechanism by means
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of which a virus particle is duplicated within the host and of the nature of
the difference between strains of a given virus.”

This chapter will attempt to examine how this prediction by
Stanley and Anderson is progressing. First, it will survey the methods
of specimen preparation that have been developed and then it
will consider some of the results that have been obtained with virus
specimens. Justice cannot be given to the burgeoning literature on this
topic; thus the chapter will be somewhat biased by my limited fami-
liarity with classical and current references. For a complete presenta-
tion on principles and techniques of electron microscopy, the reader
should consult the series beginning in 1970 edited by M. A. Hayat
(1970).

As one last note of background, I would like to point out that
electron microscopy is a visual art. To quote Professor Robley
Williams speaking to my 1947 class at the Harrison M. Randall labora-
tory, University of Michigan, “What is one microscopist’s reality may
be another’s artifact.”

1.2. The Microscope

Many improvements have been made in electron microscopes since
the time of the book by Burton and Kohl (1946). Nevertheless, an
electron microscope is neither portable nor inexpensive, and, to quote
from the preface to the first edition of that book, “we still have the feel-
ing that it is ever ‘a dear season for cucumbers.””” The price of a good
instrument still remains equivalent to the price of a moderately expen-
sive house.

For the routine operation of the modern electron microscope, there
are few of the old, time-consuming problems that hampered workers at
the time of the book by Burton and Kohl (1946). The old problems of
vacuum seals and electron tubes are now considered mundane and have
been replaced by topics such as resolution, contamination, beam
damage, thermal drift, and photography (which has always been an
integral part of electron microscopy).

For instance, the development of a contamination layer on the sur-
faces (including the specimen) exposed to the electron beam has been
known for some time (Watson, 1947). This contamination layer reduces
the contrast (and resolution) of the exposed area at a significant rate.
The layer is caused by the condensation and polymerization by the
electron beam of hydrocarbon molecules which are residual in the
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vacuum system from grease, gaskets, pump oils, and so forth. Anticon-
tamination devices have been designed (Heide, 1965) in which the
specimen is surrounded by a cold trap to reduce the partial pressure of
the gases near the specimen. Such accessories are part of current micro-
scopes.

The damaging effect of the electron beam itself has also been
demonstrated for the finest details of structure of particles as small as
viruses (Williams and Fisher, 1970; Thach and Thach, 1971). Fortu-
nately, techniques have been devised to minimize this. One technique,
called minimal beam exposure, has been developed wherein the
specimen is subjected only to the irradiation necessary to obtain a
photographic exposure (Williams and Fisher, 1970). The improved
appearance of negatively stained virus particles when micrographed by
this technique has been documented (Williams and Fisher, 1974). A
thorough review of studies of specimen damage in the electron micro-
scope has been published by Isaacson (1977).

2. SPECIMEN METHODS
2.1. Support Films, Shadowing, and Staining

Most of the successful methods for the preparation of specimens
on electron microscope grids have depended in large part on simple and
fast methods for the preparation of support films and reliable methods
for contrast enhancement. The support films had to be strong, thin,
relatively structureless, and clean. The contrast of a specimen, such as a
virus particle supported by a film of more than 5 times its thickness,
had to be increased by techniques which would not distort its charac-
teristics. It is not surprising that many textbooks, review articles, and
workshops have given considerable attention to water purity, support
film preparation, clean glassware, and specimen techniques which avoid
detergents, nucleases, oils, and salts (Evenson, 1977; Hayat, 1972; Kay,
1965).

The main kinds of support films which have been in general use are
plastic (Parlodion or Formvar), carbon, and carbon-coated plastic. The
advantages and disadvantages of each are as follows. Water-cast Parlo-
dion has been described as the easiest and fastest to prepare (Kay,
1965). It gives a good hydrophilic surface but has the disadvantage of
“dimensional instability”’ under the beam in the electron microscope.
Formvar films have been prepared either by dropping on water (water-
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cast) or by dipping a clean glass slide into a dilute solution of 0.3%
Forvar in 1,2-dichloroethane and, after drying, floating the film on
water. Pure carbon films are even stronger than Formvar. They have
the finest structure and can be made as thin as 0.5 nm (Williams and
Glaeser, 1972). However, carbon films are fragile, not easily stuck to
the grid, and not readily wettable. A popular compromise has been a
support which is a combination of Formvar film and carbon coating
made hydrophilic by a glow discharge for about 5 sec.

Both shadowing and staining methods have been used to increase
the contrast by decorating the specimen with heavy metal but with
minimal increase in background ‘“noise.” Shadow casting was one of
the earliest techniques (Williams and Wyckoff, 1945) applied to virus
particles and to crystalline plant viruses (Price et al., 1945). The
method was originally devised to measure the height of objects
(Williams and Wycoff, 1944), and subsequently was used to
demonstrate features such as polyhedral form (Williams and Smith,
1958; Bils and Hall, 1962) by shadowing at two angles. For viral nucleic
acids, the method has been modified to rotary shadowing at a small
grazing angle (Heinmets, 1949; Kleinschmidt, 1968). Recent studies
have been carried out with tungsten shadowing since metal deposition
seems to have a greater potential for increased resolution than current
methods for staining nucleic acids (Griffith, 1973; Hart, 1963;
Abermann et al., 1972).

Staining the specimen has the advantage of speed and simplicity
and the potential for specificity. The staining techniques have been
either “positive” or “‘negative” depending on whether the virus particles
or their proteins and nucleic acids have bound the heavy metal (as dis-
cussed in Section 2.2) or whether the virus particles are embedded in
the heavy metal (as discussed in Section 2.3). Osmium tetroxide, lead
citrate, and uranyl salts have been used extensively in positive staining,
and phosphotungstate and uranyl salts have been used for negative
staining.

2.2. Cytological Techniques

Studies of virus infection, virus release, and virus-infected cells
have involved all of the standard cytological techniques for electron
microscopy which evolved over the years from the traditional paraffin
wax methods used for light microscopy. These methods include fixa-
tion, dehydration, embedding, staining, thin sectioning, special tech-
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niques for tissue culture cells, vertical sections, and specific labeling.
For in-depth coverage of the methods, one can consult any of a large
number of source books (see, for instance, Dawes, 1971; Glauert, 1972;
Hayat, 1972; Pease, 1964; Sjostrand, 1967).

It is rather amazing that an unusual compound, osmium tetroxide,
has been found to be a good fixative for histological purposes for over
a hundred years, and also to yield good results in fixation for electron
microscopy of some of the earliest applications to cells and tissues
(Porter et al., 1945; Porter and Kallman, 1953). There have been many
descriptions of the use of fixatives such as acrolein (Luft, 1959), for-
malin (Holt and Hicks, 1961), glutaraldehyde (Sabatini ez al., 1963),
and permanganate (Luft, 1956), but none of those studies has been
particularly concerned with the electron microscopy of virus-infected
cells. Generally, the preservation of cell membranes and organelles has
been used as a criterion for the determination of the effectiveness of the
fixation. In particular, the unit membrane (Robertson, 1964) was
widely used for the evaluation of the preservation of the specimen.

Since the classical systematic study by Palade (1952), the im-
portance of buffering during fixation has been emphasized. An example
of a widely used procedure has been a prefixation in a dilute
Karnovsky’s (1965) fixative (1% paraformaldehyde, 3% glutaraldehyde)
in 0.1 M sodium cacodylate buffer (this arsenic-containing buffer is an
enzyme poison) at pH 7.4 for 2 hr at room temperature. The sample
was then postfixed in 1% OsO, and dehydrated in ethanol since final
embedding has most frequently been in nonaqueous polymers.

A most important improvement in embedding over the earliest
work was the use of plastics rather than paraffin (Newman et al., 1949).
In that study, methacrylate as a monomer was infiltrated into the
dehydrated tissue and then, with the aid of an initiator, polymerized.
Although methacrylate was used for about 10 years, it was eventually
replaced by other polymers which caused fewer problems with shrink-
age and artifacts. Two examples of the improved epoxy-type resins are
Araldite (Glauert et al., 1956) and Epon 812 (Luft, 1961). Later, mix-
tures of these two were also found effective (Mollenhauer, 1964).

Two major advances in the development of ultramicrotomy were
made in the cutting machine and the knife. Three basic modifications of
the standard microtome advance mechanism were made by Porter and
Blum (1953), Sjostrand (1953), and Huxley (1958) to produce the
required thinness.

Latta and Hartmann (1950) replaced the steel knife by a glass
knife which produced an edge capable of cutting the plastic block into
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ultrathin sections. The diamond knife was introduced by Fernandez-
Moran (1953), but took many years of development before it became
consistently sharp and relatively trouble-free on the commercial
market.

There have been several developments in cytological techniques
which have been interesting and useful for virologists. For example,
virus-infected cultures have posed the problem of in situ fixation and
embedding in order to preserve the spatial arrangement existing during
virus growth and development. One approach taken by a number of
investigators studying the ultrastructure of cell attachment to support-
ing surfaces has been to grow the cells directly on a plastic compatible
with the embedding polymer, such as Epon disks (Zagury et al., 1968),
Araldite disks (Abercrombie et al., 1971), or Millipore filters (McCombs
et al., 1968). Other workers have developed techniques which can be
used with the tissue culture vessel itself (Brinkley et al., 1967; Douglas
and Elser, 1972). Many of the methods have been designed to permit
vertical sectioning of the tissue culture cells (Fisher and Cooper, 1967,
Dalen and Nevalainen, 1968; Nelson and Flaxman, 1972).

Another area of development of specimen techniques of particular
value to virologists has been the specific tagging of viruses and anti-
bodies with radioisotopes and immunoferritin. The reasons that radio-
autography has been an attractive tool are as follows: (1) it allows the
specific localization of the virus or virus material within the cell; (2) as
in a pulse-chase experiment, it can permit the designation of a sequence
of events within some time frame; and (3) by controlling the amount of
radioisotope, it is possible to do some quantitative determinations.
Most of the contemporary methods began with the studies of Caro
(1962), Caro and Van Tuburgen (1962), and Salpeter and Bachmann
(1964) on the problems of high-resolution autoradiography and the spe-
cial difficulties in the application of it to electron microscopy. The basic
techniques were thoroughly reviewed [see Salpeter and Bachmann
(1972), Salpeter (1966); Stevens (1966) for a very popular loop
method]. One interesting variation of the standard techniques has been
the application of autoradiographic methods to particulate isolates
which have been stained or shadowcast (Maraldi, 1976). Prior staining
of free particles has given higher resolution because the heavy metal
stain confines the radioactive emission to the immediate vicinity of the
particles. Also, a specimen of particles need not be as thick as an
embedded section. Other interesting methods have been the localization
of intracellular DNA by binding radioactive actinomycin (Geuskens,
1974) and the localization of vegetative viral DNA replication by
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hybridization with complementary radioactive RNA (Croissant et al.,
1972; Geuskens and May, 1974).

One of the advantages of immunochemical techniques has been the
simple specimen technique, since the electron-dense ferritin is readily
visible in the microscope (Singer, 1961). Since it has been possible to
use an indirect immunoferritin technique (Levinthal et al., 1967), there
have been a variety of specific proteins available for tagging. One of the
main disadvantages of these methods has been the failure to obtain
penetration of the antibody into the sections. All tagging is on the sur-
face of embedded sections. Another problem has been the background
of nonspecific ferritin which adheres to the surface.

The use of colloidal gold as an electron-dense marker has been
claimed to have several advantages over peroxidase and ferritin
conjugates (Yeger and Kalnins, 1978). Gold-labeled antibodies are rela-
tively easy to prepare, can be separated from free antibody by centrifu-
gation, and can easily be seen in the electron microscope because of
their density. Immunolatex spheres (Gonda et al., 1978) have been com-
pared to other electron-dense markers for cell and virion surface label-
ing because their distinct shape and size also allows identification in the
scanning electron microscope.

2.3. Negative Staining

One of the techniques designed to overcome the problems of
contrast was negative staining or heavy metal embedding. The idea was
first discussed by Hall (1955) in a study of positive staining and sub-
sequently very elegantly demonstrated by Brenner and Horne (1959) as
a method to aid high-resolution electron microscopy of viruses. It has
gained wide popularity because of its simplicity and the lack of a
requirement for expensive or complicated equipment. Indeed, as we
shall see in Section 3.2, it has paid off handsomely in the study of
viruses. Nevertheless there have been some problems of technique and
interpretation.

Contrast has always been a major problem for electron micros-
copy. What one means by contrast is the difference of intensity
between adjacent points in the image or the variations of photographic
density of nearby regions in an electron micrograph. These variations
are the results of the difference in elastic scattering of the electron beam
by the specimen material. What one would like to know is what
property of the stain material will give maximal difference in intensity
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and thus contrast. This has been worked out theoretically (for greater
detail, see Hall, 1966, Chapter 8). An expression for this is given by

1
—_ = e‘SCpr

0

where I/1, is the ratio of the transmitted to the incident intensity, S, is
a scattering constant which includes the geometry and all factors inde-
pendent of the chemical composition, and pAx is the mass thickness (of
the stain). A study of a number of substances suitable for use as a nega-
tive stain based on this mass thickness was undertaken by Valentine
and Horne (1962) using polystyrene latex spheres as a specimen object.
Their results are reproduced in Table 1.

From a practical point of view it has been clear that some
technical problems have not been solved. For high-resolution work, the
advantage of not requiring high-purity samples for negative staining
becomes a disadvantage if bovine serum albumin or a virus protein
must be added to obtain good spreading of the specimen. Characteris-
tics such as wettability, pH, ionic strength, and purity of a commercial
supply of a stain may be very important in good negative staining
(Williams and Fisher, 1974; Hirsh and Schleif, 1976). At this writing, it
is still impossible to know which of the most popular stains (uranyl
acetate, uranyl formate, uranyl oxalate, phosphotungstic acid, etc.) will
consistently give the best result (Haschemeyer and Myers, 1972).

Problems of interpretation of micrographs of negatively stained
virions arise from the superposition of the protuberances on both the

TABLE 1

The Relation between Negative Contrast and the Anhydrous
Density of a Selection of Substances Tried for Negative
Staining Purposes®

Anhydrous

density Contrast between stain

Chemical (g-cm™?) and polystyrene spheres
Thalium carbonate 7.1 0.80
Cadmium 5.7 0.55
Silver nitrate 44 0.35
Sodium tungstate 42 0.37
Uranium nitrate 3.7 0.29
Sodium dihydrogen phosphate 2.4 0.11

¢ From Valentine and Horne (1962).
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bottom and the top of a virus particle in the same image (Klug and
Finch, 1968; Williams and Fisher, 1974). Computer-simulated images
(Klug and Finch, 1968) and optically filtered one-side images (Kiselev
and Klug, 1969) of virus particles have been used as aids in arriving at
models for the structure of some viruses. A negative-staining carbon
film technique for studying viruses in the electron microscope has been
devised by Horne and co-workers (Horne and Ronchetti, 1974; Horne et
al., 1975). A chapter on the structure of small DNA-containing animal
viruses which examines these methods thoroughly can be found in
Volume 5 of this series (Finch and Crawford, 1975). Markham et al.
(1963) also proposed a photographic method to examine symmetry of
virus particles in cases where the images are equivocal. The caution
which should be used with this technique has been described (Friedman,
1970).

An unanticipated but enormous benefit of the negative staining
technique has been its relatively good preservation of three-dimensional
structure of virus particles during drying. Most of the viruses are
minimally flattened or distorted as drying proceeds, presumably
because a matrix of stain in the form of a glass fills the spaces formerly
occupied by the solvent. Nevertheless, it has been adequately dem-
onstrated by Nermut (1972) that freeze-dry negative stain will prevent
pleomorphism of some viruses caused by air drying. It also has been
recognized that exposure to the electron beam in traditional electron
microscopy may be quite damaging to the finest details of a virus even
in the matrix of a negative stain (Williams and Fisher, 1970).

2.4. Spreading Techniques (with and without Monofilms)

A number of ingenious techniques have been devised for the exami-
nation of viral nucleic acids and nucleic acid complexes with proteins.
Most of these methods began with the elegant technique described by
Kleinschmidt and Zahn (1959). The methods have been modified over
the years and have become very reliable and routine for nucleic acid
characterization and genetic mapping (see Section 3.3). More recently,
with the exact determinations made by restriction enzymes and rapid
DNA sequencing methods, there has been considerable activity in the
electron microscopic studies of replication, recombination, transcrip-
tion, and translation. The techniques perfected for the electron micro-
scopic visualization of nucleic acids and their complexes with proteins
were recently reviewed by Fisher and Williams (1979).

In general, the purpose of the techniques has aimed at the conver-
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sion of the nucleic acid fibers from their natural three-dimensional
arrangement in solution into a dry, two-dimensional array for electron
microscopy. Ideally, the purpose was to produce no entanglement or
shear and as little distortion of the conformation and interbase spacing
as possible. In addition, the recent methods have been aimed at the
highest resolution with the least obscuring of the specimen strands and
bound proteins.

A schematic representation of several of the methods in which sur-
face films have and have not been used are illustrated in Fig. 1. The
classical method of Kleinschmidt is shown at the top (Fig. 1A). In this
method, the nucleic acid in solution was transferred to a protein
monolayer by adsorption to the basic groups of the surface-denatured
film. This film was presumed to be a network of unfolded peptide
chains, and the basic side groups of some of the amino acids were the
attachment sites for the negatively charged phosphate groups of the
nucleic acid backbone. In this way, the nucleic acid molecules were
fixed in an insoluble stable protein film prior to transfer onto the
specimen grid. In Fig. 1, step A shows the introduction of the spreading
solution (hyperphase) onto the hypophase in a trough. This was done by
allowing a small volume (50-100 ul) of the spreading solution to run
down a clean glass slide which has been previously wetted with the
hypophase. The trough was made hydrophobic and the surface of the
hypophase swept clean using a clean hydrophobic bar. The bar was left
in place at the distal end of the trough for the next step. Normally, the
spreading solution was made with the nucleic acid at 1-5 pg/ml in
0.4-4 M ammonium acetate buffer at pH 8 and cytochrome ¢ at 100
pg/ml as the spreading protein (Kleinschmidt, 1968). Other proteins
such as trypsin and lysozyme have not produced more consistent suc-
cess than that achieved with cytochrome c¢. The hypophase usually
contains about 0.15 M ammonium acetate buffer, but variations of this
have been used to produce lysis or release of nucleic acid from some
specimens.

Step B in Fig. 1A shows how workers have slightly compressed the
protein monolayer with the bar just before they touched the previously
prepared grid to the surface. A few flecks of talc have sometimes been
sprinkled on the surface to detect the formation of the film as it comes
off the glass slide and also to observe the compression.

A modification of this method, which also uses a cytochrome ¢
surface film, was devised by Lang et al. (1964). This “diffusion
method” is illustrated in the middle of Fig. 1B. This technique has been
advocated because of the possible enhanced control of the ionic envi-



Use of Electron Microscopy in Virology 93

Fig. 1. Methods of spreading viral nucleic acids.

ronment and transport of the nucleic acid to the film. Also, it was sub-
sequently modified to a microdiffusion method (Lang, 1972). In step C
a needle with dry cytochrome c is shown to prepare a film over a solu-
tion of 0.2 M ammonium acetate containing as little as 5 x 107° ug/ml
of DNA. After a 10-20 min wait (step D), the DNA was found to have
diffused to the surface film and irreversibly adsorbed to the lower sur-
face. The specimen grid was then touched to the surface, washed,
blotted, and stained or shadow-cast.

A significant alteration of the buffer system was introduced by
Westmoreland et al. (1969). She exchanged the usual aqueous volatile
ammonium acetate for a formamide procedure, which found extensive
use for mapping and heteroduplex analysis. These methods, which were
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reviewed by Davis et al. (1971), used spreading solutions containing
about 0.5 ug/ml of DNA, 0.02-0.1 mg/ml of cytochrome ¢, and Tris
and EDTA buffered to pH 8.5 and 40% formamide. The hypophase
was made to 10% formamide, also with Tris and EDTA at pH 8.5,
immediately before use since these solutions become acidic rather
rapidly.

Several attempts have been made to replace the cytochrome ¢, a
protein of almost 10 nm diameter, which is bound to the DNA and
hence obscures details. For instance, Vollenweider et al. (1975) used a
compound of much lower molecular weight called benzyldimethylalkyl-
ammonium chloride (BAC) in the spreading solution at a final
concentration of 0.0025% with the buffer and nucleic acid. This method
was applied by Evenson (1977) but with variable results, and it has not
yet found widespread use.

Several other methods for displaying nucleic acid without obscur-
ing surface films have been devised. One of these techniques (Koller et
al., 1974) used ethidium bromide, a trypanocidal drug that has been
used as a stain for nucleic acids in gel electrophoresis. This compound
has long been known to bind with double-stranded polynucleotides as
an intercalated complex. This complexing obviously distorts the DNA
structure and is not applicable to single-stranded nucleic acids. The
ethidium bromide method was used by Arnberg and Arwert (1976) to
locate in the electron microscope the position of a protein which pre-
sumably acted as a linker in the circularization of Bacillus bacterio-
phage GA-1 DNA.

It has been shown that carbon films subjected to ionic bombard-
ment in a glow discharge are modified so that they will bind nucleic
acids (Reissig and Orrell, 1970; Highton and Whitfield, 1974; Griffith,
1973). The treatment was found not to be permanent and the films
produced showed variable results depending on the discharge time and
current. Glow discharge in a partial atmosphere of amylamine has also
been shown to bind nucleic acids and avoid the aggregation frequently
produced on drying (Dubochet et al., 1971).

An attractive method was recently described by Williams (1977)
for spreading without surface films. It is illustrated schematically at the
bottom of Fig. 1. His method used poly-L-lysine, which was known to
bind DNA molecules. It was carried out with a procedure which
required very little sample. He used electron microscope specimen grids
of the handle type filmed with Formvar and coated with a thin layer of
carbon (step E). The films were then made hydrophilic by subjecting
them to a glow discharge for about 15 sec. To prevent the spread of
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liquid to the tips of the forceps used to hold the grid, a small piece of
metal was placed over the handle during the glow discharge, thereby
keeping the handle hydrophobic. In step F a small drop of 5-8 ul of
polylysine at 0.3-1.0 ug/ml in water was placed on the grid for 30 sec
and quickly aspirated with a flame-drawn pasteur pipet. The successful
preparation of the surface was monitored by inspecting the drying of
the residual liquid under a 10-power microscope. A hydrophilic surface
was found to take several seconds to dry. In the step G the nucleic acid
was adsorbed for about 1 min at a concentration of 0.1-2.0 ug/ml in
buffer and then aspirated away. The buffer required Mg?* at greater
than 3 mM, and auxilliary substances did not interfere as long as they
were readily soluble in water. (Binary complexes of DNA and RNA
polymerase were adsorbed in a manner identical to that described for
DNA alone.) Satisfactory concentrations of RNA polymerase ranged
from 1 pg/ml with 3-min adsorption time to 10 ug/ml for 20 sec. For
rinsing, drops of pure water were lined up on a freshly scraped teflon
sheet and the inverted grid was touched to each drop without allowing it
to dry until the final rinse.

2.5. Freeze-Drying, Freeze-Etching, and Related Techniques

The importance of techinques designed to avoid the distortions of
structures associated with drying has been recognized for a long time.
Two methods were developed around 1950 for preventing these artifacts
in the preparation of specimens for electron microscopy. Both of these
methods were designed to avoid the crossing of the specimen by a
liquid-vapor phase boundary with its accompanying high surface ten-
sion. In one method, freeze-drying, the specimen was frozen and dried
out of an ice matrix at low temperature by vacuum sublimation (see,
for instance, Williams (1953a). The other method, critical-point drying,
was developed by Anderson (1951) in an elegant demonstration of bac-
teriophage attachment to host cells. In this ingenious technique, the
specimen was transferred from a water solution to another solvent mis-
cible in both water and liquid carbon dioxide. The specimen was then
placed in a bomb and flushed with liquid carbon dioxide at high
pressure and room temperature. When the bomb was completely filled,
the temperature was raised to 35°C, a temperature above the critical
point of carbon dioxide, and the liquid was imperceptibly converted to a
gas without a liquid-gas interface. At this slightly elevated temperature,
the pressure was then reduced and the specimen dried from a gaseous
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environment. Carbon dioxide was chosen because the critical tempera-
ture is not too high and hence not damaging to biological specimens.
The critical-point drying method has been found very practical for cells
and tissues for scanning electron microscopy (Cohen, 1974). A com-
plete review of freeze-drying for electron microscopy was made by
Nermut (1977).

In the first freeze-etch studies of virus crystals, Steere (1957)
assumed that the fracture surface of a frozen sample cleaved with a
cooled scalpel would reveal increased detail by controlled sublimation
of surface ice. Since those studies, there has been considerable refine-
ment of the techniques and increased reliability of the equipment, lead-
ing to a new and sophisticated technology for examining internal struc-
tures, organelles, membranes, and virus-infected cells.

The general procedures for freeze-etching are shown in Fig. 2. In
the first step, the freezing of the sample is illustrated. Although one can
pretreat the specimens before freezing with cryoprotectants or glutaral-
dehyde fixation, a great advantage of the freeze-etch method is the
possibility of seeing ultrastructures without the artifacts of those treat-
ments, or at least with different kinds of artifacts, such as intracellular
ice crystals. Cryoprotective substances, which have been examined at a
variety of concentrations, are ethylene glycol, glycerol, and dimethyl
sulfoxide. These have been shown to be important in affecting the freez-
ing rate. In the usual procedure, in step 1, the specimen has normally
been frozen in liquid Freon 22, cooled in liquid nitrogen almost to
—165°C, the freezing point of the Freon. The specimen can then be
transferred to liquid nitrogen and then to the freeze-etch unit (several
commercially available units are in current use; see Koehler, 1972). In
step 2, with the temperature at —185°C, a scalpel or knife is manipu-
lated to achieve the fracture in the vacuum chamber. After fracturing,
the two cleaved surfaces are then etched in the vacuum at 1 x 107° torr
at —100°C. The control of temperature and pressure is very important
in step 3. During etching, the specimen faces need protection against
contamination by condensation of hydrocarbon vapors within the
vacuum system. Several methods have been described to do this (Moor
et al., 1961; Steere, 1969). In step 4, a replica of the surface is prepared,
still at —150°C and 1 x 107° torr, by shadowing with platinum wire
wrapped around a carbon point, followed by a support coating of
carbon film. In step 5, the replica is removed from the vacuum chamber
and cleaned in dilute chromic acid (plant material) or dilute sodium
hypochlorite (animal tissue). Finally, in step 6 the replica is rinsed in
distilled water and mounted on an electron microscope grid for viewing.
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Fig. 2. Schematic representation of the method of freeze-etching.

The replica techniques illustrated in Fig. 2, steps 4, 5, and 6, were
developed over a number of years originally for analysis of surface
details of electron-opaque materials such as diamonds, metals, and
glass. The technique of shadow-casting (Williams and Wyckoff, 1946)
stimulated a variety of ways to produce surface replicas (Hall, 1966),
and the development of carbon evaporation as a stabilizing film
(Bradley, 1954) brought widespread use and eventually significantly
high resolution (Henderson and Griffiths, 1972).

The accompanying electron micrograph of a freeze-etch prepara-
tion shown in Fig. 3 illustrates the value of the technique. In the com-
plete study by Steere and Erbe (1979), complementary areas opening
like a book were presented as stereo pairs. Their comparison showed
the difference between freeze-fracture and freeze-etch specimens of
potato yellow dwarf virus in the space between the two nuclear
membranes. In the freeze-etched portion, shown here, the spikes
(peplomers) were clearly revealed, whereas the freeze-fractured comple-
ment provided very little information of this sort.
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Fig. 3. Replica of a freeze-etch preparation of unfixed Nicotiana rustica cells infected
with potato yellow dwarf virus (no cryoprotectant added). Magnification x75,000
(reduced 38% for reproduction). Courtesy of R. L. Steere.
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The micrographs of freeze-etch materials can be confusing, and a
bewildering assortment of nomenclatures has been in use to describe
and label these fracture faces and surfaces. To reduce confusion, Steere
customarily prepares intermediate photographic negatives from the
original electron micrographs and then makes prints (as shown in Fig.
3) with black shadows pointing down or to one side. A system for
nomenclature has been proposed (Branton et al., 1975) which generates
a mnemonic labeling scheme that relates topologically equivalent por-
tions of different membranes.

2.6. Measuring and Counting Virus Particles and Components

The electron microscope does more than provide a visual presenta-
tion to be used in the attempt to correlate structure and function. It is
also a tool with which one can measure size and count the numbers of
each species observed, both within tolerable limits of error.

The calibration of the magnification of the microscope has been
most frequently done with a replica of a diffraction grating or with indi-
cator particles included with the specimen or applied to the reverse side
of the film. One of the most widely used indicators has been the small,
spherical particles of exceptionally uniform size of polystyrene latex
(PSL) first described by Backus and Williams (1949). The possible
errors introduced by shrinkage, contamination, and other sources have
been discussed by many workers (Hall, 1966). Frequently, a biological
specimen has been used for internal size calibration. For example,
tomato bushy stunt virus (BSV) and tobacco mosaic virus (TMYV),
which are well characterized viruses, have been used as size indicator
particles (Kirschner et al., 1975; Sjostrand, 1967). ¢X174 RF DNA,
illustrated in Fig. 5, has been used as a length standard for linear
measurements of strands of nucleic acid in monofilms (Fisher and
Williams, 1979). The contour length of the unknown nucleic acid strand
can be obtained by a comparison of the measurements from a linear
integrator of the standard on the micrograph.

Counting virus particles and viral components was another early
quantitative application of electron microscopy. There were three major
methods developed for such counting: (1) the spray drop, (2) sedimenta-
tion, and (3) agar filtration, and a number of adaptations of these
methods. The spray drop counting method was an outgrowth of the dis-
covery of very uniform polystyrene latex spheres (Backus and Williams,
1949) and the development of suitable volatile buffers (Backus and
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Fig. 4. Spray drop pattern of an unknown sample of bacteriophage of Bacillus sub-
tilus containing polystyrene latex spheres for quantitation. Magnification x20,000
(reduced 50% for reproduction).

Williams, 1950) (see Fig. 4). Adaptations of the spray drop method
include freeze-drying (Williams, 1953a) and negative staining (Watson,
1962).

The sedimentation method followed a proposal by Crane (1944)
for direct deposition of specimen materials onto electron microscope
specimen films and was extensively used by Sharpe (1949), Sharpe and
Beard (1952), Sharpe and Buckingham (1956), and Sharpe and
Overman (1958). The use of agar as the cushion for sedimentation
(Sharpe and Beard, 1952) demonstrated the advantage of agar for the
removal of salts. Kellenberger and Arber (1957) made use of this filtra-
tion characteristic of agar for quantiative analysis of phage lysates. All



Use of Electron Microscopy in Virology 101

these methods have been extensively reviewed (Miller, 1974; Sharpe,
1965; Isaacs, 1957).

3. SURVEY OF RESULTS
3.1. General Characterization of Virus Particles

The size and shape (morphology) determined by electron micros-
copy have for long been the simplest and most direct method for the
physical characterization of the etiological agent of a virus disease.
Even when the direct visualization regarding virus morphology only
portrayed the structures as rods, spheres, bricklike, or tadpole shape, it
settled controversies of long standing and pointed out new problems
(Delbriick, 1946). This appealing ability of the electron microscope to
convey an immediate visual ‘“reality” to a newly isolated virus has
made it one of the first and foremost tools of identification that investi-
gators have at their disposal. Some of the earlier techniques for the
electron microscopy of viruses (Williams, 1953b) have largely been
replaced by negative staining methods (Nermut, 1972) which are faster,
simpler, and reveal far more structural detail and hence permit a
classification by architectural principles, which will be discussed below
(Section 3.2).

Some of the studies which have been carried out on the electron
microscopy of virus growth will be considered in Section 3.5. At this
point, it should be noted that some general cytological characterization
has been done to identify “‘crystalline virus inclusions” and their loca-
lization inside the infected cells. Examples of such localization are the
crystalline arrays of herpes virus, adenovirus, and papovavirus found
inside the nucleus and of poliovirus found in the cytoplasm (Bernhard,
1964). There are also the so-called factories of vaccinia virus in the
cytoplasm of infected cells (Cairns, 1960; Dales, 1963).

Another example of general characterization of viruses has been
the surface projections which are clear and distinct on mammary tumor
viruses (see Fig. 7). These viruses have been called B-type particles. It
has generally been believed that the group of leukemia viruses (the so-
called C-type particles) lack these surface projections (deHarven et al.,
1973). Great care must be exercised in the interpretation of such
preparations because viruses are of a size sensitive to surface tension
(Nermut, 1977). Type A particles resemble morphologically the cores
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of immature types B and C particles (Provisional Committee for
Nomenclature of Viruses, 1966).

3.2. Capsid Structure and Virus Classification

The electron microscope has reigned supreme as the instrument to
uncover the symmetrical elements in the architecture of virus particles.
Although in an earlier study (Williams et al., 1960) it was shown that
the “knobs” on shadow-cast papilloma virus particles could be counted,
the improved resolution obtained with the negative staining technique
made it the new method of choice. This technique, described in Section
2.3, was simple, fast, and revealed regular surface structure not pre-
viously recognized on virus particles. The symmetry and regularity of
the protuberances on the surface of virus particles are sometimes very
striking and have now been noted on almost all electron micrographs of
negatively stained preparations (Horne and Wildly, 1961; Williams and
Fisher, 1974; see also the micrographs in the appendix to Volume 1 of
this series). These protuberances or morphological units have been
called “capsomers”; in virus architecture, they are arranged to form the
protein shell, or capsid, of the particle. Unlike most of the objects of
the biological world, virus particles have been extremely uniform in size
and shape and could form crystals or paracrystals both as inclusion
bodies (Bernhard, 1964) in infected cells and as purified preparations
(Stanley, 1935).

The earliest indications that a set of architectural principles must
underlie this uniformity and regularity came after Crick and Watson
(1956) noted the limited coding capacity of viral genomes. It was specu-
lated that the proteins of the shell must occur as multiple copies of a
subunit, much in the way that bricks occur in multiple copies in a build-
ing. Caspar and Klug (1962) made the observation that, except for the
tailed bacteriophage, all of the simpler viruses were either rod shaped or
almost spherical. They proposed that simple principles of construction
could account for this. For instance, the rods could arise from a helical
assembly of repeating asymmetrical subunits, and the almost spherical
particles could come from an isometric assembly.

Of course, the most familiar of the viruses with helical symmetry is
tobacco mosaic virus (TMV). TMV has been intensively studied by
both electron microscopy and X-ray diffraction techniques, and the
structure has been described with a resolution of less than 0.7 nm
(Holmes et al., 1975; Stubbs et al., 1977). Other examples of helical
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assemblies are the more flexuous potato virus X and filamentous bac-
teriophage and the fatter tobacco rattle virus and bullet-shaped
vesicular stomatitis virus. (See Chapter 3 for X-ray and neutron scatter-
ing.)

Viruses with isometric symmetry have required more detailed
explanation. Most of these viruses were found to have icosahedral or 5
3 2 symmetry (meaning that there are 5-fold, 3-fold, and 2-fold axes of
symmetry). Caspar and Klug (1962) had suggested on theoretical
grounds that the capsids are built of repeating capsomers packed to
comply with cubic symmetry. A modification of the original ideas, the
concept of quasi-equivalence, was necessary to accommodate the distor-
tion caused by all bonding between identical subunits fitting into planar
facets.

An icosahedron is built of 20 identical equilateral triangles, with
12 vertices and 30 edges. The faces of the icosahedron, of course, could
be further subdivided into smaller equilateral triangles. The triangula-
tion number, T, is given by T = Pf?, where f =1,2,3, . . .. In the case of
the icosahedron, P = 1 and T is 1,4,9, . .. and each subtriangle must
contain three subunits in identical, equal-spaced array (see Williams
and Fisher, 1974; Caspar and Klug, 1962; Fenner, 1968). The triangula-
tion numbers for the virus capsids have been estimated by direct count-
ing of capsomers on electron micrographs, but the results are not
necessarily straightforward.

A better understanding of the problems of direct counting, handed-
ness, and superposition can be found in the discussion by Finch and
Crawford (1975) in Volume 5 of this series. They reviewed the question
of how surface patterns are generated by subunits to form clusters in
well-defined groups that are easily resolved by the electron microscope.
Finch and Crawford also showed how the large morphological units
seen on the surfaces of polyoma and papilloma viruses are consistent
with the hexamer and pentamer clustering of units at the vertices of the
surface lattice, at which are located the local 6-fold and 5-fold rota-
tional symmetry axes.

Obviously, there are numerous possibilities for different assemblies
even under the simple principles of construction proposed by Caspar
and Klug (1962). An example of a possible deviation from the simple
rules has been the study of chloris striate mosaic virus (Hatta and
Francki, 1979). These particles have been shown to be polyhedral,
measuring about 18 nm in diameter, but they occur as paired
(geminate) structures. Each particle appears to be constructed of two
incomplete icosahedra with 7 = 1 surface lattice, having a total of 22
capsomers.
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A classification of viruses has been proposed based on the archi-
tectural arrangement of the capsids of the virions (Lwoff and Tournier,
1966). This has been found to be a useful system for a collection of
electron micrographs of viruses (Williams and Fisher, 1974). This
system is based on four discriminating characteristics as follows:

1. The chemical nature of the genetic material, either DNA or
RNA, determining the subphyla.

2. The symmetry of the nucleocapsid of the virion: helical, cubic,
or binal, determining the classes.

3. The covering of the nucleocapsid, either naked or enveloped,
determining the orders.

4. The size of the nucleocapsid, either the diameter of the helix or
the number of capsomers in the cubic system, determining the
families.

The way these criteria have been utilized (Williams and Fisher,
1974) is shown in Table 2.

3.3. Viral Nucleic Acids

The spreading methods described in Section 2.4 have been the
simplest and most direct ways to examine contour lengths, stranded-
ness, flexibility, supercoiling, and circularity of viral nucleic acids.
Some of the earliest studies with these spreading methods examined the
general characteristics of the uncoated nucleic acids from purified virus
particles and the purified vegetative forms of nucleic acid from infected
cells (Dunnebacke and Kleinschmidt, 1967; Kleinschmidt ez al., 1963).
Some caution must be exercised on what can be concluded about the
conformation of the nucleic acid as it exists in the capsid, in the
infected cell, or in solution as deduced from the images of a dried, two-
dimensional specimen (see Fig. 5). A fair degree of accuracy has been
obtained from contour length measurements with internal reference
standards, and, during the last decade, there have been many reports on
physical mapping of viral genomes by electron microscopy, on determi-
nations of base-pair repeat distances of nucleic acids, and on studies of
replication, recombination, transcription, translation, processing, and
splicing of viral nucleic acids. Some of these studies will be discussed
here and others will be considered more appropriately in Section 3.5.

The absolute value of the interbase spacing has been considered a
useful property to determine on DNA spread in an electron microscope
specimen. Several reports of such measurements have been reviewed
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TABLE 2
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Criteria for Classification of Viruses®

Triangu-
Nucleic Presence of lation
acid Symmetry envelope Size No. Examples
Small — Potato virus X
No Medium — Tobacco mosaic virus
Large — Tobacco rattle virus
Helical
Yes Medium — Influenza virus, Sendai virus,
vesicular stomatitis
RNA
Small 3 Phage MS2, turnip yellow
mosaic virus, satellite
tobacco necrosis virus,
brome mosaic virus
Cubic No Medium 3 Poliovirus, tomato bushy stunt
virus
Large 9 Reovirus, wound tumor virus,
cytoplasmic polyhedrosis
virus
Yes Medium 3 Rous sarcoma virus, Sindbis
virus
No Small fd phage, M13
Helical
DNA Yes Large Vaccinia virus
Small 1 Phage ¢X174, G4
No Medium 7 Papilloma virus, simiam virus
40, cauliflower mosaic virus
Large 25 Adenovirus
Huge 147 Tipula iridescent virus
Cubic
Yes Large 16 Herpesvirus
Cubic, Virulent Phage T4, phage TS, phage T7
tailed Temperate phage A, phages P2, P1
(binal)

¢ Adapted from Williams and Fisher (1974).

(Fisher and Williams, 1979). Significant errors can arise in the determi-
nation of the base-pair repeat distance, particularly in any comparison
with completely different methods of evaluation such as X-ray diffrac-
tion analysis of paracrystals of nucleic acid. Sources of error which
have been noted in the use of the spreading method have been discrep-
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Fig. 5. Spread nucleic acid of bacteriophage ¢X174 RF DNA showing supercoils and
open circles. Magnification x 150,000 (reduced 40% for reproduction).

ancies in the molecular weight of the specimen nucleic acid and dif-
ferences in the stocks used for sequence or molecular weight analysis
and stocks used for electron microscopy (such as genetic deletions and
differences in spreading techniques and specimen drying in films). A
comparison of the results obtained in a few studies is given in Table 3.
It has generally been assumed that the average molecular weight of a
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TABLE 3
Base-Pair Repeat Distances of Viral Nucleic Acids by Electron Microscopy

Base-pair repeat

Specimen distance (nm) Reference
¢X174 RF (DNA) 0.318 + 0.005 Stiiber and Bujard (1977)
T7 (DNA) 0.321 Stiiber and Bujard (1977)
T7 restriction fragment (DNA) 0.326 Williams (1977)
A (DNA) 0.317-0.343 Vollenweider et al. (1978)
R17 RF (RNA) 0.314 Granboulan and Franklin
(1968)
PM2 restriction fragment (DNA) 0.326 + 0.018 Williams (1977)
X-ray analysis of B-form para- 0.338 Arnott and Hukins (1973)

crystals of lithium salts (DNA)

base-pair is 662 and that the sequence composition does not influence
the spacing.

During the time that spreading methods have been used for
physical mapping of viral genomes, the reports have become so
numerous that they may be more interesting from the perspective of
genetics than of virology or electron microscopy (see, for instance,
Bukhari et al., 1977). In combination with nucleic acid purification and
spreading, there have been three principle locator techniques which
have been used in physical mapping. These three procedures are
heteroduplex formation, denaturation, and R-loop hybrid analyses.
Recently, the abundant variety of restriction enzymes (Smith, 1979),
which have permitted reproducible and precise cleavage of DNA at a
limited number of specific nucleotide sequences, have come into
increased usage as markers for linear and circular genomes.

Nomura and Benzer (1961) predicted that a more sensitive method
than any other available for determining the physical size of a deletion
might be direct observation in the electron microscope of unpaired
loops in DNA duplex in which one strand comes from the standard
type while the other comes from a deletion mutant. They suggested a
method of separation and reassociation of the components of the
heteroduplex in order to create an unpaired loop corresponding to the
deletion. It was some time before the first reports of the visualization of
deletion mutants appeared (Westmoreland et al., 1969; Davis et al.,
1971). The general principles of physical mapping, which came into
extensive use, were set down in those early ideas. Such mapping
requires a two-step process in which discontinuities are first created in
the nucleic acid molecule, followed by detection of these discontinuities.
With an agreed-on starting or reference point, the discontinuities then
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serve as signposts to locate the position and sizes of genes and spacers
which characterize the nucleic acid. For the most part, detection of the
discontinuties simply involves the ability to distinguish between single-
and double-stranded regions in the spread nucleic acid.

Heteroduplex formation has been one of the most frequently used
methods to create electron microscopically observable discontinuties
that correspond to deletions and insertions that are also genetically
identifiable. In the study of heteroduplex DNA of bacteriophage A,
Westmoreland et al. (1969) used isopycnic centrifugation to fractionate
the complementary strands (I and r strands of normal and mutant
DNA). Following such separation, it was possible to carry out anneal-
ing of heteroduplex on the one hand and homoduplex controls on the
other. Under conditions in which incubation was carried out in a solu-
tion of 50% formamide, 0.005 M sodium bicarbonate at pH 8.6 at 4°C
for at least 5 days, they found less than 2% standard deviation in the
mapping measurements of deletions in the central region of the bac-
teriophage A DNA molecule and of substitutions in the immunity
region.

In the popular method described by Davis et al. (1971), these
authors recognized the difficulties resulting from imperfect annealing
and single-strand breaks. However, to avoid the increased handling for
purification and long incubation, they devised a method which did not
separate the phage ghosts or the complementary strands. They allowed
only approximately 50% renaturation at 25°C, which required only 1 to
2 hr. Then, in the electron microscopic examination, they selected the
easily recognized heteroduplex molecules from the aggregates and
unrenatured single strands.

Partial denaturation mapping has been another widely used tech-
nique to produce unique single-stranded regions interspersed along the
contour of the spread duplex molecule. Inman and Schnos (1974) based
the development of two methods on the fact that A-T rich regions
should melt at a lower temperature or pH than G-C rich regions. The
alkaline method was found more reliable than the one utilizing thermal
denaturation. Inman (1967) observed that, in DNA from bacteriophage
A, there were single-stranded regions of various but unique lengths at
five to ten positions along the more contrasting double strand. A histo-
gram was prepared from the average positions of the denatured sites as
a function of map distance from a selected point. Recently, partial
denaturation mapping was used to examine the correlation between the
DNA regions of coliphage A which preferentially melt at the sites spe-
cifically binding E. coli RNA polymerase (Vollenweider et al., 1979).
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Direct visualization by the BAC technique (described in Section 2.4)
gave good correlation of polymerase binding in early-melting regions.
This result is in agreement with indirect conclusions concerning helix
stability as an important feature in the structure and function of pro-
moter regions.

The “R-loop” technique of Thomas et al. (1976) is another method
used for the examination of the basic organization of viral genomes by
direct visualization of RNA-DNA hybrids in the electron microscope.
In the formation of R-loop hybrids, double-stranded DNA was mixed
with the appropriate messenger RNA and incubated under conditions
of partial denaturation (formamide and temperature) that allowed some
more stable RNA-DNA hybrids to form. In the regions in which the
DNA was complementary to the mRNA, a loop was formed in which
the thick strand was the RNA-DNA hybrid and the other was the dis-
placed single-stranded DNA. The positions of the loops relative to
some reference point in the DNA have been measured for mRNA of
SV40 and Ad2 viruses. The results that have been reported relative to
the processing of viral mRNAs will be discussed in Section 3.5.

3.4. Reconstitution, Assembly, and Virus Maturation

Electron microscopy has played a significant role in studies of
virus reconstitution, self-assembly of viral proteins, and viral morpho-
genesis. In 1955, in a classic series of experiments, Fraenkel-Conrat and
Williams (1955) reported that the protein and RNA components of
TMYV could be reconstituted in the test tube into active virus particles
that were structurally indistinguishable from the original virus. The
novel idea that all the information necessary for the assembly of the
virus particle was inherent in its parts stimulated a number of studies,
not only on the mechanism of spontaneous assembly of TMV rods, but
also of other viruses of icosahedral and flexuous form as well as of the
more complicated genetically regulated bacteriophage morphogenesis.
In a previous volume of this series, Richards and Williams (1976)
reviewed the experiments up to that time on the modes of aggregation
of the subunits of TMV under a variety of conditions in both the
presence and absence of the nucleic acid. Lauffer and Stevens (1968)
had demonstrated that this polymerization was an endothermic process,
and Caspar (1963) suggested that the polymerization of the TMV pro-
tein subunits into a helix could be a representative example of the self-
assembly of virus particles in general. Caspar (1963) also considered the
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“initiation” of the TMV rods as a process different and separate from
“elongation.” Self-assembly of TMV protein is shown in Fig. 6.

Recent studies by Lebeurier et al. (1977) and Butler et al. (1977)
used separate techniques to examine by electron microscopy the tails of
unencapsidated RNA during reconstitution. The results of both experi-
ments showed that the assembly proceeds rapidly from an internal

Fig. 6. Negative stain preparation of tobacco mosaic virus protein, polymerized. Mag-
nification x300,000 (reduced 39% for reproduction).
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initiation site to the 5'-OH end of the viral RNA, followed by a slower
encapsidation from the initiation site to the 3'-OH end.

The self-assembly of the flexuous papaya mosaic virus (PMV),
which is a member of the potato virus X family, has been studied by
Bancroft and co-workers. Erickson and Bancroft (1978) found that
PMYV could be reconstituted in two distinct steps, a rapid initiation
phase and a slower elongation phase, which could be examined
separately by electron microscopy by controlling the incubation
temperature. Particles about 50 nm long were formed in the initiation
step at either 1°C or 25°C, whereas the elongation phase did not
proceed at 1°C but did at 25°C. Abouhaidar and Bancroft (1978) found
that the assembly process of PMV started, unlike that of TMV, near
the 5'-OH end of the RNA.

The in vitro self-assembly of spherical plant viruses and bacterio-
phage has also been studied by electron microscopy, primarily with the
aid of the negative staining technique. For example, self-assembly of
icosahedral viruses such as brome mosaic virus (BMV) and cowpea
chlorotic mosaic virus (CCMV) has been attempted. A variety of
bizarre physical forms including tubes, small spheres, ellipsoids, and
double-walled spheres have been obtained with the capsomers in the
reaggregated assemblies. The interchanging of the protein and the
RNA from several different viruses in the reconstitution has always
yielded progeny virus genetically the same as the RNA-donating
parent, and the electrophoretic mobility and antigenic properties have
been identical to the protein-donating parent. Bancroft (1970) has
reviewed the self-assembly of spherical plant viruses, and Hohn and
Hohn (1970) have reviewed that of the simple RNA bacteriophages.

Closely related to the reconstitution experiments have been a very
large number of electron microscopic studies of the steps of in vivo
virus morphogenesis, particularly of tailed bacteriophage. One of the
questions specifically addressed as long ago as 1953 (Levinthal and
Fisher, 1953) has been the problem of how the DNA could be packed
into a preformed, empty phage head. Thomas (1974) and Chattoraj and
Inman (1974) investigated with phages A, P2, 186, and P4 whether there
was specificity in the attachment of a particular end of the DNA to the
phage tail. Other recent studies with phage A have been by Katsura and
Tsugita (1977) and Zachary and Simon (1977); for the T-even bacterio-
phages, by Carrascosa and Kellenberger (1978), Carrascosa (1978), and
Hsiao and Black (1978); for bacteriophage T7, by Roeder and
Sadowski (1977) and Masker et al. (1978); for phage P22, by Poteete
and King (1977); and for ¢ X174, by Fujisawa and Hayashi (1977). A
recent review of virus assembly was presented by Casjens and King
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(1975). The problem of DNA folding within phage heads has been
examined by Laemmli (1975), Richards et al. (1973), and Chattoraj et
al. (1978).

3.5. Growth and Replication of Viruses

Many of the cytological and quantitative techniques described in
Sections 2.2 (ultrathin sectioning), 2.5 (freeze etching), and 2.6 (particle
counting) have been used to examine different elements of viral growth
such as attachment, penetration, uncoating, and release of mature
virus. Some of the studies of bacteriophage attachment and growth pre-
ceded by quite a few years the comparable examinations of animal,
plant, and insect viruses. Similarly, many of the ideas of simple plant
virus and bacteriophage assembly discussed in Section 3.4 established
principles which eventually were applied to more intricate animal
viruses. The complexity and compartmentalization of the host cells of
the animal and plant viruses has necessitated more elaborate experi-
mentation, such as immunocytochemical localization of virus-related
structures.

Historically, the early and the late events of the viral one-step
growth curve have been considered separately from the middle period
simply because it was an ‘“‘eclipse” period. The virus could not be
demonstrated by bioassay during this period, nor could virus com-
ponents be identified by electron microscopy (Levinthal and Fisher,
1952) even though extensive viral biosynthesis was obviously taking
place. For this discussion, it might be helpful to use this rather loose
division of the sequence of events which characterize virus growth
because the techniques which have been most useful for the early and
late events have been different from those most useful for studies of the
middle (eclipse) period.

Some of the cytological techniques used in the electron micro-
scopic studies of the early events of virus infection have been used to
examine the interaction of virus particles with cell membranes, the cell
compartments for virus localization, and the identification of the site of
synthesis of virus-specific antigens. For instance, such studies are exem-
plified by the attempts to distinguish fusion of virus particles to cell
membranes from pinocytosis for poliovirus (picornavirus) (Dales et al.,
1965; Dunnebacke et al., 1969; Levinthal et al., 1969; Mandel, 1962).
Membrane fusion has been examined as a mechanism for SV40 entry
into different cellular compartments (Maul et al., 1978). Other exam-
ples of studies of early events have been the attempts at the cellular
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localization of the uncoating of the virus particles for an insect virus
(Granados, 1978) and for a picornavirus (Eggers et al., 1979).

During the late phase of virus growth, many of the studies have
examined the maturation, envelopment, and budding of virus particles.
As an example, the study by Steere and Erbe (1979) illustrated in Fig. 3
shows particles of potato yellow dwarf virus in the space between the
two nuclear membranes. These particles bud out of the nucleoplasm
through the inner nuclear membrane and acquire an outer shell as they
do so. Also, spikes develop on the outer surface of this membrane
(apparently only where it surrounds a virion). A similar study on the
localization of wheat striate mosaic virus in its leafthopper vector has
recently been carried out by Bell et al. (1978). Biogenesis of flu (Loh-
meyer et al., 1979; Caliguiri and Holmes, 1979) and vaccinia virus
(Dales et al., 1978) are other recent examples of this kind of electron
microscopic characterization. Figure 7 is an electron micrograph show-
ing mouse mammary tumor cells with extracellular and budding virus
particles.

The spreading methods described in Section 2.4 have been most
useful for studies of the eclipse period of virus replication. During this
period, the changes in the viral nucleic acids which can be observed by
the spreading techniques are noteworthy. These are principally (1)
replication and recombination, (2) transcription and translation, and (3)
processing and splicing. The several advantages of carrying out such
studies with viral nucleic acids, based on their unique small size, and
coupled with the techniques of rapid sequence analysis and specific
cleavage with restriction enzymes, has recently made this one of the
most active current areas of investigation in molecular biology.

There have been several mysteries in the replication of viral nucleic
acids and in the closely related process of recombination. For instance,
there is the question of how copies of the genetic material in the form of
single-stranded circles can be made by a semiconservative mechanism.
Another question has been the direction of replication, or whether
replication is bidirectional. The life cycle of bacteriophage ¢X174 has
been the subject of a number of electron microscope studies. A recent
study of the replication events of phage $X 174 DNA was preformed by
Koths and Dressler (1978). Their procedure allowed a quantitative
examination of the intracellular forms of viral DNA free from contami-
nation by host DNA with a one-step density-labeling protocol. The
results showed an accumulation of duplex rings of two types early in
the life cycle: a rolling circle with a single-stranded tail, and a single-
stranded circle that was partially duplex. Late in the life cycle, only the
rolling circle was found as the virus particles were assembled. It was
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Fig. 7. Thin section of mouse mammary tumor cell line showing extracellular and
budding B particles. Magnification x30,000 (reduced 24% for reproduction). Courtesy
of R. Shiurba, B. Taggart, and D. Pitelka.
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concluded that the rolling circle was the replicating intermediate.
Studies have also been done on phages S13 and G4 (Thompson et al.,
1976) and on the RNA bacteriophage R17 (Thach and Thach, 1973).

Recombination has been studied using the spreading for electron
microscopy of recombination intermediates of bacteriophage lambda.
Valenzuela and Inman (1975) photographed the DNA molecules after
partial denaturation and showed them to be physically connected at
homologous positions. Several other studies with virus-infected cells
have examined the evidence related to the model of Holliday (1974) for
DNA recombination. These include the studies of the “figure 8" struc-
tures from ¢X174-infected cells described by Thompson et al. (1975)
and others cited in the review by Fisher and Williams (1979).

For a number of reasons, research with the electron microscope
has been extremely active in studies of RNA synthesis, particularly
with E. coli bacteriophages. For one thing, the RNA polymerase of the
host cells is a large enzyme and has been well characterized. In addi-
tion, binding of the polymerase to the DNA and the structure and func-
tion of promoters has been analyzed, particularly for bacteriophages
lambda and T7. Furthermore, the complete base sequences of the nu-
cleic acids of the small bacteriophages such as $X 174, S13, G4, and fd
have been published. Electron microscope studies of binding complexes
between RNA polymerase and T7 DNA were carried out by Williams
and Chamberlin (1977) and between the polymerase and $X174 DNA
replicative form by Rassart et al. (1979) and Williams and Fisher (1979)
(see Fig. 8). Methods for visualizing in vitro synthesized RNA still
attached to the DNA template have been described for T7 and SV40 by
Delius et al. (1973) and for ¢X174 supercoils by Williams and Fisher
(1979). Recent discussions which also dealt with electron microscopy of
transcription complexes can be found in Fisher and Williams (1979)
and Spencer (1979).

The mechanisms for regulation of gene expression studied through
use of electron microscopy of viral specimens has been a subject of
active research. However, there seems to be a distinct difference
between the strategy of bacteriophage and animal virus genome
expression. In the latter case, extremely accurate splicing of mRNA has
been reported, whereas mechanisms for processing genomes have not
been described for procaryotic systems. Nevertheless, there has been
some electron microscopy of secondary structure in phage nucleic acids.
A study by Jacobson (1976) examined the hairpin loop formation in
MS2 phage RNA with increasing Mg?* concentration and compared
the results of the loop locations with the sequence data. Edlind and
Bassel (1977) also examined the existence of loops for the RNA of



116 Chapter 2

Fig. 8. Binary complexes between E. coli RNA polymerase and bacteriophage X174
RF DNA. Magnification x 400,000 (reduced 30% for reproduction).

phages f2, QB, and PP7. The electron microscopic characterization of
the spliced RNAs of adenovirus 2 and SV40 has been very effective in
confirming the widely held behief that the mRNAs of viruses (which
infect eucaryotic cells) are generated by the processing of larger,
primary transcripts. The R-loop method of preparing hybrids of dou-
ble-stranded DNA and the mRNA of interest has been a very useful



Use of Electron Microscopy in Virology 117

tool in these studies (Chow and Broker, 1979; Chow et al., 1977; Flint,
1977; Acheson, 1976; Berget et al., 1978).

4. CONCLUSION

In attempting to review the actual and potential contributions of
electron microscopy to virology, one is handicapped by the available
space to describe the magnitude of the accomplishments and the
technical ingenuity of the workers. One might say that, for the first 40
years, the electron microscope must have been made for virology.
Considerable progress has been made in specimen preparation tech-
niques that make possible resolution of details not far from the resolu-
tion limit of currently available instruments and which allow routine
characterization of viruses and viral components. This is not to say that
interesting challenges in perfecting techniques do not remain. For
instance, little is understood of the mechanism of the glow discharge
used for making specimen films hydrophilic. Reproducible and uniform
spreading of viruses and enzymes. in negative stain is far from faultless.
The avoidance of alterations by surface tension forces, by nonaqueous
solvents, and by fixatives and stains still needs attention. Procedures to
achieve orderly alignment of viral particles such as the natural order
found in the arrangement of the subunits of the purple membrane
(Blaurock and Stoeckenius, 1971) could increase resolution through the
superposition of repetitive images. Specific electron stains for the study
of viral components at high resolution have yet to be developed.

The recently developed methods for rapid sequencing of nucleic
acids and the use of the highly specific restriction endonucleases most
likely will play a significant role in the course of future studies of viral
nucleic acids and their genetic analysis, replication, transcription,
translation, and regulation. It will be interesting to see how the direct
visualization in the electron microscope of these structures will
influence our understanding of functions and mechanisms.
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CHAPTER 3

Structural Studies of Viruses
with X-Rays and Neutrons

Bernard Jacrot
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38041 Grenoble Cédex, France

1. INTRODUCTION

Structural studies of viruses were reviewed in 1967 by Finch and
Holmes (1967) and in 1972 by Finch. Those studies were based on the
two available techniques: electron microscopy and X-rays. The use of
X-ray diffraction to investigate virus structures from single crystals was
just beginning, and although high resolution was considered as a remote
possibility, only low-resolution information was then available.
Electron microscopy is a very popular approach because the virologist
can see an image, even if the quantitative interpretation of that image is
far from simple; in fact, this technique is based on the same methods as
the interpretation of X-ray diffraction. Since 1972, however, the latter
method has been considerably developed, and some structures of viruses
at high resolution are now available. The folding of the polypeptide
chain of a few coat proteins is now known, as well as the nature of the
interactions between those proteins. Another advance has been in the
application of neutron scattering to virology; this technique has
increased the quality and the amount of information which can be
obtained from a low-resolution study, particularly from a virus solu-
tion.

The concept of organization of viruses on helical or icosahedral
symmetry (Caspar and Klug, 1962) now is generally accepted. From the
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work that we shall review, a clearer picture has emerged on how viral
proteins are made to fulfill the requirements of those symmetries, and
which part of a virus, particularly of an isometric virus, has symmetry
and which part does not.

We shall not attempt to describe in detail the methods used with
X-rays and neutrons but rather try to explain the basic principles and
focus on what has been obtained and could be obtained by the different
techniques. Details essential for those who want to apply them can be
found in various textbooks and review papers on X-ray crystallography
(Blundell and Johnson, 1976), X-ray small-angle scattering (Guinier
and Fournet, 1955; Kratky and Pilz, 1972; Luzzati et al., 1976), and
neutrons (Bacon, 1975; Jacrot, 1976; Kneale et al., 1977). There are, in
fact, many common features between X-ray and neutron methods, and
we shall try to emphasize their similarities and complementarities.

2. PHYSICAL BASIS OF X-RAY AND NEUTRON
SCATTERING

When an electron, a photon, or a neutron hits an atom, it may be
either absorbed or scattered. The observation of an object is really
observation of the scattered waves. In the case of light or electrons,
these waves are observed through optical devices such as lenses, which
recombine the waves to form an image. In the case of X-ray or
neutrons, one does not know how to make efficient devices to form
such an image; instead, one measures the waves scattered by the object
as a function of angle and, if the sample is a single crystal, of its
orientation; from those sets of measurements, one tries to do by cal-
culation what the optical systems do physically with light or electrons,
namely, to construct an image of the object.

In such an object, the waves scattered by its different atoms
interfere, and the waves which result from these interferences are
received by the X-ray or neutron detector. Let us first consider the scat-
tering by one virus. Each atom has a given probability of scattering the
incident wave. This probability is expressed through a number, b, called
scattering amplitude. For a given atom, this scattering amplitude is
totally different for X-rays and neutrons (see Table 1). For X-rays, this
amplitude is proportional to the number of electrons of the atom. For
neutrons, the scattering is by the atomic nucleus, and there are no
simple correlations between the atomic number and the scattering
amplitude. Isotopes of the same atom have different scattering
amplitudes. This difference is very large for hydrogen and deute-
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TABLE 1

Scattering Amplitudes of Various Atoms for
X-Rays and Neutrons®

Atom Neutrons X-rays
Hydrogen -0.3742 0.28
Deuterium 0.6671 0.28
Carbon 0.6551 1.67
Nitrogen 0.940 1.97
Oxygen 0.5804 2.25
Sodium 0.36 3.10
Magnesium 0.52 3.38
Phosphorus 0.52 4.23
Sulfur 0.28 4.51
Chlorine 0.96 4.79
Potassium 0.37 5.36
Calcium 0.47 5.64

¢ Scattering amplitudes are listed in units of 10~"* cm.
For X-rays the amplitude is for the forward scattering.

rium, and plays an essential role in the use of neutrons to study bio-
logical objects. The number b gives the relative amplitude of the wave
scattered in the forward direction; thus it can be negative, whereas the
scattering probability is proportional to b* and is always positive.

With both types of radiation, the scattering amplitude is of the
same order of magnitude and leads to a very small probability for scat-
tering by a single virus particle. The observation will therefore always
be done with a large number of particles. (A similar situation exists
with electron microscopy: Individual virus particles are observable
only if stained or shadowed. Unstained viruses can be observed only
when they form a crystalline array; then the use of electron microscopy
is quite similar to diffraction techniques with X-rays.)

There are two types of samples with a large number of viruses:
solutions in which the viruses have random orientations and samples
with correlations between orientations of the virions. In the first case
(scattering by solutions), because of the random orientation, the
amount of structural information is limited. With such a specimen, the
diffraction is usually referred to as ‘‘small-angle scattering.” (The
sample diffracts at all angles, but most of the intensity is concentrated
at small angles, and only that part is useful.) Icosahedral viruses are
nearly spherical, so that there is less information lost from the random
orientation, and more structural details can be obtained from small-
angle scattering than in the case of viruses of other shapes.
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Samples with correlations between orientations are of a different
nature for spherical viruses and elongated viruses. For spherical viruses,
one uses a single crystal. Such a crystal is made up of identical particles
on a regular lattice. Each virus can be correlated with another one by
simple symmetry relations. In that case, if the virus particles are really
identical and in nearly perfect order, detailed structural information
can be obtained, which in the ideal case would be the localization of all
atoms within the virus. The method is an extension of that used in pro-
tein crystallography and is referred to as ‘“‘single crystal diffraction.”
With elongated viruses, one uses an oriented gel. In such a sample, all
the virus rods are very nearly parallel, and, if the analysis cannot be
brought to atomic scale, it can be pushed to a stage where the folding of
the polypeptid chain is observable. This case is referred to as gel dif-
fraction.

We shall not give detailed descriptions of those methods, which go
beyond the scope of this chapter but rather give the general physical
and mathematical background applicable to each case. This chapter is
not intended to be a reference paper for virologists who wish to do
structural analysis but rather a critical review of existing results, so that
for each method the emphasis will be put on its intrinsic limitations.
For detailed descriptions, the reader will be referred to the appropriate
literature.

The virus must be considered as a distribution of scattering matter
o(7). p is the density of scattering amplitude at the point of coordinate 7
inside the virus. The scattered waves can be expressed in terms of this
distribution. (For a derivation, see, for instance, Guinier, 1963.) An ele-
gant explanation is given in Finch and Holmes (1967) by

F@) = o(7) exp Qi 75) d°F )

where 5 is a vector which defines the direction of observation, as shown
in Fig. 1. Its length is given by

2

s = N sin ?2)

where A is the wavelength of the incident radiation (between 0.1 and 0.2
nm for X-rays, between 0.1 and 2 nm for neutrons). 26 is the scattering
angle, and F(5) is a complex number

F(3) = A(cos ¢ + i siny) 3
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Fig. 1. Definition of the scattering vector 5. \ is the wavelength of the incident beam,
typically, 1.5 A for X-rays and between 1 and 20 A for neutrons.

where A is the amplitude and ¢ the phase of the scattered wave in the
direction 5. This use of a complex number to represent a wave is very
useful because the sum of the waves is mathematically expressed as the
sum of those complex numbers. The mathematical relation (1) between
p(7) and F(5) is known as a Fourier transform. An important property
of this relation is that it can be inverted to give

o(F) = | F(5) exp (=2ni FF) d°r @)

Experimentally, one receives the X-rays or the neutrons on a detector
or a photographic plate that will measure an intensity which is [4(5)]%
The phase angle 6 is not directly measured, and expression (4) cannot
be used directly to get p(7), which is the structure of the virus. As we
have already stated, the intensity scattered by a single virus would be
too small to be observable, and one must use either a solution, a single
crystal, or an oriented gel. We shall now consider those various cases.

2.1. Single Crystal Diffraction

In a single crystal, the viruses are closely packed and are arranged
periodically. Interferences will arise from atoms of neighboring viruses
as well as from atoms within a virus, so that p(7) will be not the dis-
tribution of scattering matter within a virus but rather the distribution
of matter within the crystal. Because this distribution is periodic, it can
be divided in two terms: the distribution within a virus and the distribu-
tion of the viruses in a regular lattice. Thus one can write

p(?) = p(?)virus * Plattice (5)

which represents the mathematical expression for the result of the
product of two distributions, called product of convolution. The Fourier
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Fig. 2. Distribution of matter in a single crystal as the product of two distributions. In
reality, the lattice is in three dimensions; there may be more than one virus in each
repetitive unit, and they are not necessarily on the points of the lattice.

transform of such a product is the product of the Fourier transforms of
the two distributions. The regular lattice is a set of points (Fig. 2)
whose Fourier transform is another set of points, also forming a regular
lattice which is called the reciprocal lattice.

This means that the scattered wave F(s') will be zero everywhere
except at points §, where the transform of the virus is passing through
one of those points of the reciprocal lattice. In a diffraction experiment
with a single crystal, the scattered intensity will be concentrated in a
well-defined direction, and the detector or the photographic plate will
record a set of spots called Bragg spots (Fig. 3). This set of spots will
vary if one changes the orientation of the crystal relative to the incident
beam. A diffraction experiment consists of recording these spots and
measuring their intensity. The various strategies used to do so are
described in detail in Blundell and Johnson (1976). From those data,
the structure of the virus must be derived using relation (4), which is
still valid with the exception that F(5) will be nonvanishing only for

Fig. 3. X-ray diffraction pat-
tern obtained with tomato bushy
stunt virus (from Harrison,
1969). These are the low-resolu-
tion data, which have been used
in particular to establish the
icosahedral symmetry of the
virus and the orientation of the
isosahedron in the crystal lattice
(see Fig. 4).
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Fig. 4. Crystal lattice and virus icosa-
hedron. The top part is a representa- X
tion of the crystal lattice form in a
single crystal of TBSV. A virion is sit-
ting on each of the dots. The bottom
part is an icosahedron representation
of the virion on the same scale and
with the same orientation with respect
to the crystal lattice. The virion has the
same symmetry as an icosahedron.
Only some of the 5-fold axes are
shown; one sees that those axes are dif-
ferent from the axis of symmetry of
the lattice. This figure also suggests the
dense packing of the virions in the
crystal.

well-defined values of s; thus the integral in (4) can be replaced by a
summation. However, we are left with two difficulties which are the
main problems in protein crystallography.

1. The detector measures an intensity [F(5))* and so gives no
information on the phase angle ¥ [see relation (3)], and relation (4) can
be used only if F(s) is known, with its amplitude and its phase. This dif-
ficulty is known as the phase problem.

2. Data are collected only up to a maximum value of the length
of the scattering vector, and the application of relation (4) with a
limited set of data leads to a deformation of p(7). One says that the
data have been collected up to a certain resolution, which is defined by

resolution =

smaximum
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2.1.1. The Resolution Problem

The better the resolution, the easier is the interpretation of the
map p(7). With a resolution of 2 A, each amino acid and each
nucleotide is localized with accuracy; at 5 A, the distinction between
protein and nucleic acid is difficult. At 10 A and lower resolution, only
the gross organization of the virus and its symmetry are revealed.

There are several factors which limit resolution. Some are instru-
mental and can be improved with technical development; others are
more fundamental. The main experimental factors are as follows:

1. The wavelength used for the experiment. The resolution is at
best A/2. This is not a limitation for X-ray; however, it may be limiting
if one uses neutrons of long wavelength.

2. The amount of data to collect increases as s° and the time to
collect them increases even more. In the case of tomato bushy stunt
virus, the data at a resolution of 2.85 A include 198,000 reflections
(Harrison et al., 1978). Also, when collecting data to high resolution,
there are practical problems in separating the spots, which are very
close. These problems, although difficult, can be solved by technical
developments: use of a large detectors to collect simultaneously a large
number of data with a high efficiency, or use of very intense X-ray
sources such as synchrotron radiation (Stuhrmann, 1978).

The much more fundamental limitation to resolution is the fact
that a crystal diffracts only up to some resolution. It is a well-known
fact that intensities diffracted by a protein on a virus fade out much
more quickly than they would if crystals were perfect. This is due to
disorder in the crystals, which may have several origins. Protein or
virus crystals are highly hydrated, and physical contacts between neigh-
boring particles are limited. This may lead to some imperfections in the
packaging. Another factor is that a virus is not a rigid structure, and
part of it may oscillate around an average position. This also introduces
differences between viruses on the lattices, and it limits the resolution.

The above points apply to proteins as well as to viruses. However,
there is a last point which is specific to viruses. The viruses that have
been crystallized are all icosahedral. The outer parts of these viruses are
well ordered and highly symmetrical. The packaging in the crystal is
due to interactions between these parts and is rather good. The possi-
bility of crystallizing biological samples is related to the availability of
large quantities of purified material. As viruses are usually well
purified, many of them have been easily crystallized. This applies to
plant and animal viruses; no crystallization of bacteriophage has yet
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been reported. In infected cells, viruses are often well ordered and form
a genuine single crystal (see, for instance, Henry et al., 1971). But in the
interior of the virion, the situation may be different. This is well
illustrated by the case of cowpea chlorotic mottle virus (CCMYV). This
virus is easily crystallized (Rossmann et al., 1973). However, CCMV
has a divided genome with four components (Fowlks and Young, 1970)
of molecular weights 1.0, 1.1, 0.8, and 0.3 million packaged in three dif-
ferent virions. The interior of a virion with a strand of RNA of 1
million and that of one which has two stands of 0.8 and 0.3 million can-
not be identical. Thus, in such a crystal, even if the outer part of the
capsid is perfectly ordered, the interior of the virions can form only a
highly disordered crystal, or, in fact, it may have no order at all. This
point will be discussed again later when reviewing the experimental
results.

2.1.2. The Phase Problem

The phase problem has been solved in X-ray protein crystallo-
graphy by the method of isomorphous replacement (Green et al., 1954).
In this method, a heavy atom, which scatters strongly, is introduced in
the crystal. If the atom is bound to the protein in a well-defined posi-
tion, the intensities of Bragg reflections are modified. In the hypothesis
that the protein is not deformed (isomorphous) by that atom, the
measurement of these modifications of intensity allows a determination
of the localization of the heavy atom, and then of the phases of each
reflection. An ambiguity remains which is removed by a similar experi-
ment done with another heavy atom derivative. This method applies to
virus crystallography and is used [see references later in the review of
the results obtained with tomato bushy stunt virus (TBSV), southern
bean mottle virus and satellite tobacco necrosis virus].

In the virus crystal, there is in addition to the crystal symmetry
(which correlates the various virions in the crystal) the icosahedral sym-
metry of the virions (which correlates various parts of the virion). This
provides complementary methods which transform an otherwise
practically impossible task (the phasing of several hundred thousand
reflections by isomorphous replacement) to a difficult but feasible one. A
first use of icosahedral symmetry is in the treatment of the picture
obtained by negative staining in electron microscopy (see the chapter on
electron microscopy). That treatment provides rather precise informa-
tion on the outer shape of the virion. This provides some phase informa-
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tion, as all previous structural knowledge of the virus will impose
constraints on the phases. This has been used at low resolutions for TMV
disks (Jack, 1973) and for TBSV (Jack et al., 1975). However, the
icosahedral symmetry imposes many more constrains. For instance, the
fivefold axis correlates subunits within each virion, and those correla-
tions put restrictions on the phases of the various reflections. In other
terms, there are identical parts of the virions which are in different posi-
tions in the unit cell, related by noncrystallographic symmetries, and
these will provide redundant information. Practical ways of using these
redundancies have been worked out by Bricogne (1976). These methods
are very powerful and have provided a structure of tomato bushy stunt
virus at 2.9 A resolution (Harrison et al., 1978). Similarly, the use of the
17-fold axis present in disks of TMV proteins has helped to solve the
structure of that protein (Bloomer ez al., 1978).

This method has an intrinsic limitation: the structural analysis is
done by supposing the existence of the icosahedral symmetry, so that
the parts of the virion which do not follow that symmetry will not be
analyzed. However, it is likely that this is not a further limitation than
that imposed by single crystal analysis mentioned above. Let us
consider two virions in the crystal. Because the exterior, as far as one
knows, follows strict icosahedral symmetry, those virions can be in any
of the orientations around, for instance, their 5-fold axis. If all the parts
of the virion have the icosahedral symmetry, then those two virions will
be perfectly ordered in the single crystal. But if part of each of the
virions does not follow that symmetry, that part will not be ordered
inside the crystal, and will not contribute to the diffraction pattern.
Supposing icosahedral symmetry in analyzing the diffraction is
therefore not introducing further limitations. However, one cannot
completely exclude that the exterior of the virus is sensitive to its
internal organization, and that very subtle departures from strict
icosahedral symmetry will impose an orientation of the virions inside
the crystal which will make it ordered even for the nonicosahedral
central part. However, this is very unlikely.

2.1.3. Neutron Diffraction

All the general physical arguments about diffraction apply to both
X-ray and neutron diffraction. However, the solution of the phase pro-
blem by isomorphous replacement makes use of the fact that heavy
atoms scatter X-rays much more strongly than the light atoms which
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compose the virus. Table 1 shows that there is no correlation for
neutrons between the weight of atoms and their scattering power,
therefore, this method is inapplicable with neutrons. But, in fact,
because neutrons are less commonly available than X-rays, neutron dif-
fraction is a technique used after X-ray diffraction has been used up to
its limits. Such a limit does exist, as just explained, due to deviation
from icosahedral symmetry. Deviation from icosahedral symmetry is
likely to be gradual. If part of a viral protein follows strict icosahedral
symmetry, another part a few angstroms away cannot depart very
strongly from that symmetry. At low resolution, one expects that a
much larger part of the virion will follow that symmetry. Single crystal
diffraction at low resolution should thus provide information on the
structure of parts of the virus which cannot be seen on a high-resolution
diffraction map. The case of TBSV (Harrison et al., 1978; Chauvin et
al., 1978b) suggests that departures from icosahedral symmetry appear
where the protein and the viral RNA interact. A low-resolution electron
density map of that region is impossible to interpret because the density
of protein and hydrated RNA are quite similar. It is at that stage that
neutron diffraction finds its usefulness. At low resolution (10 A and
above), the apparent scattering density of proteins and nucleic acid is
reduced because of the water of hydration. This is why, for X-rays, pro-
tein and nucleic acid are indistinguishable at low resolutions.

The situation is totally different with neutrons. Table 2 shows that
H and D atoms have very different scattering amplitude. As a conse-
quence, H,O and D,0 have very different scattering densities. One can
also define and calculate scattering densities for proteins and RNA.
Those densities are somewhat a function of the amino acid composi-
tions, but, practically, not of base compositions. Data for those calcula-
tions can be found in Jacrot (1976). Figure 5 shows the scattering
densities calculated for water, a viral protein from brome mosaic virus
(BMYV), and viral RNA, as a function of the percentage of D,O in the
water. The variation of the scattering density of the protein and RNA
with the amount of D,O (in the solvent or the water of crystallization)
is due to the exchange of labile protons for deuterium atoms. Those cal-
culations show that, within the limit of low-resolution crystallography,
the contribution to the scattering density map of RNA and protein will
depend on the amount of D,O in the water of crystallization. To a good
approximation, with 42% D,0, the protein will not contribute to the
map, whereas with about 68% D,0, it will be the RNA that does not
contribute, and maps obtained with various percentage of D,O will be
easier to interprete than low-resolution X-ray maps. However, to obtain
those neutron maps, the phase problem must be solved. Because the
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TABLE 2

Scattering Densities of Various Compounds®

Neutrons X-rays

H.0 —-0.562 9.40
D0 6.404 9.40
Protein in H,O ~1.8 ~12
Protein in D,O ~3.1 ~12
RNA in H,0 3.54 15.7
RNA in D,O 4.55 15.7
DNA in H,0 3.54 15
DNA in D,O 4.29 15

¢ Densities for neutrons and X-rays are in 107 cm/A®,
For X-rays the correspondence with the more usual
unit of electron per A®is 107 cm/A® = 0.0356e/A®,
For proteins and nucleic acids the scattering density
values are dependent on the value choosen for the
specific volume. The values have been calculated for a
specific volume of nucleic acids of 0.55 cm®/g. For
proteins the scattering density is also somewhat
dependent on the amino acid composition. Typical
values of scattering densities of solvent used for
contrast variation with X-rays are as follows: a 55%
sucrose solution has a scattering density of 11.6 10~
cm/A® (0.412¢/A%), close to the protein scattering
density; a 5 M solution of NaBr has a scattering
density of 13.3107 cm/A® (0.475¢/A?®), smaller than
that of a nucleic acid.

b (units 10'14cm/»&3 )

% D0
] L

50 100

Fig. 5. Scattering densities of water, protein, and RNA. This figure is relevant to
neutron scattering. See also Table 2.
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outer shape of the virus is known from previous work with electron
microscopy and X-rays, that information could be used for phase
determination following Jack et al. (1975). One can use the X-ray
phases for the crystal with no D,0, and then use the shape of the virus
to deduce the phases in the crystals with various amounts of D,O in the
same way as a heavy atom derivative.

2.2. Oriented Gels

Long, helicoidal viruses can be packed in oriented gels in which all
viruses are nearly parallel to each other but with no correlation between
their center of gravity. This can be done with TMV (Bernal and Fanku-
chen, 1941) and with filamentous bacteriophages such as fd or Pfl
(Marvin, 1966). Figure 6 shows an experimental diffraction pattern
obtained with a TMV gel.

At first sight, this pattern shows some similarity to that obtained
with a single crystal as shown in Fig. 3. In fact, however, those patterns

Fig. 6. Fiber diffraction pattern from an oriented gel of TMV. Photograph taken by
Dr. K. Holmes. Notice the layer structure. Every third line has strong intensity on or
near the vertical axis (meridional). They correspond to the pitch of the helix (23 A).
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are formed in very different ways: with a single crystal, spots are
formed at positions defined by the crystal lattice (and not by the struc-
ture of the virus, which will affect only the intensities). Here the pattern
is given by individual viruses, and it reflects directly the structure of the
virus and not its packaging, which is irrelevant except for the paralle-
lism of the rods. Quite essential to the theory of the formation of this
pattern is the helicoidal symmetry of the virus. This theory has been
developed by Cochran et al. (1952) and Klug et al. (1958). The
intensities diffracted by a helicoidal object are concentrated on
equidistant layer lines perpendicular to the axis of the helix (see Fig. 7).
The distance between those lines is inversely proportional to the pitch
of the helix. This point will be discussed later, with the results. The dis-
tribution of the intensity within those lines is a function of the matter
within the elementary unit, which, after application of the helicoidal
symmetry, makes the virus. The mathematical relations between the
density of scattering material and the intensities within lines are
somewhat similar to relation (1), but are more complex, and involve

Meridional axis

Eguatorial line Layer lines
J—\ 2 layer line -
1 layer line R
0 layer line ___._:Ij/p
Photographic
a b plate c

Fig. 7. Diffraction of X-rays by helices and helical viruses. The top part shows the dif-
fraction by a simple helix. The bottom part is by a helical virus in which subunits
(shown as spheres) are on identical positions of the helix only after two turns. In this
case, the layer lines of the diffraction pattern are two times closer than those from a
simple helix.
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mathematical functions known as Bessel functions. (Those expressions
are given in Finch and Holmes, 1967.) For a gel, the experimental
intensities are those obtained after cylindrical averaging around the axis
of the helix. Those intensities vary continuously in each line, with a
series of maxima and minima which are consequences of the properties
of the Bessel function. The inversion of the data to get the structure of
the virus is done by methods which are extensions of those used with a
single crystal, such as phasing with isomorphous heavy atom deriva-
tives. However, as pointed out by Holmes et al. (1975), there are other
difficulties with those gels, which arise mostly from the cylindrical
averaging, and there is little hope that very high resolution will ever be
obtained from gels. The 4 A map obtained by Stubbs et al. (1977) for
TMYV may very well be the best one can expect from a very well-
oriented gel.

2.3. Virus Solutions

In a solution, there is no correlation between the orientations of
the viruses, and the intensities recorded are those calculated from rela-
tion (1) after averaging overall orientations of the virus.

It is clear that, in this averaging process, most of the structural
information is lost. In other terms, a virus is a three-dimensional
object, and, to get its structure, three-dimensional information is
needed. In single-crystal diffraction, this is achieved by recording a two-
dimensional diffraction pattern as a function of crystal orientation.
Here, the only experimentally observable quantity is I(s), which, as the
consequence of the averaging, is symmetrical around the incident beam
and depends only on the length of s (sin /A, where 26 is the scattering
angle). This is illustrated in Fig. 8. We have just one-dimensional
information.

2.3.1. Case of Icosahedral Isometric Viruses
If we were considering a perfectly spherical virus, which would be
characterized only by a radial distribution of matter p(R), also a one-

dimensional quantity, then it would be possible to deduce this p(R)
from the measured quantity I(s). In fact, one shows that

F(s) = -i— J.” ro(r) sin 2mrsdr 6)
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= 2 [ sF(s) sin 2mrsd (7)
o(r) = Pl ) (s) sin 2xrsds

F(s) as shown by relation (7) is now a real number and the experimental
intensity is related to F(s) by

I(s) = |F(s)|* ®)

In such a case, the radial distribution p(r) would be easily obtained
from the experimental values of I(s). The only ambiguity would be in
the sign of F(s). But, from relation (7), it is clear that F(s) must be a
well-behaved function, with oscillating signs, as shown in Fig. 8.
However, an icosahedral isometric virus is not a spherical object, and
the knowledge of p(R) is not easily interpreted in term of virus struc-
ture. We shall now discuss these two points.

That an icosahedral isometric virus is not a spherical object has
been discussed by Harrison (1969) and Jack and Harrison (1975).
Nonspherical contributions to the scattering curve become significant
for a scattering vector which corresponds roughly to subunit distances
which are typically 40 A. Those contributions have been calculated for
various types of organizations of the subunits within the icosahedral
symmetry (e.g., dimer clustering, hexamer-pentamer clustering).

In practice, it seems difficult to use these nonspherical contribu-
tions to characterize the type of clustering. However, they will limit the

Fig. 8. X-ray and neutron scat-
tering from solutions. For
spherical viruses, the intensity is
distributed on annular rings
around the incident beam. The
distribution of the intensity vs.
the scattering vector is shown in
the bottom part. The intensity at
the origin is proportional to the
molecular weight of the virion
(for a given concentration) and
can therefore be used to measure
it.
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domain of scattering which can be analyzed by spherical approxima-
tion, and which allows the use of relations (6) and (7). As this domain is
limited to about 40 A%, it will consist, for small plant viruses (radius of
150 A), of only three or four maxima, whereas for a much larger virus
the spherical approximation will be valid for a much larger number of
maxima.

The second point, the interpretation of p(r), requires some care.
First, the virus is in a solvent which has a uniform scattering density,
ps, and only the difference of density between the virus and the solvent
is relevant. So (6) and (7) should in fact be rewritten

F(s) = —f— Lw rlo(r) — ps] sin 2wrsdr 9)
p(r) — ps = % J:,m sF(s) sin 2wrsds (10)

p(r) is defined by the chemical composition and can be calculated from
values of Table 1. The difference p(r) — ps is called the contrast. If
there were no hydration of the components of the virus, p(r) would be
calculated from the chemical composition and the specific volumes of
the nucleic acids, proteins, and possibly lipids. But with hydration, the
scattering matter is spread over a larger volume, and its density is con-
sequently reduced. For both X-rays and neutrons, the scattering density
of protein and nucleic acid is larger than that of ordinary water (see
Table 2), but a strong hydration will reduce this density so that the
knowledge of p(r) — ps does not directly give the chemical composition
at radius r. For instance, with X-rays, a highly hydrated nucleic acid
and a protein may well give the same contrast with solvent. However,
that chemical information can be obtained if the scattering density p, of
the solvent is varied, so that the contrast of the various components of
the virus is modified. Table 2 gives typical scattering densities for both
X-ray and neutron scattering, and Fig. 4 shows how those densities
vary, in the case of neutrons, with various amounts of D,O in the
solvent. One sees from that table that, with both techniques, one can
modify the contrast strongly. We shall analyze the consequences of
those modifications for neutrons.

One sees from Table 2 and Fig. 4, that, with 40% D,O in the
solvent, the contrast of the protein with that solvent vanishes. This
value of 40% is somewhat dependent on the amino acid composition
and specific volume of the protein. Similarly, with 68.70% D,0, the
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contrast of RNA vanishes, and, with about 65%, it is that of DNA,
which is zero. This obviously provides a basis for a chemical interpreta-
tion of p(r). The variation of p(r) — ps with the D,O percentage in the
solvent for a virus made only of nucleic acid and protein directly gives
the relative amount of those two components at each radius. For a
three-component virus, this is also feasible because, at a given radius,
there are usually only two components (protein and nucleic acid, or
protein and lipids). The presence of some salt and buffer in the solvent
does not appreciably modify the scattering density of the solvent, at
least for usual molarities. For instance, neutrons will not distinguish
between pure water and water with 200 mM KCl and 50 mM tris-HCL.

Similar methods of contrast variation have been used with X-rays
(see, for instance, Harrison, 1969; Zipper, 1971; Luzzati et al. 1976).
The scattering density of the solvent is varied by adding salts or sucrose
(see Table 2). There are two drawbacks in the use of X-rays for
contrast variation with make the use of neutrons preferable. The first is
that density matching of the protein can be achieved only with a very
high molarity of salt and sucrose. High molarity of salt in several cases
will destabilize the virus, or at least will modify its structure (see, for
instance, the case of brome mosaic virus, Chauvin et al., 1978a). The
effect of high molarity of sucrose is not well known, but the properties
of water are certainly modified, and modification of the structure can-
not be excluded. Also, the density matching of nucleic acid cannot be
achieved, and the analysis is consequently less accurate. Another draw-
back is that, with high salt (or sucrose) molarity, the solvent is no
longer a uniform medium. There are regions in close contact with the
protein and the nucleic acids which form the so-called hydration shells.
The penetration of salt and sucrose in these domains is unknown, but it
is generally accepted that the molarity of sucrose, for instance, will be
smaller there than in the bulk of the solvent. For instance, in small
plant viruses, the RNA is highly hydrated, and, if this water of hydra-
tion is not penetrated (or is penetrated poorly) by the salt or sucrose
added to the solvent, the contrast between the electron density of this
RNA domain and the solvent with salt will be diminished, and the
RNA may be confused with protein. It is likely that this confusion has
been made in the interpretation of some X-ray scattering.

2.3.2. Method of Analysis with Spherical Viruses

There are two possible approaches to analysis of spherical viruses.
The first is to use equation (9) and derive the scattering density from
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the experimental data. The weak point of that approach is the already
discussed limitation of the validity of the spherical approximation. Thus
one either uses the experimental data beyond the limits of this approxi-
mation, which induces errors, or one applies equation (9) only to the
data where this approximation is valid, and this induces spurious ripples
in p(r) which could lead to an incorrect interpretation. However, this
method has the advantage that no a priori knowledge of the organiza-
tion of the virus is necessary. If the concentration of the sample is
known and the intensity of the incident beam is measured, the intensity
will be on an absolute scale, and, consequently, the p(r) at various
contrasts will also be in absolute scale, giving the amount of protein,
nucleic acid, lipids, and water at each radius. This will also give the
total molecular weight of the various component of the virus (Jacrot
and Zaccai, 1980). ‘

The only approach is to use equation (10), searching for a model of
the virus made of successive spherical shells which will account for the
experimental curves at various contrasts. The advantage of that method
is that one makes full use of the data within the range where the
spherical approximation is valid. Deviations from this approximation
are easily identified and in some cases could yield information on the
clustering of the subunits. Also, experimental smearing, always present
in neutron scattering, is easily taken into account. This approach has
been developed by Schneider et al. (1978) and Chauvin et al. (1978b).

2.3.3. The Case of Rod-Shaped Viruses

The small-angle scattering by rod-shaped objects has been dis-
cussed by Luzzati (1960). It yields two quantities: a cross-sectional
radius of gyration, and a mass per unit length. In our view, there is lit-
tle hope for much useful information from this radius of gyration, but
the mass per unit length is very important in building a model. So far,
this quantity has been measured only for bacteriophages fd and Pfl
(Torbet, private communication), but this could be useful in the large
class of filamentous viruses.

2.3.4. The Case of Oddly Shaped Viruses

If a virus is neither quasi-spherical nor very elongated, no simple
analysis can be made from solution scattering. However, if a minimum
of information is available from electron microscopy and chemical
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analysis, one could try to build a model of the virus, calculate its scat-
tering in various contrasts, and look for a fit with experimental data.
The relevant formula to calculate the scattering by an object of any
shape can be found in Guinier and ‘Fournet (1955). This method has
been used for the case of alfalfa mosaic virus (S. Cusak and J.
Mellema, private communication). This virus is made of several bacilli-
form particles made of RNA and a unique type of polypeptide chain.
This model calculation approach was good enough to establish that the
RNA does not penetrate through the protein shell to the surface of the
virion even though the virus is ribonuclease-sensitive. This experiment
was done with neutron scattering and shows the possibility of getting
structural information even with a virus which does not have a simple
shape.

2.4. Experimental Considerations
2.4.1. Sources

X-ray sources used so far are convenient ones, namely, X-ray
generators which are available in many laboratories. A new develop-
ment is the availability of synchrotron radiation as an X-ray source
(Phillips, 1976; Stuhrmann, 1978). Such sources are much more intense
than the conventional ones, and could be quite useful in investigations
of the structure of the large viruses by X-ray diffraction.

Neutron sources are nuclear; so far, experiments on viruses have
been done only at high-flux facilities such as those existing at
Brookhaven (United States) or Grenoble (France), but undoubtedly
experiments are possible on medium-flux reactors, which are available
at several universities. Standard X-ray sources provide a monochro-
matic beam, usually of wavelength 1.54 A. A neutron source provides a
white beam of neutrons, and the appropriate wavelength must be
selected. This is done in several ways. For high-resolution crystallo-
graphic studies, a crystalline monochromator is used which defines the
incident wavelength with an accuracy of 1072 to 107% For solution
studies and low-resolution crystallography, a broader wavelength band
is acceptable. This is achieved by velocity selectors which select the
neutrons mechanically. This is feasible because neutrons of wavelengths
1-10 A have speeds of several hundred meters per second. Such a selec-
tor is described in Ibel (1976). The wavelength band is, according to
specifications of the machine, between 4% and 40%. This represents,
compared with the crystal monochromator, a gain in intensity by two
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to three orders of magnitude and compensates for the weakness of
neutron sources.

2.4.2. Experimental Setup

For X-ray crystallography, the setup appropriate to the large size
of the viruses is described by Schutt and Winkler (1977). For solution
studies, which are essentially measurements at small angles, a good
collimation of the beam must be achieved. With neutrons, this is easily
achieved with long distances between the neutron source, the sample,
and the detector. A camera with axes distances as large as 40 m is
described by Ibel (1976). The wavelengths used with neutrons are in the
range of 1-20 A. Because the relevant parameter is the scattering vec-
tor, s, which is inversely proportional to the wavelength, the scattering
which takes place at 1’ of arc with X-rays (A = 1.54) will be at 13’ with
20-A neutrons. This is quite useful for the study of large viruses. Thus
with X-rays one should have an even better collimation. This is usually
achieved with a focusing camera which uses a bent monochromator to
focus in one direction and a mirror to focus in the other, as first
developed by Huxley and Brown (1967).

2.4.3. Samples

Single crystals suitable for X-ray diffraction have linear dimen-
sions of 0.1-1 mm. Similar crystals can be used for low-resolution
neutron crystallography. Crystals are mounted in a capillary following
methods used in protein crystallography. Data collection with X-ray
usually requires a large number of crystals because they are destroyed
by the X-ray beam. In a neutron beam, crystals appear stable after
years of exposure.

For solution studies, the physical form of the sample is somewhat
a function of the quantity of virus which is available. If large quantities
can be prepared, a pellet of viruses about 1 mm thick can be used for
both X-rays and neutrons. This does not apply to the inner part of the
scattering curve (region of the radius of gyration), which must be
measured with concentrations of 1-5 mg/ml to avoid interferences
between particles. If the virus can be prepared only on a limited scale,
concentrations of 10 mg/ml are adequate (although not optimal) for
low-particle-weight viruses (small plant viruses); for large viruses
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(particle weight of 100 million, for instance), a concentration of 1 mg/ml
is quite adequate.

3. STRUCTURES OF SPHERICAL VIRUSES

The largest amount of structural information is available on the
icosahedral isometric viruses. This is expected because many of these
viruses crystallize easily, and solution scattering studies, as we have
seen previously, can provide important structural information on
spherical viruses. We shall first discuss tomato bushy stunt virus with
which all the methods we have described before have been used.

3.1. Tomato Bushy Stunt Virus

Tomato bushy stunt virus (TBSV) is a small plant RNA virus,
built from 180 copies of a polypeptide chain of 40,000 molecular
weight, with single-stranded RNA of 1.4 x 10° daltons. This virus has
been studied with X-ray small-angle scattering (Harrison, 1969), X-ray
diffraction (Harrison and Jack, 1975; Winkler et al., 1977; Harrison et
al., 1978), neutron small-angle scattering (Chauvin et al., 1978b), and
neutron diffraction (Timmins, private communication). A review of the
results obtained by these various techniques is quite illuminating; it
shows their respective merits and limitations as well as their comple-
mentarity.

The X-ray diffraction study was done in successive stages, with
increasing resolution. The first two maps of the virus were at resolu-
tions of 28 A (Jack et al., 1975) and 16 A (Harrison and Jack, 1975).
With that level of resolution, the dimer clustering of the protein
subunits previously established by electron microscopy (Finch et al.,
1970) is visible. As the electron density of RNA (unhydrated) is much
higher (0.59 ¢/A?) than the protein electron density (0.44 e/A®), an
attempt was made to localize the RNA as the region of highest density.
The conclusion was drawn that the RNA was strongly imbedded within
the protein subunits at radii of 100-150 A. The map at 5.5 A (Winkler
et al., 1977) was already much easier to interpret. It is characterized by
an electron density concentrated between radii 110 A and 170 A. The
protein subunit was found to be made up of two parts. An outer part
between 140 and 170 A is the part of the subunits which clusters in
dimers and is made essentially of 8 sheets. The inner part between 110
and 140 A shows a very dense packing of subunits, but the boundary of
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hinge
a b

Fig. 9. Organization of the coat protein of TBSV in two domains. This organization is
deduced from X-ray crystallography (Harrison et al., 1978). The two domains are con-
nected by a hinge: In TBSV all subunits are associated to form dimers. (a) Organiza-
tion of the two domains of the proteins forming a dimer across the exact 2-fold axis
(icosahedral and crystallographic symmetry), whereas (b) shows the two domains to be
in a different arrangement when the dimer has only a local 4-axis. In molecular terms,
the traduction of the quasiequivalent positions, as discussed by Casper and Klug (1962),
is made possible by this hinge. Part of the protein is missing; which has not been revealed
by crystallography (see text).

each subunit is clearly identified. The inner part of the protein is con-
nected by a hinge to the outer part, and this hinge is in a different state
for proteins related by strict twofold axis, or simply by a local axis. (In
an icosahedron, there are 15 genuine two fold axes, whereas the
existence of 90 dimers gives altogether 45 twofold axes, of which 30 are
only local axes.) This is shown in Fig. 9. At strict twofold axes, the
hinge is open, leaving a cleft which does not exist between subunits con-
nected by a local axis of symmetry. This observation is important as it
explains on the level of the protein structure how the principle of quasi-
equivalence of Caspar and Klug (1962) is used to build a spherical
virus. On this 5.5 A map, density found in the cleft between the
subunits was attributed to RNA, so that a major amount of the RNA
appeared to be located between 110 and 120 A, and a role was
attributed to it in opening the hinge.

The analysis at 2.9 A has shown the correctness of the interpreta-
tion of the 5.5 A mapin terms of two domain subunits with a hinge, but
the attribution of the density in the cleft to RNA turned out to be
incorrect. At 2.9 A, it is possible to follow the polypeptide chain, and
the following important conclusions were drawn:

1. No RNA is visible. All the electron density between 110 and
170 A is given by the protein.
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2. At least 50 amino acids are not present in the map.

3. There are 33 amino acids visible in only one out of three
subunits. These are the subunits related by a true three fold
axis, and the three polypeptide strands of those subunits are
strongly interconnected, forming a sort of annulus.

The absence of features in the map (all the RNA and some 15% of
the protein) means that these parts of the virus are not organized to
form a single crystal (see discussion above), and that they are
disordered.

Neutron small-angle scattering (Chauvin et al., 1978b) has shed
some light on the part of the virus not observable by X-ray diffraction.
In that study, the virus was approximated to a spherical object, and no
attempt was made to analyze the deviations from sphericity due to
icosahedral symmetry because electron microscopy and X-ray diffrac-
tion are clearly more powerful for this purpose. Figure 10 shows the
small-angle scattering measured with various amounts of D;O in the
solvent. The variation of intensities and peak position are due to the
changes with D,O of the respective contributions of RNA and protein
to the scattering. Those curves were analyzed by a model for the virus
made up of successive concentric shells, to give the composition of each
shell. Four shells were necessary with the following size and composi-
tion (in volume):

30-50 A 0% protein 38% RNA 62% water
50-80 A 55% protein 2% RNA 43% water
80-110 A 3% protein 31% RNA 66% water
110-158 A 78% protein 1% RNA 21% water

Because TBSV is made of only one type of polypeptide chain,
those results establish that the protein subunit is made up of two parts.
A first part between 110 A and 158 A is the one analyzed in detail by
X-ray diffraction and found to be made of two domains as shown in
Fig. 9. No RNA is found in that shell (1% is not a significant amount).
A second part is located between 50 and 80 A, namely 30 A away from
the first part. The connection between the two domains must be a
strand of some ten amino acids in an extended configuration. Most of
the RNA (85%) is located in this 30 A gap between the two protein
domains. This is summarized in Fig. 11. Previous experiments with
X-ray small-angle scattering (Harrison, 1969) did not reveal this aspect
of the structure. This is due to the already discussed inability of X-rays
to distinguish between hydrated RNA and protein. This difficulty is
true both in X-ray small-angle scattering and in X-ray diffraction. We
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Fig. 10. Neutron-scattering curves from TBSV solutions with various amounts of D,O
in (A) 100%, (B) 68%, (C) 55%, (D) 0%, (E) 41% solution. On the horizontal axis, Q is
2ws.

have seen that, in low-resolution maps and even at 5.5 A, electron
density features were incorrectly attributed to RNA. It is only a high-
resolution X-ray map, where the polypeptide chain is clearly visible,
which gives the correct information.

To summarize the existing knowledge on TBSV structure, the
three-dimensional structure of about 85% of the polypeptide chain is
known in a way quite comparable to what is known in normal soluble
globular protein. This structure is made up mostly of B-pleated sheet, it
is split in two domains with a hinge, and it is used to form the icosa-
hedral shell. The absence of knowledge of the amino acid sequence
makes an analysis of the chemical links between subunits difficult.
There is no RNA embedded in that protein shell. The remaining 15% of
the polypeptide chain, as well as the RNA, is disordered and does not
follow icosahedral symmetry. This deviation from icosahedral sym-
metry appears at 110 A inward on the 5.5 A map; no density is visible
at smaller radius. Most of the RNA is located in the next 30 A where it
must interact with a completely extended polypeptide chain. This orga-
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Fig. 11. Internal organization of TBSV. The left part shows the virus at pH 6 (native
state). The outer part of the shell (between 110 and 158 A) is that analyzed in detail by
X-ray diffraction and shown in Fig. 9. TBSV protein appears to be made altogether of
three domains. The RNA is shown as a shadowed area and is mostly between 80 and
110 A. The right part of the drawing shows the organization of the virion in a swollen
state.

nization makes possible specific interactions between amino acids and
bases which would be impossible within strict icosahedral symmetry.
Nothing is known of the organization of the RNA within the domain
where it is known to be located.

Neutron single-crystal diffraction could give some information.
Strong electron density features are present on a low-resolution X-ray
map (16 A) between 80 and 110 A. Thus neutron scattering density
maps obtained with various amounts of D;O in the crystal will say how
the RNA is organized in that shell (Bentley et al., 1978; P. Timmins,
private communication).

3.2. Southern Bean Mosaic Virus

Southern bean mosaic virus (SBMV) is a small plant virus with
T = 3. The protein subunit has a molecular weight of 28,250 and the
RNA has a molecular weight of 1.4 x 10° (Tremaine, 1966). The virus
has been crystallized (Akimoto et al., 1975) in various forms, and an
X-ray diffraction study has been done with those crystals (Johnson et
al., 1974, 1976, Rayment et al., 1978. Suck et al., 1978) in successive
steps of improved resolution as was done with TBSV. In the electron
microscope, the virus appears rather smooth; so far, no analysis has
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been made of the type of clustering of the protein subunits. The analysis
of the data at 22.5 A (a resolution comparable to that obtained in
electron microscopy) suggests that the protein must be bilobal, with one
lobe clustering in hexamers-pentamers (like the clustering in TYMYV)
and the other lobe (about one-third of the total molecular weight)
clustering around the quasi-threefold axis. This organization explains
the smoothness of the virion seen in the electron microscope. This orga-
nization was confirmed in the 11 A resolution map (Rayment et al.,
1978). At 5 A resolution (Suck et al., 1978), a more detailed analysis
was given, and, in particular, part of the electron density has been
analyzed in terms of the phosphate groups of the RNA, with the claim
that at least 36% of the RNA has an ordered structure. The situation
found with TBSV (see above) shows that one must be careful before
taking for granted conclusions drawn from a 5 A map. Recently, the
structure of SBMV has been determined with the same resolution as
that of tomato bushy stunt virus (Abad-Zapatero et al., 1980). A strong
similarity exists between the structure of those two viruses. Indeed, the
folding of the polypeptide chain of the coat protein of SBMV is nearly
identical to the folding of the chain in the inner domain of the coat pro-
tein of TBSV. In both viruses the RNA, as well as some 50-60 amino
acids, is invisible in the electron-density map. The main difference
between the two viruses is the protruding domain at the twofold axis
which is present in TBSV but not in SBMV. This strong similarity
between two viruses is supported by neutron small-angle scattering
(Witz, Timmins, Kruse, and Jacrot, unpublished work). Such a simi-
larity between two viruses which have no known relationship is rather
unexpected. Argos (private communication) has speculated, on the basis
of the known sequences of coat proteins, that the organization of the
polypeptide chain found in TBSV and SBMV may be general for plant
viruses with strong protein-protein interactions. The work now being
done on eggplant virus (Colman, communication at the Seventh Aharon-
Katzir-Katchalsky Conference, 1980)—two tymoviruses—will show
whether this hypothesis is correct.

3.3. Satellite Tobacco Necrosis Virus

Satellite tobacco necrosis virus (STNV) is a small, icosahedral
virus which multiplies only in the presence of tobacco necrosis virus. It
is a T = 1 particle with 60 identical subunits of molecular weight
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21,600 and a single-stranded RNA of 1200 nucleotides (Fiers, personal
communication to B. Stranberg, Rees et al., 1970). In a T = 1 particle,
all proteins can be in strictly equivalent position inside the capsid, a
situation which is not possible with a T = 3 particle (Caspar and Klug,
1962). Its small size and the knowledge of the sequences of both the
nucleic acid and the protein (Ysabaert et al., 1980; Henriksson et al.,
1980) make it quite suitable for a detailed structural investigation.

STNV crystallizes easily, giving samples diffracting to high resolu-
tion (Fridborg et al., 1965); the structural investigation has been carried
through successive stages of resolution (Akervall et al., 1971; Strand-
berg et al., 1975; Unge et al., 1979). The latest stage is an analysis at 4
A; at that level, it is not possible to follow the polypeptide chain.
However, because the sequence of the protein and the position of the
heavy atoms on that sequence used for the crystallographic study are
known (Unge and Strandberg, 1979), it is possible to draw the follow-
ing conclusion:

1. The protein subunit is made up of two domains: the main one
between radius 62 and 93 A looks similar to a globular pro-
tein. From that domain, an arm, which is likely to be an «
helix, is pointing to the interior of the virion between 62 and 44
A. Those arms are in contact around the 3-fold axis.

2. No RNA is visible and also no density is found corresponding
to the 15 residues on the N-terminal side of the polypeptide
chain.

This organization, which is schematized in Fig. 12, has obviously
strong similarities with that found for TBSV. The viral protein is made
of two parts: one part is making the shell. In the case of TBSV, this
first part has a hinge to allow for the adaptation of the subunits to the
principle of quasi-equivalence (Caspar and Klug, 1962). In the case of
STNYV, when all subunits are in identical surroundings, this hinge is
unnecessary and absent. The second part of the viral protein is that in
contact with the RNA. It is organized to maximize the number of
contacts between the RNA and the polypeptide chain. The N-terminal
part of the peptide chain does not follow icosahedral symmetry, nor
does the RNA. How general this organization is remains an open ques-
tion waiting for more experimental data. Those data should come
partly from the X-ray single-crystal work under way (SBMYV, see
above; cowpea mosaic virus and belladona mottle virus, private com-
munication from Michael Rossmann) and partly from solution studies,
mainly with neutrons, which allow a more systematic survey. In the
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case of STNV, such investigations have been done both with X-ray
(Sjoberg, 1977) and with neutrons (Chauvin et al., 1977)—showing the
main domain of the protein subunit and localizing the RNA—but these
studies have not shown the tail of the protein. In the neutron studies, this
is probably due to the small amount of experimental data, which is
limited by the small concentrations that can be obtained because of the
low solubility of that virus.

3.4. Other Small RNA Plant Viruses

Although many small RNA plant viruses can be easily crystallized,
the three discussed above (TBSV, SBMV, and STNV) are the only ones
on which detailed crystallographic investigations have been reported.
On other viruses, the structural information is based only on X-ray or
neutron scattering from solutions or, in a few cases, on very low resolu-
tion X-ray crystallography.

3.4.1. Turnip Yellow Mosaic Virus

Turnip yellow mosaic virus (TYMV) is a T = 3 particle with a
subunit of 20,130 daltons, and a piece of RNA of about 1.9 x 10°
daltons. In the infected cell, empty capsids (often referred to as natural
top components) coexist with complete infective particles. Both empty
and complete particles can be crystallized. The unit cell of both crystals
is identical, and the diffraction patterns are also very similar except at
very low resolution (less than 20 A). Those two facts strongly suggest
(Klug et al., 1966) that the empty capsid is identical to the capsid of the
virus. This was later confirmed by neutron scattering from solutions
(Jacrot and Witz, unpublished). The scattering by the natural top
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component is identical to that given by the virus in a solvent which
makes the RNA invisible.

The comparison between the X-ray diffraction patterns given by
the virus and the empty capsids has been used by Klug et al. (1966) to
learn about the RNA and its relation with the capsid. This was done in
several ways. One was a model calculation used to fit the data of the
top component, then that of the complete virus. To make these calcula-
tions possible, the models were point models, namely, the protein and
the RNA were replaced by points distributed on spheres with icosahe-
dral symmetry. The other approach was to do diffraction of TYMV
crystal in 4 M ammonium sulfate. With this high salt content, the
electron density of the solvent is close to that of the protein, and the dif-
fraction pattern is then dominated by the RNA. Those two methods,
although not giving exactly the same answer, indicated a very strong
penetration of the RNA within the protein shell, and a model was
produced showing 32 bumps of RNA penetrating some 20 A within the
protein shell in the middle of the hexamer and pentamer clusters.

At a later date, however, neutron small-angle scattering (Jacrot et
al., 1977) showed this model to be incorrect. Using the methods already
explained, it was shown that the protein forms a very dense shell which
is hardly penetrated by the RNA (about 5 A). Figure 13 shows the
structure of the capsid deduced from electron microscopy and from
X-ray diffraction (Klug et al., 1966), with the localization of the RNA
deduced from neutron small-angle scattering. The X-ray results also
suggest that part of the RNA does have the icosahedral symmetry, a
fact that neutron small-angle scattering cannot reveal.

A priori, one would expect that the matching of electron density of
the protein in the case of X-ray or that of its scattering density in the

Fig. 13.  Structure of turnip yellow mosaic virus. The left part shows the organization
of the subunits in hexamers and pentamers established by Klug et al. (1966). The right
part shows the interior of the virion, where the RNA is shown as a shadowed area with
very little interpenetration with the protein subunits.
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case of neutrons should give identical results. This is not so, because,
when adding D,O to the solvent, this distribution is done in a uniform
way, and the solvent has the same scattering density all over the
sample. When adding salt, this salt is likely to be excluded from the
immediate vicinity of the protein (hydration shell), so that one has
within the sample a nonuniform distribution of the salt, and con-
sequently of the electron density within the solvent. This may strongly
perturb the diffraction and make the analysis difficult. A similar situa-
tion has been found with TBSV. This again shows that, if X-ray diffrac-
tion is unique in high resolution, its interpretation at low resolution is
difficult.

3.4.2. Wild Cucumber Mosaic Virus

Wild cucumber mosaic virus (WCMYV) is serologically related to
TYMYV, and was the object of an early investigation by X-ray small-
angle scattering (Anderegg et al., 1961). In this very careful work, the
scattering from a solution of viruses was compared to that of the top
component (natural empty capsid). The radial distributions of electron
densities obtained from the two samples (Fig. 14) were interpreted in
terms of a protein shell of some 35 A, with the RNA filling the 210 A
hole left inside the protein shell. This architecture turns out to be very
similar to the one found by neutron scattering for TYMYV (Jacrot et al.,
1977), a result in good agreement with the biological relations between
the two viruses.

The data of Anderegg et al. (1961) have been analyzed further by
Jack and Harrison (1975), who have looked at the deviation of the scat-
tering curve from that given by a sphere. Those deviations are due to
the icosahedral organization of the subunit. Jack and Harrison were
able to show that those subunits are clustered in hexamers and
pentamers like in TYMYV,

3.4.3. Bromoviruses
3.4.3a. Bromegrass Mosaic Virus

Bromegrass mosaic virus (BMV) is the prototype of bromoviruses:
T = 3 particles, with a subunit of 20,300 daltons, and a divided
genome. This was the first virus for which a pH dependence of the size
was demonstrated (Incardona and Kaesberg, 1964). This pH depend-
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Fig. 14. Radial distribution of electron density in wild cucumber mosaic virus (solid
line) and empty capsids of the virus (broken line). From Anderegg et al. (1961).

ence of the architecture of the virus has been investigated in some detail
with neutron scattering from solution (Jacrot et al., 1976, Jacrot et al.,
1977; Chauvin et al., 1978a). These studies show that the native form of
the virus at pH 5.5 has a diameter of 270 A, with a limited interpene-
tration of the RNA in the protein shell (10-15 A). At this pH, the
dimensions of the capsid are independent of ionic strength and divalent
ions, whereas the RNA is slightly more compact at higher ionic
strength. At basic pH, the virus is swollen, with a diameter between 290
and 310 A depending on ionic strength and divalent ions. The penetra-
tion of the RNA in the capsid in this swollen form is more pronounced.

In all states, the virus has a large central hole (100 A at low pH,
150 A in diameter at high pH), which implies a localization of the RNA
on a rather narrow shell in contact with penetration in the protein shell.
Those data were analyzed with the implicit hypothesis that the proteins
are forming a simple shell. If the protein were indeed like those of
TBSYV, the data should be somewhat reinterpreted.

BMYV is easily crystallized, and a detailed X-ray analysis may
become available (Rossmann et al., 1973).

3.4.3b. Broad Bean Mottle Virus

Broad bean mottle virus (BBMV) is a T = 3 particle with a
subunit of about 21,000 daltons and 22% RNA (divided genome). It has
been investigated by several groups using X-ray small-angle scattering
(Finch et al., 1967, White and Fischbach, 1973; Fischbach and
Anderegg, 1976) and low-resolution X-ray diffraction (Finch et al.,
1967). The low-resolution data were used to prove the icosahedral sym-
metry of the virus. The solution work shows that the virus has a
diameter between 260 A and 290 A, with a central hole of some 100 A
diameter. In very gross terms, this virus is quite similar to BMV, as
expected for two viruses of the same family.
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3.44. Cucumber Mosaic Virus

Cucumber mosaic virus (CMV) is also a T = 3 particle with
divided genome and a protein subunit of 26,000 daltons. Neutron scat-
tering from solution (Jacrot et al., 1977) shows a diameter of 290 A.
The protein shell is rather thick (65 A), and the RNA penetrates some
20 A inside this shell. This architecture, which is very different from
that of TYMV (in which the RNA hardly penetrates the protein shell),
can be correlated to the fundamental importance of protein-RNA
interaction in stabilizing this virus (ribonuclease destabilizes the virus;
Francki, 1968), whereas TYMYV is stabilized mostly by protein-protein
interaction as shown by the isomorphism of the empty capsid to the
virus. The comparison between the properties of those two viruses has
been discussed in detail by Kaper (1975).

3.5. General Remarks on the Structure of Small RNA Plant Viruses

It is tempting to try to deduce from all the data presented above
some rules on the architecture of this class of viruses. This can be done
only in a very tentative way, the amount of detailed information being
still very limited.

1. Viral proteins seem to be made up of several domains. This
allows the assembly in an icosahedral shell according to the principle of
quasi-equivalence. The data also suggest that the part of the protein
interacting with the RNA is organized in a way which is not that found
in a globular protein. Part of the protein seems even to be disordered
and to deviate from icosahedral symmetry. This is likely to be useful to
enhance protein-RNA interactions, as most, if not all of the RNAs
seem to depart also from that symmetry.

2. Near the interior of the virus, the 3-fold (or the quasi-3-fold)
axis seems to play an important role, with strong interactions between
subunits at that level. This may suggest a morphogenesis of the virion
from the assembly of three subunits (or three dimers).

3. Swelling of virions with pH has been reported in several cases
(Incardona and Kaesberg, 1964 for BMV; Hsu et al., 1977 for SBMYV;
Harrison, private communication for TBSV), and may be a rather
general phenomenon. The organization described for TBSV provides an
easy understanding of that process. Indeed, neutron scattering in that
case (Witz and Jacrot, unpublished work) shows that the swelling is a
global displacement (some 20 A) of groups of RNA and proteins of the
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low pH structure (see Fig. 11). This unit is likely to be a trimer with the
associated RNA. In some conditions, Rayment et al. (1979) have
obtained crystals of swollen SBMV. The comparison of the details of
that structure with the matrix one should be interesting.

The case of TYMV and its family may be a rather special one. All
data support the idea that, in that virus, the proteins form a shell which
is in contact with the RNA only on its interior surface. This is also the
family in which empty capsids are found in vivo.

3.6. DNA Plant Viruses

Much less is known about DNA plant viruses than about RNA
plant viruses. Cauliflower mosaic virus (CaMV) has been investigated
by neutron scattering (Chauvin et al., 1979). The architecture has been
found to be specially simple: a protein shell 65 A thick internally coated
with a mono (or possibly double) layer of DNA.

3.7. Spherical Bacteriophages

3.7.1. R17

R17 (and closely related viruses such as fr and MS2) is an icosa-
hedral T = 3 particle with a unique type of protein subunit of 13,750
daltons, and single-stranded RNA (1.23 x 10° daltons for MS2). An
important difference with small plant viruses is the presence of one
copy of the A protein, which is likely to be bound to the RNA. No
crystallization of this virus has been reported, and all structural
information is based on small-angle scattering of X-rays (Fischbach et
al., 1965; Zipper et al., 1971) and neutrons (Jacrot et al., 1977). There
is a general overall agreement between these experiments which reveals
the following architecture: the protein shell is very tightly packed and is
about 30 A thick. With a virus diameter of 265-270 A, the RNA,
following neutron results, does not interpenetrate the protein shell, or
penetrates very slightly following X-ray results (Zipper et al., 1971). The
neutron scattering reveals a big hole (120 A in diameter) in the center of
the particle. Thus the virus appears as a very dense protein shell
internally coated with the RNA.
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3.7.2. P22 and X Phages

P22 and A phages are not strictly isometric as they have a tail, but
the contribution of this tail to scattering is negligible. They are DNA-
containing bacteriophages (26 x 10° for P22; 30 x 10° for A) with a
diameter of 600 A for P22 and 540 A for X. The morphogenesis of these
viruses is a many-step process, with intermediate particles which can be
isolated from mutants. The virus and some of those intermediate parti-
cles have been investigated by X-ray small-angle scattering (Earnshaw
et al., 1976; Earnshaw and Harrison, 1977). The large size of these
viruses compared with small plant viruses or R17 has two consequences
for X-ray scattering: the first one is that deviation from spherical sym-
metry will be less important, as the irregularities on the surface are
separated by distances which are small compared with the diameter of
the virus, so that the spherical approximation will be valid up to the
tenth subsidiary maximum. This makes the calculation of the radial dis-
tribution f{r) rather accurate.

The second practical point is that, with the X-ray camera used by
those authors, the central maximum (and possibly the first subsidiary
maximum) cannot be recorded (the first zero is at some 10’ of arc). The
analysis is therefore done by calculating from a model what this central
maximum should be. It is a drawback that would not exist with neutron
scattering, as long wavelength neutrons are available which are better
matched to those large viruses (see later on frog virus 3). However, data
extending well inside the central maximum and taken with a different
X-ray camera have been reported by Feigin et al. (1974).

It appears that the P22 prohead, made of coat and scaffolding pro-
teins, has a diameter 60 A smaller than the phage, but if the scaffolding
proteins are removed from the prohead its diameter becomes that of the
virus. Also, the empty virus (no DNA) obtained from a mutated phage
has the same diameter. The particles formed in the absence of scaffold-
ing proteins have also been analyzed (Earnshaw and King, 1978) and
were found to have the size of the prohead.

The analysis is based on the scattering pattern up to about 60 A
(scattering vector 0.017). Beyond that point, nonspherical terms start to
appear due to the organization of the protein on the shell. At still
higher angles, features appear only in the complete phages. The main
one is a broad maximum at 24 A which is likely to be due to DNA
packaging. A close examination of this peak shows that it is modulated
by a series of regularly spaced ripples. Similar observations were made
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with the phage . The interpretation of Earnshaw and Harrison (1977)
is that the 24 A maximum arises from the distance between DNA
strands packaged in the phage. Indeed, with mutants of A which have
more or less DNA, this peak is shifted to a larger angle (26 A) or a
smaller angle (23 A). The modulations are attributed to correlation
between DNA strands on appropriate sides of the phage. A similar
peak at 24 A has been reported for the nonspherical phage $29 (Subi-
rana et al., 1979). In this latter case, the X-ray scattering has also been
used to determine the size of the virus. This can be done even if the
virus is nonspherical by fitting a model to the data. This procedure is
very reliable as the scattering pattern still has well-defined maxima and
minima. The sizes of viruses determined in that way have been shown
by Earnshaw et al. (1978) to be usually larger than those obtained from
electron microscopy. It must be stressed that diffraction and scattering
techniques are, for this purpose, free of artifact, and sizes obtained by
X-rays or neutrons must be preferred to those deduced from various
electron microscope techniques; in this latter case, distortions due to
staining, drying, and flattening are expected.
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3.7.3. PM2

The PM2 bacteriophage contains lipids. In X-ray scattering (Har-
rison et al., 1971a), it appears as a particle in which spherical symmetry
is a very good approximation, and a very good radial distribution of
electron density was derived. This distribution is shown in Fig. 15; its
main feature is a narrow peak of very low density at 220 A which is
attributed to the lipids, which have a much lower electron density than
protein and DNA. The width of this peak suggests that these lipids are
organized in a bilayer. The model was later refined with neutron scat-
tering (Schneider et al., 1978). As already explained for tomato bushy
stunt virus, the use of data collected with various amounts of D,O in
the solvent makes possible a chemical analysis of shells in a spherical
organization. In this way, it was possible to show that the lipid bilayer
is penetrated by proteins which occupy nearly 50% of its volume, and
that these proteins are coming from the central core (made of DNA
and protein) and not from the outer shell.

3.8. Spherical Animal Viruses

Very little structural work with X-rays or neutrons has been done
with animal viruses because of the small quantities of purified viruses
usually available and the lack of facilities for virus containment in most
biophysical laboratories. These difficulties will have to be overcome
because diffraction techniques are the only appropriate way to get relia-
ble information on the internal organization of a virus and on the size
of the virion.

Several animal viruses have been crystallized: poliomyelitis virus,
Coxsackie virus, wart virus, polyoma virus etc. Some of these crystals
have been used to prove the validity of the theory of icosahedral sym-
metry. The X-ray diffraction by poliomyelitis virus was used by Finch
and Klug (1959) to show that the building principles of this animal virus
were the same as those of the plant viruses previously investigated by
the same authors, and that there are no fundamental structural dif-
ferences between small spherical plant viruses and animal viruses.

Some other viruses have not yet been crystallized in vitro but are
found to form crystalline lattices in infected cells. For instance, this is
true of adenoviruses (Henry et al., 1971). Components of adenoviruses
(hexons, fibers, etc.) have also been crystallized (Franklin et al., 1971),
and these crystals have been analyzed by standard protein crystal-
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lographic techniques (Burnett et al., 1978). One may hope that com-
bination of the knowledge of the structures of those pieces with other
information obtained by electron microscopy and biochemistry will
eventually provide the structure of the adenoviruses. A similar
approach is used for influenza virus. The structure of the protruding
part of the hemagglutinin had been solved by high resolution X-ray
crystallography providing the localization of the antigenic sets (Wiley,
personal communication). So far, the only animal viruses which have
been investigated by X-rays or neutrons (apart from the already men-
tioned pioneer work on poliomyelitis virus) are polyoma virus, Sindbis
virus, the closely related alphavirus Semliki forest virus, and frog virus 3,
a cytoplasmic DNA virus. We shall review the information obtained on
these three virus families.

3.8.1. Polyoma Virus

The general principles of the structure of polyoma virus have been
described in a previous volume of this series (Finch and Crawford,
volume 5). This virus, with a diameter of 490 A, has a capsid with a tri-
angulation number T = 7 which has been carefully studied by electron
microscopy. Empty capsids are found associated with the virus, and
both the virus and those empty capsids can be crystallized. A
preliminary X-ray diffraction study has been reported recently (Adolph
et al., 1979). The data show that the virus particles and the empty
capsids crystallize isomorphously; consequently, a comparison between
the electron density maps given by both crystals will eventually reveal
the structure of the core, which is made of DNA associated with
histones.

3.8.2. Sindbis Virus and Semliki Forest Virus

Sindbis and Semliki Forest viruses are closely related alphaviruses
which are characterized by a nucleoprotein core that becomes coated by
a lipoprotein envelope when budding through the surface of the cell.
Semliki Forest virus has been crystallized, and a high-resolution X-ray
diffraction analysis has been considered (K. Simmons, private com-
munication). So far, only solution studies have been done on Sindbis
virus by X-rays (Harrison et al., 1971b) and on Semliki with both
X-rays (Soderlund, private communication) and neutrons (Soderlund,
Cuillel, and Jacrot, unpublished work). The X-ray work on Sindbis
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virus shows a sharp minimum at 220 A in the radial distribution of the
electron density. This minimum is attributed to a lipid bilayer. The
basic organization of the virus is thus a core with RNA and protein sur-
rounded by a lipid bilayer, which is itself surrounded by a protein shell.
There is biochemical evidence that the outer protein and the core pro-
teins are in contact through the lipid bilayer, a point not revealed by
X-ray small-angle scattering. The reason is the difficulty of putting
X-ray data on an absolute scale. The neutron work is now being analyzed
and should give quantitative estimates of the amount of proteins in the
lipid layer of Semliki Forest virus, which the X-ray work has shown to be
nearly identical to Sindbis.

3.8.3. Frog Virus 3

Frog virus 3 (FV3) is a lipid-containing deoxyribovirus. It has been
investigated by neutron scattering (Cuillel et al., 1979), a technique
which appears to be suitable for very large viruses. FV3 is found to have
a diameter of 1580 A, which is larger than suggested by electron
microscopy. The lipids are found in a 40-A-thick layer at 85 A inside
the virion, leaving a core with a radius of some 685 A which contains
the DNA (100 x 10° daltons) and only a small fraction of the proteins
(60 x 10° daltons). Thus this core is highly hydrated, as 80% of its
volume is occupied by water. This neutron study has led to a redeter-
mination of the particle weight of the virion (confirmed by other tech-
niques).

3.8.4. Conclusions

There is a wide contrast between the detailed knowledge of several
plant viruses and the very poor knowledge of the structure of animal
viruses. There are many animal viruses which are not suitable for dif-
fraction study because their shape is not well defined (paramyxovirus,
herpesvirus, pox virus) or at least appears poorly defined with the
electron microscope. Systematic investigations with solution scattering,
mainly with neutrons, could reveal unexpected structural features.
Many of the big animal viruses are highly hydrated. They are
considerably deformed by shrinkage and flattening during preparation
for observation by electron microscopy (Serwer, 1977; Earnshaw et al.,
1978). Thus, in our view, sizes of viruses quoted from electron
microscopy may be incorrect by as much as 30%. This has strong
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implications concerning our understanding of the organization of the
virions. Useful information can be obtained with X-ray and neutron
scattering on large viruses (e.g., the case of frog virus 3), with quantities
of only a few milligrams.

4. HELICOIDAL VIRUSES

Viruses with helical symmetry are found in three classes of viruses:

1. The filamentous bacterial viruses (reviewed by Marvin and
Hohn, 1969), which have single-stranded DNA as nucleic acid.

2. The elongated, rod-shaped, or filamentous plant viruses, with
single-stranded RNA; they have been classified recently
(Veerisetty, 1978).

3. The nucleoprotein core (or nucleocapsid) of paramyxoviruses
(and possibly of myxoviruses) which has strong similarities
with the helical plant viruses (Finch and Gibbs, 1970). This
last group has not yet been studied by X-ray diffraction.

We have seen that the maximum amount of information on these
viruses is obtained from oriented gels. It turns out, as already shown by
Bernal and Fankuchen (1941), that the elongated shape of those viruses
is favorable for the formation of such gels. For tobacco mosaic virus
(TMYV), which is a long but rigid rod, the parallelism of the virions in
the gel is nearly perfect. For filamentous bacteriophages or plant virus
(such as narcissus mosaic virus), which are flexible, the parellelism is
not as good. Torbet and Maret (1979) have shown that the application
of a magnetic field, at least in the case of bacteriophages, can improve
the degree of orientation.

To understand well a structure based on helicoidal symmetry, one
must first think of a string folded like a helix. This helix is defined by
two parameters: the pitch of the helix, and its diameter. Such a simple
helix will give a diffraction pattern with maxima and minima on layer
lines. These layer lines are perpendicular to the axis of the helix, and
their distance is inversely proportional to the pitch of the helix (see Fig.
7a). On the central line (the one on the level of the X-ray beam), the
first maximum will be in the center. On successive lines, they will be
more and more off the center of the plate (meridional line), forming the
characteristic X predicted by Cochran et al. (1952) and used to
establish the helical structure of DNA. Now let us imagine that we put
beads on that string (Fig. 7d). There is no reason why there should be
an integral number of beads on one turn of the helix. But eventually,
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after several turns (two in the figure), the beads will be in register with
those in the first turn. This new helix will have two new parameters: the
number of turns, IV, necessary to be in register, and the number of
beads (or protein subunits) in those N turns. Those two parameters
(which are integral numbers) can be reduced to one, the number of
subunits per turn, which is not generally an integral number (for TMV
it is 16Y3). The X-ray diffraction pattern of this more realistic helix will
still have the layer lines given by the pitch of the string, but, in between
also (N - 1), layer lines separated by the inverse of the distance
between the beads which are in register.

From that discussion, it follows that it will be relatively easy to
find the pitch of the helix (the layer lines given by that pitch are
stronger than the intermediate line), and the number N defined above.
But it is not easy at all to get the number of subunits per turn, although
this number is essential, being by itself an important piece of structural
information and necessary for the detailed structural analysis men-
tioned in the introduction. The difficulty of assessing this number of
subunits is illustrated by the case of TMV, where numbers of 31
(Watson, 1954) and 37 (Franklin, 1955) were deduced from the data
before there was definitive proof that 49 was the correct number
(Franklin and Holmes, 1958). Indeed, a knowledge of the length of the
particle (deduced from electron microscopy), of its total particle weight,
and of the molecular weights of its subunits and of the nucleic acid will
provide a good approximation of the number of subunits per turn (as
the X-ray easily gives the pitch of the helix) (Klug and Caspar, 1960;
Wiseman and Day, 1977; Berkowitz and Day, 1978).

4.1. Tobacco Mosaic Virus

TMYV has been the prototype of helical viruses, and the investiga-
tion of its structure by X-ray diffraction, initiated by Bernal and Fan-
kuchen (1941), has culminated in a structure deduced from a 4 A map
(Stubbs er al., 1977). The successive steps in solving that structure have
been the following:

1. The existence of a periodic structure in the virus deduced from
a well-defined X-ray diffraction pattern from oriented gels
(Bernal and Frankuchen).

2. The helical arrangement of the subunits, with a pitch of 23 A
and an axial periodicity of 69 A, deduced from an analysis of
the X-ray pattern (Watson, 1954).
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3. The localization of the RNA at a radius of 40 A (Franklin,
1956). This important information was obtained by com-
parison between the X-ray diffraction pattern of the virus and
the polymerized protein which, in appropriate conditions,
forms a helix identical to that of the virus. In both patterns,
the intensities along the zero layer line (equatorial) can be
analyzed to give the average radial distribution perpendicular
to the axis of the helix. (This is mathematically quite similar to
the analysis of the intensities given by a spherical virus to get
the radial distribution as explained above.) The radial distribu-
tion of the virus gives a sharp maximum at 40 A which is
absent from the otherwise identical distribution given by the
polymerized protein.

4. The determination of the number of subunits in the axial
repeat as 49 (Franklin and Holmes, 1958), a point already dis-
cussed above.

5. The determination of the electron density map at 6.7 A resolu-
tion (Holmes et al., 1975), and then at 4 A (Stubbs ef al.,
1977). This was done using methods derived from the standard
crystallography of protein with phasing done with heavy atom
derivatives. The method was briefly outlined above.

We have given those successive steps as they show the procedures
necessary to solve the structure of an helicoidal virus. In other helical
plant viruses, similar steps have been followed but were never pushed to
the same level of sophistication (see below). For TMV, it is quite
fortunate that the protein polymerizes in a controlled way (Durham,
1972). This was already useful to localize the RNA. It is also useful to
get structural information on the subunits beyond the 4 A resolution,
which is likely to be the limit of structural analysis from oriented gels.
The protein can be polymerized in a two-layer disk, each layer contain-
ing 17 subunits, and these disks can be crystallized and analyzed by
X-ray diffraction. This has been done up to a final resolution of 2.8 A
(Champness et al., 1976; Bloomer et al., 1978) using a combination of
standard protein crystallographic methods (isomorphous replacement)
and the redundancy of information given by the noncrystallographic 17-
fold axis of symmetry (Bricogne, 1976). The information given by the
virus 4 A map and the 2.8 A protein map provide the best knowledge so
far obtained for the structure of a virus.

The virus map gives the overall organization of the polypeptide
chain, as shown in Fig. 16. The interpretation of the map (as well as
that given by the protein disks) is made easier by the knowledge of the
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Fig. 16. Schematic drawing of the inner part of TMV.
From Stubbs et al. (1977). Two subunits are shown one
above the other, with the RNA backbone (dark spot) in o
between. The cylinders represent the parts of the
subunits which have an a-helical structure. In reality,
the two subunits are not just one above the other, but ) .
are tilted to form a helix. 0 20 40 60 80 A

sequence, and, although there are some differences in the interpretation
of the two maps, the general features are similar. The polypeptide chain
is folded in five a-helices. Four of them are roughly radial, while the
fifth one, lying in the center of the virion coat (at about 25 A radius) is
parallel to the axis of the virus. An important feature is that this helix
and the connecting strand (altogether 25 amino acids) are invisible on
the protein map, indicating that, in the absence of RNA, this part of
the chain is disordered. The disk is known to be necessary in the in vitro
reconstitution of the virus from its constituents, and the reconstitution
is known to take place from the inside of the disk. This disorder of the
inner part of the protein, which indicates a flexibility of the chain at
small radii, is a feature which is likely to facilitate the access of the
RNA to its site. This site is at an average radius of 40 A, as predicted
(see above), but the RNA is in fact in a zigzag configuration, the three
successive phosphates (the feature dominating in the electron density
map) being at 37, 39.5, and 42 A. The details of the chemical links
between the RNA and the protein are still unknown. A virus map could
say something, but 4 A is not a good enough resolution to build an
atomic model. The map suggests that there are salt links between the
phosphates and arginine residues.

The map obtained with the disk provides information on the nature
of the interaction between protein subunits. These interactions involve
both hydrophobic contacts and salt links. In the transition from disks
to helix, the packing of the subunits is modified, and Bloomer ez al.
(1978) have made suggestions on how this rearrangement takes place.

Recent progress has also been made by combining the information
obtained at limited resolution with a virus gel with those from the single
crystals of protein disks. Holmes (1980) has proposed a model for the
RNA binding site. In that model the binding of the RNA to the protein
is described in detail. It involves stereospecific interaction between
aspartic acids and ribose groups, hydrophobic interactions with the
three bases wrapped around an alpha helix of the protein, specific
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hydrogen bonding, and salt bridges. The transition from the protein
disk to the viral helix, which is one of the major events in the morpho-
genesis of the virus, is somewhat better understood through a crystallo-
graphic study of single crystals of protein disks with trinucleoside AAG
soaked into them (Graham and Butler, 1979). An upward displacement
by 3 A of part of the protein at small radius is well in agreement with a
morphogenesis in which the jaw of the protein is closed when the RNA
takes its place.

4.2. Other Helical Plant Viruses

No other helical plant virus has been investigated in comparable
details, and studies have been essentially limited to the determination of
the two helical parameters easily deduced from the X-ray pattern: the
pitch of the helix, and the number of turns which have an integral
number of subunits.

4.2.1. Narcissus Mosaic Virus and Potato Virus X

Narcissus mosaic virus and potato virus X are filamentous, very
flexible viruses about 5500 A long with a diameter of 130 A. Early
work is from Bernal and Fankuchen (1941), followed by Wilson et al.
(1973), Wilson and Tollin (1969), and Tollin ez al. (1968). In both
viruses, the helical parameters vary with the amount of water in the
specimen. For instance, potato virus X has a pitch between 33 and 36 A
depending on water content. There is in this virus an integral number of
subunits in a turn estimated as 10 from arguments involving molecular
weight. Narcissus mosaic virus also has a pitch between 33 and 36 A,
but six turns are needed to get an integral number of subunits estimated
as 34, also on the basis of molecular weights.

4.2.2. Tobacco Rattle Virus and Barley Stripe Mosaic Virus

Tobacco rattle virus and barley stripe mosaic virus are rigid viruses
with diameters of 200-250 A. Because they are multicomponent
viruses, they have lengths that depend on the length of the encapsi-
dated RNA. Preliminary X-ray work (Finch, 1965) has shown that
those two viruses have pitches of 25 and 26 A, respectively, with three
and five turns, respectively, to give an integral number of subunits.

With these four filamentous and bacilli-form viruses, the localiza-
tion of the RNA could not be established on solid ground but was esti-
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mated to be at radii around 39 A for the two filamentous viruses and 60
A for barley stripe mosaic viruses. Those radii correspond to disposi-
tion of the RNA with a phosphorous-phosphorous distance of 5.1 A.
Veerisetty (1978) has shown that the hypothesis that this distance is
nearly the same in all helical plant viruses leads to an integral number
of nucleotides per subunit, as expected, to fulfill the requirement that
each of the protein subunits is in an identical environment. Clearly,
more X-ray work on this family of virus would be useful. Neutron scat-
tering should not be too useful with those viruses, which have a limited
amount of RNA (5%), except possibly for the determination of mass
per unit length.

4.3. Filamentous Bacteriophages

Two filamentous bacteriophages have been extensively studied by
X-ray diffraction: fd and Pfl1. Both have a diameter of about 60 A, but
fd is 9000 A long with a single-stranded DNA of 6400 nucleotides,
whereas Pfl is 20,000 A long with a DNA of 7400 nucleotides.
Oriented specimens can be prepared with both viruses. Samples with
very good orientation can be prepared by applying a high magnetic field
for 30 min on a virus solution (Torbet and Maret, 1979).

Although both viruses have been studied by X-ray, more has been
done on Pfl (Marvin et al., 1974; Marvin and Wachtel, 1975, 1976;
Makowski and Caspar, 1978; Makowski et al., 1980). This work is illus-
trative of the usefulness of combining X-ray diffraction with other
physical and chemical methods in solving a structure. The coat protein of
Pfl has 46 amino acids and is known on spectroscopic grounds to be
nearly a pure a-helix. The virus itself gives a diffraction pattern charac-
teristic of helical structure with a pitch of 15 A. The axial repeat is made
of five turns (75 A). We have seen in TMV that those are the two
parameters easy to determine, but that the number of subunits in that
repeat is extremely difficult to reduce purely from the analysis of the
X-ray diffraction pattern.

The X-ray diffraction pattern suggests 22 subunits in those five
turns, but Wiseman and Day (1977), on the basis of particle length,
DNA content, and DNA length, showed that the number of subunits
should be 27 or 28. Makowski and Caspar (1978), on the basis of pack-
ing volumes of the virus at different relative humidity, ruled out 28.
They also showed that the interlocking of the virions with 27 subunits
(but not with 22 or 28) explains observed interference effects. Thus they
conclude that there are 27 subunits in five helical turns. This discussion
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/A Fig. 17. The radial distribution of the
electron density in Pfl. From
Makowski and Caspar (1978). The
central peak is due to DNA. The two
04 L outer peaks are given by the protein
and suggest a two-layer organization.
This is confirmed by more elaborate
L V4 ' fiber diffraction analysis (Makowski et
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is not academic at all, because the next stage in solving the structure of
the virion is to use the fact that the subunit is nearly a pure a-helix, to
build a model, and to find which model will fit the X-ray diffraction. In
this procedure, the subunit is approximated to a tube (or a small
number of tubes) of 10 A diameter; clearly, the number of proteins
which must be fitted in a given length of the virion is quite critical. A
first model was produced (Marvin and Wachtel, 1975) on the basis of
the 22 subunits; this model was then revised (Makowski et al., 1979) to
allow the packing of 27 subunits. (The exact procedure is to use the
model as a constraint for the phases necessary to calculate the electron
density. The model thus replaces heavy atom derivatives.) As for
TMYV, one can calculate from the intensities on the equatorial line the
radial distribution of electron density. This is shown in Fig. 17. There
are three peaks: the central peak is attributed to DNA; the two peaks at
15 and 25 A correspond to two layers of a-helices. The final model of
the virus is a central core with two strands of DNA surrounded by two
shells of a-helices, the first one in close contact with the DNA with an
axis nearly parallel to the virion axis. In the second outer shell, the
helices are tilted by about 25° relative to this axis. The structure of the
DNA and the connectivity between the two helical fragments is not
clear.

5. CONCLUSIONS

This chapter shows that knowledge of virus structure has increased
considerably during the last 10 years, largely from X-ray diffraction
studies and partly from solution studies, mostly with neutrons. Those
two approaches are complementary: X-ray diffraction brings a detailed
and accurate understanding of the protein-protein interaction and of
the architecture of the capsid. Neutron scattering brings crude informa-
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tion on the architecture of the interior of the virus, where X-ray diffrac-
tion seems to cease being useful.

More work is clearly needed. The general laws of the architecture
of the capsid have been derived a long time ago by Caspar and Klug. It
is not yet known if there are general principles applicable to the archi-
tecture of the interior of the virion, at least for a family of viruses like
the RNA plant viruses. The steps in the building of a small, spherical
virus are still completely unknown, as well as the process of uncoating
of these viruses. It is likely that a knowledge of the structure of the
interior of viruses, in particular at the level where the protein capsid is
in interaction with the RNA, will be necessary to understand mor-
phogenesis and uncoating. Scattering techniques may also contribute to
this understanding through experiments where the kinetics of virus (or
empty capsid) assembly is followed. With high-flux neutron sources,
useful structural information can be obtained in 200 msec (Cuillel and
Jacrot, unpublished work). With the very intense X-ray source provided
by synchrotron radiation, there is a real hope to get structural informa-
tion in 10 msec. This should be important to identify possible inter-
mediates in the building of a spherical capsid.

The structure revealed by diffraction and scattering is a static
structure. In reality, it is quite possible that the virus structure is not
static and fluctuates around a mean configuration: Caspar (private
communication) suggests that the X-ray small-angle scattering deviates
too strongly from that given by a sphere and that this is due to this
dynamic aspect of the structure. Neutron inelastic scattering is a
method in which not only the spatial distribution of scattered neutrons
is measured, but also their energy. A dynamic virus structure will
manifest itself by an energy change of the neutrons, which may be
measurable. Also, viruses may very well have several structures depend-
ing on external conditions. This is already well documented for several
plant viruses, where a pH-dependent swelling has been observed, and
also for several animal viruses, namely, Sindbis virus, Semliki Forest
virus, and poliovirus, which have a pH-dependent size. This should be
explored in a more systematic way; to do this, small-angle scattering
(with X-ray or neutrons) is one of the most efficient approaches. This
may also lead to some understanding of the uncoating process.
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1. INTRODUCTION

The purpose of this chapter is to present an integrated view of the
various serological techniques that have been used in virology. The
accent will be placed on the principles that govern each type of test and
on the general applicability of the different serological techniques in all
fields of virus research. In recent years, advances in serological tech-
niques have sometimes been applied in only one area of virology,
although they could have been equally useful to workers studying other
groups of viruses. No doubt this stems from the host-oriented approach
that has guided the compartmentation of virology into separate fields of
specialization. When it comes to serological properties, however, the
similarities between animal, insect, bacterial, and plant viruses are
paramount. The same immunochemical principles govern the in vitro
serological reactions of all viral antigens, and much of general interest
can be learned from the findings obtained with each particular group of
viruses. An attempt will be made here to emphasize the general validity
of specific experimental procedures. A number of recent reviews
restricted to the serology of particular groups of viruses are available
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(Cowan, 1973; Schmidt and Lennette, 1973; Ball, 1974; Kurstak and
Morisset, 1974; Burns and Allison, 1975; Mazzone and Tignor, 1976;
Mayr et al., 1977; Tyrrell, 1978; Van Regenmortel, 1978; Cooper,
1979).

2. REAGENTS
2.1. Viral Antigens

It is beyond the scope of this chapter to consider the various purifi-
cation methods that have been used to obtain viruses and viral soluble
antigens suitable for antiserum production and serological analysis. The
reader is referred to standard textbooks of virology and to some spe-
cialized reviews (Van Regenmortel, 1966; Francki, 1972; Appleyard
and Zwartouw, 1978).

Methods of protein purification that are particularly helpful for
purifying viruses are precipitation with polyethylene glycol (Juckes,
1971; Polson et al., 1972; Venekamp, 1972) and separation by elec-
trophoresis (Polson and Russell, 1967; Van Regenmortel, 1964, 1972).
Polyacrylamide gel electrophoresis in the presence of sodium dodecyl
sulfate and crossed immunoelectrophoresis have been used successfully
to obtain pure protein subunits of viral capsids. The band correspond-
ing to the component of interest can be cut out of the gel and used as
such for immunization (Vestergaard, 1975; Carroll et al., 1978).

The degree of purity of the antigen that is required in individual
cases is extremely variable. When used as a diagnostic reagent, it is
important that the antigen should be free of contaminating viruses and
nonspecific inhibitors that could interfere in the serological tests
(Schmidt and Lennette, 1971; Polley, 1977). For the purpose of anti-
genic analysis, it is important that host-specific antigens should be
absent (Van Regenmortel, 1963). These contaminants can be removed
by the use of antihost serum and specific immunoadsorbents (Gold,
1961; Avrameas et al., 1969; Birkbeck and Stephen, 1970; Sugiura and
Nakajima, 1977, Polson et al., 1978).

2.2. Antisera
Rabbits are commonly used for producing antisera against viral

antigens, although goats and sheep are sometimes employed when large
quantities of antiserum are needed. Ascitic fluid from immunized mice
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is also a convenient source of viral antibody (Sartorelli et al., 1966;
Kiriyama and Ohsumi, 1973; Tzianabos et al., 1976).

Little reliable information is available regarding the relative merits
of different immunization procedures. In rabbits, the antiviral immune
response measured in individual animals submitted to the same immu-
nizing procedure was found to be highly variable (Van Regenmortel
and Von Wechmar, 1970). As a result, comparative trials designed to
demonstrate the superiority of a particular method are likely to be
extremely onerous and, in fact, very few such comparative studies have
been reported. One generalization that appears to be valid is that the
use of adjuvants is advantageous. A variety of empirical procedures
that give satisfactory results have been described in several reviews of
immunization practices (Chase, 1967, Horwitz and Scharff, 1969a;
Crowle, 1973; Herbert, 1978).

It seems that many workers do not appreciate the extent to which
individual antisera obtained from a series of bleedings of different ani-
mals can vary, both quantitatively and qualitatively. It cannot be over-
emphasized that it is essential to immunize a number of animals and
to take several bleedings from each one, whatever the purpose of the
serological study may be. For the same reason, the practice of indis-
criminately pooling antisera can be detrimental, since it could reduce
the potency of an individual antiserum which possesses the desired
characteristics.

The use of inbred strains of animals for decreasing the
heterogeneity of the immune response has received little attention from
virologists. On the other hand, the recently developed method of cell
fusion of malignant cells and antibody-producing cells (Kohler and
Milstein, 1975) is being applied successfully for producing homo-
geneous antiviral antibodies. This method, which is based on the
production of somatic cell hybrids between mouse myeloma cells and
spleen cells derived from mice immunized with viruses, holds tremen-
dous promise for the elucidation of various aspects of antiviral
immunity. Monoclonal antibodies against influenza and rabies viruses
have been obtained from such hybridomas (Gerhard et al., 1978; Wik-
tor and Koprowski, 1978). One interesting finding obtained from such
studies is that monoclonal antibodies expressed by hybridomas appear
to lack the usual cross-reactivity between virus strains and variants that
is found with antibodies from normal mice. The absence of this cross-
reactivity may be due to the fact that, in normal immunized mice, only
a small population of splenic cells is able to recognize identical
determinants in the two strains. If most clones of splenic cells do in fact
express antibody specificities unique to the immunizing variant, it is
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normal that most hybridoma antibodies do not recognize altered anti-
genic determinants in the heterologous variants. There is some evidence
that monoclonal antibodies are not able to recognize a complementary
antigenic determinant when it has been altered in a variant at a single
amino acid position (Laver, personal communication). These
preliminary results make it clear that hybridoma antibodies represent a
powerful new tool for investigating viral antigens.

3. NEUTRALIZATION

Virus neutralization tests measure the loss of virus infectivity
resulting from the binding of antibody molecules to the surface of
virions. The mechanisms underlying this decrease in infectivity are
complex and have not yet been fully elucidated. Clearly, the antibody
interferes with an early stage of the infectious process, i.e., with adsorp-
tion to the host cell, penetration, or uncoating of the virions, but the
precise step which is blocked may not be the same with all viruses. The
sensitivity of the host cell used for the infectivity assay and the route of
inoculation may also play a role. Different levels of residual infectivity
may be observed when the same virus-antibody complex is assayed in
different host cells (Philipson, 1966), and higher antibody titers are
often obtained in less sensitive hosts.

Virus infectivity can be measured by any available titration
method, using animals, embryonated eggs, monolayer cell cultures in
tubes or microtiter plates, plaque assays, mechanical inoculation onto
leaf surfaces, or inhibition of vector transmissibility. Since, with plant
viruses, quantitative infectivity assays are neither sensitive nor very
accurate, neutralization tests have rarely been used in plant virology.

Although neutralization tests generally are the most specific of all
virus-antibody reactions, it must be realized that they do not provide
information on the total antiviral antibody response. These tests
obviously will not detect antibodies reacting with viral antigenic struc-
tures that are not directly involved in the expression of infectivity. Neu-
tralization of influenza virus is produced only by antibodies directed
against the hemagglutinin component of the membrane and not by
those directed against the neuraminidase (Webster and Laver, 1967) or
the matrix protein (Oxford and Schild, 1976). In the case of foot-and-
mouth disease virus, the antibody-binding site present on the face of the
icosahedral particle (Brown and Smale, 1970) is not involved in neu-
tralization, whereas the two sites present on the vertices are (Rowlands
et al., 1971). In the case of vesicular stomatitis virus, which is com-
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posed of five polypeptide chains and RNA, antisera to the virus contain
antibodies to the nucleoprotein core antigen (Cartwright et al., 1970)
and to the spike glycoprotein. It was found that neutralizing activity of
antiserum could be fully inhibited by the purified glycoprotein, which
suggests that it is only the latter component which is involved in the
neutralization reaction (Kelley et al., 1972).

The distribution of different antigens over the surface of
adenoviruses is also well established (Pettersson, 1971; Wadell, 1972;
Willcox and Mautner, 1976a,b). Antisera were prepared against
isolated hexons, pentons, and fibers, and were tested for neutralizing
activity. By far the most efficient neutralization was obtained with
antihexon antibodies. Antibodies against penton bases and fibers
produced only negligible neutralization when used separately, although
considerable neutralization occurred when both antisera were used
together (Norrby and Wadell, 1972).

Another problem is that the extent of neutralization is very much
dependent on the “quality” of the antibody, i.e.. on such factors as anti-
body affinity and valence. This means that neutralization assays may be
unreliable for comparing the amounts of antibody present in different
antisera (Haimovich and Sela, 1966; Blank et al., 1972). In spite of
these limitations, however, neutralization tests have been found invalua-
ble for diagnostic and epidemiological studies, and they have
contributed more than any other technique to our understanding of the
interaction between virus and antibody. A number of reviews dealing
with various aspects of virus neutralization are available (Fazekas
de St. Groth, 1962; Svehag, 1968; Osterrieth, 1972; Daniels, 1975;
Mandel, 1979).

3.1. Mechanism of Neutralization

The mechanism of neutralization has been investigated mainly by
following the kinetics of the neutralization reaction. The procedure
consists of mixing antibody with virus and removing, at regular time
intervals, an aliquot of the mixture, which is then assayed for
infectivity. When the percentage of surviving virus is plotted against
time, an initial linear exponential decline in virus infectivity is usually
observed (Dulbecco et al., 1956, Granoff, 1965). Such apparent first-
order kinetics are commonly attributed to the fact that a single hit
results in virus neutralization (see Svehag, 1968). According to Daniels
(1975), however, these data do not establish that one antibody molecule
alone will neutralize an infectious particle. This author suggests that the
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attachment of a single antibody may be the terminal event correspond-
ing to the neutralization of an infectious virus-antibody complex
formed in the early stages of the reaction (i.e., within a few seconds).

In many systems, deviations from a linear exponential decline, for
instance, as an initial lag phase, have been observed (Lafferty, 1963).
Furthermore, in the later stages of the reaction, a point is reached when
no further decrease in infectivity occurs. The residual infective virions
are not genetic variants, because their progeny are inactivated at the
same rate as the original virus population. This residual infectivity,
called the persistent fraction, has been ascribed to a variety of causes:

1. Aggregation of virus particles, which prevents virions in the
center of the aggregate from coming into contact with anti-
body (Wallis and Melnick, 1967, 1970; Hahon, 1970).

2. Steric hindrance by neighboring antibodies, which prevents
critical sites on the virion from being reached (Lafferty, 1963;
Ashe et al., 1969; Rappaport, 1970).

3. Dissociation of virus-antibody complexes (Fazekas de St.
Groth and Webster, 1963).

Although each explanation is supported by some experimental evi-
dence, other data again show that, in many systems, the hypothesis of
aggregation (Ashe et al., 1969; Hahon, 1970) or of dissociation
(Mandel, 1961) is not tenable.

Most investigators have been unable to demonstrate any signifi-
cant reversibility of the virus-antibody reaction by dilution of the reac-
tion mixture (see Svehag, 1968). This may be due to the low dissocia-
tion constant of the reaction which may necessitate intervals of several
days to produce detectable dissociation. Another reason may be that,
after an initial reversible reaction involving only one of the two IgG
combining sites, a secondary reaction occurs whereby the second anti-
body site binds to a neighboring antigenic group on the virion (Lafferty
and Oertelis, 1963). Such monogamous bivalent binding can occur
because IgG molecules are sufficiently flexible to adjust their two
identical combining sites to fit neighboring subunits on the viral sur-
face. When such a complex is formed, the free energy change is much
greater than when the antibody molecule binds by only one site (Keller,
1966; Klinman et al., 1967; Hornick and Karush, 1972). With tobacco
mosaic virus (TMYV) and IgG antibody, it was found that no monoga-
mous bivalent binding occurred in extreme antibody excess (Van
Regenmortel and Hardie, 1976). On the other hand, when the same
excess of antibody was added stepwise by a series of successive small
increments, bivalent binding occurred exclusively. The more rapid
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univalent binding seems to be favored when the antibody is added all at
once, and this allows exactly twice as many antibody molecules to
attach to the virus surface than when antibody is added more slowly
(Van Regenmortel and Hardie, 1976). The energetically favored
bivalent binding of antibody may thus be restricted only to conditions
of antigen excess.

In the case of the tailed bacteriophages, most of the phage-neu-
tralizing activity of antibodies appears to be directed against the tail
fibers of baseplates (Franklin, 1961; King, 1968; Berget and King,
1978). It has been suggested that the binding of antibodies to the tail
fibers causes some of the fibers to adopt a coiled conformation (Stemke
et al., 1974), and that antibody directed against the phage whiskers in
the collar region immobilizes the fibers in a restricted position (Conley
and Wood, 1975).

Recently, still another mechanism which applies to viruses that can
undergo reversible conformational transitions has been proposed, to
explain both neutralization and its apparent one-hit nature (Mandel,
1976). The capsid of poliovirus has been shown to undergo a transition
between two electrophoretically recognizable states, A and B,
characterized by isoelectric points of about 7 and 4.5, respectively
(Mandel, 1971). When virus reacts with antibody, it becomes stabilized
in state B without producing any particles of intermediate isoelectric
point. It has been suggested that the virion is infectious only in state A
and that the reaction of a single antibody molecule with one antigenic
determinant causes the viral subunit containing this determinant to be
stabilized in the B conformation. Through cooperative conformational
transitions, all subunits would then become stabilized in the same state,
and the altered virion would be resistant to uncoating (Mandel, 1976).

In recent years, much evidence favoring the multihit model of virus
neutralization has accumulated (see Daniels, 1975; Della-Porta and
Westaway, 1978). For instance, the synergistic effect of mixtures of
antibody molecules directed at the different antigenic determinants of
adenoviruses clearly contradicts the single-hit model of neutralization
(Hierholzer and Dowdle, 1970; Norrby and Wadell, 1972). Similarly,
results obtained with phenotypically mixed virus particles derived by
mixed infection with two serologically distinguishable viruses show that
greatly enhanced neutralization is achieved by the combined action of
antibodies directed against the two sets of viral antigens (Choppin and
Compans, 1970).

Further data obtained with flaviviruses and which are also incom-
patible with a single-hit model have been reviewed by Della-Porta and
Westaway (1978). According to these authors, the “critical areas” at
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the surface of virions that need to be covered by antibody to achieve
neutralization are too large to allow inactivation by single immunoglo-
bulin molecules.

On the other hand, in two recent papers (Trautman, 1976;
Trautman and Harris, 1977), it has been argued that data suggesting
one-hit neutralization kinetics can be reconciled with the presence of as
many as five to ten critical sites on a small particle such as foot-and-
mouth disease virus. Using the mass-action theory and a computer
simulation approach, it was found that three of these critical sites had
to be free for the virus to be infectious. Trautman (1976) derived an
explicit expression for the extent of reaction between virus and antibody
which allows the computer simulation of known systems. The utiliza-
tion of this approach in the future should no doubt contribute to the
elucidation of the mechanisms of virus neutralization.

3.2. Virus Sensitization

Virus sensitization refers to a situation where antibodies attached
to the surface of virions do not neutralize the infectivity but ““sensitize”
the virus to subsequent inactivation by a third component such as anti-
globulin, complement, or staphylococcal protein A (Notkins, 1971,
Majer, 1972; Takabayashi and Mclntosh, 1973; Austin and Daniels,
1974). Although virus-antibody complexes in the persistent fraction
may contain sensitized virus (Majer and Link, 1970), the phenomenon
of sensitization is not restricted to the non-neutralizable fraction. Anti-
bodies directed to antigenic structures that are not involved in the
expression of infectivity, such as the neuraminidase of influenza virus
(Webster and Laver, 1967), are able to sensitize viruses. This means
that the sensitization reaction is a useful tool for studying viral antigens
that do not react with neutralizing antibody.

Neutralization of sensitized virus by antiglobulin antibodies has
been found to be a sensitive method for detecting minute amounts of
antiviral antibody (Goodman and Donch, 1965), for studying cross-
reactions between viruses (Kjellen and Pereira, 1968), and for titrating
various antiglobulin preparations (Daniels et al., 1970). Certain
rheumatoid factors such as IgM molecules with antiglobulin activity
also bind to sensitized virus, but, in this case, neutralization is only
achieved by the subsequent action of complement (Ashe et al., 1971,
Gipson et al, 1974). It has been suggested that the inability of
rheumatoid factor by itself to neutralize sensitized virus is due to the
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large size of the IgM molecule which may prevent effective covering of
critical sites.

Sensitization by complement components has been studied with
numerous enveloped viruses, for instance, with herpesvirus (Yoshino
and Taniguchi, 1965), Newcastle disease virus (Linscott and Levinson,
1969), and equine arteritis virus (Radwan and Burger, 1973). The early-
acting complement components (Cl to C4) appear to neutralize
infectivity through a steric hindrance phenomenon resulting from the
packing of bound molecules at the surface of the virion (Radwin and
Crawford, 1974). The terminal complement components (C5 to C9), on
the other hand, act on the viral membrane by inducing lysis of virus
particles and loss of the internal components (Oroszlan and Gilden,
1970; Daniels, 1975). The mechanism of virolysis by the action of com-
plement is similar to the destruction of the cell membrane in immune
cytolysis. Both processes result from the enzymatic breakdown of a
lipoprotein membrane and can be visualized, in the electron micro-
scope, in the form of similar lesions in the virus envelopes and cell
membranes (Berry and Almeida, 1968; Oldstone, 1975). Non-mem-
brane-containing viruses such as polyoma virus are resistant to lysis by
complement even in the presence of DNase (Oldstone et al., 1974).

Instead of protecting the host against unwanted infections, the
interaction of complement with virus-antibody complexes in vivo may
lead sometimes to a virus-induced immune complex disease. In
persistent virus infections, the continuous antigenic challenge can lead
to the formation of virus-antibody complexes that become trapped in
various tissues of the host. Granular deposits of virus, host immunoglo-
bulin, and complement in renal glomeruli and arteries have been
demonstrated with numerous chronic viral infections and appear to be a
common cause of immune complex disease (Oldstone, 1975).

3.3. Methods
3.3.1. Classical Neutralization Test

The classical neutralization test is performed either by incubating a
“series of antiserum dilutions with a constant amount of virus or,
alternatively, by incubating a constant amount of antiserum with
increasing dilutions of virus. The first method is more economical in the
use of antiserum and is more generally used with tissue culture indica-
tor systems. The second method is preferable when antisera have a low
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antibody content. Following incubation, the infectivity of the virus can
be tested in various indicator systems such as monolayer tube cultures
or embryonated eggs. Detailed experimental procedures are described
by Casals (1967), Habel (1969), Lennette and Schmidt (1969), Rovozzo
and Burke (1973), and Mayr et al. (1977).

3.3.2. Microneutralization Tests

Following the development of disposable plastic microtiter plates,
microneutralization tests suitable for numerous viruses have been
described (Kenny et al., 1970; Schmidt and Lennette, 1973). The results
can be scored in terms of the suppression of a viral cytopathic effect or
by utilizing the phenomenon of hemadsorption which can be brought
into play by adding certain erythrocytes to the plastic cups (Sorensen,
1974, Wooley et al., 1974; Greig, 1975). Results can also be evaluated
colorimetrically by observing the color change of an indicator added to
the growth medium (Witte, 1971). This follows from the fact that acid
production which normally accompanies the growth of cells is sup-
pressed by virus infection.

3.3.3. Plaque Reduction Test

Initially, the plaque reduction test was restricted to the study of
bacteriophage neutralization, and the results were scored by the stan-
dard double agar layer method of phage titration (Adams, 1959). The
assay of neutralized phage was improved by the ““decision’ technique of
Jerne and Avegno (1956), and by the complex inactivation method,
which uses an antiglobulin serum (Goodman and Donch, 1965; Krum-
mel and Uhr, 1969). Following the development of plaque assays for
animal viruses (Dulbecco and Vogt, 1954), the plaque reduction test has
become increasingly used with many viruses (Fiala, 1969; Schmidt and
Lennette, 1973; McVicar et al., 1974). The foci of virus-infected cells
(plaques) are made more easily visible by the staining of the back-
ground viable cells with vital stains.

3.3.4. Neutralization Kinetics Test

The sensitive neutralization kinetics test which measures the speed
of virus neutralization by antibodies is particularly suited for determin-
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ing small antigenic differences between closely related virus strains. A
neutralization rate constant is determined which is normalized by
expressing the results obtained in a heterologous test as a percentage of
the rate constant observed in the homologous system (McBride, 1959).
This method has been used in strain differentiation with herpes simplex
virus (Ashe and Scherp, 1963; Wheeler et al., 1969), rhinovirus (Cooney
et al., 1973), reovirus (Munro and Wooley, 1973), poliovirus (McBride,
1959; Thouvenot et al., 1973), vaccinia virus (Dunlap and Barker,
1973), and bovine rhinotracheitis virus (Potgieter and Mare, 1974). In a
recent study of foot-and-mouth disease virus strains, the method was
compared with the plaque reduction and microneutralization tests and
found to allow a similar degree of differentiation between strains (Rwe-
yemamu et al., 1977). In contrast, the complement fixation test was less
capable of distinguishing between different strains.

3.3.5. Reactivation of Neutralized Virus

The neutralization of viruses by homologous antibody in the body
fluids sometimes hampers the detection of inapparent viral infections.
This is the case with Newcastle disease virus in poultry, where inap-
parent infections in convalescent or vaccinated birds are believed to
play a role in the dissemination of the disease (Gillette et al., 1975). The
usual virus isolation procedures generally fail to detect these infections,
and it is necessary, for efficient recovery of the virus, first to dissociate
the virus-antibody complexes. Neutralized Newcastle disease virus was
efficiently reactivated by proteolytic digestion with trypsin or papain
(Brugh, 1977). Poliovirus and foot-and-mouth disease virus have been
reactivated by treatment with fluorocarbon (Brown and Cartwright,
1960; Svehag, 1963). Other reactivation methods that have been used
successfully are sonic treatment (Keller, 1965) and the use of pH
extremes (Mandel, 1961; Granoff, 1965; Kjellén, 1966).

3.3.6. Serological Blocking of Aphid Transmission

This infectivity neutralization test is assayed by determining
whether aphids fed on virus-antibody mixtures can transmit the virus to
healthy plants (Gold and Duffus, 1967; Duffus and Gold, 1969). The
method can be used to demonstrate serological relationships between
plant viruses when the usual in vitro methods cannot be applied, for
instance, with viruses that are not mechanically transmissible (Rochow
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and Ball, 1967). This method has been of considerable help in clarifying
the relationships between members of the luteovirus group (Duffus and
Russell, 1975; Rochow and Duffus, 1978).

4. AGGLUTINATION

It is customary to distinguish between agglutination and precipita-
tion reactions on the basis of the size of the reacting antigen. The term
“precipitation” is used to describe the insolubilization of virus particles
through the action of antibody, whereas the term “agglutination” refers
to the clumping of cells or of particles of similar size. Fewer antibody
molecules are needed to produce an agglutination visible to the naked
eye than are required to produce a visible precipitate. This has led to
the development of numerous procedures which extend the range of
visual detection of serological reactions by means of reagents such as
red blood cells and latex particles coated with antibody or viral
antigens.

4.1. Viral Hemagglutination

Many viruses are able to bind to receptors present on the surface
of red blood cells of certain animal species. This leads to the agglutina-
tion of the erythrocytes, a phenomenon called hemagglutination. Since
hemagglutination does not take place when the surface of a virion is
covered with antibody molecules, it is possible to use hemagglutination
inhibition tests to assay for the presence of viral antibodies.

The components of the virus surface responsible for the hemag-
glutinating property are known as hemagglutinins and consist usually of
glycoproteins or lipoproteins. In the case of adenoviruses, the hemag-
glutinating activity resides in the fiber component. Soluble hemagglu-
tinins are often present in viral extracts, either because they are released
from intact virions or because they are produced in the infected cell in
large excess compared to the intact virions.

Soluble hemagglutinins that are monovalent with respect to their
binding sites for erythrocytes cannot agglutinate cells. Although they do
combine with the cell receptors, they produce agglutination only after
becoming linked following the addition of antihemagglutinin antibodies
(Norrby, 1968).

The best-studied hemagglutinins are those of myxoviruses, and a
number of reviews describing their structural and functional properties
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are available (Howe and Lee, 1972; Schulze, 1973; Laver, 1973). Much
of the interest in the influenza hemagglutinin is due to the fact that it
undergoes wide antigenic variation and that this phenomenon is
responsible for the continual outbreaks of new influenza epidemics
(Webster and Laver, 1975). Two distinct types of antigenic variation
have been shown to occur. The first is antigenic drift, which involves
gradual changes in the amino acid sequence of the hemagglutinin
polypeptide. The second type of variation consists of major antigenic
shifts which are caused by sudden, vast differences in amino acid
sequence which cannot be explained by mutation. It is thought that
such “new” human viruses are formed as a result of genetic recombina-
tion between ‘‘old” human viruses and animal influenza virus strains.

A phenomenon related to viral hemagglutination is hemadsorption,
which occurs with those viruses that possess hemagglutinins and are
released from the host cell by a process of budding. During the release
of the virus at the cell surface, the infected cells are able to adsorb
erythrocytes. In hemadsorption inhibition, the infected cells are treated
with viral antiserum prior to the addition of red cell suspensions
(Schmidt and Lennette, 1973; Norrby et al., 1977).

4.2. Hemagglutination Inhibition Tests

Hemagglutination inhibition tests may be used either to identify
virus isolates by means of specific antisera or to measure antibody
levels by means of standard virus suspensions. They are usually
somewhat less sensitive than neutralization tests for detecting viral anti-
bodies, but they are easier to perform and take less time to complete.
However, hemagglutination inhibition tests are complicated by the
presence, in many sera, of various nonspecific inhibitors of agglutina-
tion. Some of these nonspecific inhibitors block agglutinating sites on
the erythrocytes, while others react with the antigen itself. It is essential
to remove these inhibitors, but, unfortunately, no single, universally
applicable method can be recommended. Good results in eliminating
the inhibitors have been obtained by treating antiserum with ether
(Tauraso et al., 1971), kaolin (Monath et al., 1970; Inouye and Kono,
1972), dextran sulfate and CaCl, (Liebhaber, 1970; Nelson et al., 1972),
rivanol (Toms and Mostratos, 1973), and DEAE-Sephadex (Altemeyer
etal., 1970).

In addition to the problem of nonspecific inhibitors, it has also
been reported (Reno and Hoffman, 1972) that certain components of
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complement can enhance the hemagglutination inhibition caused by
specific antibody.

In recent years, hemagglutination has been shown to occur with
many more virus—erythrocyte combinations than previously known, and
useful diagnostic tests are now available for most human and animal
viruses, e.g., adenoviruses, enteroviruses, myxoviruses, reoviruses, and
rhabdoviruses (Schmidt and Lennette, 1973). In some cases, it may be
advantageous to use formalinized or glutaraldehyde-fixed erythrocytes,
since they can be stored for several months; this eliminates the varia-
bility which is sometimes found in individual red blood cell prepara-
tions (Gupta and Harley, 1970; Wolff et al., 1977). Freeze-dried, for-
malinized erythrocytes have been used in the detection of rubella anti-
bodies (Van Weemen and Kacaki, 1976).

During the last few years, further advances have occurred in the
testing of coronaviruses (Bingham et al., 1975), certain herpesviruses
(Klingeborn and Dinter, 1973), parvoviruses (Joo et al., 1976), retro-
viruses (Witter et al., 1973), rubella virus (Quirin et al., 1972; Iwakata
et al., 1974), togaviruses (Della-Porta and Westaway, 1972), and
papovaviruses (Favre et al., 1974).

Detailed procedures for hemagglutination inhibition tests are
described in Rosen (1969), Lennette and Schmidt (1969), Grist et al.
(1974), Mayr et al. (1977), and Tyrrell (1978).

4.3. Passive Hemagglutination

Passive hemagglutination, also called indirect hemagglutination,
utilizes erythrocytes to which virus particles have been coupled by
various chemical treatments. The cells are first stabilized, for instance,
with tannic acid (Stavitsky, 1977), sulfosalicyl acid (Becht, 1968), or
glutaraldehyde (Becht and Malole, 1975). Bisdiazobenzidine (Arquilla,
1977) and carbodiimides were used successfully as coupling reagents.
These antigen-coated red blood cells can be agglutinated by specific
viral antibody, and the test is thus applicable in principle to any virus,
not only to those which possess hemagglutinins. The passive hemag-
glutination reaction can be inhibited by prior incubation of the test
serum with a suspension of the homologous virus. Such an inhibition
lends itself to the measurement of very small amounts of viral antigen.

In view of the very wide applicability of direct viral hemagglutina-
tion procedures with animal viruses, passive hemagglutination tests
have been used only occasionally in animal virology. Nevertheless, good
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results have been reported, for instance, with herpesvirus (Bernstein and
Stewart, 1971), rhinovirus (Faulk et al., 1971), a murine leukemia virus
(Sibal et al., 1971), foot-and-mouth disease virus (Warrington and
Kawakami, 1972), and the Australia antigen associated with viral hepa-
titis (Vyas and Shulman, 1970; Hollinger et al., 1971).

In plant virology, passive hemagglutination has been used for
detecting very small amounts of virus in crude and clarified plant sap
(Cunningham et al., 1966; Abu Salih et al., 1968a). Red blood cells
were coated with either viral antigen or antibody. Antiserum titers were
determined with virus-coated erythrocytes or, in inhibition tests, with
antibody-coated erythrocytes. Compared with the classical precipitin
test in tubes, a thousandfold increase in serum titer can be obtained
(Richter, 1967). It is also possible to detect very small amounts of virus,
either with red cells sensitized with an optimal quantity of antibody or
in inhibition tests using virus-coated erythrocytes. Such tests were
found to be about 100-500 times more sensitive than tube precipitin
tests in the detection of various elongated and isometric plant viruses
(Saito and Iwata, 1964; Richter, 1971).

The sensitivity of the passive hemagglutination technique makes it
well suited for studying weak cross-reactions between related viruses
(Gamez et al., 1967) and for demonstrating the weak serological
activity of short peptides that correspond to certain antigenic
determinants of a viral protein. This approach has been used in studies
of the antigenic determinants of the coat protein of tobacco mosaic
virus (TMV). The C-terminal hexapeptide of TMV protein was
synthesized and coupled to erythrocytes, and passive hemagglutination
tests were used to detect the presence, in TMV antisera, of antibodies
reactive with the hexapeptide (Anderer and Strobel, 1972a,b).

4.4. Latex Test

In the latex test, antigen or antibody is adsorbed onto com-
mercially available polystyrene latex particles (Bactolatex, Difco Labo-
ratories, Detroit, Michigan). The technique has been described in detail
by Litwin (1977) and Bercks et al. (1972). Optimal sensitization of the
latex is obtained by carefully selecting the dilution of antiserum or
purified globulin preparation used for coating the particles (Bercks,
1967; Bercks and Querfurth, 1969). Different antisera should be tested
since not all antisera are equally effective in this procedure.

Using antibody-coated latex, it is possible to detect 100- to 1000-
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fold smaller quantities of virus than is possible with tube precipitin
tests. This method has been used in the routine detection of numerous
elongated and isometric plant viruses in crude extracts (Abu Salih et
al., 1968b; Maat, 1970; Schade, 1971; Fuchs, 1976; Koenig and Bode,
1978), as well as with insect and animal viruses (Fritz and Rivers, 1972;
Carter, 1973).

It is possible to sensitize latex particles with viral antigens. The
best results are obtained when an excess of antigen is adsorbed onto
latex via an intermediate layer of previously adsorbed antibodies. This
method has been used to study distant relationships within the
potexvirus and tymovirus groups (Bercks and Querfurth, 1971).
Homologous antiserum titers showed a maximal increase of 300-fold
over the titers obtained in precipitin tests. Large increases in heterolo-
gous titers were obtained only when purified globulin fractions were
used instead of unfractionated antisera.

5. PRECIPITATION
5.1. Quantitative Precipitin Tests in Tubes

Quantitative precipitin tests in fluid medium have been used
mainly in plant virology because they require relatively large quantities
of reactants. Purified antigen preparations have to be used since the
tests cannot resolve multiple antigen-antibody systems. The tests are
usually performed in tubes by mixing 0.5-ml volumes of suitable dilu-
tions of antiserum and antigen, and determining the highest dilution of
antiserum that will give a visible precipitate (i.e., the antiserum titer).

The various factors which influence the results of tube precipitin
tests have been discussed in detail by Matthews (1967). One important
point is that the size of the reacting antigen very much influences the
antiserum titer. If was shown by Kleczkowski (1966) that about 10
times more antibody is required to precipitate a given amount of
depolymerized tobacco mosaic virus protein than to precipitate the
same amount of virus. Similarly, in the case of potato virus X and its
protein subunits, Shepard and Shalla (1970) showed that the virus was
a 25-times-better detector of a given amount of homologous antibody
than the depolymerized protein. It is clear, therefore, that precipitin
titers are not suitable for comparing antibody levels against antigens of
different sizes. For the same reason, preparations of elongated viruses
that have become aggregated during purification tend to give spuriously
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high antiserum titers. The presence of small amounts of polyethylene
glycol in the reaction mixture may also lead to higher precipitin titers
(Wolf and Schmelzer, 1973).

Although it is widely believed that precipitation results from the
formation of a lattice between large numbers of antigen and antibody
molecules, this view appears to be too simplistic. In fact, precipitation
does not occur in solutions of low ionic strength even when the
reactants are present in optimal proportions and in spite of the fact that
binding of antigen to antibody takes place normally in the absence of
salt (Kleczkowski, 1965). Subsequent dissociation of antibody from the
antigen, under acid conditions, is much facilitated when the initial bind-
ing is carried out in the absence of salt. This finding was used to
develop an improved method for the isolation of specific viral antibody
which possesses several advantages compared to standard procedures
(Hardie and Van Regenmortel, 1977).

Tube precipitin tests have been found useful for quantifying the
extent of serological cross-reaction between strains of elongated viruses,
provided certain precautions are taken. It is well known that the extent
of cross-reaction between two strains determined in reciprocal tests,
i.e., when antisera are used against each of the two strains, can show
considerable variation. Sometimes the extent of cross-reactivity is
pronounced in one test and very weak or totally absent in the reciprocal
test (Corbett, 1967, Van Regenmortel and Von Wechmar, 1970).
However, when a sufficient number of bleedings obtained from dif-
ferent animals are used to compare average homologous and heterolo-
gous titers, reciprocal tests give very similar results. This allows the
computation of a reliable index of serological cross-reactivity between
virus strains (Van Regenmortel, 1975). The results obtained with
numerous strains of tobacco mosaic virus indicate that it is possible to
arrange them in a series of increasingly distantly related entities and
that any sharp distinction between close and distant serological rela-
tionships is essentially arbitrary (Van Regenmortel, 1966, 1978).
Similar conclusions have been drawn from serological studies of
tymoviruses (Koenig and Givord, 1974; Koenig, 1976) and strains of
tobacco necrosis virus (Uyemoto et al., 1968).

5.2. Microprecipitin Tests in Droplets

Microprecipitin tests are performed in single drops of the mixed
reactants deposited on the bottom of a petri dish. The drops are usually
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covered with a layer of mineral oil to prevent drying out, and the reac-
tions are observed by dark-field microscopy at 50-100 x magnification.
Purified virus preparations as well as clarified extracts of infected tissue
can be utilized for the test. The method is economical in its use of anti-
serum and is fairly sensitive since small precipitates are easily detected
under the microscope. Microprecipitin tests have been extensively used
by plant virologists for indexing plants for the presence of virus; their
numerous applications have been reviewed by Van Slogteren (1969) and
Ball (1974).

5.3. Immunoprecipitation

The technique of immune precipitation is a useful method for iso-
lating intracellular proteins of virus-infected cells. During their multi-
plication within host cells, viruses induce the synthesis of a variety of
proteins, only some of which become part of the assembled virions.
Serological precipitation has been found extremely useful for following
the rate of synthesis of virus-specific antigens by means of pulse-chase
experiments. Usually, the labeled proteins in the extract are allowed to
react with rabbit antibody specific for the antigen under study, and the
resulting soluble complexes are precipitated with a second antiserum
against rabbit globulins. Alternatively, the labeled antigen can be
isolated by coprecipitation after addition of large amounts of the
purified cold antigen and specific antibody. These procedures have been
described in detail by Horwitz and Scharff (1969b). It is also possible to
replace the second antibody directed against rabbit globulins by staphy-
lococcal protein A. This protein binds specifically to IgG and decreases
the problem of nonspecific binding observed with double antibody
systems (Goding, 1978).

The immune precipitates are usually dissolved in buffers contain-
ing urea or sodium dodecyl sulfate and are analyzed by polyacrylamide
gel electrophoresis (Shanmugam et al., 1972). The study of virus-
specific translation by immune precipitation has been especially valua-
ble for analyzing the replication of retroviruses, since, in this case, host
protein synthesis is not inhibited by virus infection and alternative
methods of analysis are thus more difficult to use (Vogt and Eisenman,
1973; Van Zaane et al., 1975; Naso et al., 1975). Inmunoprecipitation
has also been used to study the radioiodinated surface antigen of Friend
murine leukemia virus (Ihle et al., 1975).
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5.4. Double Diffusion

In double diffusion techniques, antigen and antibody diffuse
toward each other in a gel which initially contained neither of them. As
diffusion progresses, the two reactants meet, and precipitation occurs
along a line where serological optimal proportions are reached. This
line remains stationary if the ratio of the initial concentrations of the
reactants corresponds to the equivalence point. In this case, the position
of the line is a reflection of the Stokes’ radius of the antigen. If one of
the reactants is initially present in excess of the other, the precipitin line
will broaden and shift toward the reservoir with the less concentrated
reactant. Thus the position of the line can also be used to estimate the
concentration of one or other reactant.

Another outstanding advantage of double diffusion analysis is that
complex mixtures of antigens can be resolved and that the minimum
number of antigen-antibody systems present can be enumerated.

Numerous parameters, in addition to size and relative concentra-
tion, can influence the diffusion process and the precipitation patterns.
Agarose gels have been found superior to agar for resolving precipitin
lines formed by enteroviruses (Styk and Schmidt, 1968). The electrolyte
concentration in the gel (Wetter, 1967) as well as the kind of buffer
used (Von Wechmar and Van Regenmortel, 1968) can markedly affect
the formation of precipitin lines. The type of preservative used for keep-
ing the gel free of microbial contamination may also be important.
Mercury-containing preservatives which can degrade certain viruses are
now mostly replaced by sodium azide (Cowan, 1966; Koenig, 1970).

It is generally accepted that, in a balanced immunological system,
a single homogeneous antigen cannot give rise to more than one pre-
cipitin line. If artifacts arising from temperature variations or
unsuspected contaminants can be excluded, the formation of double
bands by apparently single systems has usually been attributed to the fact
that the antigen was degraded into fragments with different serological
specificities. It is unlikely, however, that this explanation applies to the
two bands commonly observed with the protein subunit of tobacco
mosaic virus (Kleczkowski, 1961; Van Regenmortel and Lelarge, 1973).
When this subunit is isolated in the monomeric state from a single band
in SDS polyacrylamide gels, it still gives rise to double precipitin lines.
A possible explanation for this phenomenon is that antibody binding
can induce, in the monomer, a conformational change similar to that
observed during the polymerization of the subunit into capsids. Anti-
bodies specific for each conformational state are known to be present in
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most antisera (Van Regenmortel and Lelarge, 1973), and it is possible
that they induce mutually exclusive surface determinants in the
monomer.

Exhaustive reviews of all aspects of immunodiffusion techniques
are available (Ouchterlony, 1968; Crowle, 1973; Ouchterlony and
Nilsson, 1978).

5.4.1. Double Diffusion in Tubes

Double diffusion in tubes is especially valuable for measuring
antigen and antibody concentration and for estimating the size of a
viral antigen by means of its diffusion coefficient (Van Regenmortel,
1959). The location of a precipitin band in the tube is a linear function
of the logarithm of the ratio of the concentration of the reactants and
can be measured very accurately with a calibrated magnifying device
(Polson, 1971). The applications of double diffusion tests in tubes for
the study of viruses have been discussed by Van Regenmortel (1966).

5.4.2. Double Diffusion in Plates

Double diffusion in plates, often referred to as the Ouchterlony
method, is one of the most widely used techniques in virus serology. In
addition to its simplicity and economical use of reagents, its main
advantage is that it is able to provide a visual demonstration of the rela-
tionships that exist between antigens. When antigens diffuse from
neighboring wells in a gel toward a single antibody source, a variety of
precipitation patterns can be observed. Patterns of coalescence, partial
fusion, and crossing of precipitin lines reflect the presence or absence of
common or related antigenic determinants on the different antigens.
This type of study has been extensively used in all areas of virology for
analyzing the antigenic relationship between groups of viruses (Van
Regenmortel, 1966; Schmidt and Lennette, 1973; Brown et al., 1973;
Ball, 1974; Mazzone and Tignor, 1976; Moyer and Smith, 1977). The
method has also been found invaluable for analyzing the antigenic
properties of individual components of capsids, such as the hexon,
penton, and fiber subunits of adenoviruses (Valentine and Pereira,
1965; Norrby, 1969) or the hemagglutinin, neuraminidase, and nucleo-
protein antigens of influenza viruses (Schild and Pereira, 1969; Schild,
1970).
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It is important to recognize that useful information is obtained
only when two antigens are tested against a single serum. When two
antisera prepared against cross-reacting antigens are tested against only
one of the antigens, a pattern of coalescence of precipitin lines is always
obtained (Van Regenmortel, 1966; Scott, 1973). The fusion of preci-
pitin lines, in this case, simply reflects the fact that different antigenic
regions on the surface of the virion do not diffuse independently
(Grogan et al., 1964). This fact is not always appreciated (Sim and
Watson, 1973; Reinganum and Scotti, 1976) and, as a result, the mis-
nomer ‘‘reaction of identity,” used to describe the merging of lines,
often leads authors to the erroneous conclusion that two antigens are
serologically identical.

Serological comparisons between related antigens often require
that antisera be cross-adsorbed with heterologous antigens. This is most
conveniently done by the method of intragel adsorption (Van Regen-
mortel, 1967). The antigen preparation used for absorption is allowed
to diffuse in the gel and will thereby establish a concentration gradient
around the well. When, at a later stage, the antiserum is allowed to dif-
fuse from the same well, the cross-reacting antibodies will be fully
precipitated in the gel in the zone of equivalence. Unadsorbed anti-
bodies will diffuse freely and will form a residual precipitin line with the
homologous antigen (Von Wechmar and Van Regenmortel, 1968; Wet-
ter and Luisoni, 1969; Granett and Shalla, 1970; Bell and Orlob, 1977).
This method of serological adsorption has been used to establish that
the capsids of certain viruses possess some antigenic determinants that
are absent on the corresponding depolymerized capsid subunits (Van
Regenmortel, 1978). These new antigenic specificities, called neotopes
(Van Regenmortel, 1966), are a reflection of the quaternary structure of
viral proteins and could arise either through conformational changes or
through the juxtaposition of amino acid residues from neighboring
subunits (Norrby and Wadell, 1972; Eppstein and Thoma, 1977).

Large viruses and elongated ones with a length above 500 nm dif-
fuse poorly in 0.5-1.0% agar gel and must be degraded into smaller
fragments in order to be studied by immunodiffusion (Purcifull and
Gooding, 1970; Shepard, 1972; Esposito et al, 1977; Miller and Van der
Maaten, 1977; Harrap et al., 1977). Purcifull and Batchelor (1977) have
listed 35 plant viruses that have been dissociated with sodium
dodecylsulfate in order to permit immunodiffusion studies. Serological
relationships between several potyviruses were studied with antisera pre-
pared against their dissociated protein subunits. It was found that the
subunits from different viruses were more closely related serologically
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than the corresponding intact virions (Shepard et al., 1974). This may be
due to the fact that a larger surface area of the native viral subunit is
immunochemically expressed in the monomer, compared with the capsid
(Van Regenmortel and LeLarge, 1973). Another explanation is that the
partial denaturation of the protein reveals internal sequence similarities
that are buried in the native molecule (Arnon and Maron, 1971).

5.5. Radial Immunodiffusion

In radial immunodiffusion, one of the reactants, usually the
antigen, is allowed to diffuse into a gel containing a uniform concentra-
tion of the other reactant. The antigen is deposited in a small well, cut
in the gel layer, and diffuses radially into the antibody-containing agar.
A ring of precipitation is formed around the charged well and will
increase in diameter until such time as the amount of available antigen
has been consumed (Mancini et al., 1965). When the diameter of the
ring no longer increases, a state reached only after several days, there is
a linear relationship between antigen concentration and area of
precipitate. In practice, quantitative measurements of antigen con-
centration are made before the maximum ring diameter is reached. This
is done by a comparison with the ring diameters produced by stand-
ards of known concentration.

Because of their large size, virions diffuse only slowly in 1% agar
gel. As a result, high concentrations of virus are needed to produce
rings of precipitation of sufficient diameter to be useful in quantitative
measurements. The method has been found to give satisfactory quanti-
tative results with isometric plant viruses of 30 nm diameter (Richter et
al., 1976; Juretic and Mamula, 1978), although its ideal range of
application lies with smaller antigens such as dissociated viral com-
ponents.

The radial immunodiffusion procedure can also be reversed, i.e., the
intact virions can be incorporated in the gel and the corresponding anti-
serum deposited in a well. This method was introduced by Schild et al.,
(1972) to assay influenza virus antibodies and was also used to measure
antibodies against adenovirus and vaccinia virus (Grandien and Norrby,
1975; Prakash et al., 1977). In this type of test, the virions are immobi-
lized in the gel as single particles, separated from each other by a
distance equal to about 50 times their particle diameter. The ring of
“precipitation” in this case is in fact a halo caused by increased light
scattering of virions coated with antibody molecules (Schild ez al., 1972;
Mostow et al., 1975; Norrby et al., 1977). It is also possible to determine
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antibody concentrations by incorporating serial dilutions of antiserum in
the gel and measuring the precipitation rings produced by standard virus
preparations (Cowan and Wagner, 1970; Wagner et al., 1972).

Radial immunodiffusion tests have been used extensively in plant
virology to diagnose viral infections of economically important crops
(Shepard and Secor, 1969). A mass testing program for potato viruses,
based on the use of virions degraded by compounds such as pyrrolidine
and pyridine, has been developed (Shepard, 1972).

Simplified techniques have been described which are especially
adapted to large-scale screening but which still retain a sensitivity of
about 1 pg antigen/ml. Slack and Shepherd (1975) eliminated tissue
grinding, well cutting and chemical treatment of the antigen by embed-
ding small pieces of infected leaf tissue in the antibody-containing agar.
Van Slogteren (1976) deposited small drops of agar containing the anti-
serum on the bottom of a petri dish and placed droplets of plant juice
containing degraded virus next to them. Precipitation inside the agar
drops was observed under a dissecting microscope. Compared to radial
diffusion in plates, this method achieved a twelvefold saving of anti-
serum.

5.6. Radial Hemolysis

Radial hemolysis combines the accuracy of radial immunodiffu-
sion measurements with the sensitivity of hemagglutination inhibition
tests. Virus-sensitized erythrocytes are incorporated in an agarose gel,
and the corresponding viral antiserum, placed in wells, is allowed to dif-
fuse radially into the gel (Russel et al., 1975). In the presence of com-
plement, a ring of hemolysis is produced around the wells. The tech-
nique has been used to assay antibodies to the hemagglutinin (Schild et
al., 1975) and neuraminidase antigens (Callow and Beare, 1976) of
influenza virus, as well as antibodies to mumps virus (Grillner and
Blomberg, 1976).

5.7. Immunoelectrophoretic Techniques
5.7.1. Immunoelectrophoresis

Immunoelectrophoresis was introduced in order to analyze com-
plex mixtures of antigens that are not readily resolved by immunodiffu-
sion. The antigens are first separated by electrophoresis in one dimen-
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sion and are then allowed to diffuse in a second dimension toward a
trough filled with antiserum (Williams, 1971). The main advantage of
the method is that the antigens are defined by two independent criteria:
electrophoretic mobility and antigenic specificity. The method provides
mainly qualitative information, but has nevertheless been found useful
in all areas of virology (Van Regenmortel, 1966; Schmidt and Lennette,
1973; Ball, 1974).

5.7.2. Counterimmunoelectrophoresis

Counterimmunoelectrophoresis is based on the fact that, in agar
gel electrophoresis experiments at pH 7-8, most antigens possess a rela-
tively high negative charge and move toward the anode, whereas anti-
bodies that have a lower negative charge are transported toward the
cathode by the electro-endosmotic flow. As a result, the two reactants,
when placed in opposite wells, will migrate toward each other and will
form precipitation lines very rapidly. Furthermore, much smaller quan-
tities of antigen will be detectable than by immunodiffusion. The
method, also known as immunoosmophoresis or electrosyneresis, has
been applied to the detection of plant viruses (Ragetli and Weintraub,
1964; John, 1965) and Australia antigen (Gocke and Howe, 1970) and
to the diagnosis of rubella and rotavirus infections (Grauballe et al.,
1975, 1977; Middleton et al., 1976).

5.7.3. Rocket Immunoelectrophoresis

Rocket immunoelectrophoresis is a quantitative method for the
measurement of antigen concentration (Laurell, 1966). Antigen samples
to be compared are introduced in small wells cut side by side in a layer
of antibody-containing agarose gel. When an electric current is applied,
the migration of antigen into the gel leads to rocket-shaped precipita-
tion patterns. The heights of these patterns are directly proportional to
antigen concentration. The concentration of test samples can be calcu-
lated from a standard curve based on known dilutions of a reference
preparation (Weeke, 1973a). This technique was found to be as sensi-
tive as, but more rapid than, radial immunodiffusion for quantifying
the structural proteins of influenza virus (Oxford and Schild, 1977). It
has also been found useful for measuring the concentration of the major
internal polypeptides of Rauscher murine leukemia virus (Robinson et
al., 1977). This protein has a low electrophoretic mobility but could
nevertheless be measured by rocket electrophoresis, after its negative
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charge had been enhanced by treatment with sodium dodecyl sulfate. In
plant virology, the technique has been used to measure the concentra-

tion of the whole virions and dissociated subunits of cucumber mosaic
virus (Havranek, 1978a,b).

5.7.4. Crossed Immunoelectrophoresis

Crossed immunoelectrophoresis involves first the electrophoretic
separation of a mixture of antigens in agarose gel and then a second
electrophoresis, at right angles to the first, into a gel containing anti-
bodies (Weeke, 1973b). This method provides a higher resolution than
classical immunoelectrophoresis and also allows quantitation of the
individual antigenic components. It is particularly suited to the analysis
of complex antigen-antibody systems, such as the large number of anti-
genic components of herpes simplex virus (Vestergaard et al., 1977,
Norrild et al., 1977). Precipitates can be cut out from crossed
immunoelectrophoresis gels and used to immunize rabbits. Vestergaard
(1975) used this method to produce antisera suitable for typing herpes
virus isolates.

6. TESTS WITH LABELED ANTIBODIES
6.1. Immunofluorescence

Antibodies labeled with fluorescent compounds such as fluorescein
isothiocyanate have been used for many years in the cellular localiza-
tion of viral antigens (Schmidt and Lennette, 1973). Fluorescent anti-
bodies are able to combine with viral antigens present at the surface of
infected cells, and the complex can be observed with an optical micro-
scope using ultraviolet light. The general methodology of immuno-
fluorescent staining has been presented in detail in several reviews
(Gardner and McQuillin, 1974; Nairn, 1975; Peters and Coons, 1976;
Kawamura, 1977; Faure et al., 1977).

6.1.1. Direct Staining Procedure

In the direct staining procedure, the viral antibody is conjugated to
the fluorescent dye and serves directly as a specific stain to detect viral
antigens. Although it is not as sensitive as the indirect method, this
procedure is less subject to nonspecific background staining. Viral
antisera should be shown to be free of antibodies against host anti-
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bodies by testing them against uninfected control cells. Unwanted anti-
bodies can be removed by absorption of antisera with suitable prepara-
tions of host antigens (Kawamura, 1977; Nairn, 1975; Johansson et al.,
1976). The direct staining method is considered more reliable than
other fluorescent methods for identifying many different viruses
(Emmons and Riggs, 1977).

6.1.2. Indirect Staining Procedure

The indirect staining procedure consists of first allowing unlabeled
viral antiserum to react with the virus. After washing the preparation to
remove extraneous serum proteins, the presence of bound antibodies is
revealed by a second reaction with fluorescent antiglobulin antibodies.
These antibodies are prepared against the globulin of the animal species
from which viral antibody was obtained. A single fluorescent antibody
conjugate will thus be suitable for the detection of a large number of
viruses, provided that all the viral antisera used in the primary reaction
are prepared in a single animal species. Another advantage of the
indirect procedure is that it is more sensitive than the direct one
because the intermediate layer of viral antibody appears to increase the
surface area available for the binding of the fluorescent label. On the
other hand, the indirect method is more likely to produce nonspecific
staining and therefore requires very stringent specificity controls
(Emmons and Riggs, 1977).

6.1.3. Anticomplement Staining Procedure

The anticomplement staining procedure employs unlabeled viral
antibody (IgG) that will fix complement following its interaction with
antigen. An anti-C3 fluorescent antibody conjugate is used to detect the
presence of bound complexes (Laing, 1974). The sensitivity of this tech-
nique is superior to that of the direct staining procedure.

6.1.4. Viral Diagnosis

In addition to its use in classical histological studies of experi-
mental infections, the immunofluorescence procedure has been applied
increasingly to the rapid diagnosis of viral infections. It has been espe-
cially valuable in the diagnosis of rabies (Lee et al., 1977). Present
methods of fluorescence microscopy used in clinical virology make it
possible to diagnose many viral infections within a few hours of the
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patient’s admission to hospital (Emmons and Riggs, 1977; Gardner,
1977).

Comparative studies of the value of immunofluorescence and
immunoperoxidase procedures (Kurstak et al., 1977) for identifying
viruses in tissue culture have shown that both methods possess similar
sensitivity and specificity (Wicker, 1971; Hahon et al., 1975). However,
the immunoperoxidase assay is easier to perform and to interpret, and
it provides a permanent record of the data (Benjamin, 1974; Benjamin
and Ray, 1974; Herrmann et al., 1974).

In plant virology, fluorescent antibodies have been applied success-
fully in the detection of different virus strains in infected protoplasts
(Otsuki and Takebe, 1978) and of citrus tristeza virus in various tissues
of infected citrus (Tsuchizaki et al., 1978).

6.2. Immunoenzymatic Tests

Enzyme-labeled antibodies have been successfully applied for some
years to the localization of antigens in tissue sections, at both the
optical and the electron microscope level (Wicker and Avrameas, 1969;
Faure et al., 1977). When it became clear that enzyme immunoassays
were also eminently suited for the quantitative determination of
antigens and antibodies (Engvall and Perlmann, 1971; Van Weemen
and Schuurs, 1971), the method was rapidly adopted by several labora-
tories for the serodiagnosis of parasitic and viral diseases (Voller et al.,
1974, 1976). The method has been successfully applied to the detection
of measles, rubella, mumps, and Newcastle disease (Voller and Bidwell,
1977).

Numerous variations of enzyme-linked immunosorbent assays
(ELISA) exist, depending on whether the antigen or antibody is being
measured. Most investigators use plates of polystyrene or polyvinyl
chloride that are commonly employed for hemagglutination and com-
plement fixation tests. The indirect ELISA method used for measuring
viral antibody (Voller and Bidwell, 1977) consists of the following steps:
(1) coating of wells of a microtiter plate with a standard virus prepara-
tion, (2) binding of specific antibody present in a test serum to the
virus, (3) binding of an enzyme-labeled antiglobulin serum to the viral
antibodies, and (4) revealing the presence of bound enzyme by a
colorimetric reaction with a suitable substrate. The initial coating step
requires the presence of 0.05 M bicarbonate pH 9.6 buffer. Between
each successive incubation with the different reagents, the wells are
washed several times with phosphate-buffered saline containing 0.05%
Tween. The enzyme most commonly used for preparing the conjugate is
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alkaline phosphatase. Its presence in the well is detected by a yellow
coloration following the addition of the substrate. In addition to visual
observation, the results can be expressed quantitatively by measuring
the absorbance at 405 nm. A colorimeter which measures the
absorbance directly in the wells has been described (Clem and Yolken,
1978).

For the detection of plant viruses, most workers used the “double
antibody sandwich” form of ELISA. In this method, the wells are first
coated with antivirus globulin, and the virus in test samples is then
trapped by the adsorbed antibody. The presence of trapped virus is
revealed by an enzyme-labeled antivirus globulin. This method
necessitates the preparation of a different antibody conjugate for each
virus to be tested.

When virus antiserum prepared in two animal species is available,
it is possible to combine the indirect and ‘“‘double antibody sandwich”
methods. This approach was followed by Scherrer and Bernard (1977)
to detect the presence of rotavirus in fecal samples and of rotavirus
antibodies in calf sera. The assay involved the following steps: (1) coat-
ing of wells with the globulin fraction of a rotavirus antiserum prepared
in rabbits, (2) incubation with virus, (3) incubation with antirotavirus
bovine antiserum, (4) incubation with purified antibovine antibodies
conjugated with alkaline phosphatase, and (5) colorimetric revelation of
bound enzyme. The antibodies to bovine IgG used in step 4 were pre-
pared in rabbits and were purified by means of a polymerized bovine
IgG immunoadsorbent (Avrameas and Ternynck, 1969). This method
made it possible to detect rotavirus at concentrations as low as 20-30
ng/ml. Using a different method that involved antirotavirus globulin
coupled to horseradish peroxidase, Ellens and De Leeuw (1977) found
that 10°-107 rotavirus particles/ml could be detected by ELISA. These
authors concluded that the presence of rotavirus in fecal samples was
detected more efficiently by ELISA than by electron microscopy and
immunoelectroosmophoresis.

The extreme sensitivity of ELISA approaches that of radioim-
munoassays and allows for the detection of as little as 1-10 ng/ml virus
(Clark et al., 1976; Kelly et al., 1978; Devergne et al., 1978). This has
made it possible, for instance, to detect cucumber mosaic virus in single
viruliferous aphids (Gera et al., 1978), and various iridescent viruses in
individual larvae of Galleria mellonella (Kelly et al., 1978). ELISA has
been reported to be about 100 times more sensitive than biological
assays currently used for detecting potato virus Y and plum pox virus
infections (Clark et al., 1976; Gugerli, 1978). Enzyme immunoassays
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are extremely convenient for measuring large numbers of samples and
are therefore the method of choice for large-scale epidemiological
screening as well as for determining the incidence of virus infection in
crops by batch testing. The main limiting factors at the present time
reside in the collecting, handling, and preparation of individual extracts
(Thresh et al., 1977, Clark and Adams, 1977). These factors limit
somewhat the advantages of semiautomated apparatus that allows large
numbers of samples to be assayed very rapidly.

Numerous reports indicate that ELISA is capable of discriminat-
ing between closely related virus strains. Its specificity is much greater
than that of precipitin tests and equals that of neutralization tests (Mills
et al., 1978). A single antiserum may fail to detect different serotypes of
the same virus, and a pool of antisera specific for various serotypes may
be required for the detection of a broad range of strains (Barbara et al.,
1978; Kelly et al., 1978; Lister and Rochow, 1979; Rochow and Car-
michael, 1979). In some cases, when the homologous conjugated anti-
body is replaced by a heterologous conjugate, the detection of a cross-
reaction between two strains is greatly impeded or even impossible
(Koenig, 1978; Barbara et al., 1978). This phenomenon is probably
caused by a reduction in antibody avidity following conjugation with
the enzyme. According to Koenig (1978), the specificity of the test is so
great that some closely related strains (i.e., strains with a difference of
two twofold dilution steps separating homologous from heterologous
serum titers) cannot be shown to be related by ELISA. The low avidity
of the antibody conjugate is also demonstrated by the fact that its bind-
ing to the virus is completely inhibited by an equivalent amount of
simultaneously added native antibodies. This phenomenon can be put to
good use in that it allows for the elimination of unwanted reactions
between certain virus antisera and host antigens (Koenig, 1978).
Contaminating antihost antibodies, if present in the enzyme-labeled
virus antiserum, can be prevented from interfering in the reaction by
adding unlabeled antibodies to normal plant proteins.

The extreme strain specificity of the double antibody sandwich
method of ELISA could be an advantage when it is important to dis-
criminate between different virus strains, but, more often, it is a draw-
back in diagnostic work.

When it is necessary to detect various unidentified serotypes of a
virus, the indirect form of ELISA which utilizes an anti-globulin
enzyme conjugate is much to be preferred. This was demonstrated in a
recent comparison of the value of different ELISA procedures for
detecting a wide range of tobacco mosaic virus strains (Van Regen-
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mortel and Burckard, 1980). By combining the indirect and double anti-
body sandwich methods, it was possible to detect distantly related
serotypes with antisera to one strain only (see Fig. 1). The serological
distance between the various tobacco mosaic virus strains used in this
study was as great as is likely to be encountered in any group of related
serotypes. It is clear, therefore, that the indirect form of ELISA is the
method of choice for diagnosis.

6.3. Radioimmunoassay

In radioimmunoassay procedures, either the viral antigen or the
antibody is labeled with a radioisotope. The radioactivity bound in the
antigen-antibody complex is measured after the unbound labeled
reagent has been removed from the complex. Two main procedures can
be distinguished. In solid-phase systems, one of the reactants is bound
to the surface of some material, and all reactions occur at that site. In
liquid phase assays, all the reactants are in a liquid suspension.

The methodology and applications of radioimmunoassays in
virology have been summarized by Daugharty and Ziegler (1977). The
reader is referred to that review, which covers advances up to 1976.
Subsequent work has been concerned mainly with the development of
additional solid-phase procedures that meet the requirements of speed,
sensitivity, and large-scale operation (Middleton et al., 1977, Yung et
al., 1977). Using an indirect radioimmunoassay with '#I-labeled rabbit
antibovine IgG for detecting rotavirus antibody, Babiuk et al. (1977)
found that the assay was a thousandfold more sensitive than the coun-
terimmunoelectrophoresis technique.

The sensitivity of direct and indirect solid-phase radioimmuno-
assays for detecting polyhedron protein of an insect baculovirus have
been compared (Crawford et al., 1977). The direct assay using '*’I-
labeled rabbit immunoglobulin could detect 200 ng of polyhedron pro-
tein, whereas the indirect assay, using '*’I-labeled sheep antirabbit
immunoglobulin, could detect 50 ng of polyhedron protein. Additional
assays have been described for detecting viral antibody and antigen in
herpes simplex and hepatitis A infections (Forghani et al., 1975;
Enlander et al., 1976; Purcell et al., 1976). A direct solid-phase
radioimmunoassay, which involves binding of purified radiolabeled IgG
to influenza virus hemagglutinins, has been used to study the molecular
arrangement of antigenic determinants on the hemagglutinin molecule
(Russell and Jackson, 1978).
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Fig. 1. Comparison of double antibody sandwich method (A) and indirect method (B)
of ELISA for detecting serologically distinct strains of tobacco mosaic virus. The
serological differentiation indices (SDI) between TMV and strains Y-TAMYV, HR, U2,
SHMYV, and CGMMYV are 1.2, 2.1, 2.7, 5.3, and 7.0 (Van Regenmortel, 1975). These
values represent the difference between homologous and heterologous precipitin titers
expressed as Neg Log,. Method A: Coating of wells was done with goat anti-TMV
globulin; the different viruses were incubated for 3 hr; the rabbit anti-TMV alkaline
phosphatase conjugate was incubated for 2 hr. Method B: Same coating as in method
A; after 3-hr adsorption of the viruses, rabbit anti-TMV globulin was allowed to
interact for 2 hr. The enzyme conjugate (goat anti-rabbit globulin labeled with alkaline
phosphatase) was incubated for 2 hr (Van Regenmortel and Burckard, 1980).
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7. COMPLEMENT FIXATION

Complement fixation is extensively used in the diagnosis of a large
number of virus infections of man and animals. It is based on the fact
that an enzymatic system of serum proteins, known as complement,
binds to antibody molecules when these have reacted with the cor-
responding antigen. If the antigen is associated with an erythrocyte cell
surface, the fixation and concomitant activation of complement by the
bound antibody leads to lysis of the red blood cell.

The complement fixation test is a two-stage procedure, involving
the test system under study and an indicator system consisting of sheep
erythrocytes and their corresponding antibodies. The complement
present in both the test antiserum and the anti-sheep-erythrocyte serum
(hemolysin) is destroyed by heating. A small amount of guinea pig
complement sufficient to cause complete hemolysis of the erythrocytes
present in the indicator system is added to the test antiserum.

The first part of the test consists in an overnight incubation of
antigen, antibody, and complement. Depending on the amount of
antigen and antibody present, different amounts of complement will be
fixed. In the second part of the reaction, the sheep erythrocytes and
their antibodies are introduced as an indicator. Any unused comple-
ment left in the test system will bind to the red blood cells; this will
cause a certain amount of lysis. The amount of hemoglobin released
from the lysed cells can be measured photometrically and is inversely
proportional to the extent to which antigen and antibody have
interacted and fixed complement in the test system.

For maximum sensitivity, it is important to determine, by a
preliminary titration, the minimum amount of hemolysin and comple-
ment needed to lyse a predetermined number of red blood cells. The
preparation of the reagents and the various titration procedures have
been described in detail (Kabat and Mayer, 1961; Bradstreet and
Taylor, 1962; Grist et al., 1974; Mayr et al., 1977).

The main difficulty encountered with this technique is the so-called
anticomplementary effect. This refers to the ability of certain sera and
antigen preparations to fix complement in the absence of any
antigen-antibody reaction. When cell extracts or tissue culture exudates
show anticomplementary activity, it is necessary to further purify the
antigen. The anticomplementary activity of antisera can often be over-
come by utilizing a sufficiently high serum dilution in the test. The
anticomplementary activity may also be removed by a preliminary
incubation with guinea pig complement, followed by heating at 60° C
(Mayr et al., 1977).
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7.1. Microplate Technique

The microplate technique is based on the 100% hemolysis end point
determined by visual inspection of the wells (Bradstreet and Taylor,
1962). The reaction can also be done in wells of cell culture trays in
which virus-infected cells have been incubated. This method was used to
titrate lymphocytic choriomeningitis virus in cell cultures (Gschwender
and Lehmann-Grube, 1975). The microplate technique is widely used
for serological diagnosis (Schmidt and Lennette, 1973) and is also
suitable for strain differentiation (Forman, 1974). However, small anti-
genic differences between virus strains are more easily detected in tube
tests, in which the degree of hemolysis is measured photometrically.

7.2. Quantitative Microcomplement Fixation Test

Various modifications of quantitative complement fixation tests in
tubes have been described. In all these tests, the percentage of .comple-
ment fixation is calculated from photometric measurements of the
degree of hemolysis. For a given antiserum dilution, a plot of the
percentage of complement fixed by increasing quantities of antigen
takes the form of a bell-shaped curve (Levine and Van Vunakis, 1967).
This test has been extensively used for the study of antigenic rela-
tionships (Scott, 1965; Prager and Wilson, 1971). Such studies are often
done by means of inhibition of complement fixation tests, in which
various quantities of inhibitor are incubated with antiserum. The resi-
dual amount of complement fixation is then measured, using the
concentration of antigen which in the absence of inhibitor corresponded
to the maximum of the bell-shaped curve. This method has been used,
for instance, for studying the antigenic determinants of tobacco mosaic
virus protein (Benjamini et al., 1964). By inhibiting the complement
fixation reaction by means of tryptic peptides obtained from the coat
protein, it was possible to locate several antigenic regions in the capsid
protein of this virus (Milton and Van Regenmortel, 1979).

8. IMMUNOELECTRON MICROSCOPY

The visualization of immunological reactions in the electron
microscope is one of the most sensitive methods of antigenic analysis.
Two different approaches can be distinguished, depending on whether
the antigen is in suspension or is present in a cell or tissue. Histological
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methods of immunocytology will not be reviewed in detail here (see
Wagner, 1973; Hammerling, 1976). These methods entail the use of
labeled antibodies as a “‘stain,”” the most common labels being ferritin
(Rifkind, 1976; Oshiro et al., 1977) and enzymes such as horseradish
peroxidase and alkaline phosphatase (Kraehenbuhl and Jamieson,
1976). Enzyme-labeled antibodies can be used for preembedding stain-
ing, in which case they are allowed to diffuse inside fixed cells and
interact with antigenic sites prior to thin sectioning. Another procedure
consists of applying the labeled antibody after embedding and thin sec-
tioning of the tissue, a method which reveals only antigens that are
exposed at the surface of the section. The applications of immuno-
cytological methods for the localization of viral antigens in infected
cells have been reviewed by Howe et al. (1969), Kurstak and Morisset
(1974), and Kurstak et al. (1977). The methods have been described in
detail by Faure et al. (1977) and Kurstak et al. (1977).

The following discussion of immunoelectron microscopy will be
limited to cases where the virions are in suspension and the anti-
gen-antibody complex is visualized directly on the electron microscope
grid. A positive serological reaction can be recognized in the electron
microscope by three different phenomena that may occur together or
separately, i.e., clumping, decoration, and trapping on antibody-coated
grids.

8.1. Clumping

The clumping method consists of mixing a suspension containing
virus particles with a suitable dilution of an antiserum and incubating
the mixture to allow complexes to form. The complexes can be cen-
trifuged to a pellet in order to increase the sensitivity of detection, or
they can simply be deposited on a microscope grid. An agar surface can
be used to absorb impurities (Kelen et al. 1971). Negative staining is
generally used, and aggregates can be visualized with as little as 10°
virions present in a suspension (Almeida and Waterson, 1969). The
clumping procedure is especially valuable when the virus concentration
is too low to see the particles directly or when virions with a similar mor-
phology have to be differentiated (Fauvel et al., 1977).

When sufficient antibody is present in the mixture, the virions will
be covered by a more or less continuous layer of antibody molecules, an
effect known as decoration (Milne and Luisoni, 1977). The halo which
then surrounds the virions leads to a fuzzy outline of the particles which
is very characteristic (Almeida and Waterson, 1969). An excess of anti-
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body may inhibit clumping in the same way as it inhibits the classical
precipitation reaction.

The clumping method is extremely useful for identifying elusive
human viruses that cannot be cultivated or that do not normally grow
to sufficiently high titer to be identified by classical techniques, e.g., the
wart viruses, coronaviruses, rhinoviruses, and the infectious hepatitis
virus (Kapikian et al., 1972a; Feinstone et al, 1973; Doane and
Anderson, 1977). Other uses of the method include the identification of
plant viruses by the leaf-dip procedure (Ball, 1971; Langenberg, 1974),
the demonstration of distinct antigens on the different morphological
forms of hepatitis B particles (Neurath et al., 1976, Stannard and
Moodie, 1976), the establishment of antigenic relationships between
certain papovaviruses (Penney and Narayan, 1973), and the localization
of antigenic determinants on the tip of isolated hemagglutinin mole-
cules of influenza virus (Wrigley et al., 1977).

As in other immunoelectron microscopic procedures, the diag-
nostic reagent can simply be convalescent serum from patients, as in
the original study of viral gastroenteritis (Kapikian et al., 1972b).
Purified globulins have also been used, as well as heat-inactivated
antisera, to avoid complications due to the presence of complement
(Almeida and Waterson, 1969). It is also possible to make the method
more sensitive by using antiglobulin serum to further aggregate the
virus-antibody complexes (Edwards et al., 1975).

8.2. Decoration

The phenomenon of decoration can be visualized independently of
the clumping reaction, provided that the virions are first immobilized
by adsorption onto the microscope grids. When an excess of antibody is
used, prior adsorption of virions to grids may be unnecessary since the
particles are often completely covered with antibody molecules. In the
case of elongated plant viruses that are difficult to purify, an advantage
of the decoration method is that any problems resulting from contami-
nation with antibodies to host antigens are reduced, since there is direct
evidence that the virus is reacting.

The decoration method is especially valuable for the study of
virions that possess a complex morphology, since it allows the site of
antibody attachment to be located (Luisoni et al., 1975). Seven different
antigenic components on the surface of phage T4 have been distin-
guished in this way by means of specific antibody (Yanagida and
Ahmad-Zadeh, 1970). The antibody fractions used in this work were
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obtained by adsorbing anti-T4 wild-type serum with lysates of phage
mutants defective in a specific gene product. After absorption, the anti-
serum contained only antibodies directed to the missing gene product.
These antibodies were found by electron microscopy to bind to distinct
areas of the phage particle which correspond to the different gene
products. A similar approach was employed to locate different antigens
on the surface of phage ¢29 (Tosi and Anderson, 1973). In another
study, polyheads of T4 phage made up of uncleaved phage head protein
were shown by immunoelectron microscopy to be antigenically different
from phage capsids (Yanagida, 1972).

8.3. Trapping

The trapping of plant viruses to electron microscope grids coated
with specific antiserum was first described by Derrick (1973), who
called the technique *‘serologically specific electron microscopy.” The
term “trapping” is used here to avoid confusion with other micro-
scopical procedures that also rely on the visualization of virus-antibody
interaction.

The method consists of the following steps. Electron microscope
grids with parlodion-carbon films are allowed to float on drops of
dilute virus antiserum for about 30 min. During this time, a layer of
serum proteins is adsorbed to the film; excess protein is removed by
washing with a buffer solution. The coated grids are then placed for 1-2
hr on drops of virus suspensions or extracts of infected tissue. Antibody
molecules adsorbed to the grid specifically trap homologous virus parti-
cles. Salts and contaminants are removed by washing, and virions can
be visualized after metal shadowing or negative staining.

The trapping method has been applied to the identification and
quantitative analysis of numerous elongated and isometric plant viruses
(Derrick and Brlansky, 1976; Paliwal, 1977; Beier and Shepherd, 1978;
Milne and Lesemann, 1978; Nicoldieff and Van Regenmortel, 1980) as
well as for detecting double-stranded RNA in extracts of tobacco
infected with tobacco mosaic virus (Derrick, 1978). Although mainly
used by plant virologists, the trapping method will no doubt find many
applications in other areas of virology as well. Recently, for instance,
the method was found useful for detecting human rotaviruses in crude
fecal extracts (Nicolaieff et al., 1980). Compared to standard
microscopy which could detect rotavirus particles in only 20% of the
specimens, the trapping procedure revealed virus particles in 71% of
them.
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For the quantitative assay of plant viruses in crude extracts, trap-
ping on antiserum-coated grids is as sensitive as local lesion assays
(Beier and Shepherd, 1978). Several authors have found that the log of
the number of virions trapped decreases linearly with dilution and that
as little as 10 ng/ml of virus can be detected (Derrick, 1973; Paliwal,
1977, Beier and Shepherd, 1978).

Optimal conditions for the test have to be determined in each case.
The binding of virions to antibody-coated grids is inhibited when the
antiserum used for coating is not sufficiently diluted. A similar effect is
probably responsible for the fact that grids coated with normal serum
adsorb practically no virions, whereas uncoated grids often adsorb a
considerable number of particles. However, the number of normal
serum proteins needed to prevent the particles of different viruses from
adsorbing to grids is highly variable (Nicoldieff and Van Regenmortel,
1980). This means that it is necessary to use, as controls, grids coated
with normal serum diluted to the same extent as the specific antiserum.

Other parameters which may influence the extent of trapping are
the temperature (Paliwal, 1977), the presence of NaCl and sucrose in
the buffer (Derrick and Brlandsky, 1976; Beier and Shepherd, 1978),
and the incubation time. The sensitivity of the technique can also be
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