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Series Preface

The Springer Handbook of Auditory Research presents a series of com-
prehensive and synthetic reviews of the fundamental topics in modern
auditory research. It is aimed at all individuals with interests in hearing
research including advanced graduate students, postdoctoral researchers,
and clinical investigators. The volumes will introduce new investigators to
important aspects of hearing science and will help established investigators
to better understand the fundamental theories and data in fields of hearing
that they may not normally follow closely.

Each volume is intended to present a particular topic comprehensively,
and each chapter will serve as a synthetic overview and guide to the
literature. As such, the chapters present neither exhaustive data reviews nor
original research that has not yet appeared in peer-reviewed journals. The
series focuses on topics that have developed a solid data and conceptual
foundation rather than on those for which a literature is only beginning to
develop. New research areas will be covered on a timely basis in the series
as they begin to mature.

Each volume in the series consists of five to eight substantial chapters on
a particular topic. In some cases, the topics will be ones of traditional
interest for which there is a solid body of data and theory, such as auditory
neuroanatomy (Vol. 1) and neurophysiology (Vol. 2). Other volumes in the
series will deal with topics which have begun to mature more recently, such
as development, plasticity, and computational models of neural processing.
In many cases, the series editors will be joined by a co-editor having special
expertise in the topic of the volume.

Richard R. Fay
Arthur N. Popper

vii



Preface

There is little doubt that one of the motivations for doing research on
problems of hearing and communication is to help us better understand,
and treat, diseases of the auditory system. While most of the volumes in the
Springer Handbook of Auditory Research series are devoted to issues of
basic science, we thought it appropriate to include one volume in the series
that brings together issues in basic science with issues from the clinical
sciences. Our goal is to help the basic scientist understand and appreciate
the application of basic research to clinical issues, while, at the same time,
to help introduce the clinician to basic science issues directly related to some
of the most fundamental clinical issues in the auditory sciences today.

This volume contains eight chapters, seven of which deal with different
general clinical issues. Chapter 1, by Robert Ruben, provides an overview
and brings together the clinical and basic science issues germane to this
volume. The genetic bases of hearing disorders are considered by Steel and
Kimberling in Chapter 2. In Chapter 3, Van De Water, Staecker, Apfel, and
Lefebvre examine the critical issues of neuronal survival, regeneration of
injured neuronal processes, and the neurotrophic factors that might ulti-
mately control such regeneration, repair, and survival. Gravel and Ruben,
in Chapter 4, discuss the critical issues associated with auditory deprivation
and ask questions about what happens when an animal or human lacks
acoustic stimulation during a period formative for the auditory system. A
major concern in the clinical literature, and a powerful tool for the basic
scientist is the effect of ototoxic drugs on sensory hair cells. Issues of
ototoxicity are dealt with in Chapter 5 by Garetz and Schacht. Numerous
viral diseases are known to affect the ear, and these are considered by
Woolf in Chapter 6. Two specific issues of inner ear function are discussed
in the last two chapters. In Chapter 7, Whitehead, Lonsbury-Martin, and
McCoy examine otoacoustic emissions, while in Chapter 8, Penner and
Jastreboff discuss the biology and etiology of tinnitus, and present a
promising animal model for this problem.

Thomas R. Van De Water

Arthur N. Popper
Richard R. Fay
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Introduction

Robert J. Rusen

1. Introduction

The last two decades of the twentieth century have witnessed quantal
advances in our knowledge of the biological processes that result in hearing.
These have come about from the application of contemporary molecular
biology, physiology, and imaging techniques that have been made available
to all of biology in combination with discoveries in the domain of hearing.
This volume, Clinical Aspects of Hearing, presents these pivotal develop-
ments as they are and will be applied to the understanding of normal and
abnormal hearing in humans. The volume begins with information con-
cerning the molecular genetics underlying hearing and hearing loss (Steel
and Kimberling, Chapter 2). The flow of information proceeds to examine
the relationship between auditory nerve regeneration and neurotropic
factors (Van De Water, Staecker, Apfel, and Lefebvre, Chapter 3);
auditory deprivation, which is an example of the effects of central nervous
system (CNS) plasticity (Gravel and Ruben, Chapter 4); ototoxicity (Garetz
and Schact, Chapter 5); viral infection and immune disease of the inner ear
(Woolf, Chapter 6); otoacoustic emissions (Whitehead, Longsbury-Martin
and McCoy, Chapter 7), and ends with information concerning tinnitus
(Penner and Jastreboff, Chapter 8). The subjects covered in these seven
chapters are products of the integration of knowledge of basic science and
the morbidity found in clinical otology. Knowledge that will further the
prevention, cure, and care of hearing disorders has never been more central
to society’s success.

In a communication-based culture, a person with a hearing loss, which is
manifest through deficient language, is economically and socially disadvan-
taged, arguably even more so than if he or she were in a wheelchair or had
some other physical disability.

It is indeed fortunate that there has been such integration of the two
cultures—the laboratory and the clinic—in this pivotal area of human
communication so that advances are beginning to be made. There is a
substantial probability that even greater, unimagined, ones will be made
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that will affect the prevention, cure, and care of hearing disorders. The
development and understanding of the biological basis of hearing is
essential to the continued development of the new information-based
society. These seven chapters each contribute information that is essential
to the ability of both scientists and clinicians to further their understanding
and treatment of hearing disorders.

2. Clinical Aspects of Hearing

2.1 Approaches to Understanding the Molecular
Genetics of Hearing and Deafness

Genetic hearing loss accounts for at least 50% and probably more of all
hearing disorders. The high prevalence of genetic etiology makes the
understanding and application of genetics to the prevention, cure, and care
of hearing disorders a high priority for scientific study and application. The
knowledge that comes from molecular genetics will be needed to detect,
prevent, and possibly cure many of these genetically based disorders.
Additionally, the unfolding of the molecular genetic control of the devel-
opment of the ear will be needed to further our ability to protect, repair,
and regenerate cells and organelles of the ear. The strategies for identifying
genes that affect the ear are described and include the construction of inner
ear cDNA libraries. A major challenge is to determine what information in
the cDNA library is most critical to each question concerning normal and
abnormal or pathological events occurring in the inner ear. The conserva-
tion of genetic information between different species is useful for it allows
the scientist to screen many different tissues of the inner ear in quantity,
from mouse or other nonprimate species to define a moiety. Once this is
defined, then, with the uses of limited human material, it can be assessed to
see if it applies to humans.

Another strategy is to work with genes that are known to affect the
auditory systems. There are abundant models for this work, especially in
the mouse. Identification of human deafness genes has been achieved in a
number of disorders that have other associated phenotypic markers, such as
the pigmentation abnormalities of Waardenburg’s syndrome or the retinal
changes in the various types of Usher’s disease. A major task is now to
identify the gene(s) responsible for “nonsyndromic” hearing loss. This
important area of genetics can be enhanced by the study of a number of the
mouse mutants for then this will provide genetic models that can be tested
in the patients with recessive and/or non syndromic disorders.

2.2 Regeneration of the Auditory Nerve: The Role of
Neurotrophic Factors

A major development is the characterization of the repair capabilities of
mammalian neural tissue —most notably the growth of neurites. There has
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been a number of observations that have shown spontaneous attempts of
repair —regeneration of neurites in the traumatized inner ears of mammals.
The localized application of neurotrophins, neurotrophic growth factors
both in vitro and in vivo (Staecker et al. 1995b) has now shown that
damaged neuronal processes can be regenerated or repaired. These studies
have also shown that the use of these neurotropic growth factors can enable
a neuron to be preserved under circumstances that, without the manipula-
tion of the molecular biological environment, would have resulted in their
death because of a lack of adequate trophic support.

There are several ways in which these molecular substances can be
delivered to the neural structures of the inner ear in vivo. The methods of
delivery include the use of osmotic pumps connected to the inner ear, carrier
drugs, implantable biological release polymers, transplanted cells pro-
grammed to produce the appropriate substances, and mutated viruses that
will produce the required substances.

There are abundant data from amphibians and lower vertebrate species
that there is a capacity for not only repair of neurites but also regeneration
of the proper connections and recovery of auditory function (Corwin 1986;
Zakon 1986). Currently this is a primary area for investigation in mammals,
including humans. It is theoretically possible for neurons to survive injury
and for their neuronal processes to be regenerated if the proper activating
factors are known. The information that has been gained from the work of
regeneration and pathway control of neurites is a critical step toward this
next advance. The information gained in the in vitro and in vivo studies of
regeneration of the auditory nerve will have a number of clinical applica-
tions. These include the preservation of the neurons and their neural
elements so that electrical prostheses can function optimally, and as a
necessary part of repair or regeneration of the mammalian cochlear sensory
receptor (Staecker et al. 1995a). The description of the molecular control of
the growth, repair, regeneration, and maintenance of the neural structures
of the auditory system will also be useful for the development of a
molecular biological nosology that will describe diseases and indicate
possible means for their alleviation. The next phase of this research should
show substantial advances in the ability to allow the inner ear to preserve,
repair, and possibly regenerate its neural structures so that the cochlea may
remain connected to the CNS.

2.3 Auditory Deprivation and Its Consequences from
Animal Models to Humans

The anatomical, physiological, and behavioral effects of different types and
amounts of auditory deprivation in various species, including humans, have
been reviewed and summarized. These external stimulatory environments
result in various outcomes, which become part of the acoustic receptive
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repertory. The organism is affected by many types of sound deprivation,
which include unilateral deprivation, conductive loss, and less than severe
hearing losses. Many of these deprivations have been studied both in human
and in other species and the results, on the whole, are concordant. These
cross species data compel the need for effective interventions in humans
with these deficiencies. An example is that in the past, unilateral hearing
loss in children was not thought to have any linguistic—educational
consequence. Studies in this area, as exemplified by the work of Bess (1984)
have shown that it in fact entails substantial linguistic and educational
morbidity. There is other information concerning the effects of the
fluctuating losses that are associated with otitis media with effusion (OME),
which are variable between different populations.

The variability of the effect of these different losses may come about
from a number of different reasons, some of which have to do with
experimental design, controls, and the appropriateness of the measuring
instruments. A portion of the difference reported also may be due to the
plasticity —resiliency of the CNS. The concept of “a critical period” has
been questioned. Are there different critical — sensitive periods for different
aspects of auditory communication? Additionally, how malleable or plastic
is the CNS when confronted with losses of hearing and/or major changes in
the auditory environment?

Optimization of linguistic ability is dependent upon aural communica-
tion. Knowledge of the effects of permutations and perversion of these
inputs in the CNS and the adaptability of the CNS’s response to these
changes is essential information in constructing interventions that are
directed at the optimization of an aural based language. This is an area of
critical importance to the information — communication based society from
at least two points of view. The first is the amelioration of the effects of
morbid pathological auditory inputs upon humans of all ages. The second
would be to devise means to make aural input even more effective in the
area of communication and the ability of such stimuli to maximize the
linguistic proficiency of each person. Sound —auditory experience has in
this age become both a vector of disease/linguistic impairment—and a
potential enhance of health—a vehicle to optimize language.

2.4 Ototoxicity

Ototoxic substances have served humankind in perverse ways. Many of
them have saved, prolonged life and increased the quality of life in some
areas, while at the same time they have caused hearing loss as a price for
their effectiveness. A significant aspect is their utility in defining funda-
mental receptor cell biochemistry and physiology. The characterization of
the effects of these diverse substances allows the scientist or the clinician to
understand how they act on sensory cells. These substances have been
classified both by structure and by use. The detailed information con-
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cerning the aminoglycosides, antineoplastic agents, salicylates, diuretics,
and other compounds that include quinine, erythromycin, polypeptide
antibiotics, and a-difluoromethylornithine is presented systematically and
compresses a voluminous literature for effective use. This information
serves as the basis for further understanding of the normal and morbid
aspects of the biochemistry of the inner ear. From these data, specific
interventions will come about for the amelioration of the unwanted effects
of these agents and most likely for the interventions other disease states.

2.5 The Role of Viral Infection in the Development of
Otopathology: Labyrinthitis and Autoimmune Disease

Hearing loss may be considered as resulting from either intrinsic disorders
that are genetically determined or from extrinsic agents of disease such as a
bacterium, a virus, or a combination of the two infectious agents. Detailed
descriptions, when known, of the mode of action of the mumps, measles
(rubeola) cytomegalovirus (CMV), rubella, herpes zoster oticus, influenza
types A and B, Parainfluenza serotypes 1, 2, and 3, adenovirus, herpes
hominis (simplex types 1 and 2), variola, HIV and AIDS, arenavirus, polio,
Columbia SK, yellow fever, and the Epstein-Barr virus are presented. CMV
infection may actually be responsible for the largest amount of viral
acquired hearing loss. The interaction of CMV with variant host defenses is
an area that is now developing. There appears to be a special role of CMV
as a purported factor in hearing loss that is associated with HIV—AIDS
infection, especially in children. Developing information of this particular
relation should be productive in characterizing the mechanisms underlying
the host susceptibility. All patients with CMV and/or AIDS do not have a
hearing loss. What are the necessary conditions for a morbid process to
come about and what are the conditions that serve to prevent the disease?
The viral models will play a substantial role in understanding the complex-
ities underlying the variability of susceptibility to infectious agents.

The understanding of the mechanisms of action of viral agents in the
inner ear has opened a heretofore unappreciated aspect of this discipline. It
is, in retrospect, no surprise that the inner ear has a complex and active
immune system. Knowledge of the way in which this immune system
interacts with various infectious agents forms a basis for understanding the
mechanisms of destruction of the inner ear, and also serves as a guide for
their treatment. These immune reactions have been associated with bacterial
meningitis and probably underlie the effectiveness of early steroidal therapy
in patients with bacterial meningitis (Lebel et al. 1988).

The appreciation of the inner ear as an immunocompetent organ through
basic studies has provided a basis for understanding the empirical observa-
tions (McCabe 1979) of autoimmune disorders that result in hearing loss.
The immunological basis of inner ear disease is considered to account for
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some of the progressive hearing loss observed in clinical practice. Autoim-
mune mechanisms may be genetically determined, may be acquired, or may
result from an interaction of the two. Knowledge of the immunological
properties of the inner ear will enable greater understanding of disease
mechanisms of the inner ear and will form the basis for devising effective
interventions.

2.6 Otacoustic Emissions: Animal Models
and Clinical Observations

Discovery of the motile properties of outer hair cells (Brownell et al. 1985)
and the probable associated sound production of the inner ear — otacoustic
emissions (OAEs) (Kemp 1978) —has opened new areas for the investigation
of basic and pathological aspects of the inner ear. A working nosology
groups OAE:s into four categories: transiently evoked OAEs (TEOAEs);
stimulus-frequency OAEs (SFOAEs); distortion-product OAEs (DPOAE:);
and spontaneous OAEs (SOAEs). Each of these is elicited under a different
condition and each is used to ascertain different aspects of the functioning
of outer hair cells. Although man, monkey, and common non-primate
laboratory animals all possess OAEs, there are greater and lesser quantita-
tive and qualitative differences. Delineation of the current knowledge of the
singularity of OAEs in various species provides an information resource
that should guide the investigator in the interpretation of the results for
OAE:s and the applicability or generalization of findings to fundamental
questions of inner ear and outer hair cell biology.

The OAEs have rapidly been applied to the diagnosis, detection, and the
understanding of human diseases. These applications have occurred both in
human and animal models. Emphasis has been placed in the area of
evaluation of the effects of ototoxicity, including studies of cis-platinum,
loop diuretics, aminoglycoside antibiotics, and salicylates. These OAE data
are complementary to the information in Chapter 5 by Garetz and Schacht,
Ototoxicity: Of Mice and Men. The effect of hypoxia and anoxia, noise
trauma, Ménier’s syndrome, genetic hearing loss, and idiopathic hearing
loss have shown a variety of OAE responses. These studies have implica-
tions for the further understanding of the mechanisms that underlie these
many different forms of hearing loss. The OAEs have helped to advance
and will continue to further the clinical ability for defining a cellular and
functional phenotype for these diverse hearing disorders. Each level of
evaluation brings a further nosological refinement. Such an example from
the rich history of human hearing evaluation would be the introduction of
bone conduction to hearing evaluations in the 19th century (Feldman 1970),
which led to the differentiation of conductive and nonconductive hearing
loss and allowed clinical classification. The classification of the behavioral
hearing, bone versus air conduction, was then correlated with the known
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diseases entities, and this led to the development of effective interventions
such as stapedectomy, tympanoplasty, and tympanotomy tubes. It should
be assumed that the OAEs coupled with the increased knowledge of
molecular biology, genetics, and biochemistry will help to enable similar
advances in the care and cure of hearing disorders.

The OAEs are presently being evaluated as screening instruments for the
detection of hearing losses in newborn infants (White et al. 1994). OAEs
have the advantage of being robust physiological responses and are found
in most normal newborns. The disadvantages are the changes in the OAEs
in response to conditions of the external and middle ears. There are also the
intrinsic problems of any screening program. There are social and economic
problems of follow up and tracking and the limitation of testing at one
point in time in a spectrum of pathology that has a large component of
progressive disorders. These intrinsic limitations must be considered in any
screening program and the use of OAEs is no exception. OAEs, even with
these limitations, should play a substantial role in newborn screening
programs as they provide ready access to a dynamic physiological function
of the inner ear —the probable result of the motility of the outer hair cells.

2.7 Tinnitus: Psychophysical Observations in Humans
and an Animal Model

Understanding of the basis of an individual’s disease is a continuous
process. One hundred fifty years ago diseases were characterized by the
pattern of the fever. These observations were then related to different
disease vectors, the fever became conceptualized as symptom, and the
disease was defined by the type of infecting agent, e.g., malaria, tubercu-
losis, pneumococcus, etc. A similar evolutionary process is now occurring
with all of the disorders of the inner ear, tinnitus being but one of many
inner ear phenomena for which greater understanding is now being
developed. One of the aspects of the nosological development of tinnitus is
the use of SOAEs to further define and characterize this troublesome and
often serious condition.

The development and exploitation of the salicylate animal model furthers
our understanding of what is primarily a sensory phenomenon. The model
has further utility as an example of the difficult area of relation between
sensation and cellular, biochemical and physiological functions in an
animal. An advantage is that invasive and cellular data can be obtained in
the animal model that are either difficult or impossible to obtain in humans.
A disadvantage is that the manifestation of the sensory experience in the
animal is surmised but cannot be proven. The model has been developed so
as to allow a reasonable correlation between the animals’ acoustic behavior
with what can be considered as a form of human tinnitus. These studies are
a demanding model for the difficult but necessary investigation of the
behavioral aspects of inner ear function.
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3. Conclusion

The seven chapters that comprise Clinical Aspects of Hearing contain much
of contemporary science that contribute to the acceleration of our under-
standing of the inner ear and human communication. The advances in our
knowledge of the basic molecular regulation of cellular integrity, develop-
ment, repair, differentiation, and homeostasis, coupled with the knowledge
of the biochemistry and immunology of the inner ear is providing a deeper
understanding of how we hear. This knowledge is being applied to human
diseases with the expectation that effective interventions will be developed
for the prevention, cure, and care of the inner ear. The information in this
volume serves as a basis for future studies that will further define basic
mechanisms and for insights into their application to the treatment of
disease. The coming decades will witness the application of this new
knowledge. There will be interventions based on the biochemical defects
which are caused by genetic disorders. Neural and sensory portions of the
inner ear will be repaired or replaced. The use of pharmaceutical and other
agents will be potentiated because means will be developed to stop or
minimize the adverse effects on the inner ear. The action of infectious
agents and the ears’ immune reaction will be defined and then utilized to
mitigate or prevent disease from destroying it. There will be further
refinements of the nosology of hearing loss based on data from OAE:s that
should enable pathological correlations and lead to the development of
effective interventions. The psychophysical models will be applied to
peripheral and possibly more central auditory and communication phenom-
ena. Based on these and other basic science developments, the next period
should be one that witnesses an enormous increase in our ability to alleviate
deafness and its impact on society and the individual.
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Approaches to Understanding the
Molecular Genetics of Hearing and
Deafness

KAReEN P. SteeL AND WiLLiAM KIMBERLING

1. Introduction

Communication provides the means by which the discourses that hold our
society together take place. It is communication, or more accurately, the
lack of it, that builds barriers among groups of individuals. The fact that a
separate culture exists for the deaf underscores the importance of commu-
nication in our society. The hearing sense is critical in communication, and
further understanding of this process is essential to improving communica-
tion skills. This is especially important to those many people who suffer an
absence of hearing ability. While lack of hearing is not a life threatening
condition in modern society, it is isolating and, if we allow it to be, even
dehumanizing. Consequently strong effort must be exerted to understand
the causes of hearing loss.

Sixteen percent of all adults in the United Kingdom suffer a significant
(>25 dB) hearing impairment (Davis 1989), and this figure is likely to be
similar in other countries. The genetic contribution to adult onset hearing
loss is poorly understood, but it is reasonable to expect that late onset
hearing impairment will have a considerable genetic component. In fact, it
is reasonable to believe that those disorders that we may think of as
environmental (e.g., otitis media, noise induced hearing loss, drug sensitiv-
ity, presbyacusis) each will have some degree of genetic control. In addition,
about one in 1000 children is found in the first few years of life to have a
hearing impairment that is sufficiently severe that their language develop-
ment is seriously affected. Of these, around half are usually considered to
have a single gene mutation, and in the remaining half the deafness is
attributed to primarily environmental causes (e.g., Fraser 1976; Morton
1991). Most reports of the etiology of childhood deafness suggest that
two-thirds of the genetic deafness shows autosomal recessive inheritance,
one third shows autosomal dominant inheritance, with 1 to 2% of cases
being due to X-linked genes. Genetic deafness can also be subdivided into
syndromic and nonsyndromic or uncomplicated categories. In the latter
group, there are no other features apparent apart from the deafness. In
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both syndromic and nonsyndromic categories, there are probably tens of
gene loci involved. Konigsmark and Gorlin (1976) listed 160 different
syndromes including deafness as a feature, and it is likely that many of these
represent different gene loci. The nonsyndromic group, particularly those
with autosomal recessive inheritance, probably includes a few tens of gene
loci, although there may be only a small number of genes commonly
involved with a larger number of rare alleles (Stevenson and Cheeseman
1956; Chung et al. 1959; Chung and Brown 1970; Brownstein et al. 1991;
Morton 1991).

2. Reasons for Identifying Genes Involved
in Hearing and Deafness

There are many reasons for wanting to identify genes that are involved in
hearing and deafness. A short-term aim is to provide immediate benefits to
families who wish to know more about the deafness in their family through
genetic counselling. Once a panel of relevant genes has been identified, it
could be used for rapid screening for mutations to provide a diagnosis of
hereditary deafness in an individual deaf child when it is otherwise not
possible to distinguish genetic from environmental causes. Knowledge
about the abnormal gene segregating in a family could be used to identify
members of the family who carry one copy of a recessive deafness gene, or
who carry a dominant deafness gene that fortuitously is not expressed.
Many dominant deafness genes show reduced penetrance or variable
expression. Identification of the mutant gene allows accurate prenatal
diagnosis when this is requested, for example, in cases where the mutation
causes deafness with other severe abnormalities. These benefits will follow
rapidly the identification of deafness genes, and in some circumstances even
the closely linked markers found before the gene itself is identified will be
useful for enhancing the accuracy of genetic counselling.

However, the long-term advantages of identifying genes involved in
hearing and deafness are far more wide-ranging. The major long-term
benefit will come from using the sequence information and clones to
investigate how each gene causes abnormalities of the inner ear. The aim of
such research is to understand the whole biological process involved, from
how a gene mutation causes protein defects to how the abnormal protein
influences cell types that are involved in the development or maintenance of
the auditory system in some way. When we understand how the mutations
cause deafness, we can start to devise strategies for ameliorating the effects
on the ear. This will be particularly relevant to progressive forms of
deafness, where it may be possible to halt the deterioration in hearing if we
know the biological mechanisms involved. An understanding of the cascade
of gene action involved in the differentiation of sensory hair cells, derived
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from investigations of single gene mutations, should enable us eventually to
stimulate the regeneration of hair cells that have degenerated for whatever
reason, genetic or environmental, and could prove to be of immense value
to aging populations.

It is very difficult, if not impossible at the moment, to gain an
understanding of the molecular basis of hearing and deafness from studying
the cells and proteins of the inner ear directly. For this reason, a useful
approach is to identify the genes involved and to predict the proteins
encoded from the gene sequences. Even then, it may not be apparent what
the function of the protein product of the gene might be, and so identifying
the gene and its protein is the first of many steps in the molecular
characterization.

3. Genes Involved in Hearing Versus Genes
Involved in Deafness

There are two broad approaches to identifying genes involved in the
auditory system. Firstly, genes expressed in the normal inner ear can be
identified. One way of doing this is to prepare inner ear cDNA libraries,
which are banks of clones of copies of the messenger RNAs from the inner
ear tissues, representing the genes that had recently been transcribed from
gene to mRNA (e.g., Wilcox and Fex 1992; Beisel et al. 1993; Ryan et al.
1993). Genes of interest can then be identified by selecting from the library
cDNA clones that appear to encode relevant proteins. The screening can
take the form of searching for base sequence motifs that are common in the
types of genes thought likely to be important, such as channel genes, or,
alternatively, proteins can be generated from the library for screening with
antibodies that have been raised to specific cochlear proteins.

These libraries will contain many housekeeping genes that are expressed
in all tissues and so are unlikely to be involved in defining the specific
characteristics of the inner ear. The usefulness of such libraries can be
enhanced considerably by subtracting them against a cDNA library from
another tissue. In this way, cDNA clones common to both tissues will be
eliminated from the subtraction library and most housekeeping genes and
non-tissue specific genes will be removed in this way. Several cDNA
libraries have been prepared in this way (e.g., retina, Swaroop et al. 1991;
human fetal cochlea, Morton et al. 1992; guinea pig organ of Corti, Wilcox
et al. 1993). A similar approach can also be used to pinpoint genes that are
expressed in two tissues that are both known to be affected by certain
mutations. An example is the panel of cDNA clones prepared by Beisel et
al. (1993) that includes genes found in both a mouse cochlear library and a
human retinal library. Any genes found to be expressed in both tissues are
likely to be important in that they have been conserved evolutionarily and,
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in addition, may be necessary for both cochlear and retinal function. This
makes them excellent candidates for genes mutated in hearing/visual loss
disorders like Usher syndrome.

cDNA libraries from tissues other than the mammalian organ of Corti
may be useful in screening for genes that are involved in the process of
sensory transduction. Sensory epithelia from the inner ears of non-
mammalian vertebrates may be particularly useful because large quantities
of hair cell-rich material may be obtained quickly (Sewell and Mroz 1990;
Davis et al. 1993; Oberholtzer et al. 1993; Solc et al. 1993), while dissecting
enough pure organ of Corti tissue from mammalian cochleas for producing
a representative cDNA library is difficult and time consuming. The cochlea
contains a large number of different cell types, and even a dissected organ
of Corti will consist of a heterogeneous collection of support and sensory
cells.

Recent improvements in the techniques for the construction of a cDNA
library require less tissue, and it has even been possible to construct a library
from as little as a single cell (Eberwine et al. 1992). The technique has only
recently been applied to the cochlea on a small population (< 10) of outer
hair cells (Beisel, personal communication) using a double round of RNA
amplifications with T7 and T3 RNA polymerase. This technique has a great
potential for the study of the molecular genetics of the inner ear. The logical
next step will be to make subtraction and/or intersection libraries from
pairs of different cell populations from the inner ear. For example, the
subtraction of an inner hair cell library from an outer hair cell library, and
vice versa, would enhance the yield of messages that are important for
understanding the specific molecular genetic differences between the inner
and outer hair cells. Similarly, one can more precisely examine the
regulation of gene expression during development by constructing a series
of libraries from a differentiating cell line. Subtraction could be used to
identify which genes are turned on and off during development.

The main problem with the construction of human cochlear libraries at
this time is the paucity and limited quality of human cochlear tissue. The
surgeon is seldom justified in removing a human cochlea. When it is done,
the material is variably contaminated by surrounding bone and connective
tissue. It may be impossible to produce a quality library from “whole”
human cochlear tissue. In fact, only one human cochlear library has been
made so far and this was from human fetal material (Morton et al. 1992).
This situation should change in the future since the technique of Eberwine
(1992) can be used to construct high quality and cell type specific human
libraries.

Identifying genes expressed in the normal adult cochlea in this way will be
extremely useful in elucidating the molecular basis of auditory transduc-
tion. However, there are some limitations in this approach that should be
appreciated. Key elements in transduction may be represented by very small
numbers of mRNAs, so a large number of cDNA clones may have to be
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screened in order to detect the relevant gene. The library will only contain
copies of mRNAs that were present in the tissue at the time of isolation, so
any message that has a rapid turnover may be underepresented. Similarly,
only genes active at the time that the tissue was taken will be represented in
the library, so genes that are vital for the development of the inner ear
rather than for its maintenance in the adult are unlikely to be identified
using a library from a mature cochlea; cDNA libraries from developing
inner ears will be needed to detect these developmentally important genes.
It will be necessary to confirm that the gene identified is expressed in the
expected sites by techniques like in situ hybridization of tissue sections using
probes that hybridize specifically to the relevant mRNA. Many genes that
are vital for normal development of the inner ear are not expressed in the
otocyst or the neuroepithelium of the developing sensory regions at all, but
are expressed in adjacent tissues such as the mesenchyme or the neural tube
(e.g., c-kit and steel, Steel et al. 1992; Pax-3, Goulding et al. 1991; int-2,
Represa et al. 1991; Mansour et al. 1993; Hox-1.6, Lufkin et al. 1991;
Chisaka et al. 1992). Therefore, screening inner ear cDNA libraries is not
likely to generate candidates for all of the genes that are important for the
development of the sensory epithelium. Finally, identifying genes as being
of possible importance in the function of the normal inner ear by the
methods outlined above is just the first step in the investigation. It will still
be necessary to discover the effects of removing the gene by producing
transgenic mice before it can be established that the gene is necessary for
normal cochlear function. Many transgenic mice produced with interrup-
tions of other genes, unrelated to the auditory system, have been surprising
in their lack of the predicted effects on the phenotype, suggesting a degree
of redundancy in gene function that was not previously expected. However,
transgenic mice with specific cochlear proteins eliminated will be extremely
useful tools for investigating normal sensory transduction.

The second approach to identifying genes involved in the auditory system
is to identify genes with mutations already known to affect the inner ear.
Some of the strategies for achieving this are described in the remainder of
the chapter. The advantages of this approach are that it is known
beforehand that the genes identified will have a vital role in auditory
function; if the genes are identified in humans first, then it is clear that the
identified gene will be involved in causing human deafness and thus will be
of direct clinical relevance. One disadvantage of this approach is that genes
will only be identified if mutations in them allow viable offspring to be
produced. Genes that are important in auditory function may also be vital
for other purposes in development such that mutations in them are
invariably lethal. Identifying genes on the basis of viable mutations in them
will be unlikely to lead to a rational unfolding of the molecular basis of
normal cochlear function and may fail to uncover the gene for specific
functions like the transducer channel, for example, if no viable mutations
exist in the populations presently available. However, mutations causing
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deafness will be very useful in pinpointing genes that otherwise would not
be expected to be involved in cochlear function.

The choice of approach— genes involved in hearing or genes involved in
deafness — will obviously depend upon the questions to be addressed, but
both approaches will undoubtedly contribute to our knowledge of the
molecular basis of hearing. The rest of this chapter will focus on the
identification of genes already known to cause deafness.

4. Requirements for Identifying Genes

There are three basic requirements for identifying a deafness gene in the
absence of any clear candidate genes that have been described previously.
These three requirements are (a) a large number of DNA markers that can
be used to localise the gene to particular regions of the genome, (b) a large
number of meioses (100-200) available for analysis of recombination rates
between DNA markers and the deafness gene, and (c) a homogeneous group
of families, each with members carrying the same deafness gene.

Meeting the first requirement has been a priority area for human genome
mapping programs in the last few years, and there is now a large and
increasing number of suitable markers covering much of the human and
mouse genomes. Many of the markers that are the easiest to use depend
upon using polymerase chain reaction (PCR). PCR is a biochemical
reaction that can amplify specific small regions of DNA. It is very sensitive,
requiring only small amounts of original DNA for detection. Regions in the
genome, known as dinucleotide repeats (DNRs), have been found to be
highly polymorphic in both humans and mouse. The most common DNR is
(CA)n, where n refers to the number of repeats and C and A are two of the
bases in DNA. For any particular DNR, the n often varies from one person
to the next and is inherited as a straightforward genetic marker. Pairs of
small oligonucleotides of 20-30 base pairs in length that flank a known
dinucleotide can be used in combination with PCR to amplify the inter-
vening DNA containing the DNR. Fragments from different chromosomes
will vary in size and the different sized fragments can be separated by
electrophoresis and visualized by an appropriate method (e.g., incorpora-
tion of radioactive >?P into the amplification reaction). The sizes are scored
as different alleles and their inheritance followed. The PCR technique
coupled with the discovery of the highly polymorphic nature of the DNRs
has revolutionized the approach to mapping disorders and traits in humans
as well as mice. In fact, a very complete framework genetic map for both
species using such markers has recently been published (Dietrich et al. 1994;
Gyapay et al. 1994). In addition to PCR of dinucleotide repeats, restriction
fragment length polymorphisms (RFLPs) using labelled probes of known
genes for detection will continue to be important in mapping because the
use of probes for genes rather than for sequences of unknown function
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(anonymous DNA probes) facilitates cross-species comparisons. The RFLP
depends upon a base change occurring within a restriction site, the site at
which a specific sequence of bases permit a restriction enzyme to cleave the
DNA. The RFLP was the mainstay of gene localization studies until the
advent of PCR allowed DNRs to be detected easily. Further markers for a
specific region can be generated by microdissection of the relevant part of
the chromosome or flow sorting of Robertsonian chromosomes followed by
random cloning of the retrieved DNA (e.g., Greenfield and Brown 1987;
Bahary et al. 1992).

The requirement for a large number of meioses available for study is
often a severely limiting factor in human genetics. Human families are
usually relatively small, and it is often not practical to group families
together for analysis because each family may have a mutation of a
different gene in a different part of the genome. Mice do not have this
limitation, as they can be bred in large numbers using a breeding strategy
designed to maximize the information provided.

The third requirement, for a homogeneous group, is equally problematic
in the human population. There are many different genes causing deafness
in humans, and sometimes it is not possible to assume that the deaf
members of one family are all carrying the same gene causing deafness. For
example, in dominantly inherited deafness, strong assortative mating is
present: the deaf tend to marry other deaf individuals. This produces
pedigrees like the one in Figure 2.1. Here, there is no clear pattern of
segregation, nor is there any assurance that only one gene is responsible.
Indeed, because there are nine unrelated individuals, at least nine different
etiologies could be involved. The pedigree given here is typical of deaf
pedigrees in the USA and Europe. Such families are completely unusable
for linkage because of the inability to score the correct genotype of the
affected individuals.

Recessively inherited deafness is also highly heterogeneous within the
population. The existence of deaf by deaf marriages with both parents
having presumed recessive deafness yet producing normal offspring dem-
onstrates this. Only about 18% of the children of such deaf by deaf matings
are deaf. This can occur only because of heterogeneity, since two individ-
uals homozygous for the mutant allele at the same locus should produce all
affected offspring. Chung and Brown (1970) have estimated the number of
genes responsible for nonsyndromic hearing loss and calculated a value
ranging between five and 108 genes (see also Stevenson and Cheeseman
1956; Chung et al. 1959). The methods of estimating the number of
recessive genes depend upon a number of assumptions about the nature of
the data set. It is reasonable to conclude, as do Chung and Brown, that four
or five genes may be responsible for most of the recessive hearing loss in the
population, but that several, anywhere from 10 to 100, loci may each be
responsible for many different rare types. A similar conclusion was reached
more recently by Brownstein et al. (1991), who reported estimates of 6.7
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Ficure 2.1 Pedigree of a family with congenital profound deafness. There is a
strong propensity for the deaf to marry other deaf people. Because of this fact, it is
difficult to obtain uncomplicated dominant deaf pedigrees for genetic analysis. This
pedigree illustrates this phenomenon and is fairly typical of pedigrees of deaf
families. It is obvious that there is no segregation of a single, identifiable gene
causing the deafness. Consequently, no meioses can be scored for linkage analysis
and the family, despite its size, is useless for linkage analysis. Squares represent
males and circles females; filled symbols represent the deaf and open symbols the
normally-hearing individuals; hash marks indicate dead individuals; double line
represents a consanguinons union.

and 22.0 loci for intra- and inter-ethnic matings, respectively, in the Israeli
Jewish population.

The experience with Usher Syndrome may parallel that with nonsyn-
dromic recessive hearing loss. Usher syndrome causes hearing impairment
and progressive retinitis pigmentosa. The more severe type, type I, shows
congenital severe or profound sensorineural hearing impairment, early
onset retinitis pigmentosa, and vestibular dysfunction, while type II in-
volves a broader range of hearing impairments and later onset of retinal
degeneration with no vestibular defects detectable (Smith et al. 1994). The
pathology is not well understood, but the ear defects are most likely
neuroepithelial rather than morphogenetic in type. For Usher Syndrome, a
minimum of five genes are involved, of which four have been localized.
Three of these loci have mutations that cause type I Usher syndrome, and
two cause type II (Kimberling et al. 1990; Lewis et al. 1990; Picke Dahl et
al. 1991; Kaplan et al. 1992; Kimberling et al. 1992; Smith et al. 1992). The
discovery of more loci is possible as more unusual phenotypes are exam-
ined. There does seem to be one common gene for each of type I and II;
however, and the other variants are rarer. The existence of this heteroge-
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neity would have made the localization of the Usher genes very difficult if
the mix of different genetic types had been more even. A similar but more
extensive scenario should be expected for nonsyndromic deafness. If, for
the sake of argument, there are only four loci that account for 80% of the
cases of recessive deafness, and if these are all equally prevalent, then a
sample of 20 multiplex (i.e., more than one affected individual present)
families would almost never provide sufficient evidence in favor of linkage
even if linkage existed for one of the main subtypes. Nor is there a test of
homogeneity that would detect the presence of such extensive heterogeneity
(see Ott-1991 for further discussion of heterogeneity). Over half of the
families showing recessive deafness will have only one affected child, while
most of the remaining sibships would include only two affected children
and an exceptionally large family would be one with four affected children.
The statistical power of using groups of such families is severely limited.

Mice again have a real advantage over humans in avoiding the problems
of heterogeneity. Large numbers of mice can be bred for linkage analysis
that are all known to have deafness due to the same mutant gene. The
confounding effects of other genes in the genetic background that may
modify the effects of the primary mutant gene can also be controlled in mice
by using inbred strains that show very little heterozygosity at any loci
throughout the genome.

There are some disadvantages in using mice as a means of identifying the
genes causing deafness in humans. For example, the populations of deaf
mice and deaf humans are likely to have a different mixture of mutant genes
involved because the populations have been selected in very different ways.
Mice with syndromal deafness predominate among deaf mouse mutants
because the additional abnormalities are more easily detected by animal
handlers than deafness. Uncomplicated autosomal recessive deafness does
occur in mice, however (e.g., deafness, Deol and Kocher 1958; Steel and
Bock 1980), and there are cases in which a locus has one allele causing
uncomplicated deafness and a second allele causing syndromal deafness
(e.g., waltzer v and deaf v, Deol 1956). Nonetheless, it is possible that
some of the major genes involved in causing uncomplicated autosomal
recessive deafness in humans may not be represented among the deaf mouse
mutants.

5. Strategies for Identifying Genes in Humans

There are strategies that can be employed to circumvent the problems of
heterogeneity described above. These include the study of genetic isolates,
study of large families segregating for deafness, and the development of
better clinical tools (and their use). In the future, it may be feasible to use
a candidate gene approach to identifying mutations in families of average
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size segregating for deafness by screening them for known deafness genes
that have previously been identified using other techniques.

5.1 Genetic Isolates

One way to minimize the effects of heterogeneity when looking for genes
causing uncomplicated autosomal recessive deafness is to target a closed
community, such as a religious or geographic isolate. This will minimize the
difficulties in linkage analysis caused by assortative mating between the
deaf bringing additional deafness genes into a pedigree. One can reasonably
expect that recessive deaf sibships drawn from an isolate will all have the
same mutation at a single locus. By targeting an isolate, one improves the
chances of identifying the responsible gene. Once the location of a gene is
known, linkage studies can be done in a more complex mixture of families
to estimate the proportion of the linked type. Unfortunately, one limitation
of this approach is that genetic isolates are by definition relatively small, so
that a large number of linked families will be difficult to identify.
Consequently, the jump from gene location to gene itself by positional
cloning will be compromised by the fact that the location of the gene will
not be very precisely defined.

5.2 Large Families

A second strategy for minimizing the heterogeneity within a group is to
study a large, extended family including many deaf and normally hearing
individuals, preferably through several generations. Such families do exist
for all patterns of inheritance of deafness, but are more common for
sex-linked and dominantly inherited deafness. If twenty or more informa-
tive individuals are available, it is highly likely that a significant linkage can
be obtained by using only one family. Thus, pooling families is not
necessary, and the problems of heterogeneity can be avoided. This has been
a successful approach for the localization of a gene for dominantly
inherited progressive hearing loss occurring in Costa Rica (Monge’s deaf-
ness, Leon et al. 1992). One large family descended from a single ancestor
was identified. The family was large enough that when markers on
chromosome 5q were typed, significant evidence of linkage (known as a
LOD score—the higher the LOD score the greater the probability of linkage
between the marker and the deafness gene) was obtained. It was important
that this analysis was limited to a single family, since subsequently, in three
USA families with dominant progressive hearing loss, linkage to 5q markers
was not found, demonstrating genetic heterogeneity for this disorder.

5.3 Clinical Tools

The development and implementation of better clinical tools will be an
important aid to gene localization. Any clinical description that subdivides
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nonsyndromic deafness into different groups lessens the impact of hetero-
geneity. Audiometric configuration has been used in this way to subdivide
different families. For example, Konigsmark and Gorlin (1976) defined
several subtypes based upon the audiometric profiles: (1) congenital severe
loss, (2) progressive low frequency loss, (3) midfrequency loss, (4) high
frequency loss, and (5) early onset progressive hearing loss. This was a
tentative attempt to classify the types of hearing losses and did not take
advantage of other characteristics associated with hearing losses. For
example, vestibular function has proven essential in the division of type I
Usher Syndrome from type II. Vestibular defects are also relatively
common in other types of genetic deafness; for example, Konigsmark and
Gorlin (1976) list a total of 160 syndromes with deafness, of which 28 have
vestibular dysfunction in some or all cases, 25 have normal vestibular
responses, and the remainder have not had vestibular testing. In addition,
many cases of uncomplicated deafness in humans with no obvious balance
defects do show vestibular dysfunction when this is tested directly (Arnvig
1955; Everberg 1960; Rosenblut et al. 1960; Kaga et al. 1981; Horak et al.
1988). Thus, the division of families into groups with and those without
vestibular dysfunction would be a step toward minimizing heterogeneity in
a study population. Further subdivisions may be possible based upon the
presence or absence of inner ear malformation and the type of malforma-
tion present. Imaging techniques are improving and physical attributes of
the inner ear may be useful in subdividing causes of deafness (e.g., X-linked
deafness, Phelps et al. 1991). Features of residual hearing other than the
pure tone threshold (e.g., frequency selectivity, evoked acoustic emissions,
temporal resolution, etc.) may also prove to be useful discriminators.

6. Use of Mouse Models

The study of mouse mutants that may be models for human genetic diseases
has proven to be a very useful aid in identifying relevant genes in humans.
The similar structure of the inner ears of humans and mice, the similarities
in the types of inner ear pathology in genetic deafness seen in the two
species, and the similar range of associated defects seen in syndromal
deafness in mice and humans all suggest that similar sets of genes are
involved in directing the development of the auditory system (Deol 1968;
Steel 1991; Brown and Steel 1994). Furthermore, many genes unrelated to
hearing that have been identified and sequenced in one species have later
been shown to have a closely related homologue in the other species. Thus,
deafness genes identified in mice are highly likely to have a homologue in
humans. A practical strategy for finding human deafness genes would
therefore be to identify such genes in mice, which, as described earlier, have
a number of significant practical advantages, and then to use the sequence
information to clone the equivalent human gene. The human clone can then
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be used to test for linkage in appropriate human families. Dozens of mouse
mutants have been described that are known to be or are likely to be
hearing-impaired, and many cause autosomal recessive deafness and so are
good candidates for that group of human deafnesses that is most difficult
to study directly.

Investigation of the arrangement of groups of homologous genes on
chromosomes in the two species suggests that there has been a considerable
amount of conservation in the organization of the genome (e.g., Nadeau et
al. 1991). Sets of genes, called syntenic groups, are found in identical order
along parts of mouse and human chromosomes (as well as in other species,
e.g., O’Brien et al. 1993). This observation has been valuable in pinpointing
potential mouse models of particular human genetic diseases, as well as
suggesting candidate genes for involvement in a disease. A recent example
of the advantages in this approach is the identification of mutations in the
PAX 3 gene in Waardenburg syndrome, which involves deafness associated
with a pigmentation defect and widely-spaced eyes. This led directly from
the finding of Pax-3 mutations in the mouse homologue, splotch. Splotch
was localized to mouse chromosome 1 many years ago, and in 1990 a group
of families with Waardenburg syndrome type 1 (WS1) was shown to exhibit
linkage of the disease gene with markers on human chromosome 2q37 (Foy
et al. 1990). They proposed splotch as a potential mouse homologue
because it too showed a pigmentation defect in the form of a belly spot, and
it was located in a region of conserved synteny between mouse chromosome
1 and human 2q. Around this time, a clone called HuP2 from human DNA
was described and characterized as a paired box-type gene (Burri et al.
1989), and Pax-3 was identified in the mouse as a paired box gene with
similarities to HuP2 (Goulding et al. 1991). Pax-3 was located on mouse
chromosome 1 in a region showing conservation with human chromosome
2q. No recombinations were found between Pax-3 and splotch in 117
backcross mice, supporting the idea that splofch may be a mutation in the
Pax-3 gene (Fleming and Steel, unpublished observations). This was indeed
the case, as a report in late 1991 demonstrated a small deletion in Pax-3
from the Sp?* allele of splotch (Epstein et al. 1991). These findings in the
mouse pointed to PAX3 in humans as a strong candidate for involvement
in WS1, and just three months later, mutations in PAX3 were described in
human WS1 DNA (Tassabehji et al. 1992, 1993; Baldwin et al. 1992).
Without the observations in the mouse, the gene for WS1 would still be a
long way from being found. Ironically, the mouse mutant splotch escapes
the auditory effects of the gene, having normal hearing (Steel and Smith
1992).

7. Candidate Genes

A candidate gene is a gene that by virtue of its known structure and
function, in combination with its location in the appropriate chromosomal
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region, makes it a likely possibility to be the gene responsible for a specific
disorder. The existence of candidate genes improves the prospects of
jumping from gross localization to the gene itself, as described above for
WS1 when PAX3 emerged as a candidate gene. A set of candidate genes for
hearing impairment disorders will make the search for deafness genes much
easier. In fact, with a set of such candidates and a set of cases of deaf
individuals, one could begin screening for mutations and gradually identify
cases corresponding to specific mutations.

There are several methods of developing a list of candidate genes. Genes
identified from cochlea-specific cDNA libraries will be included, along with
any genes already identified as being involved in deafness in other species
such as the mouse. Other genes close to the deafness gene should be
considered as candidates until they are shown to be separated by meiotic
recombination. Any families of genes that might a priori be expected to be
involved in the development and function of the inner ear should also be
included in the list of candidates. These might include genes known to be
important in head development such as Hox and Pax genes, genes for
actins and myosins and other structural proteins that are known to occur
in the cochlea, channel genes, and other genes previously shown to be
involved in sensory receptors and the peripheral nervous system.

Genes for syndromal deafness should be included as candidate genes even
if the target is uncomplicated deafness, because it is always possible that
different mutations of the same gene may have different effects. Examples
of this phenomenon in the mouse auditory system were given earlier, and it
is now clear that different mutations of a single gene in humans can lead to
what were thought to be clinically-distinct disorders (e.g., the variety of eye
defects caused by mutations of the peripherin gene RDS, see Travis and
Hepler 1993 for references). Theoretically, it is possible that many of the
genes that cause syndromic hearing losses also produce isolated hearing
loss. For example, it is not unreasonable to expect that alleles of Usher
Syndrome produce only hearing loss or only retinitis pigmentosa. Indeed,
some of the syndromic hearing loss genes may actually be mutations such as
deletions that involve more than one adjacent locus (a contiguous gene
syndrome). If so, then once the Usher Syndrome gene is identified and
sequenced, one will want to ask the question whether there are nonsyn-
dromic deafness cases with mutations in the Usher gene. Similar questions
occur for Waardenburg Syndrome, namely, is there a form of WS that
presents with hearing loss alone. Any syndromic hearing losses must be
considered as possible candidates for the nonsyndromic hearing losses.

The investigation of candidate genes for their possible involvement in the
particular disorder being studied is a vital part of any strategy for
identifying a disease gene, and can sometimes lead very quickly to the
mutation. A good example of this was provided by the finding of mutations
in the rhodopsin gene in a number of individuals with retinitis pigmentosa
(Dryja et al. 1990). However, if the mutation occurs in a gene encoding a
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previously undescribed type of protein, as in the case of cystic fibrosis, then
the candidate gene approach alone is not likely to be fruitful and a
positional cloning strategy is the main remaining option. In most cases, a
combined approach is adopted, involving localizing the abnormal gene,
looking at candidate genes in the appropriate chromosomal region, and
building up a detailed genetic map of the area as a prelude to positional
cloning (Collins 1992).

8. Positional Cloning

The first step in positional cloning of a disease gene is to localize the gene
to a specific region of a chromosome by linkage analysis. Two genes or
DNA markers that are close together on a chromosome will be separated
only rarely from each other by recombination during meiosis, and are
therefore closely linked. Conversely, genes that are widely spaced on a
chromosome or are on different chromosomes will be separated frequently
during meiotic division, giving recombination rates up to around 50%. The
greater the amount of recombination between two markers, the greater the
genetic distance will be between them. In positional cloning, a panel of
genes and DNA markers that are linked to the disease gene is assembled and
the order of the markers established. This may have to be done by assessing
genetic distances between genes and inferring their order from the distances,
or may be achieved more accurately in suitably informative families by
haplotype analysis—charting the parental source of each marker on an
individual chromosome and pinpointing the exact position of any recom-
bination breakpoint. Haplotype analysis can easily be done in mice by prior
determination of the most informative way of setting up the cross (e.g.,
Brown et al. 1992) (Fig. 2.2). Haplotype analysis depends upon the
assumption that recombination is not very frequent and that two or three
recombinations close together on a chromosome is an unlikely event.
Therefore, a set of data from individual chromosomes with recombinations
can be used to predict the most likely order of markers. This recombinant
panel can be used rapidly to position new markers in the relevant region of
the chromosome. The more recombination breakpoints that are available
for ordering markers, the more detailed the genetic map of markers will be,
hence the requirement listed earlier for a large number of offspring to
facilitate positional cloning.

A genetic map reflects the likelihood of meiotic recombination occurring
between two sites rather than the physical map that reflects the distances
between markers in terms of true physical distance (i.e., number of bases);
the two distances are related in a nonlinear and highly variable manner,
although marker order is the same. The relationship between the physical
and genetic maps varies with position in the genome, but averages in human
and mouse around 1 centimorgan per 1 to 2 megabases. Since a centimorgan
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Ficure 2.2 The plan for an informative cross in the mouse, using the autosomal
recessive mutation whirler (wi) as an example. Only the relevant chromosome is
shown. Solid lines represent chromosomes originally from the whirler stock, and
dashed lines represent a different stock carrying the wild type copy of the whirler
gene (+) and chosen to maximise the genetic difference between it and the whirler
parental stock. The F1 offspring from the initial outcross carry one complete
chromosome from each parent, until crossing over occurs during meiosis. The F1
mice are backcrossed to the parental whirler stock and the progeny from this cross
analyzed. Five examples of the progeny are shown, but in practise anything from
100 to 1000 progeny are collected and analyzed. Each of the progeny have one
complete chromosome from the parental whirler stock, and so the analysis focuses
upon mapping the parental origin of markers along the other chromosome. The
origin of the gene at the whirler locus is determined by recording the behavioral
phenotype of each mouse. This type of backcross allows easy haplotype analysis
because only one chromosome is analyzed in each mouse.
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is defined as 1% recombination, one can predict that 100 or more meioses
would be required to map a gene to a region of one million base pairs (1
Mb). Such a region should contain about 80 genes, and the identification of
the specific gene being mapped requires either a lot of luck or a great deal
of work. In humans, it is difficult to map closer than 0.5 to 1 centimorgan.
In mouse, it is possible to map to within 0.1 centimorgan (e.g., Brown et al.
1992), and hence to narrow the physical mapping step to 1 to 2kb or about
eight genes. This is a decided advantage and should lead to more rapid
identification of deafness genes in the mouse.

An approach that complements reccmbination analysis is deletion map-
ping or the use of other chromosomal rearrangements that disrupt or
otherwise uncover a gene causing hearing impairment. This approach
depends upon cytogenetically visible chromosomal rearrangements being
detected in individuals with features that include deafness. For example, the
first clue that a gene for Waardenburg syndrome mapped to 2q came from
a report of an inversion of part of 2q in a child with the syndrome
(Ishikiriyama et al. 1989). Deletion mapping has been especially useful in
localizing genes on the X chromosome, where overlapping deletions ex-
tending to different parts of the chromosome in males can be correlated
with the associated phenotype to localize genes for each component
(Brunner et al. 1991; Bach et al. 1992) (Fig. 2.3). A similar approach using
deletion panels has been useful in localizing deafness genes in the mouse
(Rinchik et al. 1991).

Having constructed a detailed genetic map of the region around the
disease gene, the nearest markers on either side of the gene are selected for
library screening. Any genomic DNA library of the relevant species could
be used, but a YAC (Yeast Artificial Chromosome) library is often chosen
because the fragments of DNA in each clone are much larger generally than
in phage or cosmid libraries (Burke et al. 1991; Chartier et al. 1992). Any
YAC clones identified that contain either flanking marker are then
examined, and physical maps are compiled, including the site of the gene
used to screen as well as rare restriction enzyme cutter sites. The cloned
genomic DNA in each YAC is then used to generate additional markers in
a variety of ways, and the new DNA markers that map near to the ends of
the YAC clone are used for a further round of screening. Each further
YAC clone picked out in this way is then subjected to the cycle of physical
mapping, generation of new markers, selection of markers near the ends of
the YAC, and use of these new markers to screen the library once more
until an overlapping array of YACs (a YAC contig) is built up that crosses
the site of the disease gene and reaches the nearest marker on the other side
of the gene (Fig. 2.4). The new DNA markers that are generated to extend
the YAC contig are in addition used to refine the genetic map, using the
recombinant panel of chromosomes. In this way, the position of the
recombination breakpoints can be determined more accurately and the
smallest region that shows no recombination with the disease gene can be
defined and compared with the physical map. This whole process results in



26 Karen P. Steel and William Kimberling

Deletions

Choroideremia
Mental retardation

R:LP[ Deafness
inter-
Locus Probe val CN KM MBU NP RvD XL62 DM XL45
PGK 1 pHPGK - 7e a13
DXS128 cX65.3
DXS227 pibB4
— Y Y y Y
DXS72  pXB5H7 1
DXS169 px104t - ' q211
DXS232 pJL68 5 \
DXS121 p784 s a
DXS233 pJL8 )
DXS165 p1bD5 3 q212
DXS95 pXGTc - :
pXG8b
DXS110 p722 4
DXYS1 pDP34 | i 42131
DXYS5 pa7b 5
DXS214 pPA20 - 1
DXYS12 pSt252 921.32
DXS73  pX20R42 6
DXS3 p19.2
DXS112  p753 1
—
DXS96 pXG3b q21.33
DXS118 p776 ;
pF1
PF8 — A{ a
DXS17  pS9 q22

Ficure 2.3 Duplication and deletion mapping of the Xq21 band of the X chromo-
some. Duplicated (CN and KM) and deleted segments are indicated by vertical lines
and break points by arrowheads. Interval 2 could include a deafness gene because it
is deleted in all patients with deafness but is present in patient MBU who is not deaf.
Locus is the term used for the position on a chromosome, and probe is the name of
the small stretch of DNA used to identify each locus in a specific manner. Interval
in this context refers to lengths of chromosome defined at each end by the deletion
breakpoints illustrated by vertical lines. Each vertical line represents the deleted
segment in an individual person. The panel at the top right indicates the symptoms
shown by individuals represented below. The idiogram on the right represents parts
of the X chromosome that can be recognized cytologically. From Cremers et al.
(1989) with permission.

a set of YAC clones of genomic DNA that span the entire non-recombinant
region and so must include the gene that is being sought.

The next step is to examine the genomic DNA within the non-
recombinant region, obtained from the relevant YAC clones, for indica-
tions of sequences that may be candidates for the disease gene. There are a
number of ways of doing this. Exon trapping is one useful approach (Duyk
et al. 1990; Buckler et al. 1991). This technique exploits the fact that most
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Arrayed YAC Library

Ficure 2.4 Construction of a YAC contig between known genetic markers. The first
step in correlating a particular gene with a specific disorder is to map the gene to a
region between a set of polymorphic flanking markers. Once that distance has been
reduced to as small as possible, the next step is to clone all of the DNA between the
intervening markers. This is done through the construction of a YAC contig, which
is accomplished by repeatedly finding YACs that contain sequences of DNA for the
marker genes and to use the ends of those YACs to create new sites that can be used
for further screening of the YAC library to extend the cloned region internally. Once
the YAC contig is constructed, and as long as there are no occult gaps, the
investigator can be assured that the gene for the disorder lies in one of the
contiguous clones. The YAC clones can then either be used directly or be subcloned
in order to search for CpG islands or to identify exons.

genes are represented in genomic DNA by a series of short stretches of
coding sequence, the exons, separated by regions of DNA that do not
encode the protein product of the gene, and these are called introns. During
the transcription process, the RNA copies of the exons are spliced together,
excluding the introns. This splicing requires a specific recognition site that
occurs in the intron. The splice site recognition sequences that are found in
genomic DNA are relatively conserved and are functional in mammalian
expression systems, so they can be used to identify exons within the
non-recombinant region by exon trapping. Trapped exons are amplified by
polymerase chain reaction and can then be examined as possible compo-
nents of the disease gene. As this technique depends upon the use of splice
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sites, any genes that have no introns, consisting of a single exon, will have
no splice sites and will not be isolated in this way. Most genes, however, do
have multiple exons.

A second method used to identify potential candidate sequences in the
nonrecombinant region is to use frequent-cutting restriction enzymes to
reduce each YAC clone to smaller fragments, and to use these smaller
fragments of DNA to make probes to hybridize to zoo blots. Zoo blots are
Southern blots of digested and separated DNA from a number of different
species. If a fragment hybridizes with DNA from several species, giving a
small number of discrete bands, this suggests that part of the fragment used
as a probe contains a sequence that has been conserved during evolution
and so is likely to include part of a gene. Many genes are conserved and so
will be detected by this method.

A third feature used to pinpoint possible genes in the nonrecombinant
region is to look for CpG islands. These are regions of genomic DNA that
include a cluster of hypomethylated CpG nucleotide residues, and these
islands often occur at the 5’ ends of genes (Bird 1986). Some rare-cutting
restriction enzymes will identify and cut the genomic DNA at the CpG
island, and so when the YAC clones are digested with these enzymes and the
restriction sites mapped, a cluster of such restriction sites will indicate the
presence of a gene. The presence of hypomethylation, a feature of CpG
islands, can be established by using pairs of restriction enzymes that
recognize identical base sequences but are differentially sensitive to the
degree of methylation of the DNA. Many, but not all, genes will be located
using this approach.

Having established some parts of the nonrecombinant region as potential
coding regions by exon trapping, conservation across species or the presence
of a CpG island, these parts need to be sequenced to establish whether they
include an open reading frame. This is simply a stretch of bases that should
encode a reasonably sized string of amino acids. As sequencing becomes
faster, it will become more practical to sequence entire nonrecombinant
regions, provided these are not too large, and to use computer programs to
scan for open reading frames. Sequences of any open reading frames
identified can be used to compare with published sequences of known genes
using computer databases. Similarities with sequences of previously de-
scribed genes that encode the predicted type of protein (e.g., a channel or
transmitter receptor) will be very useful in targetting the most likely
candidate sequences for the disease gene.

The next step in positional cloning is to discover whether the candidate
sequences identified are expressed at the relevant sites in the body and at
appropriate stages of development. Again, there are several ways of testing
for appropriate expression, and ideally a combination of techniques will be
used. Firstly, Northern blots of mRNA from specific tissues can be
hybridized with the candidate sequence. If all tissues appear to contain the
complementary mRNA, or if the predicted site of expression (e.g., inner
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ear, neural tube) does not show any sign of hybridization with the candidate
sequence, the probability of the sequence representing the gene sought is
reduced. Secondly, the candidate sequence can be used to screen a cDNA
library prepared from the relevant tissue (see earlier discussion of cDNA
libraries in this chapter). The isolation of cDNA clones, including the
candidate sequence from such a library, not only suggests that the candidate
is expressed in the predicted location, but also the clone is likely to provide
the remaining exonic sequences. As mentioned earlier, even cDNA libraries
prepared from the organ of Corti alone will include many messenger RNAs
from supporting cells, and so may not necessarily be sufficiently selective.
The third approach to investigating expression is to use in situ tissue
hybridization of relevant stages of development. This is most easily done
using the mouse, as tissue specimens are rarely available from suitable
human material. Tissue sections hybridized with the candidate sequence
should enable precise definition of the cell types that are expressing the gene
at the time. All of these expression studies are best carried out with DNA
from normal individuals in the first instance, but once a strong candidate
emerges, expression studies should also be carried out using material from
abnormal specimens. The mutation may alter the amount of mRNA
produced or affect its turnover rate, resulting in a reduced level of
detectable mRNA in tissues. Such mutations may occur in noncoding
regions of the gene, such as promoters or enhancers.

When a small number of candidate sequences are defined, the homolo-
gous regions of genomic DNA from affected individuals are examined for
evidence of mutations. It is a great advantage at this stage to have access to
a number of different mutations affecting the same gene, because some
mutations will be difficult to locate, particularly if they occur in noncoding
parts of the gene. Mutations are usually located by sequencing the mutant
gene and comparing the sequence with the normal sequence. If differences
are found in two or more different mutant animals or affected humans, this
is good evidence that the candidate gene is in fact the disease gene.
However, caution is needed if only one mutation is available, because any
sequence differences found may be nondeleterious polymorphisms. A good
example of the importance of considering this possibility was provided by
the sequencing of the Trp-1 gene, at the brown locus in the mouse (Zdarsky
et al. 1990). In this case, four separate nucleotide differences were found
between the brown allele and its wild-type homologue. Two of these were
predicted to lead to different amino acids being incorporated into the
protein chain, and the critical mutation of these two was identified by
sequencing a revertant to wild type; the other amino acid substitution did
not appear to affect the activity of the protein in melanogenesis. In addition
to sequencing, new mutation screening techniques are increasingly being
devised to use particularly with human DNA, where large numbers of
samples may need to be screened. Some of these screening techniques
depend upon using altered electrophoretic mobility to detect conforma-
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tional changes in single stranded DNA (SSCP, Single Strand Conforma-
tional Polymorphism) or double stranded DNA formed from mutant and
normal strands (heteroduplex detection). Some of the Waardenburg syn-
drome mutations in PAX3 were identified using heteroduplex detection
(Tassabehji et al. 1992).

Ultimately, for some genes it may prove necessary to use transgenic
techniques to confirm that a candidate sequence is the disease gene, by
testing its involvement in the phenotype. Transgenic mice are used as
models for human genetic diseases to investigate the mode of action of the
gene, but transgenesis may also be needed to identify disease genes that
occur in mice and humans if there is not enough evidence from sequence or
expression analysis to confirm the genomic cause of the disease. Transge-
nesis involves introducing a foreign piece of DNA into the genome of an
animal. One very useful form of transgenesis involves introducing a
modified copy of a normal gene into a cell where it replaces the wild type
gene by homologous recombination. The cell is then used to generate a new
stock of mice carrying only the modified version of the gene. Usually, the
modified version of the gene has a mutation that effectively stops the
production of the protein, and these are called “knock-out” experiments.
The resulting mice, with no effective protein product of the gene being
tested, are examined for signs of the predicted phenotype. Another use of
transgenesis is to do the reverse experiment, and replace a mutant gene with
a normal, wild-type gene, to see if the phenotype of the mutant can thereby
be rescued. Either approach will contribute to establishing whether a
candidate gene is the disease gene, but a successful rescue experiment can be
regarded as definitive proof. Knock-out experiments can sometimes give
equivocal findings when the mouse homologue of a human gene is being
studied, as mentioned earlier in this chapter. Nonetheless, the potential
value of transgenic mice makes the technology a vital part of the repertoire
of techniques for investigating how mutations cause genetic diseases. Once
a gene has been identified, targetted mutations interrupting specific parts of
the protein product can be introduced by homologous recombination as
part of a long term strategy to investigate the function of the protein.

9. Which Human Genes for Deafness
Have Been Identified?

A small number of human genes causing deafness have been identified, and
these have been reviewed recently (Duyk et al. 1992; Steel and Brown 1994;
see Table 2.1). All of the genes identified so far have caused deafness as part
of a syndrome, and most of these involve late-onset hearing loss rather than
congenital deafness. It is only in the last few months that any genes have
even been localized for the most common type of genetic deafness,
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nonsyndromal autosomal recessive deafness, and none have been identified
(Guilford et al. 1994a,b). There are good reasons for the bias toward
localizing and identifying genes for syndromal deafness. Firstly, if a
syndrome is well characterized clinically, it is more likely that a homoge-
neous group can be assembled that will enable linkage analysis to be
successful. For example, the careful clinical characterization of Waarden-
burg syndrome and Usher syndrome into distinct sub-types was a prereq-
uisite for the localization of some of the genes involved. Secondly, the
presence of other features in addition to the hearing impairment allows
more informed guesses to be made about possible candidate genes, because
the other features provide additional clues to the underlying pathology. An
example of this is Alport syndrome, where the kidney and inner ear
pathologies had in common a breakdown of the basal lamina that suggested
a basal lamina component such as a collagen gene might be a good
candidate. Thirdly, the other features of the syndrome may suggest
potential homologies with mouse mutants, as occurred in Waardenburg
syndrome where the white forelock was reminiscent of the white spotting of
the coat in splofch mice. When the splotch gene was identified, the
similarity in phenotype suggested that the same gene would be a good
candidate for WSI.

It is interesting to examine exactly how genes causing deafness have been
localized and/or identified in humans. X-linkage is often straightforward to
determine from examination of pedigrees, and several genes involving deaf-
ness have been localized to the X-chromosome as a consequence (e.g.,
Albinism-deafness syndrome, Alport’s syndrome, Hunter syndrome, Nor-
rie’s disease, Oto-palato-digital syndrome and X-linked progressive mixed
deafness with perilymphatic gusher; see Duyk et al. 1992, Brunner et al. 1991
for references). Mitochondrial inheritance is another pattern that often can
be determined by study of the pedigree, as the defect will show maternal
inheritance. Several examples of hearing loss associated with mitochondrial
inheritance have been reported, two of which show deletions of mitochon-
drial DNA (e.g., Ballinger et al. 1992; Rétig et al. 1993). Cytogenetically
visible chromosomal rearrangements and deletions in isolated cases have
been extremely useful in localizing genes. For example, a chromosome 2
inversion in a Japanese boy with Waardenburg syndrome type 1 gave the first
clue that the gene for WS1 might be on 2q (Ishikiriyama et al. 1989). Analysis
of panels of deletions has enabled more precise localizations of genes causing
deafness on the X chromosome; comparison of the extent of each deletion
with the spectrum of phenotypic features enables genes causing each feature
to be separated (e.g., Brunner et al. 1991; see Fig. 2.3). In the case of Monge’s
deafness, a very large family with many hearing impaired members in several
generations was available for study, allowing linkage to 5q to be determined
(Leon et al. 1992). The use of a genetic isolate, the Acadian population in
Louisiana, allowed the localization of one of the genes for Usher syndrome
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to chromosome 11p (Smith et al. 1992). Other genetic isolates in Tunisia were
studied to localize two genes causing autosomal recessive nonsyndromic
deafness (Guilford et al. 1994a,b).

Identified genes causing hearing impairment are listed in Table 2.1. Of
the few genes that have been identified and include deafness as a feature,
several are collagen genes. These include Stickler syndrome, which can be
caused by a defect in COL2A1, osteogenesis imperfecta caused by
mutations of COL1A1 or COL1A2, and Alport syndrome with mutations
in the COL4A5 gene. The phenotypic features of these diseases all
suggested that a structural gene might be involved, and the collagen genes
were a priori good candidates. The accumulations of mucopolysaccharides
seen in Hunter and Hurler syndromes, leading ultimately to hearing loss,
suggested an inborn error of carbohydrate metabolism, and this was indeed
the case for both syndromes. A further example of a gene causing deafness
that was identified because of a phenotypic clue is Cockayne syndrome, in
which the premature aging suggested a defect in DNA repair mechanisms.
The gene affected in Norrie syndrome was identified by a classical
positional cloning strategy: firstly the region of the X chromosome
containing the gene was defined by deletion mapping and recombination
studies, then physical maps using cosmid and YAC clones were constructed
and gene sequences identified within the nonrecombinant region were used
to screen retinal libraries, and finally a series of microdeletions and
missense mutations were found in DNA from Norrie syndrome patients
(Berger et al. 1992; Chen et al. 1992a,b; Meindl et al. 1992). Lastly, three
genes causing deafness in humans have been identified after their mouse
homologues had been characterized. These are WS1, where PAX3
mutations were found after Pax-3 had been found to be mutated in splotch
mutant mice as described earlier in the chapter, Charcot-Marie-Tooth
disease in which duplications of the PMP-22 gene were found after a
mutation in the homologous gene in mice was described in trembler
mutants (Matsunami et al. 1992; Patel et al. 1992; Suter et al. 1992;
Timmerman et al. 1992; Valentijn et al. 1992), and Piebaldism, which was
shown to be due to mutations in the KIT gene after the mouse version of
the gene, c-kit, was shown to be mutated in several alleles at the W locus
(Chabot et al. 1988; Geissler et al. 1988; Giebel and Spritz 1991; Spritz et
al. 1992). Only one presumed homozygote for piebald trait has been
described, and he was deaf (Hultén et al. 1987), so this gene is probably not
a major cause of deafness in the human population.

In summary, most of the strategies described earlier in this chapter have
contributed toward the identification or localization of some of the
deafness genes in humans. It is obvious that a great deal remains to be done
in identifying both syndromal deafness genes and, particularly, nonsyn-
dromic deafness genes that have such an important role in the etiology of
deafness in human populations.
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10. Summary

Mutations in many genes cause hearing impairment in both humans and
mice. This heterogeneity makes localizing and identifying the genes in-
volved particularly difficult in humans, and special strategies need to be
adopted to minimize the difficulties. These include using very large families
for linkage analysis rather than a group of small families, choosing a group
from a genetic isolate, and taking care that the clinical characterization of
the type of deafness is as uniform as possible within the study group. These
approaches have been useful in localizing a handful of genes causing
syndromic deafness, a gene for dominant late-onset nonsyndromal deaf-
ness, and two genes causing uncomplicated autosomal recessive deafness.
For this last type of deafness, a very useful strategy appears to be to identify
deafness genes in mice and then to find the homologous human gene. Mice
have significant advantages for the identification of genes, because very
large groups of 1000 or more offspring can be generated, all known to be
carrying the same mutation, providing a powerful resource for positional
cloning. Positional cloning is likely to be very important in the identifica-
tion of deafness genes, and it involves identifying a gene on the basis of its
position on the chromosome. An outline of a strategy for positional cloning
is given in the chapter. The investigation of candidate genes is another
important approach to identifying deafness genes. Candidates include genes
that encode a protein product that seems likely a priori to be involved in the
auditory system, and genes known to be expressed in the inner ear or other
relevant structures such as the developing neural tube will be included.
Inner ear cDNA libraries will be useful therefore in suggesting suitable
candidate genes. In addition, genes known to be located in the relevant
region of the genome will be considered candidates even if their expression
in the inner ear has not been investigated. The identification of deafness
genes is important because it will aid our understanding of normal ear
development and function as well as providing a scientific basis for devising
strategies for medical intervention to ameliorate the effects of mutations on
hearing.
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Regeneration of the Auditory Nerve:
The Role of Neurotrophic Factors

Tromas R. VAN DE WATER, HINRICH STAECKER,
StuarT C. APFEL, AND PHILIPPE P. LEFEBVRE

1. Introduction

This review is intended to introduce the reader to the field of regeneration-
repair processes and the trophic and tropic factors that can affect these
processes in the developing and mature nervous system, and then to relate
these neurotrophic factors to regeneration-repair processes within the inner
ear and more specifically to the auditory system. The experiments reviewed
in this chapter demonstrate that the auditory system has the potential to
support the survival of auditory neurons and to regenerate or repair
neuronal processes at least to a limited extent. It appears likely that several
members of the neurotrophin family and other neurotrophic factors are
intimately involved with both the development and maintenance of auditory
neurons and their pattern of innervation. Once the basic molecular mech-
anisms of these neurotrophic factors in the auditory system is understood,
therapy to prevent degeneration of neurons after damage or even as therapy
to establish functional reinnervation may become a reality. To assist the
reader with all of the shorthand used in identifying the neurotrophic factors
and their receptors a table of identification has been prepared (Table 3.1).

The dogma that neurons are post mitotic terminally differentiated cells is
no longer considered accurate. Although at present there is little evidence
for differentiation of neurons from neuronal “stem cells” after neuronal
injury, neurons in the peripheral nervous system have been found to repair
themselves after axonotomy and in some cases reestablish functional
patterns of innervation. Neuronal repair has been studied since the late
nineteenth century. Ramoén y Cajal’s classic Degeneration and Regeneration
of the Nervous System was the first major work to examine this process
using at that time newly developed neuron-specific histologic methods
(Ramo6n y Cajal 1928). Continuing research in this area has focused largely
on skeletal muscle and motor neurons or the visual system. However,
significant contributions to this field have also been made by studying the
auditory-vestibular system.

Functional regeneration can occur in amphibians (Sperry 1945) and
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TasLE 3.1 Abbreviations for neurotrophic factors and their receptors.

Ligands

Nerve growth factor-NGF

Brain derived neurotrophic factor-BDNF
Neurotrophin three-NT-3

Neurotrophin four and five-NT-4/5
Neurotrophin six-NT-6

Ciliary neurotrophic factor-CNTF
Insulin-like growth factor 1-IGF-I
Insulin-like growth factor 2-IGF-II

Acidic fibroblast growth factor-aFGF, FGF-1
Basic fibroblast growth factor-bFGF, FGF-2
Int-2 proto-oncogene product-int-2, FGF-3
Transforming growth factor beta 1 to beta 3-TGFB,; TGFS,; TGFg,

Receptors

Low-affinity NGF (pan neurotrophin) receptor-p75-NCFR
High-affinity NGF receptor-trk-A

High-affinity BDNF and NT-4 receptor-trk-B
High-affinity NT-3 receptor-trk-C

High-affinity CNTF receptor-CNTFR«

Leukemia inhibitory factor receptor-LIFRB

Oncostatin M receptor-gp130

histological evidence of some nerve regeneration has been shown in
mammals (Spoendlin and Suter 1976; Spoendlin 1988; Bohne and Harding
1992). In light of the recent interest in the function of neurotrophic factors
in neuronal development and injury-repair processes, a series of eighth
cranial nerve (VIIIn) regeneration experiments carried out over the last fifty
years takes on increasing significance. Recent experiments testing for
neurotrophic effects of various growth factors on cultures and explants of
auditory neurons suggest that many of the regenerative events previously
observed may depend upon, or be enhanced by, growth factors such as
basic fibroblast growth factor (bFGF, FGF-2), transforming growth factor
beta one (TGFf,), insulin, nerve growth factor (NGF), brain derived
neurotrophic factor (BDNF) and neurotrophin 3 (NT-3).

2. Regeneration VIIIth Cranial Nerve (VIIIn)

2.1 Amphibians

One of the earliest studies of nerve regeneration in the inner ear was
performed in the vestibular system of an amphibian (Sperry 1945). Using an
adult tree frog (Hyla squirelia) Sperry sectioned the eight cranial nerve
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(VIIIn) at its entry point to the brainstem. Given that various divisions of
the VIIIn innervate the cristae of the three semicircular ducts, the maculae
of the utricle, the lagena, the pars neglecta and the pars basileus, random
reinnervation should cause perturbation of reflexes, whereas, the presence
of normal reflexes after nerve sectioning would indicate regeneration with
functional reinnervation of the correct targets. Five days after sectioning,
Sperry began testing the frog’s response to angular acceleration. After three
weeks of recovery, a reflex response to horizontal acceleration was noted
and the frogs progressively recovered reflexes over the next three weeks,
leading him to conclude that even after a complete axonotomy, regenerating
nerve fibers could find and form functional synapses with their original
targets in the brainstem. Sperry also tested recovery of auditory function by
observing the frog’s response to an auditory stimulus, finding that 3/5ths of
the frogs responded to the sound of paper being crumpled. Although
mentioning the role of putative growth factors while discussing regeneration
of the optic nerve, Sperry stopped short of drawing similar conclusions in
these experiments.

Gleisner and Wersdll (1975) in a different species of frog (Rana tempo-
raria) undertook a detailed histological study of the VIIIn after sectioning.
In a simple VIIIn transection, it was found that the gaps between the central
and peripheral stumps were sealed after three days, and new nerve fibers
were reestablished within the nerve sheath after about seven days. When
nerve stumps were transposed (intentionally switched), repair was found to
occur on a similar schedule with an important exception: several nerve
fibers were found to reinnervate their original correct target as well as the
transposed target. Ultrastructural observations defined a degenerative
phase that started about six hours posttransection, and within 24 hours
showed increased electron density of the axoplasm and a loss of synaptic
vesicles. By day three, increased Schwann cell phagocytic activity was noted
with the overall process of neuronal degeneration affecting the afferent
nerve fibers more rapidly and severely than efferent ones. The regenerative
phase was described as starting at day 7, when the first new nerve fibers
could be distinguished in the basal sensory epithelium, but with no
identifiable synapses between the regenerating nerves and the sensory cells.
Histological evidence of complete reinnervation was observed within two
weeks of sectioning complete with nerve-hair cell synaptic complexes.
Conversely to the degenerative process, afferent neuronal processes were
reestablished before efferent ones. It was also noted that the afferent
synaptic structures within the hair cells were fairly well preserved during the
period of denervation (Gleisner and Werséll 1975).

In a similar series of experiments, Zakon and Capranica studied the
electrophysiological properties of the auditory portion of the VIIIn in the
leopard frog (Rana pipiens). After sectioning the nerve as it entered the
medulla, animals were allowed a minimum of three months recovery time.
Binaural cells in the animals’ superior olive reliably have identical, charac-
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teristic frequencies for stimulation of the right and left ears (Zakon and
Capranica 1981a,b; Zakon 1986). In frogs, these cells receive neural input
from the dorsal medullary nucleus (the equivalent of the cochlear nucleus in
mammals). It was found that the binaural cells of the regenerated side have
a similar frequency response as the nonsectioned side, showing that during
regeneration of the auditory nerve, central connections are functionally
reestablished (Zakon and Capranica 1981a,b; Zakon 1986). The tuning
curves, latency, and threshold measurements of the regenerated fibers were
also found to be similar to those of the nonsectioned side (Zakon and
Capranica 1981a,b; Zakon 1986). Establishment of functional reinnerva-
tion by electrophysiological criteria was first seen five weeks postsectioning
and proceeded through about twelve weeks postsectioning. The one major
difference noted in regenerated nerves was that the tuning curves of 10% of
the superior olivary nucleus cells tested were abnormal, assuming an
uncharacteristic “W” shape never seen in normal animals (Zakon and
Capranica 1981a,b; Zakon 1986).

Similar VIIIn regeneration studies were also undertaken by Newman and
colleagues (Newman et al. 1986) to examine the regeneration of central
projections, first described by Sperry in 1945. Using the bullfrog, Rana
catesbiana, as a model, the VIIIn was transected at its entry point into the
brainstem. Regenerated nerve fibers could be traced after five weeks using
horseradish peroxidase injection. Both thick and thin fibers were found
within the regenerated VIIIn. Regenerated fibers projected to the vestibular
nuclei in a pattern similar to that observed in normal frogs, the only
difference being the inclusion of thick and thin fibers projecting to the
medial nucleus in the regenerated specimens. There was no evidence of
aberrrant projections of the regenerated VIIIn fibers. However, paths of
the regenerating nerve fibers were at times tortuous. Some nerve fibers even
left the nerve tract and grew along the periphery of the brain stem before
making the appropriate synaptic connections. Newmann et al. (1986)
discuss this in terms of the theory of “chemoaffinity”, proposed by Sperry
(1945), which in light of recent research on neurotrophins is strongly
supported. Physiological tests verified a return of function after VIIIn
nerve regeneration (Newmann, Honrubia, and Bell 1987).

2.2 Mammals

Given this successful series of nerve regeneration studies in amphibians, we
again encounter the question that is frequently asked about neural regen-
eration: Why doesn’t it work in mammals? Unfortunately, few studies on
mammals have been undertaken. The work of Spoendlin (1976), Terrayama
et al. (1977) and Bohne and colleagues (Bohne and Harding 1992; Sun,
Bohne, and Harding 1995) showed that the ability of the nerve to initiate
self-repair and to begin to form new projections is not the problem, but
rather the targeting of the regenerated neuronal processes. Spoendlin and
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Suter (1976) reported that after transecting the VIIIn in the inner meatus of
cats (Felis domesticus), regeneration of efferent and afferent nerve fibers
could be observed. After the initial sectioning of the VIIIn, 95% of the
auditory neurons were seen to degenerate over two months (Fig. 3.1). After
twelve months of recovery, an increase of unmyelinated fibers was de-
scribed in the first turn of the cochlea. Myelinated fibers and type II
ganglion cells (i.e., the unmyelinated neurons that compose less than 10%
of the spiral ganglion neurons and supply afferent innervation to the outer
hair cells) were noted to be retained at a fairly constant number. In animals
that were followed for a long period of time, large myelinated fibers were
seen to pass the spiral ganglion entirely. Spoendlin believed that these large
myelinated fibers were regenerating efferents that transversed the spiral
ganglion in a radial fashion, following the most direct route into the
cochlea. However, Spoendlin was unable to locate their points of termina-
tion, and thus summarized that they were “unable to reach their final
destination.” The increase of unmyelinated fibers was found to correspond
to an increase in the remaining branches of the afferent nerves. Spoendlin
suggested that the increase in unmyelinated fibers was a compensation by
numbers for the lost sensory input from the sectioned afferents of the
VIIIn.

In a slightly different approach, Terrayama et al. (1977) brought about
the degeneration of guinea pig (Cavia porcellus) auditory neurons by
perfusing the organ of Corti with streptomycin. After an initial degenera-
tive phase that started about four days after perfusion, the organ of Corti
collapsed, and infiltration of the nerves by macrophages occurred about ten
days after perfusion. Electron microscopic evidence of nerve degeneration
was clearly identifiable. The first signs of nerve regeneration were evident
shortly afterwards. By twenty days postperfusion, Schwann cells could be
seen encircling regenerated neuronal processes. Despite the observation that
neuronal repair was taking place, this group observed an overall decline in
the total number of cochlear nerve fibers. Animals examined 2 and 4
months post injury showed a great decrease of fibers as well as degeneration
of the efferent olivo-cochlear bundle. Apparently, the new nerve fibers
degenerated after a brief period of regeneration (Terrayama et al. 1977).

Other researchers have also found evidence of neuronal regeneration in
mammals. Bohne and colleagues described the regeneration of auditory
nerve fibers that grew along abnormal pathways in the cochleae of noise
damaged chinchilla (Chinchilla laniger) inner ears. These fibers failed to
stain for acetylcholinesterase activity, leading to the conclusion that these
regenerated fibers were afferents (Sun, Bohne, and Harding 1995).

The VIIIn fibers both in amphibians and mammals appear to be capable
of regeneration to varying degrees. The auditory and vestibular nerve fibers
of anurans not only regenerate both peripheral and central axons but also
are capable of restoring functional hearing and balance responses. In
contrast, the nerve fibers of mammalian cochleae appear to be capable of
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Ficure 3.1 A schematic representation of two different patterns of secondary
retrograde degeneration of spiral ganglion neurons that occur following (B)
destruction of the organ of Corti and (C) sectioning of the VIII as compared to (A)
the normal complement of auditory neurons and innervation of the auditory hair
cells. After destruction of the organ of Corti, about 90 percent of the type I and type
IT auditory neurons degenerate (compare B to A). After section of the VIII , only
the greater majority of the type I auditory neurons associated with the inner hair
cells degenerate, whereas the type II auditory neurons and the entire afferent nerve
supply of the outer hair cells remain normal (compare C to A and to B). A few type
I neurons of the inner hair cell system always remain as unmyelinated type three
neurons (see C; arrow). Modified from Spoendlin H (1988) Biology of the
vestibulocochlear nerve in Alberti PW, Ruben RJ (eds) Otologic Medicine and
Surgery Volume I, New York: Churchill Livingstone.

only a very limited amount of regrowth, as shown by Spoendlin (1976), and
seem unable to find their targets after a period of postinjury neuritogenesis.
In light of the concept of “chemoaffinity” advanced in several of the
amphibian regeneration papers and in recent work on the neurotrophins, it
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seems plausible that there is a fundamental difference between amphibians
and mammals in neurotrophin production by neuronal targets or in the
ability of regenerating nerve fibers to react to trophic factors. Recent
studies have shown that VIIIn sectioning in chinchillas results in the
up-regulation of the p75 low affinity neurotrophin receptor (Fina, Popper,
and Honrubia 1994), indicating that neurotrophins are most probably
involved in the VIIIn response to injury and the neural regeneration
process.

3. Development of Innervation of the Auditory System

3.1 Temporal Patterns

To understand the mechanics of regeneration it is important to first
understand the sequence of events that define auditory innervation during
normal development (Sher 1971; Van De Water 1986, 1988; Sobkowicz
1992; Van De Water et al. 1991, 1992; see Figs. 3.2 and 3.3). For simplicity,
we will review primarily the development of afferent innervation. Unless
specified, all research was carried out in laboratory mice (Mus musculus).
At embryonic day eight (E8), the otic placode, destined to become the
neurosensory epithelium of both the cochlear vestibular organs, begins to
invaginate to form the otic vesicle. Shortly before the completion of this
step (E9), a group of cells is identifiable at the basal end of the otic flask
that is destined to become the ganglion cells that will form both the spiral
and vestibular ganglia (Ruben 1967). These differentiating neurons can be
identified by day E10.5 by immunostaining with anti 66 kD neurofilament
(Galinovic-Schwartz et al. 1991). Within the next 24 h, ingrowth into the
areas of presumptive sensory epithelium of the otocyst begins. Proliferation
of neurons continues to day E13 (Ruben 1967). Hair cells develop and begin
to differentiate between days E13 and 14, and afferent synaptogenesis
occurs between E18 and the fifth day postpartum (SPP) (Sobkowicz 1992).
During the postnatal period, several important events conclude the matu-
ration of the cochlea. Schwann cells continue to undergo mitosis and
complete their terminal division on 3 to 5 days PP (Ruben 1967). Myelina-
tion of neuronal fibers occurs 4 to 5 days postnatally (Romand and Romand
1982) and is extended to the neuronal somas by about 7 days PP. In the
mouse, ultrastructural differentiation of spiral ganglion neurons into type I
(innervating inner hair cells) and type II (innervating outer hair cells) occurs
postnatally (Hafidi and Romand 1989). Furthermore, during the postnatal
period, spiral ganglion neurons undergo programmed physiological cell
death (i.e., apoptosis). At day 5 PP, the rat (Rattus norvegicus) loses 22%
of its spiral ganglion auditory neurons (Rueda et al. 1987). This change
corresponds to the completion of synaptogenesis. Completion and optimi-
zation of neuronal tuning is not completed until 4 weeks PP.
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Observations made by Sobkowicz et al. (1980) in postnatal organotypic
cochlear cultures suggest that these postnatal changes are driven by the hair
cells. In these cultures, the opening of the cochlear duct results in growth of
the hair cells away from the spiral ganglion. The neuronal processes
subsequently elongate to maintain synaptic contact with the displaced hair
cells (Sobkowicz et al. 1980). As discussed later in this chapter, trophic
factors, both soluble and matrix-bound, may provide a potential mecha-
nism for both the development and later maintenance of spiral ganglion
neurons. Formation of efferent synapses occurs from days 6 to 16 PP
(Lenoir, Shnerson and Pujol 1980). If hair cells are destroyed by ototoxic or
noise trauma, degeneration of auditory neurons results (Spoendlin 1971;
Bichler, Spoendlin, and Rauchegge 1983; Spoendlin 1988), suggesting a
trophic link between the sensory cells and the auditory neurons. Finally,
staining for various structural proteins and neurotransmitters has shown
that maturation of neurons is not completed until about 60 days PP. A
timetable summarizing the important developmental events occurring from
the onset (i.e., E12) to the completion (i.e., PP 60) of innervation of the
cochlea in the mouse is presented in Figure 3.2 (Sobkowicz 1992).

Ficure 3.2 Developmental timetable: maturational events as suggested by the
current state of knowledge. The data concern the mouse, with the exception of refs:
11 and 17 (rat), and ref. 4 (gerbil), both species developing postnatally. The
gestation time of the mouse ranges from 18 to 21 days (Rugh 1968); in this timetable,
19 days represents the average gestation time. The bold black line between 19 DG
(gestation day) and 1 PN (postnatal day) represents the time of birth. The speckled
lines at 10 and 14 PN represent the onset of hearing (Shnerson, Devigne, and Pujol
1982). The superscripted numbers on the events in this timetable represent the
references listed below, the full references can be found listed alphabetically in the
bibliography of this chapter: 1. Anniko 1988; 1989 (gerbil); 5. Emmerling and
Sobkowicz 1988; 6. Emmerling and Sobkowicz 1990; 7. Emmerling et al. 1990; 8.
Emmerling unpublished; 9. Romand and Romand 1990; 10. Ruben 1967; 11. Rueda
et al. 1987 (rat); 12. Shnerson, Devigne, and Pujol 1982; 13. Sobkowicz and
Emmerling 1989; 14. Sobkowicz 1982; 15. Sobkowicz et al. 1986; 16. Sobkowicz et
al. 1988; 17. Tohyama et al. 1989 (rat); 18. Whitlon and Sobkowicz 1988; 19.

Whitlon and Sobkowicz 1989. Symbols used in this timetable: | onset of
differentiation; | endpoint of differentiation; |*|®|°|¢| starting point is from
auptod; _ _ _ ___ starting point unknown; _ _ _ endpoint unknown;

— ongoing synthesis of GAP-43. Abbreviations: acetylcholine esterase (AChE);
calcitonin gene related peptide (CGRP); gamma aminofutyric acid (GABA); growth
associated peptide forty-three (GAP43); inner hair cell (Ih); outer hair cell (Oh);
neuron specific enolase (NSE); spiral ganglion neurons (Sn). Reproduced from
Sobkowicz H (1992) The development of innervation in the organ of Corti in
Romand R (ed) Development of the Auditory and Vestibular Systems 2, Amster-
dam: Elsevier.
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3.2 Chemoattractive Fields

The mechanics of trophic fields in early embryonic development was
extensively investigated by Van De Water and Ruben (Van De Water and
Ruben 1984; Van De Water, Galinovic-Schwartz, and Ruben 1989) based
on observations that denervated lateral line target fields of frog tadpoles
(Rana clamitans) attracted nearby nerves to the denervated neuromasts
(Speidel 1948). By coculturing two E12.5 mouse otocysts with a single
statoacoustic ganglion complex, it was shown that neuronal ingrowth
occurred into the developing sensory structures of both otocysts. This
observation suggested that chemoattractant fields were being produced by
the developing sensory epithelium (Van De Water 1986, 1988; Van De
Water et al. 1991). Ard and colleagues observed in the chick (Gallus
domesticus) that the peripheral target tissue (i.e., otocyst) of the
statoacoustic ganglion supported neuronal survival in this ganglion (Ard,
Morest, and Haugher 1985). In a further set of experiments in a mammal
(Mus musculus), explanted statoacoustic ganglia were cultured alone or in
the presence of peripheral (otocyst) or central (rhombencephalon) target
tissues. Neuronal survival was found to depend on the presence of either
central or peripheral target tissue. If both central and peripheral tissues
were present, neuronal survival was even further augmented (Zhou and
Van De Water, 1987). These observations (Ard, Morest, and Haugher
1985; Zhou and Van De Water 1987) and others mentioned above led
to the theory that a soluble neurotrophic factor(s) (e.g., NT-3) could be
acting in a trophic manner to support auditory nerve development and
perhaps acting to establish trophic fields that attract the neuritic processes
of the developing auditory neurons to its peripheral target (i.e., the
neuroepithelium of the differentiating organ of Corti (Fig. 3.3; Van De
Water 1988).

Ficure 3.3 Flow chart depicting the major developmental interactions that influence
and control the differentiation of inner ear sensory structures and the establishment
of their innervation. Otic components in boxes represent final inner ear structures.
Lines with solid arrowheads trace the sequence of changes that occur during the
development of inner ear structures, while lines with open arrowheads indicate
influences that operate at each stage of otic development. Influences that as yet lack
definitive proof but are strongly suggested by indirect evidence are indicated by open
arrowheads without lines. Neurotrophic factors in capitals indicate a major trophic
effect while lower case suggests a minor trophic effect. The presence of a ? mark
indicates suggestive data exist but a lack of definitive proof for trophic activity
in-situ. Abbreviations: acidic fibroblast growth factor (aFGF); brain derived
neurotrophic factor (BDNF); neurotrophin three (nt-3). Modified from Van De
Water (1988) The determinants of neuron-sensory cell interactions. Develop Suppl
103.
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4. Biology and Function of Neurotrophic Factors

4.1 History

A general definition for a neurotrophic factor is: a substance that will
promote the survival of neurons. Included in this definition would be
important metabolites such as sodium, potassium, glucose, amino acids,
oxygen, etc. While these are essential for neuronal survival, they are not
generally considered to be neurotrophic factors. Substances considered to
be neurotrophic factors do more than just promote survival. Many neuro-
trophic factors influence morphological differentiation, for example cell
size and neurite elongation. Others direct the physiological maturation of
neurons, for example, neurotransmitter synthesis.

To clarify the definition of neurotrophic factors, we briefly review how
the concept of neurotrophic factors evolved. The term trophic is derived
from the Greek word “trophikos” meaning nourishment. Therefore, “neu-
rotrophic” means “neuron nourishing.” While studying peripheral nerve
degeneration, - Waller (1852) observed that nerves degenerate distal to a
lesion, while new fibers “originate from the central portion, which main-
tained continuity with the ‘trophic centers’ in the spinal cord.” These trophic
centers provided the “nourishment” necessary to maintain the integrity of
the nerve despite its injury. Distal portions of the nerve no longer in contact
with the trophic center lacked trophic support and therefore degenerated
(Waller 1852; Ramon y ye Cajal 1928). The neurotrophic hypothesis of
nerve growth began with the observation that nerve fibers from the
proximal stump of a severed nerve show a preference for entering the distal
stump (Forsmann 1898).

The term “tropic” is derived from the Greek word “tropikos” meaning to
turn or change direction. A “neurotropic” substance therefore is one that
attracts a nerve causing it to turn, or change its path. Most neurotrophic
substances are also “neurotropics.” Forsmann, experimenting with nerve
regeneration, tested the hypothesis that neurotropic substances attracted
regenerating nerve fibers. He suggested that the attractive “tropic” sub-
stance was a lipoidal product of the degenerating myelin sheath that
surrounds the nerve. Santiago Ramon y Cajal disagreed with Forsmann’s
suggestion. Ramén y Cajal had earlier proposed a “chemotactic hypothesis”
to explain a variety of phenomena that he and others in the field had
observed in regenerating nerves (Ramoén y Cajal 1892), preceding For-
smann’s coining of the term “neurotrophic” (Forsmann 1898). Cajal was
fascinated by the observation that even nerves separated by significant
distances tended to grow together towards their prospective targets (Ramén
y Cajal 1892, 1928). Ramén y Cajal’s chemotactic hypothesis sought to
explain this neural regeneration phenomenon and nerve-target interaction
in developing embryos by proposing that “young axons are oriented in their
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growth by stimuli from attracting . . . substances” and that “. .. the
attractive substance is present in the old tubes in the form of a soluble,
non-lipoidal substance, and that its elaboration is brought about by the cells
of Schwann . . . ” (Ramén y Cajal 1928). He summarized his theory in the
statement that “The neurotrophic stimulus acts as a ferment or enzyme,
provoking protoplasmic assimilation . . . the orienting agent does not
operate through attraction, as many have supposed, but by creating a
favorable, eminently trophic, and stimulative of the assimilation and
growth of the newly formed axons” (Ramoén y Cajal 1928).

In the 1930’s Hamburger excised the wing bud of a 72 hour chick embryo,
and observed that both the anterior spinal cord and the spinal sensory
ganglia on the operated side became severely hypoplastic (Hamburger
1934). This finding suggested that neuronal survival promoting neurotro-
phic activity was also present in the peripheral field. Hamburger (1934)
concluded: “The different peripheral structures while growing are in some
direct connection with their appropriate centers in the nervous system. Thus
they are enabled not only to control the growth of their own centers in
general, but even to regulate this growth in quantitative adaptation to their
own progressing increase in size.”

4.2 Neurotrophin Family of Growth Factors

4.2.1 Nerve Growth Factor (NGF)

Elmer Bueker investigated the nature of trophic signals released by periph-
eral organs. He removed embryonic chick limbs and transplanted tumor
cells of human origin to act as “a uniform histogenetic tissue” substituting
for the more complex developing limb. When he implanted mouse sarcoma
180 tissue in the chick embryo at the site of the extirpated limb, he observed
a marked hypertrophy of the associated sensory spinal ganglia. The
sarcoma tissue was heavily innervated by ingrowing sensory fibers, but
there was no ingrowth of motor nerve fibers. Bueker (1948) concluded the

following: “ . . . sarcoma 180 because of intrinsic physicochemical proper-
ties and mechanisms of growth, selectively causes the enlargement of spinal
ganglia . . . . The fact that spinal ganglia were enlarged while the lateral

motor column was reduced in those segments that innervated sarcoma 180
suggested quite definitely that this tumor selectively favored the develop-
ment of one and not the other.”

Levi-Montalcini and Hamburger (1951) repeated these experiments in-
cluding sarcoma 37 tissue as well. They not only confirmed the sensory
ganglion hypertrophy reported by Bueker, but also observed a similar
response from embryonic sympathetic ganglia. Additionally they observed
that only a select subpopulation of the sensory ganglion neurons were
responding to the tumor tissue.

Stanley Cohen, working with Levi-Montalcini and Hamburger, suc-
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ceeded in identifying the active factor as either a protein or nucleoprotein
(Cohen, Levi-Montalcini, and Hamburger 1954). Further searching among
homologous tissues led them to discover potent neurotrophic activity in a
tissue extract of the adult male mouse salivary gland (Cohen 1960). The
active protein purified from salivary glands was given the name “nerve
growth factor” (NGF).

4.2.2 Other Members of the NGF Neurotrophins Family (Brain Derived
Neurotrophic Factor, BDNF; Neurotrophins 3 to 6, NT-3, NT-4, NT-5,
NT-6)

The realization that NGF does not serve as a neurotrophic factor for all
neuronal populations triggered a search for additional factors that might be
related to NGF. Barde and colleagues observed neurotrophic activity in glial
conditioned medium that could not be blocked by NGF antiserum. In their
attempts to purify this factor, it was found to be abundant in the pig (Sus
domesticus) brain (Barde, Edgar, and Thoenen 1982). The new factor was
called brain derived neurotrophic factor (BDNF). It was clear from the start
that BDNF was trophic for different populations of neurons than NGF
(Sendtner et al. 1992). When BDNF was cloned, the structural similarity
between NGF and BDNF became apparent with a greater than 50%
homology in amino acid sequence (Leibrock et al. 1989). The amino acid
sequence homology was most apparent in the regions responsible for
stabilizing the three-dimensional structure of these molecules. These regions
contain six cysteine residues that form disulfide bonds between portions of
the amino acid chain and are essential for maintaining the biological activity
of these molecules.

The high degree of structural similarity between NGF and BDNF initiated
a search for other structurally homologous members of the same gene
family with six laboratories reporting the identification of a new member of
the NGF family of neurotrophins designated as neurotrophin 3 (NT-3)
(Ernfors et al. 1990; Hohn et al. 1990; Jones and Reichardt 1990; Kaisho,
Yoshimura, and Nakahama 1990; Maisonpierre et al. 1990; Rosenthal et al.
1990). Hallbook and colleagues investigated the evolutionary relationship
between the three known neurotrophin molecules (i.e., NGF, BDNF, and
NT-3) by constructing phylogenetic trees derived from DNA sequence
analysis of the three genes (Hallb6ok, Ibafiez, and Persson 1991). These
investigators discovered another novel member of the neurotrophin family
isolated from the african clawed frog (Xenopus laevis) and a viper (Vipera
lebetina). This protein, like NGF, BDNF and NT-3, contains the five highly
conserved amino acid regions including the six cysteine residues. Following
the established convention, the discoverers named it neurotrophin-4 (NT-4).
Berkemeier, Winslow, and Kaplan (1991) reported the discovery of yet
another member of the NGF family of neurotrophins isolated from a
human placental DNA library that they designated neurotrophin-5 (NT-5).
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The NT-5 protein was found to have a greater homology with NT-4 from
Xenopus laevis than with the other neurotrophins (Berkemeier, Winslow,
and Kaplan 1991). This together with the similarity in their biological
activity has led many investigators to conclude that NT-5 is in actuality
human NT-4. Since NT-4 and NT-5 are likely to be interspecies variations
of the same molecule, and have similar activities, they are commonly
referred to as NT-4/5.

A new member of the NGF family called neurotrophin 6 (NT-6) has been
identified in the platyfish (Xiphophorus maculatus) (Gotz et al. 1994). NT-6
is unique in that it is not naturally released into the medium; instead, this
neurotrophin requires the addition of heparin. So far, NT-6 appears to have
a profile of trophic activity similar to NGF in that it supports both sensory
and sympathetic neurons.

4.3 High and Low Affinity Neurotrophin Receptors

4.3.1 NGF Low Affinity Receptor (p75-NCFR)

A protein with a molecular weight of 75 kD (p75*N°®) was initially
identified as a receptor for NGF (Johnson et al. 1986); however, this
receptor bound NGF with a dissociation constant (K;) of 10~° M, which
was a lower binding affinity than appeared necessary to mediate biological
activity, i.e., a K4 of 10~ !'M, high affinity binding (Meakin and Shooter
1992).

Other studies revealed a larger NGF receptor, about 135-140 kD in size,
which was structurally unrelated to the 75 kD protein (Massague et al. 1981;
Meakin and Shooter 1991). This NGF receptor had tyrosine kinase activity
and was shown to bind the NGF ligand with high affinity. It was suggested
that the p75"™°FR protein was converted into a 140 kD high affinity
receptor (p140%-A) through some type of modification, e.g., by binding to
another small protein.

4.3.2 The trk Oncogene (NGF High Affinity Receptor, trk-A)

Oncogenes are genes isolated from tumor cells that have been transformed
through mutations and consequently are thought to contribute to malignant
transformation. Normal genes from which oncogenes are transformed are
called proto-oncogenes. Martin-Zanca et al. (1990) isolated an interesting
oncogene from colon carcinoma cells. They named this oncogene trk, with
the normal cellular homologue being the trk proto-oncogene. The product
of the trk proto-oncogene was a protein receptor about 140 kD in size. At
the time of its discovery the ligand that bound the trk-proto-oncogene
receptor was unknown.

A study of the pattern of expression of trk proto-oncogene message in
mouse embryos revealed a pattern of expression in sensory neurons of



56 Thomas R. Van De Water et al.

neural crest origin (Martin-Zanca, Barbacid, and Parada 1990). These were
the same sensory neurons that are responsive to NGF. Additional evidence
supporting the idea that the trk proto-oncogene was the high affinity
receptor was provided by the observation that addition of exogenous NGF
induced phosphorylation of proto-trk on tyrosine in PC-12 cells (Kaplan,
Martin-Zanca, and Parada 1991). The final proof was provided by Barba-
cid’s group by demonstrating that the protein coded for by the trk
proto-oncogene did in fact bind NGF with high affinity (K; = 10- 1 M)
(Klein et al. 1991a). These results, combined with the fact that the trk
protein product was 140 kD in size, made a compelling argument. Addi-
tional studies have demonstrated that trk-A can mediate the biological
effects of NGF without the presence of the p75-NC'® (Nebreda et al. 1991;
Ip et al. 1993b).

4.3.3 Other Neurotrophin High Affinity Receptors (trk-B, trk-C)

The low affinity NGF receptor (p75“~N°F®) has been reported to bind BDNF
with an affinity roughly equal to that of NGF (Rodriguez-Tebar, Dechant,
and Barde 1990). The high affinity receptor, i.e., trk-A, is more discrimi-
nating and binds NGF selectively. Subsequently, it has been determined that
the p75"NSFR binds all members of the neurotrophin family with low
affinity, but its few known activities have only been associated with NGF
binding. The new member of the NGF neurotrophin family, NT-6, has yet
to be tested for its ability to bind to p75-NCFR,

Klein and colleagues reported the identification of trk-B (p1457%®), a
second member of the tyrosine protein kinase family, which shared about
57% homology with the trk-A gene (Klein et al. 1989). In situ hybridization
studies of mouse embryos revealed that trk-B was expressed throughout the
brain, spinal cord, and in some peripheral nervous system ganglia, sug-
gesting that trk-B may code for a cell surface receptor involved in
neurogenesis. In subsequent studies, several groups reported that trk-B
bound BDNF and NT-3 with comparably high affinities (Klein et al. 1991b;
Soppet et al. 1991; Squinto et al. 1991), and later it was found to bind
NT-4/5 as well (Klein, Lamballe, and Barbacid 1992). All three neurotro-
phins can bind to trk-B; however, NT-3 is much less efficient than NGF and
BDNEF in inducing biological responses through trk-B binding (Glass, et al.
1991; Squinto et al. 1991). Therefore, trk-B probably does not serve as a
receptor for NT-3. Similar findings were made with trk-A, which also binds
NT-3 but only with low biological activity.

The existence of a third member of the trk family called trk-C (p145*)
was reported in 1991 (Lamballe, Klein, and Barbacid 1991). This tyrosine
kinase receptor bound NT-3 specifically, with high affinity, and mediated
its biological activity efficiently, suggesting that trk-C is the high affinity
receptor for NT-3. A schematic representing the binding patterns of NGF,
BDNF, NT-3 and NT-4/5 with the trk receptors is presented in Figure 3.4.
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Ficure 3.4 Schematic representing the binding patterns of nerve growth factor
(NGF), brain derived neurotrophic factor (BDNF), neurotrophin-3 (NT-3) and
neurotrophin 4/5 (NT-4/5) to the high affinity tyrosine kinase receptors trk-A,
trk-B and trk-C. Heavy arrows indicate high affinity binding with a biological
response; arrows with broken lines indicate high affinity binding but with no
biological response.

It is presently not understood why there is overlap in ligand and receptor
binding among the neurotrophins. Similar examples of this type of redun-
dancy exist for other ligands and receptors, e.g., transforming growth
factor alpha (TGFa) and epithelial growth factor (EGF) both bind at high
affinity to the EGF receptor. Whether there is functional significance to this
redundancy of neurotrophin/trk receptor binding is currently unknown.

4.4 Ciliary Neurotrophic Factor (CNTF)

4.4.1 History

Studies of ciliary ganglion-target tissues interactions revealed that the
targets express a soluble protein that is trophic for the cholinergic neurons
of the ciliary ganglion (Adler et al. 1979). This soluble protein represented
a new neurotrophic factor from chick ocular tissues, i.e., ciliary neurotro-
phic factor (CNTF) (Barbin, Manthorpe, and Varon 1984). CNTF was the
third neurotrophic factor to be purified, after NGF and BDNF, but was
recognized as being markedly different from these neurotrophins. Addi-
tionally, CNTF was the only growth factor discovered that was trophic for
parasympathetic neurons, though it had trophic activity for sensory neu-
rons as well (Manthorpe et al. 1982).

4.4.2 CNTF: Structure and Receptor

When CNTF was cloned and its structure fully defined it was discovered
that the primary structure of CNTF did not contain an amino terminal
signal sequence that is necessary for this protein to be cleaved prior to
secretion (Lin et al. 1989). This suggests that CNTF is a cytosolic protein in
vivo and that it is not secreted as a target derived growth factor. One
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interesting feature of CNTF’s structure is that it resembles the structure of
certain hematopoietic cytokines, suggesting that it is more closely related to
the cytokines than to other classical neurotrophic factors, such as the
neurotrophin gene family (Bazan 1991).

The CNTF binding protein (CNTFRqa) confers on the heterodimer
gp130/LIFRQ receptor complex specificity for CNTF binding. This binding
protein is found almost exclusively in the nervous system (Ip et al. 1993a),
suggesting that even though CNTF is structurally related to hematopoietic
cytokines it still functions primarily in the nervous system. Interestingly,
CNTF is attached to cell membranes by a glycosylphatidyllinositol linkage
rather than through the transmembrane domain of its amino acid sequence;
therefore, it can be easily released after peripheral nerve injury (Blottner,
Bruggemann, and Unsicker 1989). The solubilized form of CNTFRa can
bind CNTF and confer responsiveness to cell lines not usually responsive to
CNTF, but which express the gp130 and LIFR heterodimeric complex.

4.5 Other Growth Factors with Neurotrophic Activity

4.5.1 History

The neurotrophins and CNTF are examples of proteins that were isolated
and identified as neurotrophic factors. Their major site of activity is the
nervous system despite the fact that many of them, or their receptors, have
been isolated in nonneuronal tissue as well. There are other growth factors,
originally discovered because of their activity on nonneuronal cells, that
have subsequently been shown to possess neurotrophic properties. Some are
localized at high concentrations in the brain or other nervous tissues,
suggesting a natural role for these factors in the nervous system.

Whether these proteins prove useful in the treatment of nervous system
disorders is unclear. Many of these other agents have broad systemic
spectrums of action outside the nervous system, thereby rendering their
administration more questionable because of the potential for excessive
systemic side effects.

4.5.2 Insulin and Its Related Peptides— Insulin-Like
Growth Factors Iand II

Insulin is a member of a family of structurally and functionally related
proteins that also includes insulin-like growth factors I and II (IGF-I and
IGF-II). In vitro experiments have shown insulin to be capable of sup-
porting cultured neurons in defined media without a fetal calf serum
supplement (Snyder and Kim 1980; Huck 1983; Aizenman and de Vellis
1987). Receptors for insulin are distributed widely in the brain (Baskin
1987), with their highest concentration in the choroid plexus, olfactory
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bulb, limbic system structures, and hypothalamus. Insulin receptors in the
brain are found primarily on neurons, with few receptors localized on glia
(Han, Lauder, and D’Ercole 1987). The neurotrophic effects of insulin have
been shown to directly affect the neurons without any need for mediation
by glial cells (Marks, King, and Baskin 1991). However, insulin has been
demonstrated to stimulate DNA and RNA synthesis in glial cells through
interactions with the IGF-I or IGF-II receptors. Both receptors are present
on glial cells and bind insulin with resultant biological activity (Devaskar
1991).

The insulin-like growth factors have broad somatic activities associated
with the regulation of body growth during development. The IGFs bind to
a family of at least six binding proteins and three membrane receptors
(Neely et al. 1991). Both IGF-I and IGF-II bind to the “IGF-I” receptor with
high affinity (Steele-Perkins et al. 1988). Therefore, the IGF-I receptor is
commonly referred to as the type-I IGF receptor. The type-1 IGF receptor
is similar in structure to the insulin receptor (Neely et al. 1991), and insulin
can bind to this receptor but with low affinity. The type-II IGF receptor is
structurally distinct from both the insulin and the type-I IGF receptor. It
binds IGF-II with high affinity but it is not known whether it mediates the
biological activities of IGF-II. The insulin-like growth factors and their
receptors are found widely expressed throughout the central nervous system
(Brown, Graham, and Nissley 1986; Lund et al. 1986), the peripheral
nervous system, and skeletal muscle (Lewis et al. 1993). Insulin receptor
mRNA in the brain is somewhat more restricted in distribution than the IGF
receptor mRNA but tends to be co-localized with it (Baron-Van Evercooren
et al. 1991). Many different types of neurons respond to the IGFs. Both
IGF-I and IGF-II promote neuronal survival, neurite elongation and gene
activation in different types of cultured brain cells (Lenoir and Honneger
1983; Aizenman and de Vellis 1987; Knusel et al. 1990; Cheng and Mattson
1992). Increased expression of the type-I IGF receptor during embryoge-
nesis has suggested that the IGFs may be most active during development
(Brown, Graham, and Nissley 1986; Lund et al. 1986). However, IGFs
probably do not have a traditional neurotrophic role with a specific
population of responsive neurons. The spectrum of neuronal populations
responsive to the IGFs is too broad. Instead, the IGFs probably play a
nonselective role in a general promotion of the growth and maturation of
components of the central nervous system.

In the peripheral nervous system, the activity of the IGFs appears to be
more selective. Here, too, the IGFs and their receptors are widely expressed
(Hansson et al. 1988; Edwall et al. 1989), but in this system they may
specifically be active in promoting neuronal regeneration. The IGFs pro-
mote neuritogenesis in cultured sensory, motor, and sympathetic neurons
(Recio-Pinto, Reichler, and Ishii, 1986). In vivo, local infusion of IGF-II
promotes the regeneration of both motor (Near et al. 1992) and sensory
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(Glazner et al. 1993) nerve fibers following a crush injury to the sciatic
nerve. Local infusion of IGF-I can also promote the regeneration of sensory
nerves (Kanje et al. 1989) and sprouting by motor neurons in denervated
skeletal muscle (Caroni and Grandes 1990). Additionally, antiserum to the
IGFs reduces both motor (Near et al. 1992) and sensory (Glazner et al. 1993)
nerve regeneration providing strong support that a major physiological role
of the IGFs in the peripheral nervous system is the enhancement of neural
regeneration.

Whether the IGFs also serve as survival-promoting factors for neurons of
the peripheral nervous system is not clear. Both insulin and IGF-II can
promote the survival of sensory and sympathetic neurons in culture
(Recio-Pinto, Reichler, and Ishii 1986). IGF-I promotes the survival of
parasympathetic ciliary ganglion neurons in vitro, but only when a protein
kinase C activator is added (Crouch and Hendry 1991). IGF-I has not been
shown to promote the survival of sensory neurons in culture. IGF-I also
promotes the survival of cultured motor neurons but only in the presence of
astrocytes, suggesting an indirect mechanism of trophic support (Ang et al.
1992). The in vivo administration of IGF-I has been shown to attenuate
motor neuron death following axotomy (Lewis et al. 1993), and improve
motor function in a model of vincristine motor neuropathy (Apfel et al.
1993).

4.5.3 Heparin Binding Growth Factor Family of Fibroblast
Growth Factors (FGFs 1-7)

Fibroblast growth factors (FGFs), initially isolated from crude brain
homogenates, promoted mitogenic activity in cultured fibroblasts. A partial
purification of what was believed to be a single FGF protein (Gospodaro-
wicz 1974) was later shown to be two closely related factors that could be
further separated by isoelectric focusing (Lemmon et al. 1982; Thomas,
Rios-Candelore, and Fitzpatrick 1984). One FGF possessed an acidic
isoelectric point and the other FGF had a basic isoelectric point therefore,
they were designated as acidic (aFGF) and basic (bFGF) fibroblast growth
factors. The amino acid sequences for these two FGF proteins share about
a 55% homology (Gospodarowicz et al. 1984; Esch et al. 1985; Gimenez-
Gallego et al. 1986). Despite their close homology, aFGF (FGF-1) and
bFGF (FGF-2) are the products of different genes. Both aFGF and bFGF
bind with high affinity to heparin complexes that are widely distributed over
cell surfaces and in basement membranes. Binding to heparin substantially
amplifies the biological activities of aFGF and to a lesser extent bFGF
(Gimenez-Gallego et al. 1986; Gospodarowicz et al. 1986) and serves to
protect these FGF proteins from heat inactivation (Gospodarowicz and
Cheng 1986). Other members of the FGF family all share in common the
feature of binding to heparin, resulting in the designation “heparin binding
growth factor” (HBGF) family (Burgess and Maciag 1989). Apart from
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aFGF (FGF-1) and bFGF (FGF-2), other members of this family include a
product of the int-2 oncogene (FGF-3), a product of the hst/k-fgf oncogene
(FGF-4), FGF-5, FGF-6 and keratinocyte growth factor (FGF-7) (Sensen-
brenner 1993).

Both acidic and basic FGF proteins have similar systemic activities. They
are both potent mitogens for cells of mesodermal and neuroectodermal
derivation. The cell types responsive to aFGF and bFGF include fibroblasts,
vascular endothelial cells, chondrocytes, osteoblasts, myoblasts, neuro-
blasts, and astrocytes (Gospodarowicz et al. 1986; Perraud et al. 1988).
Without heparin, bFGF has a greater degree of activity as a mitogen than
aFGF, but in the presence of heparin, these two FGFs are of approximately
equal activity (Bohlen et al. 1985). Basic FGF has been shown to increase
the survival rate and neurite extension activities of both cultured fetal rat
hippocampal neurons (Walicke et al. 1986) and cultured rat cortical neurons
(Morrison et al. 1986). Basic FGF also stimulates neurite outgrowth in
PCI12 cells similarly to NGF (Togari et al. 1985). Both aFGF and bFGF
promote proliferation and neurite outgrowth by adrenal chromaffin cells,
but do not effect their survival in vitro (Claude et al. 1988). Other neural
cell lines have also been shown to respond to the FGFs during periods of
early differentiation and development. Additionally, bFGF promotes the
proliferation, survival, and differentiation of early stage neuroepithelial
cells from E10 mice (Murphy, Drago, and Bartlett 1990). Putative stem cells
from mouse striatum, which proliferate in response to epithelial growth
factor (EGF), also express receptors for bFGF and some of these stem cells
have demonstrated a proliferative response to exogenous bFGF (Vescovi et
al. 1993). Basic FGF has been shown to promote the proliferation of
neuroblasts from embryonic rat spinal cord (Ray and Gage 1994). Both
acidic and basic FGF have been shown to have neurotrophic activity when
administered in vivo, e.g., promoting the survival of retinal ganglion
neurons following optic nerve section (Sievers et al. 1987). Similarly, bFGF
prevents photoreceptor degeneration in a model of an inherited retinal
dystrophy (Faktorovich et al. 1990) and protects retinal ganglion cells from
ischemic injury (Unoki and LaVail 1994). Administration of bFGF has also
prevented septal cholinergic neuronal cell death following fimbria-fornix
transection in adult rats (Anderson et al. 1988).

In the peripheral nervous system bFGF enhances the survival of dorsal
root ganglion neurons (Unsicker et al. 1987), parasympathetic ciliary
ganglion neurons (Dreyer et al. 1989), sympathetic neurons (Eckenstein et
al. 1990), and motor neurons (Arakawa, Sendtner, and Thoenen 1990). The
ability of bFGF to promote motor neuron survival can be enhanced by
CNTF (Arakawa, Sendtner, and Thoenen 1990). Both bFGF and aFGF are
able to promote motor and sensory nerve regeneration across a nerve gap,
but further evidence for their role as promoters of neural regeneration is
needed (Aebischer, Salessiotis, and Winn 1989; Cordeiro, Seckel, and
Lipton 1989).
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The physiological role of the FGFs in the nervous system remains
uncertain. Because bFGF mRNA is in higher abundance in the adult brain
than in the periphery, it probably plays a more important physiological role
in the central nervous system (Burgess and Maciag 1989; Gospodarowicz,
Neufeld, and Schweigerer 1987). Basic FGF levels increase after injury to
central axons such as the optic nerve and fimbria-fornix, but remain low
after injury to peripheral nerve (Gomez-Pinilla, Lee, and Cotman 1992;
Eckenstein, Shipley, and Nishi 1991). Acidic FGF is found at higher levels
of expression in the sciatic nerve, but decreases rapidly following nerve
transection (Eckenstein, Shipley, and Nishi 1991). Therefore, what role, if
any, either aFGF or bFGF play in response to injury remains unclear.

4.5.4 Transforming Growth Factor Beta Subfamily (TGFg1-5)

TGFg exists in at least five distinct isoforms that have significant structural
homology but differ in their function and in their pattern of expression in
the nervous system (Roberts and Sporn 1990). The occurrence of TGFf,
and s has not been observed in mammals. TGFB, and 8; mRNA are
distributed throughout the mammalian brain and spinal cord (Unsicker et
al. 1991). Only TGFB; mRNA is found in the sciatic nerve. Both TGFS, and
f3; have been reported to have identical patterns of immunostaining in both
neurons and glia throughout the nervous system (Unsicker et al. 1991). In
the peripheral nervous system, dorsal root ganglia were heavily immu-
nostained for the presence of TGFS,; and 3, (Unsicker et al. 1991). TGFB,
has been demonstrated to promote the survival of motor neurons in culture
(Martinou et al. 1990), though this increase in survival may be the result of
indirect effects (Flanders, Ludecke, and Engels 1991). TGF(, and (3, have
also been reported to promote neurite outgrowth from cultured hippo-
campal neurons (Ishihara, Saito and Abe 1994) and to exert mitogenic
effects on cultured Schwann cells (Ridley et al. 1989). TGF(, and 3; appear
to have an inhibitory effect on the survival of sympathetic and ciliary
ganglion neurons (Flanders, Ludecke, and Engels 1991).

5. The Role of Neurotrophic Growth Factors in
Auditory Neuron Survival and Repair

5.1 Neurotrophins

The response of murine auditory neurons to NGF as well as binding of %I
labelled NGF to embryonic days 11 to 14 (E11-14) statoacoustic ganglion
was clearly demonstrated in cultures of E11-14 ganglia (Lefebvre et al.
1991c). These observation were extended to include BDNF and NT-3, which
were shown to enhance survival and neuritogenesis of embryonic chick
(Avila et al. 1993) and murine (Vasquez et al. 1994) auditory neurons in
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vitro. The biological responsiveness of developing murine auditory neurons
to NT-3 is illustrated in Figure 3.5 where an untreated E13 spiral ganglion
explant that shows no observable neuritic outgrowth response (Fig. 3.5A) is
contrasted to the robust neuritogenesis response of a comparable E13 spiral
ganglion explant exposed to exogenous NT-3 (Fig. 3.5B). The presence of
transcripts for both BDNF and NT-3 and their high affinity tyrosine kinase
receptors (trk-B and trk-C) have been described for the developing neuroe-
pithelium of the otocyst using in situ hybridization (Ernfors, Merlio, and
Persson 1992; Pirvola et al. 1992, 1994; Schecterson and Bothwell 1994).
The actions of neurotrophins have also been documented clearly during the
early postnatal period, at which time ongoing development and fine tuning
of the auditory system is taking place. In situ hybridization studies carried
out by Ylikoski et al. (1993) on cochlear tissues of 7PP rats have shown that
there were high levels of expression of NT-3 mRNAs in the inner hair cells
with lower levels of expression in the outer hair cells. BDNF mRNA
expression was localized to the hair cells of the early postnatal organ of
Corti, but overall was expressed at higher levels in the sensory epithelium of
the vestibular system.

This study failed to detect any NGF mRNA expression in either the inner
or outer hair cells. As a correlate, hybridization for neurotrophin receptors
showed that both trk-B and trk-C, the high-affinity receptors for BDNF
and NT-3, localized to the neuronal populations of both the postnatal spiral
and vestibular ganglia (Ernfors, Merlio, and Persson 1992; Ylikoski et al.
1993). These studies failed to detect the presence of NGF or trk-A in the
postnatal rat organ of Corti. Hybridization patterns for neurotrophin
mRNAs were found to be slightly different in the adult rat organ of Corti.
Expression of BDNF message was not detected in the adult rat organ of
Corti and expression of NT-3 transcripts were limited to the inner hair cells.
There was also a difference in NT-3 expression levels in the organ of Corti
tissue in a base to apex gradient pattern (Ylikoski et al. 1993). The changes
in BDNF expression roughly corresponded to the timing of programmed
neuronal cell death and the differentiation of the neuronal population of
spiral ganglion into type I and type II auditory neurons. Type I neurons
compose 90% of the neuronal population of the spiral ganglion and
innervate the inner hair cells, thus suggesting that NT-3 may exert a tropic
influence on the afferent type I neurons. A change in BDNF expression also
was observed between the postnatal and adult stages. This again suggests
that changes in expression of this neurotrophin may affect the process of
cochlear maturation. BDNF has been shown to be a survival factor for the
embryonic neurons of the cochleovestibular ganglion (Avila et al. 1993;
Vasquez et al. 1994). Thus, a decrease in target-derived neurotrophin
expression may be related to the onset of neuronal cell death in the maturing
cochlea.

Although placing an isolated auditory neuron in vitro in itself is a model
of neuronal injury, very few studies specifically address the subject of the
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Ficure 3.5 Spiral ganglion explants (SG) from E13 mouse embryos after 24 hr in
vitro. (A) control spiral ganglion explants in defined medium only, note the
outgrowth of many fibroblast-type cells (solid arrow). (B) spiral ganglion explants in
defined medium supplemented with exogenous NT-3 (10 ng/ml), note the dense
neuritic outgrowth (open arrows) in response to the presence of this neurotrophin.
Bar = 25 ym.
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response of injured auditory neurons to the addition of exogenous neuro-
trophins. Recently the in vitro responses of adult auditory neurons to
neurotrophins have been tested. NT-3 and BDNF were found to actively
promote neuronal survival, whereas NGF, while not acting as a survival
factor for these neurons, was found to promote neuritic outgrowth when
used in combination with a survival promoting neurotrophic factor (Le-
febvre et al. 1991a; 1992b; 1994). Recent experiments carried out in
chinchillas have shown that vestibular neurectomy results in upregulation of
the p75™™NCFR while the high affinity receptors for BDNF or NT-3 (trk-B
and trk-C) were not affected (Fina, Popper, and Honrubia 1994). The low
affinity receptor is thought to play a role in the sequestration and
presentation of neurotrophins (Lee et. al. 1992).

This study suggests that neurotrophins play a role in central target
derived trophic support of auditory neurons in vivo. At present no studies
have assessed the molecular biology of neurotrophin receptor expression in
response to peripheral injury.

In support of a central role for BDNF and NT-3 in the developing and
mature auditory and vestibular systems are recent reports that describe the
morphological consequences to the sensory ganglia of the inner ear of null
mutations (gene knockout experiments) where either BDNF or NT-3 genes
have been deleted and, therefore, the mice develop in the absence of the
targeted neurotrophin. The most profound effect on developing auditory
neurons is observed in NT-3 (- / —) homozygous mice where NT-3 protein
is lacking. There is a greater than 80% reduction in the neuronal population
of the spiral ganglion (Farinas et al. 1994; Ernfors et al. 1995a, 1995b), and
the afferent but not the efferent innervation of the inner hair cells of the
NT-3 (—/—-) homozygote is affected (Ernfors et al. 1995a, 1995b). These
findings are in agreement with in situ hybridization observations that show
a decrease in trk-B expression and a predominance of trk-C transcripts in
the spiral ganglion as it matures (Ernfors, Merlio, and Persson 1992;
Ylikoski et al. 1993). The effects of a lack of NT-3 on the developing and
mature vestibular system is less pronounced with only approximately a 30%
loss of vestibular neurons. This results in no noticeable effect on the pattern
of afferent innervation of vestibular sensory receptors of the NT-3 (—/-)
homozygote (Ernfors et al. 1995a, 1995b). When BDNF is eliminated
through a null mutation quite a different pattern of effects is observed in
the developing and mature inner ears of the homozygotes (BDNF —/-).
There is only a minor (i.e., 7%) reduction in the neuronal population of the
spiral ganglion, and there was no detectable change in the afferent
innervation pattern to the inner hair cells. In striking contrast to the lack of
any change in the inner hair cell afferents, no afferent nerve fibers were
detectable in the vicinity of the three rows of outer hair cells of the BDNF
(—/-) homozygotes. Furthermore, neuronal counts revealed that the small
loss of neuronal cells observed in the spiral ganglion were predominantly
type II auditory neurons (Ernfors et al. 1995a, 1995b). The analysis of
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BDNF null mutants, however, clearly demonstrated that the predominant
effect of a lack of BDNF protein was on the survival of vestibular ganglion
neurons, with approximately 80% of these neurons dying in the inner ears
of the homozygotes (BDNF —/—). Additionally, there was a greater than
30% reduction in the neuronal population of the vestibular ganglia in
heterozygotes (BDNF, +/—) (Ernfors, Lee, and Jaenisch 1994; Jones et al.
1994; Ernfors et al. 1995a, 1995b). These observations are supported by the
expression patterns of BDNF mRNA in the developing and mature inner
ears of mice and rats (Ernfors, Merlio, and Persson 1992; Pirvola et al.
1992, 1994; Ylikoski et al. 1993; Schecterson and Bothwell 1994; Wheeler et
al. 1994). Taken together with the in vitro findings (Lefebvre et al. 1994)
these gene knockout results (Ernfors, Lee, and Jaenisch 1994; Ernfors et al.
1995a, 1995b; Farinas et al. 1994; Jones et al. 1994) strongly suggest that
both NT-3 and BDNF play integral roles in both the development and
maintenance of auditory neurons, and that BDNF is an essential factor for
the development and maintenance of the vestibular system.

5.2 Ciliary Neurotrophic Factor (CNTF)

There is at present only preliminary evidence that CNTF has any effect on
auditory neurons. An in vitro study has shown that CNTF can stimulate
neuritogenesis from chick cochleovestibular ganglion explants (Bianchi and
Cohan 1993). Because CNTF is considered a central trauma factor (Lo
1993), and trauma to the central processes of the auditory nerve can result
in the initiation of cell death in the auditory neurons of mammals
(Spoendlin 1971), this neurotrophic factor was tested for its ability to
promote neuronal survival in traumatized auditory neurons in vitro. In
dissociated cell cultures of early postnatal rat spiral ganglia, CNTF alone
proved to have little effect on neuronal survival; however, in combination
with BDNF the survival-promoting ability of CNTF was greatly enhanced
(Van De Water et al. 1994). Only in explants of adult rat spiral ganglia was
CNTF proven to be an effective trophic factor for the support of neuronal
survival (Staecker et al. 1994). It appears that CNTF will play a role in the
survival of traumatized auditory neurons, but the exact nature of that role
needs additional clarification. Investigations need to be undertaken on both
in vitro and in vivo levels to define the distribution of this growth factor and
its receptor in situ, and its regulation during the process of injury and repair
in the auditory system.

5.3 Insulin and the Insulin-Like Growth Factors (IGFs)

Nothing is known about the IGFs during injury and repair in the auditory
system. It is well known that insulin is a required growth factor supplement
for the culture of many different types of neurons (Bottenstein and Sato
1979) and is required for the successful serum-free culture of both devel-
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oping (Lefebvre et al. 1991c) and adult (Lefebvre et al. 1991a) auditory
neurons in a defined medium. Although the IGFs have been implicated as
repair enhancing factors during neural regeneration in the peripheral
nervous system, there are at present no studies to determine if these growth
factors are involved in repair and regeneration of the VIIIn.

5.4 Fibroblast Growth Factor (FGF) Family

Three members of the FGF family can be expected to play a role in the
development and maintenance of the auditory neurons and their axonal
projections. These FGFs are aFGF (FGF-1), bFGF (FGF-2) and int-2
(FGF-3). Transcripts for aFGF have been shown to be abundant in both the
peripheral (i.e., cochlea; Luo et al. 1993) and central (i.e. cochlear nucleus;
Luo et al. 1995) targets of the spiral ganglion as well as in the auditory
neurons themselves (Luo et al. 1995). At present there have been no
reported in vitro experiments to test if in fact aFGF will promote the
survival of auditory neurons. However, there is preliminary evidence that
aFGF can support the survival of these neurons in spiral ganglion explants
from adult rats (Staecker and Van De Water, unpublished results). Exoge-
nous bFGF has been shown to be ineffective in promoting neuronal survival
in dissociated cell cultures of adult auditory neurons unless very high levels
of ligand were used (i.e., 10 ug/ml). However, when the bFGF was bound
to the substrate, levels as low as 10 ng/ml were very effective in supporting
neuronal survival in these cultures (Lefebvre et al. 1991a). The expression of
int-2 mRNA in areas of differentiating sensory epithelium (Wilkinson,
Bhatt, and McMahon 1989) and the fact that bFGF and int-2 proteins
generally target the same cell populations, with the int-2 protein generally
being active at much lower concentrations, strongly suggests that int-2 will
be effective in supporting the survival of auditory neurons. At present, this
conjecture remains unproven. There have been no experiments testing the
remaining members of the FGF family (i.e., FGFs 4-7) and no indirect
evidence that would suggest any of these as trophic agents for the auditory
system.

5.5 Transforming Growth Factor 3 Subfamily

Unlike the direct neurotrophic actions of either NT-3 or bFGF on auditory
neurons, transforming growth factor @ appears to exert its survival-
promoting effect by enhancing a neuron’s ability to respond to other
survival-promoting factors. Therefore, cultures of adult auditory neurons
treated with only TGFB; showed an increase in their neuronal survival
response only if bFGF was added in combination with TGFS,; (Lefebvre et
al. 1991a). The mechanism of TGF@’s ability to enhance bFGF mediated
neuronal survival was further defined in an in vitro study where it was
demonstrated that treatment of dissociated cell cultures of auditory neurons
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with TGFB, resulted in an increase in transcripts encoding for bFGF
receptor, and correspondingly, an increase in bFGF receptors on the
neurons, thereby rendering these TGF, treated neurons more sensitive to
the survival-promoting effects of bFGF (Lefebvre et al. 1991b). These
findings gained added importance when it was discovered in a series of in
vivo experiments that trauma to the auditory nerve (i.e., sectioning of the
central axons) resulted in an upregulation of the expression of TGFg,
mRNA in the injured auditory neurons (Lefebvre et al. 1992a). These
findings strongly suggest that TGF@, is an injury response factor in auditory
neurons. This neurotrophic factor acts by modulating the ability of the
injured neurons to respond to other neurotrophic molecules, thereby
increasing their ability to survive following a traumatic injury. At present
only one neurotrophic factor receptor has been studied, and there are many
other factors and receptors that can affect the survival of traumatized
neurons that need to be assayed in an injured auditory system that is
responding to increases in endogenous TGFg,;. Additionally, the effects of
exogenous TGFpB, and (8; have not been tested in the in vitro model of
injured auditory neurons (Lefebvre et al. 1991a) nor have either of these
trophic molecules been studied in response to trauma in vivo (Lefebvre et al.
1992a). The observations described above suggest that the TGFps are injury
response molecules for injured auditory neurons. At present there is
insufficient information to define the exact nature of the roles that these
neurotrophic factors play in repair and regeneration in the auditory system
other than to state that one such role appears to be that of a modulator of
the traumatized neurons’ ability to survive.

6. Delivery Systems

6.1 Approach

One of the major difficulties in applying neurotrophic factor to the inner
ear is accessibility. Virtually all of the known neurotrophic factors are large
proteins that will not easily cross the blood-perilymph barrier. This fact
limits the practicality of systemic administration of neurotrophic factors to
treat the auditory neurons of the spiral ganglion. Therefore, strategies for
administering neurotrophic factors to the auditory neurons have focused
primarily on bypassing the blood-perilymph barrier. A look at cochlear
anatomy shows that there is access to the extracellular spaces that surround
the auditory neurons of the spiral ganglion via communications between the
peripheral axonal processes and the perilymphatic fluids of the scala
tympani. Most current strategies for the delivery of pharmacologically
effective amounts of neurotrophic factors to the auditory neurons involve
the use of the communications between the perilymph and these neurons.
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6.2 Direct Infusion of Neurotrophic Factors

Currently, infusing drugs directly into the fluid spaces of the scala tympani
is the most practical method of bypassing the blood-perilymph barrier. The
technique necessitates surgically placing a catheter through either the round
window membrane or through the lateral wall of the basal turn of the
cochlea into the fluid space of the scala tympani (Brown et al. 1993). The
catheter is linked up to an infusion device placed subcutaneously where it
can be refilled as necessary.

This technique has been used to deliver a mixture of two neurotrophins
(i.e., BDNF and NT-3) into the scala tympani of a guinea pig following the
destruction of the auditory hair cells of the organ of Corti by a single dose
of ototoxin and loop diuretic (Staecker et al. 1995). This study has provided
preliminary evidence that neurotrophins delivered to the cochlea via this
route of infusion supports increased survival of the targeted auditory
neurons.

Alternatively, if only a single administration of growth factor(s) is
required then a single delivery of a growth factor(s) can be administered via
the catheter or through the round window membrane. The general problem
with the delivery of a single dose of growth factor is that the local
concentration of this factor is quickly reduced to low levels probably long
before the growth factor has had an opportunity to penetrate the cochlear
duct tissues over a depth of more than a couple of millimeters. Long term
chronic infusion via a miniosmotic pump is preferable since this method of
delivery is designed to compensate for the washout phenomena by main-
taining continuous high levels of factor for prolonged periods of time.

6.3 Carrier Drugs

Small molecules that bind to specific receptors on endothelial cells that are
transported across these cells have been suggested as vectors for carrying
growth factors across this barrier. Growth factor(s) could be covalently
bonded to a carrier molecule and, following transport across the endothelial
cell, the bond could be cleaved, releasing the growth factor(s) to bind to
appropriate high affinity receptors on the targeted cell population within
the inner ear. NGF has been conjugated to antitransferrin antibodies, and
it has been demonstrated that this conjugation did not reduce the trophic
activity of NGF. Subsequent intravenous injection of a radiolabeled
NGF-antitransferrin receptor complex demonstrated a time dependent
migration of NGF from brain capillaries into the brain tissue while there
was no such transfer of radiolabeled unconjugated NGF (Pardridge 1986;
Fishman et al. 1987).

In addition to receptor mediated transcytosis, growth factors may be
transported by a mechanism termed absorptive mediated trancytosis. Since
the capillary endothelial cells in the inner ear contain numerous negative
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charges on their surface membranes, proteins that are positively charged
can trigger this phenomenon (Kumagai, Eisenberg and Pardridge 1987).

6.4 Implantable Polymers

Embedding a growth factor within a biocompatible polymer is a potentially
useful approach since the polymer complex can both protect the factor from
degradation by its environment and achieve a long term sustained release at
the site of implantation. The growth factor is combined with a polymeric
resin that forms a matrix whose porosity and degradation rates can be
controlled (Leong, Brott, and Langer 1985). This allows the specific design
of polymers with a predetermined rate of growth factor release (Leong et al.
1986; Tomargo et al. 1989; Powell, Sobarzo, and Salzman 1990). Biorelease
polymers can be shaped to fit the application site and, when produced as
microspheres containing growth factor, these polymers can be administered
by injection. A disadvantage of polymer implantation is that if growth
factor release is to be discontinued for any reason, additional surgery is
required to remove the polymer.

6.5 Cell Transplantation

One method of avoiding the problems inherent in both infusion of drugs
and the implantation of biorelease polymers would be to implant growth
factor producing factories that could obtain the raw materials needed for
the production of growth factors from the local environment (Selden et al.
1987). Mammalian cells can be thought of as small manufacturing plants
that can be genetically engineered to produce almost any growth factor
required either singly or in combinations. The raw materials, such as amino
acids, are freely available in perilymphatic fluid of the scala tympani. There
are already two preliminary studies (Ryan and Luo 1995; Staecker et al.
1995) showing that genetically engineered cells can be used to deliver growth
factors to the tissues of the cochlear duct. The grafting of genetically
engineered fibroblasts secreting neurotrophins has been used for a number
of years in the brain with quite good success (Gage et al. 1987; Olson et al.
1988; Rosenberg et al. 1988). A recent report has combined the features of
polymer release characteristics with genetically engineered cells by encap-
sulating NGF secreting cells with a polymer cage and then introducing these
into the lesioned brain (Winn et al. 1994). This study resulted in the
protection of septal cholinergic neurons from degeneration due to a loss of
trophic support from the lesioned target tissue. One advantage of polymer-
embedded cells is ease of localization and later removal, if required.
Unencapsulated growth factor secreting cells can spread to many sites and
present a serious problem of their removal, if required for any reason.
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6.6 Viral Vector Gene Therapy

Viruses that have been rendered replication deficient can be used to carry
and express inserted genes that encode for neurotrophic factors. The
expression of the inserted genes can be driven either by the promoters that
usually coordinate viral replication within the infected cell or any inserted
promoters that may be used to obtain cell specific gene expression (e.g., a
neurofilament gene promoter to obtain gene expression primarily in neu-
rons). There are several types of viruses that are currently used: retroviruses
that can target actively proliferating cells, herpes viruses that have adequate
space to insert several gene constructs and infect postmitotic differentiated
cells, especially neurons; adenoviruses that infect postmitotic cells and will
maintain gene expression for extended periods of time within in vivo
infected cells; and adenoassociated viruses that will infect postmitotic cells,
maintain gene expression for extended periods of time in vivo, and have
negligible long term toxicity effects. The advantage of using viral vectors to
deliver growth factors to auditory neurons is that initiation of therapy with
a viral vector requires only one disturbance of inner ear structures when the
virus carrying and expressing the desired growth factor gene(s) is delivered
to the scala tympani where the replication deficient infectious agent has
access to the cells of the spiral ganglion. A modified Herpes simplex virus
expressing the high affinity receptor for NGF (pHSVtrkA) has been used to
infect neurons that would not normally respond to NGF and change their
responsiveness to this neurotrophin (Hong et al. 1994). The high affinity
receptor for NGF (trk-A) is not present in maturing and adult auditory
neurons, therefore, the same pHSVtrkA vector mentioned above was used
in cultures of these neurons to change their ability to respond to the
addition of exogenous NGF by transducing the expression of trk-A (Van De
Water et al. 1992). More recently a Herpes simplex viral vector containing
a BDNF gene, (pHSVbdnf) was used to treat postnatal rat spiral ganglion
explants and to evoke a robust neuritogenesis response comparable to
responses obtained from the addition of exogenous BDNF to spiral
ganglion explants (Hartnick et al. 1995). These studies show that a herpes
viral vector can be used to infect spiral ganglion cells and produce biological
effects on these auditory neurons in culture. It now remains to be
demonstrated that these or other viral vectors can be used to express growth
factor genes effectively in the inner ear in vivo and to achieve a biological
response from the targeted populations of cells. In support of in vivo
applications is the report of a Herpes simplex viral vector used to express a
nerve growth factor gene (pHSVngf) in the peripheral nervous system and
to protect neurons of a peripheral ganglion (i.e., dorsal root ganglion) from
the deleterious consequences of a traumatic injury (Federoff et al. 1992).
An example of a Herpes simplex virus construct containing a nerve
growth factor mini-gene whose expression is driven by the viral promoter
genes is shown in Figure 3.6. The benefits of a viral vector gene therapy



72 Thomas R. Van De Water et al.

FiGure 3.6 The structure of a Herpes simplex viral amplicon vector containing an
inserted nerve growth factor mini-gene (pHSVngf). pHSVngf contains two genetic
elements from HSV1, the “ori;” and “a” sequences (HSV packaging site), that are
sufficient for packaging into viral particles. It also contains a transcription unit
composed of the HSV-1 IE 4/5 promoter (unfilled segment) and the NGF mini-gene
(stippled segments). For replication and selection in E. coli, pHSVngf contains the
origin of replication (Col El1 ori) and the (-lactamase genes (Amp). Other
components of the pHSVngf construct include a three prime untranslated region of
human growth hormone (hGH3'UT) and a poly A tail of simian virus type forty
(SV40Poly A).

approach is that growth factor therapy can be delivered to a restricted area
and that it requires a minimum of intervention (Breakfield and Geller 1987;
Geschwind et al. 1994). As this type of approach to somatic complemen-
tation gene therapy progresses, the problems of greater control over the
viral vector and expression of the gene construct that it carries will have to
be solved.

7. Clinical Applications

Over the last 50 years significant discoveries have been made that have
drastically changed how we view the neurobiology of neuronal damage and
recovery. Possible clinical applications for neurotrophins after injury of
auditory hair cells are numerous. Neurotrophin therapy may be useful in
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ameliorating overall damage to the auditory system after treatment with
aminoglycosides or other ototoxic agents such as cis-platinum. Further-
more, neurotrophin therapy may also improve existing cochlear implant
technology by improving neuronal survival or possibly even repair and
regrowth of damaged neuronal processes after cochlear injury. If mamma-
lian cochlear hair cell regeneration becomes a reality, as has been shown in
the avian system, neurotrophin treatment will be required initially to
support neuronal survival and maintain neuronal health until a new target
population of regenerated-repaired hair cells are ready for reinnervation by
the surviving auditory neurons.

8. Summary

The auditory nerve in lower vertebrates (e.g., amphibians) when transected
or damaged can regenerate and restore both the correct pattern of inner-
vation and normal physiologic function (Section 2.1). In contrast, the
auditory neurons of higher vertebrates (e.g., mammals) degenerate in
response to loss of either their peripheral (i.e., organ of Corti) or central
(i.e., cochlear nucleus) targets, and although the damaged neurons attempt
to repair themselves, neither reinnervation nor restoration of function of
the auditory system is accomplished (Section 2.2). In addressing the issue of
a lack of an adequate regeneration-repair response by injured auditory
neurons, the field of neurotrophic factors is examined and candidates likely
to affect the survival and regeneration-repair processes of auditory neurons
are presented in Section 4 on the biology and function of neurotrophic
factors. This list of candidate neurotrophic factors for the auditory system
(Section 5) include: the neurotrophins NGF, BDNF, NT-3, NT-4/5 and
NT-6; CNTF; the heparin binding family of growth factors FGF-1, 2 and 3;
Insulin and the insulin like growth factors IGF-I and II; and the trans-
forming growth factor beta subfamily TGFgs 1, 2, and 3. Of this diverse
group of growth factors the following have been shown to affect either the
survival or regeneration-repair processes or both processes by auditory
neurons in vitro: NGF, BDNF, NT-3; CNTF; Insulin; FGF-1, FGF-2; and
TGF;. Null mutations for BDNF and NT-3 have verified the hypothesis
that BDNF and NT-3 are the natural neurotrophic factors that the survival
of the auditory neurons, and in situ hybridization studies have confirmed
that transcripts for these two neurotrophins are found in both the devel-
oping and the postnatal maturing organ of Corti. It has also been
demonstrated that the mature auditory neurons that have lost their periph-
eral target derived trophic support (i.e., the auditory hair cells) can be
supported by the local infusion of a mixture of exogenous BDNF and NT-3.
Novel methods for the delivery of trophic support to injured auditory
neurons were discussed in Section 6 and are as follows: localized application
by direct infusion, growth factor incorporation into implantable biorelease
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polymers, implantation of cells genetically engineered to produce growth
factors, and infection with replication deficient viral vector that contains a
growth factor mini-gene. All of the above information is presented with a
view toward the eventual application of growth factors as therapeutic
agents in the clinic (Section 7). The challenge that faces investigators in this
exciting field is further definition of basic mechanisms of action in the
auditory system, the interactions between growth factors from different
classes of factors (e.g., NT-3, a neurotrophin, and CNTF, a cytokine) on
auditory neurons and the much needed translation research that will act to
bridge the gap between basic laboratory studies and clinical applications.
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Auditory Deprivation and Its
Consequences: From Animal Models
to Humans

JupitH S. GrRAVEL AND ROBERT J. RUBEN

Introduction

Mounting evidence demonstrates the adverse consequences of various
forms of auditory deprivation in both animals and humans. The term
“auditory deprivation” is a specific form or perversion of auditory input
that deviates from what is expected and/or needed for the optimization of
auditory function in the organism—be it mouse, or human. Auditory
deprivation appears particularly deleterious when the input restrictions
occur within the developmental period, although recent research findings
suggest that even the mature auditory system will respond to afferent
restrictions. The immediate adaptation of the nervous system to the
restriction of auditory input, as well as the plasticity of the system resulting
in its reorganization in the longer term, are topics important to scientists
and clinicians alike (Moore 1993). Questions on the effects of onset time
and duration of the deprivation and whether partial or complete reversal of
deleterious consequences can be achieved through the restoration of normal
or near-normal auditory experiences have both scientific and social ramifi-
cations.

It is well known that animals utilize auditory input for life-sustaining
purposes: their survival often depends upon the use of audition for
movement, food seeking, and avoidance of predators. In humans, partial
hearing impairments or even total deafness are not considered life threat-
ening. Auditory deprivation in humans, however, does dramatically impact
the most significant and unique function of our species; namely, the
development and maintenance of auditory/oral communication (Ruben
and Rapin 1980).

The neural response to deprivation appears exacerbated by auditory
restriction imposed unilaterally. Dramatic reorganization of the auditory
system occurs when deprivation results in asymmetric auditory input, since
the binaural system is organized to serve a “comparator function” (Trahiotis
1992). Increasingly apparent through empiric study is the marked influence
of monaural deprivation particularly at the level of the brain stem.

86
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Monaural auditory restriction results in asymmetric input to higher-order
(central) auditory nuclei that are normally responsive to binaural afferent
activity (Trahiotis 1992). Reorganization of the auditory system ensues to
accommodate the lack of binaural input.

Delineating the quantity (degree and spectrum), duration, quality (type),
and timing (the point in development) of the auditory deprivation that is of
consequence to the organism is important to our understanding of both
normal and deviant auditory development. Currently, long-held notions
that auditory deprivation, adaptation, plasticity, and reorganization are
issues pertinent only for the immature developing nervous system have been
challenged by new evidence suggesting that the mature auditory system is
both susceptible and adaptable to auditory deprivation. These findings
impact upon our approaches and timetables for specific screening, assess-
ment, and intervention practices, as well as more global health care policy
planning.

We approach this chapter with these basic, clinical and societal issues in
mind. This chapter reviews our current knowledge of the consequences of
monaural and binaural auditory deprivation in animals and humans;
restrictions that are the result of congenital, acquired or environmentally
imposed deprivation of auditory input. We review some of the research
describing the anatomical, physiological, and behavioral consequences of
binaural and monaural deprivation in immature and mature auditory
systems. We examine issues that are relevant to the development and
application of recent research to the identification and treatment of human
communication disorders. At the conclusion of the chapter, we pose
questions for consideration and future study. Abbreviations used in this
chapter are presented in Table 4.1.

2. Auditory Deprivation

Adequate sensory experience is critical to the developing nervous system;
important for both the expression of certain sensory functions as well as to
their maintenance, even when such functions are innately determined
(Knudsen, 1985). In both animals and humans, total sensory deprivation
has profound consequences for the organism, reflected in an inability to
function normally in the native environment. Moreover, severe environ-
mental language deprivation has been shown to irreversibly effect the
development of communication in humans with normal hearing (Ruben and
Rapin 1980).

Auditory deprivation may result from either temporary or permanent
peripheral hearing loss or a restricted, impoverished acoustic environment.
Deprivation can occur before or after the onset of hearing, and before,
during, or after the complete maturation of the organism. Various types of
auditory deficits may be imposed on an organism. Conductive hearing loss
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TasLE 4.1 Abbreviations

Anatomical structures:

AVCN anteroventral cochlear nucleus
CN cochlear nucleus

CNS  central nervous system

DCN  dorsal cochlear nucleus

IC inferior colliculus

LSO lateral superior olive

NM nucleus magnocellularis
MNTB medial nucleus of the trapezoid body
MSO medial superior olivary nucleus
SOC  superior olivary complex

VCN ventral cochlear nucleus

Auditory terminology:

ABR  auditory brainstem response

CAP compound action potential

dB decibel (intensity)

Hz Hertz (frequency)

MLD masking level difference

OM otitis media

OME otitis media with effusion

SoNo signal in phase; masker in phase
SxNo signal out of phase; masker in phase

affects only peripheral mechanisms (outer and middle ear) that conduct
sound waves to an intact organ of hearing. Conductive losses may be tem-
porary or permanent, the result of pathology, obstruction, or structural
abnormalities. A complete conductive hearing loss does not completely
eliminate the possibility of auditory stimulation, however, as higher intensity
auditory signals and sounds produced internally are audible (via bone con-
duction). Cochlear hearing loss results from damage to, or abnormal de-
velopment of, the inner ear (sensory endorgan). In humans, a cochlear deficit
is frequently referred to as “sensorineural” hearing loss. Conductive and
cochlear deficits may exist simultaneously and are termed mixed hearing loss.
Environmental deprivation results from aberrant auditory experiences in the
presence of an otherwise normal peripheral hearing mechanism.

Various methods (e.g., surgical ablation of the cochlea, ossilectomy, ear
plugging, canal suturing, ototoxic drug treatment, rearing in sound-treated
environments) have been utilized to impose auditory deprivation in exper-
imental animals. Certain limitations to achieving and maintaining and/or
completely reversing a specific type of auditory deprivation, however, can
compromise experimental results. Readers are cautioned that the methods
used to impose auditory deficits should be regarded carefully in considering
the outcome of studies of auditory deprivation.

The timing of the onset of hearing varies among species. Moreover, the
time period over which hearing function matures is species-specific (Moore
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1985). An unanswered question critical to the issue of auditory deprivation
is whether the various levels (peripheral and central) of the auditory system
develop in series or in parallel (Moore 1985). While some species such as
humans and guinea pigs (Moore 1985) are precocial (have hearing function
prenatally), others such as rats (Clopton 1980) and ferrets (Moore 1985) are
altricial with the onset of hearing occurring postnatally days, weeks, or even
months after birth (Moore 1985). Experimental outcomes may be influ-
enced by when the deprivation was imposed relative to the onset of hearing
and may make generalizations across species problematic.

Clearly, the quantity, quality, duration, and timing of the auditory
deprivation may or may not be amenable to systematic study in a particular
species, particularly humans. Moreover, certain types of auditory depriva-
tions may not be completely reversible —a desirable condition for the study
of the response of the nervous system to the normalization of auditory
experiences after a period of restricted input. The alleviation of some
amount of auditory restriction may be accomplished using prosthetic
devices, surgery, or enhanced acoustic environments, thereby providing
researchers the opportunity to study the influence of partial restoration of
“normal” auditory experiences.

A general problem throughout both animal and human studies in
auditory deprivation has been the frequent lack of delineation of the
hearing loss imposed. That is, the audiometric profile, specifically the
degree, spectral configuration, and symmetry of the auditory deficit over
time, has not always been characterized. Consequently, important ques-
tions regarding the specifics of the auditory deprivation leading to sequelae
thus far have not been fully delineated. Auditory sensitivity may be
determined using auditory evoked potentials (i.e., electrocochleography or
EcoG and the auditory brain stem response or ABR; Kraus and McGee
1992) and/or behavioral methods. Quantification of any auditory restric-
tion can only be made when for each subject (individual) direct, frequency-
specific, and periodic measurements of auditory sensitivity are completed;
assumed or average values may over- or under-estimate the actual restric-
tion. Moreover, occult impairments may exist (conductive or cochlear)
during or after the deprivation period.

Thus, assessment of auditory sensitivity is critical for understanding the
effects of particular degrees and configurations of auditory impairments, to
document the stability of the hearing deficit, and to ensure the completeness
of any reversal of the deprivation. Only when such data are available can
the influence of any residual peripheral impairment (conductive or coch-
lear) on outcome be recognized. Not all studies reviewed in this chapter
accounted for the previously mentioned factors. However, the research
presented in the following sections, in our opinion, forms a reasonable basis
for the reader’s appreciation of the issues surrounding auditory deprivation
in animals and humans.
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2.1 Concept of a Critical Period

As will be documented in later sections of this chapter, a period in
development appears to exist for most animals during which normal
auditory input (experience) is crucial for the later development of optimal
auditory function. This time interval, occurring before the complete
maturation of the organism, has been termed a “critical” or more recently,
a “sensitive” period for normal anatomical, physiological, and behavioral
auditory development. When deprivation has been imposed before or
during this time period, the resulting consequences were thought irreversible
by later experience with sound (see for example Ruben and Rapin 1980).
Moreover, it has long been held that if auditory deprivation were imposed
after this time period no effects on the neural system would be evident.
However, as suggested previously, current reports reveal that the adult
auditory system is responsive to auditory deprivation and that neural
plasticity (reorganization) is present in the mature auditory system (Moore
1993).

Auditory input during some period of early development appears critical.
If the organism has experienced even brief exposure to normal auditory
input prior to the onset of deprivation, a more normal expression of
auditory function is achieved than if no experience with normal input had
ever been available. Clinical experiences, as well as some empiric evidence,
suggest that a critical, or more likely, a sensitive period for auditory
development may exist in humans. It is frequently posited that the first
three years of life are important for language development (e.g., Menyuk
1986). Systematic studies that delineate the parameters of any sensitive
period for language development in humans, however, are lacking. The
existence of one or more critical periods for language development is highly
relevant for the timing of medical/surgical intervention, hearing screening
programs, amplification/cochlear implant provision, and other therapeutic
initiatives. We begin by examining the behavioral, physiological and
anatomical consequences of auditory deprivation in animals. Such work
serves as the foundation for our appreciation of the possible underlying
mechanisms subserving similar consequences in humans.

3. Behavioral Consequences of Auditory
Deprivation — Animals

An accurate and complete representation of auditory space (derived from
the timing and intensity differences that exist among acoustic cues arriving
at each ear) is often critical for the survival of the species. Knudsen (1985)
suggests that the association made by animals between a particular pattern
of auditory cues and their location in space is species-specific. Acoustic
input transduced by the peripheral mechanism (including the head, external
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ear position and morphology, and middle ear) provide spectral shaping of
the arriving input. Processing of binaural auditory cues, however, is a
function of the central auditory system beginning at the level of the
brainstem.

Moreover, the establishment and maintenance of communication is also
dependent upon normal auditory function as well as the availability of a
normal auditory environment that provides the requisite experiences with
species-specific sound patterns. Studies that have examined the behavioral
consequences of binaural, environmental (experiential), and monaural
auditory deprivation are reviewed below.

3.1 Binaural Deprivation

In early studies of the behavioral consequences of auditory deprivation, rats
were deprived of auditory input in early life (i.e., through ear plugging) and
then had their hearing restored. Subsequently, these rodents were found to
be less accomplished food competitors when the signal cueing food
availability was auditory rather than visual (Wolf 1943; Gauron and Becker
1959).

Later, Tees (1967a) examined the ability of rats raised with bilateral ear
plugging and normally reared controls to learn two-tone pattern discrimi-
nation (e.g., high-low-high versus low-high-low). Plugs were removed for
the experimental task. The normally reared control animals took signifi-
cantly fewer trials to reach criterion than did the deprived. Tess (1967b) also
examined the abilities of early deprived rats on a task that required both
groups to detect a change in the duration of a series of pulsed tones. Again,
experimental animals required more trials to learn the durational discrim-
ination. Thus, complex auditory tasks were adversely influenced by early
auditory deprivation that resulted in a lack of early experience with
temporally patterned events.

Interestingly, Tees also examined simple frequency (2000 Hz versus 4000
Hz tones; 1967a) and intensity (a 15 dB increase in the intensity of a pulsing
tone; 1967b) discrimination in early deprived and control rats. Tees found
that there was no difference in learning rates between the groups. Thus,
while complex auditory pattern learning was influenced negatively by early
bilateral conductive deprivation, basic frequency and intensity discrimina-
tion were not.

Defining and maintaining societal space is also subserved by auditory
cues (Strasser and Dixon 1986). Normally hearing mice who had formed
territories within an enclosure were deprived of normal sound input via ear
plugging. This resulted in a reduced capacity to track (locate) and chase an
intruder mouse entering the rodent’s established territory. Mere detection of
the intruder (that is, alerting to its presence and location) was significantly
curtailed by the imposed deprivation (Strasser and Dixon 1986).
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3.2 Environmental Deprivation

Deprivation resulting from a restricted or deviant auditory environment has
also been demonstrated to result in certain behavioral consequences in
various species. As with imposed binaural impairments, complex auditory
pattern learning rather than simple auditory abilities (e.g., detection and
discrimination) appear more influenced by environmental deprivation.

Rats reared in white noise beginning at birth were deprived of the features
typical of their normal acoustic environment (Patchett 1977). The rats
deprived of varied auditory experiences, however, were able to perform a
simple frequency discrimination task similar to control animals reared in a
normal auditory environment.

Mallard ducklings deprived of normal input by both devocalization in the
embryonic period and rearing in isolation were examined for their call
preference (Gottlieb 1975a). When compared to controls, deprived ducks
were more likely to prefer (select) a maternal mallard call that was low-pass
filtered than a full spectrum call. The effects of this type of deprivation was,
for this species, frequency specific in that the early deprivation (lack of
exposure to normally high-frequency vocalizations) apparently resulted in a
later insensitivity for those higher frequency spectral components within the
maternal call and an actual preference for a predominantly low frequency
signal (to which they may have had some early exposure). Deprived ducks
were, however, as adept at discriminating a full-spectrum mallard call from
a low-pass filtered call, as were normally reared and vocal ducklings.

Gottlieb (1975b, 1975¢) suggested that discrimination of the call of one’s
species is mediated both exogenously by experience or exposure as well as
endogenously by normal neural maturation. Early exposure to the normal
duck call is critical to normal selective performance in the longer term. In
Peking ducklings devocalized embryologically, Gottlieb (1978) demon-
strated that preference for the normal temporal pattern of the species-
specific call was disrupted by early auditory deprivation; deprived duck-
lings, however, did respond to lower-than-normal rates of the call pattern.
He also demonstrated that devocalized ducklings showed no preference for
a duck call over that of a chicken differing in repetition rate.

Kerr, Ostapoff, and Rubel (1979) examined two groups of chicks who
were repeatedly exposed (habituated) to a tone: one group at one day
posthatch, the second group at 3 to 4 days posthatch. The chicks were then
exposed to the habituating stimulus and four other tones of different
frequencies. One-day-old chicks demonstrated flatter frequency generaliza-
tion gradients than found in the older group. In a related experiment, these
researchers examined chicks deprived of acoustic input from the embryonic
period through 3 to 4 days post hatch. Deprived birds and two other groups
(normal and sham-operated controls) were examined. Early auditory dep-
rivation caused a frequency generalization deficit in only the deprived
chicks, a pattern similar to that seen in their first experiment.
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3.3 Monaural Deprivation

Knudsen, Knudsen, and Esterly (1984) examined the abilities of barn owls
(Tyto alba) to recover from early monaural deprivation. These authors
examined sound localization accuracy and precision in birds who had been
deprived of sound at various onset times in early life. Their preliminary
study (Knudsen, Esterly, and Knudsen 1984) demonstrated that young owls
receiving monaural ear plugging learned to localize sound with the plug in
place. Next, they examined the recovery of normal localization abilities in
the.birds after the ear plug was removed. Results indicated that the recovery
of accurate localization abilities was dependent on the time period in which
the deprivation was imposed and subsequently reversed, suggesting a
critical period for the development of auditory localization in young barn
owls.

Importantly, if the birds experienced even a brief amount of normal
binaural cues prior to the onset of deprivation, normal localization abilities
were recovered quickly following earplug removal. This suggests that some
amount of normal experience is important to the establishment of the
processes that underlie normal auditory localization abilities. The precision
and accuracy of sound localization recovery was dependent upon the age at
which the plug was removed; the younger the age, the better the outcome.
Beyond the critical period, recovery of normal abilities was prolonged or
never achieved. Finally, these authors found that if the monaural plug was
placed after the critical period (i.e., in mature birds), adult owls never
learned to accurately localize sound (Knudsen, Esterly, and Knudsen 1984).

4. Physiological Consequences of Auditory
Deprivation — Animals

Aberrant neural physiology likely subserves the behavioral consequences of
auditory deprivation discussed above; however, a one-to-one relationship
between physiology and behavioral function must be studied directly in
order to support the association. Auditory evoked response measures allow
researchers to examine physiological function within single units or for
neural pathways. Recording of activity of individual neurons provides an
indication of function of specific neural units. The auditory brain stem
response (ABR; traditionally elicited using broadband clicks and surface
recordings) latency measures (in msec) of specific components (wave peaks)
and inter-peak intervals, provides information regarding the integrity of the
transmission of neural activity through the brain stem pathway (Kraus and
McGee 1992). Normally, response latency decreases as a function of
increasing frequency and intensity. Response latency is reflective of both
travel time along the basilar membrane of the cochlea and the transmission
of neural activity through the brainstem.
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4.1 Binaural Deprivation

Silverman and Clopton (1977), Clopton and Silverman (1978), and Clopton
(1980) found that in rats receiving early binaural conductive deprivation
(and later reversed), the physiological activity recorded from neuronal units
of the inferior colliculus was no different than that recorded from the same
units in control animals. These authors reported higher (elevated) thresh-
olds and broader tuning curves (indicative of poor frequency resolution) for
units in the cochlear nucleus (CN) compared to normally reared animals.
The broader tuning curves and elevated thresholds were similar to those
recorded in the CN of immature rats, perhaps indicative of arrested or
slowed maturation of the CN units.

Doyle and Webster (1991) found that bilateral conductive hearing loss
imposed in rhesus monkeys (Macaca mulatta) early in development did not
affect the absolute latencies or inter-peak intervals of animals’ ABR when
age and degree of hearing loss were considered. They reported that bilateral
conductive hearing loss did not adversely influence the maturation (devel-
opment) of the auditory brainstem pathway in monkeys, at least as revealed
through serial ABR recordings.

Sohmer and Friedman (1992) recorded the ABR in rats deprived of
hearing in early life; recordings were accomplished both with and without
the ears plugged. The Wave I-IV peak latency of the ABR was significantly
shorter in early auditory deprived rats after plug removal than in control
animals. These authors found no difference in inter-wave latencies of adult
animals deprived after maturation when compared to controls. They
speculated that the shorter ABR latencies were the result of the smaller
brain stem neurons found in anatomical investigations of auditory depri-
vation (see Section 5.2).

4.2 Environmental Deprivation

In keeping with the Sohmer and Friedman (1992) report, Evans, Webster,
and Cullen (1983) had earlier examined both the physiological and anatom-
ical (see below) consequences of environmental auditory deprivation in
mice. These researchers also found that mean click-ABR latencies (both
peak and inter-peak) were shorter in deprived animals than controls.
Specifically, Wave I as well as the I-IV, I-V, and III-V inter-wave intervals
were significantly shorter in deprived than control animals. Click threshold
sensitivity, however, did not differ between groups.

4.3 Monaural Deprivation

Silverman and Clopton (1977), Clopton and Silverman (1978), and Clopton
(1980) examined the effects of early and late monaural conductive depriva-
tion on the neurophysiology of central processes underlying binaural
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interaction. Single neuron responses were recorded from the inferior
colliculus (IC) of rats.

Normally, clicks presented to the ear opposite (contralateral) to the IC
recording site facilitate activity, while clicks presented in the ear ipsilateral
to the recording site inhibit activity elicited by the contralateral stimulation.
This is the case even if the ipsilateral clicks are only several decibels more
intense than those presented to the contralateral ear. This phenomenon is
termed ipsilateral suppression—a mechanism critical to the accurate local-
ization of sound in auditory space. Suppression of single unit activity (when
compared to the monaural-alone condition) is indicative of binaural
interaction in brainstem structures (Clopton 1980).

In animals who received monaural conductive deprivation, the outcome
was dramatic. Greater-than-normal ipsilateral suppression was revealed
when unit activity was recorded from neurons driven by the contralateral
deprived ear. In marked contrast, when activity was recorded from the IC
ipsilateral to the ear that received deprivation, no ipsilateral suppression
was apparent even when the signal was increased by 40 dB over the stimuli
presented to the contralateral nondeprived ear.

Clopton and Silverman (1978) then examined the latency and duration of
single neuron responses within the IC contralateral to the stimulated ear in
normally reared control rats and in a group with early monaural auditory
deprivation. In rats experiencing early auditory deprivation, response
latency measured in the IC was the same as in control animals for
frequencies below 10 kHz. However, delayed latencies in units with
characteristic frequencies above 10 kHz were recorded in deprived versus
control animals. They suggested that aberrant binaural analysis may be the
result of the prolonged response latencies found for high-frequency (above
10 kHz) IC units that adversely influenced the coding of time and intensity
cues.

Knudsen (1985) obtained physiological recordings from bimodal (auditory-
visual/spatial) neuronal units in the optic tectum (above the level of the
inferior colliculus) of the barn owl. A bimodal fraction was derived to
differentiate units that were driven by both auditory and visual input versus
those most responsive to only one form of sensory input.

Knudsen (1985) suggested that bimodal units are “tuned”: alignment of
specific auditory cues with appropriate visual-spatial locations occurs with
experience. When owls were raised with a monaural earplug, alignment of
bimodal units was evident only when the plug was in place. Removal of the
earplug caused a misalignment of the units. Interestingly, young owls whose
auditory-visual space had been represented in one way early in development
and then “normalized” before maturity, demonstrated normal alignment of
optic tectum units with time. Regardless of the subsequent length of normal
experience, however, owls deprived throughout the critical period and then
unplugged as mature birds never demonstrated normal bimodal unit
alignment. When an adult owl was deprived (i.e., initially at maturity),
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there was no change in the auditory-spatial tuning of the units, even after
one year of monaural plugging. With the plug in place, the bimodal tectum
units demonstrated misalignment; when the plug was removed the units
were aligned normally.

5. Anatomical Consequences of Auditory
Deprivation — Animals

Anatomical consequences of deprivation in animals have been reported at
various levels of the auditory system and appear to result from both
cochlear and conductive hearing loss. The issues regarding the symmetry of
the deprivation are as significant when examining studies at this level of
analysis. Again, the relationship between morphological changes (in one or
more cell groups) to electrophysiological or behavioral indices must be
directly examined.

Some anatomical studies have demonstrated that the volume of nuclei
and size of neurons in the brainstem are adversely affected by cochlear,
conductive, and environmental deficits imposed in the neonatal period in
animals. However, the binaural symmetry of neuronal projections is
preserved in brain stem and midbrain nuclei when early-onset deprivation
occurs equally to both ears. Similar to the behavioral and electrophysiologic
studies previously discussed, it appears that monaural deprivation has
anatomical consequences for brain stem and higher order auditory struc-
tures.

5.1 Binaural Cochlear Deprivation

The anatomical effects of bilateral cochlear deafness on the peripheral
mechanism have been demonstrated by Moore (1990a, 1990b) who found
nearly complete atrophy of the cochlear nerves after destruction of the
cochlea in young ferrets (Mustela putorius). Any remaining cochlear nerves
were dependent upon the number of spiral ganglion neurons that remained
after cochlear lesioning.

Complete bilateral cochlear hearing loss results in changes in brain stem
nuclei anatomy in animals deprived of auditory input in infancy. Anniko,
Sjostrom, and Webster (1989) measured the volume of the ventral cochlear
nucleus (VCN) and dorsal cochlear nucleus (DCN) in congenitally deaf mice
and controls. DCN volume was similar between groups, while the volume of
VCN was smaller in congenitally deaf versus normal animals. Similarly,
Fleckeisen, Harrison, and Mount (1991) examined the cochlear nucleus of
chinchillas deafened in the neonatal period as well as in animals adventi-
tiously deafened after maturity. The volume of the cochlear nucleus
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(specifically, VCN) was significantly reduced when deafness was induced in
infancy but not in animals experiencing late-onset bilateral deafness.
Moore (1990b) examined the cochlear nucleus of ferrets who received
bilateral cochlear destruction in infancy. The overall volume of the CN was
reduced as was the volume of each division of the CN (DCN, posterior and
anterior VCN); moreover, the shape of the cochlear nucleus was distorted
in comparison to control animals. These findings were consistent for both
right and left brain stem nuclei. Although CN volume was reduced, the
symmetry of neuronal projections from each of the CN to the ipsilateral IC
were similar to those of normal hearing animals. A complete cochlear
hearing loss in the neonatal period did not alter the symmetry of brainstem
neuronal projections from either CN to the midbrain IC of ferrets.

5.2 Binaural Conductive Deprivation

The brain stem nuclei of mice experiencing early-onset conductive deficits
(i.e., before the onset of hearing) were examined anatomically by Webster
and Webster (1977, 1979) and by Evans, Webster, and Cullen (1983). In
general, these authors found smaller neurons in the VCN and the lateral
superior olive (LSO) and the medial nucleus of the trapezoid body (MNTB)
of the superior olivary complex (SOC; i.e., the first nucleus receiving
binaural input in the mammalian brain), as well as fewer neurons (as
evidenced by a lower packing density) in the DCN. While overall CN
neuron sizes in binaurally deprived rats were smaller than cells in the
anterior VCN (AVCN) of control animals and from ipsilateral nondeprived
ears, there was no difference in neuron size between right and left cochlear
nuclei of binaurally deprived rats (Coleman and O’Connor 1979).

Anatomical analyses of the volumes of the DCN and VCN were
completed on the conductively deprived rhesus monkeys studied with the
ABR by Doyle and Webster (1991). Neuron size was also determined for
specific cell types within the cochlear nucleus (VCN), SOC (lateral and
medial), MNTB, and the IC. There were no significant anatomical differ-
ences between the brain stem nuclei studied from normal versus conducti-
vely impaired ears.

Feng and Rogowski (1980) examined bipolar neurons of the medial
superior olivary nucleus (MSO). They found no differences in dendritic
extensions on either side of MSO neurons and symmetrical (balanced)
dendritic growth in binaurally deprived young rats compared to control
animals.

5.3 Environmental Deprivation

Examinations of brain stem nuclei in mice experiencing environmental
sound deprivation imposed in the neonatal period have demonstrated
smaller neurons (soma lengths, cross-sectional areas) in the VCN, and the
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LSO and MNTB of the SOC, and fewer neurons (i.e., lower packing
density) in the DCN (Webster and Webster, 1977; 1979; Evans, Webster,
and Cullen, 1983). These anatomical findings from environmental depriva-

tion were not reversible by later normal auditory experiences (Webster and
Webster 1979).

5.4 Monaural Cochlear Deprivation

Monaural cochlear hearing loss imposed in ferrets resulted in a reduction in
the volume of the whole CN in ferrets; greater for the AVCN ipsilateral to
the lesioned cochlea (Moore and Kowalchuk 1988). Discrete cochlear
damage imposed without mechanical damage to other auditory structures
(i.e., cochlear loss only without a confounding conductive overlay) also
results in a change in the chick nucleus magnocellularis (NM; i.e., the avian
equivalent of the mammalian AVCN) manifested as a reduction in volume
of the nucleus rather than a reduction in cell size or number of neurons
(Tucci and Rubel 1985).

Unilateral cochlear lesion in the neonatal period results in a significant
increase in the number of CN neurons projecting to the ipsilateral IC —the
unlesioned side (Moore and Kowalchuk 1988). Generally, about 50 times as
many CN neurons project to the contralateral than ipsilateral IC of normal
hearing ferrets. Observed changes in brainstem connectivity in the case of
monaural deprivation might reflect an alteration in either the level or
balance of neuronal activity between the two ears. A competition for
synaptic space on IC neurons may be created by ipsilateral deprivation and
a “rewiring” of the binaural auditory pathway (Moore and Kowalchuk
1988).

McMullen and coworkers (1988) examined the distribution of cell types in
the contralateral auditory cortex of rabbits deafened neonatally in one ear.
They found the distribution to be similar to that of control animals. There
was no significant increase in the number of dendrites or in the total number
of dendritic branches, although cross-sectional cell areas were reduced.
These workers observed increased dendritic branch lengths in experimental
versus control animals, however, describing these dendritic branches as
“wandering”. They speculated that this type of auditory pathway reorgani-
zation was the result of reduced afferent input to auditory cortex contra-
lateral to the deafened ear. While binaural input results in competitive
interaction, monaural deprivation causes dendrites to grow unchecked, or
axons to seek to fill areas lacking input due to the peripheral deprivation
(McMullen et al. 1988).

5.5 Monaural Conductive Deprivation

While Webster (1983) reported small neuron sizes in the spiral ganglion of
mouse ears that were conductively impaired in the neonatal period, Moore
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and his colleagues (Moore et al. 1989) reported normal cochleas and spiral
ganglion neurons in ferrets similarly deprived during the same period. The
difference in these findings may be the result of methods used to impose the
conductive impairment rather than species-specific differences (see below).

Beyond the cochlea, monaural conductive deprivation imposed in the
neonatal period has resulted in reports of smaller neurons in the AVCN
ipsilateral to the impaired ear with no effect seen in the same structure on
the opposite nonimpaired side. No difference in neuron size was seen in the
DCN of rats. Effects were reported to be greater in rats impaired prior to
the onset of hearing versus those deprived after the onset of hearing
(Coleman and O’Connor 1979).

Similar findings were demonstrated in chicks where neuron size in NM
was significantly smaller on the deprived side. Chicks were studied at
several ages post hearing onset. NM neurons appeared to grow normally
initially and then “leveled off” after a particular time period. No compen-
satory hypertrophy was found in neurons in NM on the nondeprived side
(Conlee and Parks 1981). In rats, an effect of age of onset was demon-
strated when spherical cells within the AVCN were examined. The effect of
time of deprivation was evident as were regional differences: cells within the
dorsal AVCN were more affected than those in medial and ventral areas.
Each area of AVCN is a tonotopically organized frequency region (Blatch-
ley, William, and Coleman 1983).

In mice, morphological changes in all cells of VCN and in one cell type
of DCN on the conductively deprived side were reported. The volume of the
VCN ipsilateral to the side of the deprivation was found to be significantly
smaller than VCN on the nondeprived side (Webster 1983). In SOC, size
asymmetries were noted between the LSO and MNTB that received afferent
input from the deprived VCN versus those same structures receiving input
primarily from the nondeprived ear. The MSO that received input from
both VCN (from the deprived and nondeprived side) was not significantly
different. Webster (1983) also demonstrated that IC neurons receiving input
from the deprived contralateral VCN were smaller than IC neurons that
received contralateral input from the nondeprived VCN.

Contradictory findings (in another species) have been reported by Moore
and colleagues (1989). These researchers examined the effect of auditory
deprivation in ferrets who had received monaural deprivation (conductive,
frequency specific early hearing loss). Electrophysiological recordings were
completed with the earplug removed after three to fifteen months of
deprivation. Assessment of pure-tone hearing sensitivity was examined via
neuronal recordings from the contralateral IC. Conductive hearing loss was
documented for the majority of the deprivation period. After the animals
were sacrificed, their cochleas were reportedly normal and neurons within
the spiral ganglion were normal in terms of morphology and number.
Moore and colleagues found the volume of CN in ferrets and size of neuron
units in the AVCN were similar when the conductively deprived and
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nondeprived sides were compared (Moore et al. 1989). They suggested that
previous findings of anatomical changes in CN in conductively deprived
ears may have been influenced by the presence of occult cochlear pathology.

Trune and Morgan (1988a) reported fewer auditory nerve terminals in the
AVCN of deprived mice. Feng and Rogowski (1980) found increased
neuron branching of neurons in the MSO of rats that received afferent input
from the nondeprived ear versus the MSO from the deprived side. Similarly,
in chicks, Smith, Gray and Rubel (1983) found dendrites of cells in nucleus
laminaris (i.e., the avian equivalent of the mammalian MSO) that received
afferent input from the deprived ear were longer that dendrites of cells from
the nondeprived side. These findings were for low-frequency regions of the
nucleus. Conversely, deprived dendrites were shorter in nuclear regions
responsive to high-frequency input.

Trune and Morgan (1988b) examined neuronal metabolism (by examina-
tion of the cytoplasm of the cell) in mice that received early monaural
conductive deprivation. They found that cells were larger in low- versus
high-frequency regions of the CN. This size disparity was reportedly due to
reduction in the cytoplasm of cells receiving input from the deprived ear.
The nuclei of neurons in the CN of deprived and nondeprived ears were no
different. These authors suggest that normal metabolic function requires
adequate stimulation; deprivation results in reduced metabolic events and
thus, a reduced amount of cytoplasm. Trune and Morgan (1988a) also
examined intracellular mitochondria in AVCN and found them smaller and
darker in deprived neurons; therefore, appearing less active metabolically.

Fukushima, White, and Harrison (1990) examined hair cell damage in
one portion of the basilar membrane of chinchillas after bilateral acoustic
trauma using scanning electron microscopy. One ear of the animal was
conductively impaired by ossiculectomy after the presence of bilateral noise
trauma was confirmed using compound action potential (CAP) audio-
grams. Results demonstrated that the ears that experienced conductive
deprivation during varied recovery periods demonstrated greater hair cell
damage than in the nondeprived cochlea. These authors suggest that
auditory stimulation may serve to inhibit any degenerative process after
acoustic trauma or to support the “repair” of damaged hair cells.

6. Auditory Deprivation in Humans

The study of auditory deprivation in humans has focused on the conse-
quences of hearing loss in children and adults; specifically, unilateral and
bilateral congenital and acquired conductive and cochlear (conventionally
termed sensorineural) hearing impairments, as well as, to a lesser degree,
the influence of auditory experience (i.e., the quality and quantity of the
aural language environment). Notable parallels often exist between the
studies of human and animal responses to auditory deprivation demon-
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strated in both behavioral and, more recently, electrophysiological investi-
gations. It is tempting to directly apply the results of the animal work
previously reviewed to humans. Numerous reasons suggest that while the
results of animal studies serve as valuable models to further our under-
standing of auditory deprivation in humans, the species-specific conse-
quences of hearing loss on function must be examined directly.

6.1 Binaural Cochlear Hearing Loss— Early Onset

The communication consequences of bilateral congenital deafness of severe
to profound degree have been well documented, literally, for centuries
(Ruben and Rapin 1980). Severe and profound congenital cochlear hearing
loss deprives the individual of essentially all exposure to the acoustic cues of
spoken language input and results in the lack of development of aural/oral
communication unless remediation through amplification and specific
auditory/speech-language training is provided. Moreover, there is a rela-
tionship between congenital severe-to-profound hearing loss and below
average academic and vocational outcomes (Boothroyd 1982).

Normal hearing during development is a prerequisite for the emergence
of oral communication (Skinner 1978; Boothroyd 1982; Oller and Eilers
1988). The intelligibility of spoken language is considerably enhanced in
children who experience a period of normal hearing before the onset of
deafness (Boothroyd 1993). Speech quality is usually markedly affected by
the lack of both a normal input model and an auditory feedback loop
(Boothroyd 1982).

The critical nature of early auditory experiences on aural/oral language
abilities has been further supported by recent findings in children who have
received cochlear implants. Cochlear implantation has provided an inter-
vention alternative for some children with profound hearing impairments
who do not benefit from conventional acoustic amplification (Boothroyd
1993). Numerous examples exist of the measured benefit of cochlear
implant use in children with acquired (e.g., due to meningitis) profound
hearing loss who have had some experience with normal auditory cues (have
established an “auditory memory”) versus those with congenital deafness
(Boothroyd 1993; Tyler 1993). Moreover, it appears that children receiving
their cochlear implant soon after the onset of their deafness (the current
minimal allowable age that a child may be implanted is twenty-four months)
rather than after a prolonged period without auditory cues may be better
users of the device. However, long-term follow-up of larger groups of
children is necessary to clarify this issue (Tyler 1993).

Congenital mild and moderate hearing loss does not totally preclude
speech and language development since some speech cues are available to
the child even without amplification. However, depending upon the degree
and configuration of the individual deficit, varying effects on the aural/oral
language are usually evident beginning early in life (Oller and Eilers 1988).
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Older children with congenital bilateral cochlear hearing loss of mild to
moderate degree also experience speech-language deficits, difficulties in
listening in competitive background noise, and, on average, lower academic
achievement and poorer social-emotional development than peers with
normal hearing (Davis et al. 1986; Crandell 1993). Similar degrees of mild
impairment would not necessarily cause such significant impact in an older
child or adult with hearing loss acquired after the full emergence of
language and speech (Bess 1985).

Regardless of the degree of hearing loss, it appears that the age at which
early intervention (e.g., provision of hearing aids and therapeutic pro-
grams) is initiated is related to speech and language outcome (Levitt,
McGarr, and Geffner 1987). Children who received special education
before the age of three years had better communication outcomes than
those who began receiving remediation at older ages.

Therefore, advocates of infant and preschool hearing screening programs
support the early identification of cochlear hearing loss and the initiation of
remediation strategies as soon as the loss is detected, preferably within the
first year of life (Joint Committee on Infant Hearing 1990 Position
Statement; U.S. Department of Health and Human Services, 1990; Na-
tional Institutes of Health Consensus Statement 1993). Such proponents
maintain that a strong relationship exists between the age of detection of the
hearing loss, the initiation of intervention, and later communication
competency. Currently, while clinical experience supports such a notion,
little research evidence exists for the delineation of a critical or sensitive
period for audition in early childhood. Direct empiric studies of this issue,
however, may be precluded by ethical constraints.

6.2 Binaural Cochlear Hearing Loss— Late Onset

Psychoacoustic studies have demonstrated that adult listeners with acquired
cochlear hearing loss have poor frequency resolution, reduced temporal
processing and a restricted dynamic range (Humes 1982). Numerous studies
have demonstrated that speech perception is adversely affected by late-onset
cochlear hearing loss (e.g., Bilger and Wang 1976). Listeners with cochlear
hearing loss experience particular problems in understanding speech in
background noise (Dirks, Morgan, and Dubno 1982). This difficulty is of
particular consequence to the optimum utilization of hearing aids (Fabry
1991).

In particular, the acquired hearing loss associated with senescence
(presbycusis) may be accompanied by central auditory deficits that may
exacerbate the communication deficits usually associated with a particular
degree of peripheral hearing loss (Jerger, et al. 1989).

Recent interest in the effects of auditory deprivation in the mature
auditory system has arisen as a result of the seminal work of Silman,
Gelfand, Silverman and their colleagues (Silman, Gelfand, and Silverman
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1984; Gelfand, Silman, and Ross 1987; Silverman and Silman 1990; Silman
et al. 1992; Gelfand and Silman 1993). In a series of reports, these
researchers demonstrated the existence of what they consider “late-onset
auditory deprivation” in adults and older children fit with a single hearing
aid in the presence of bilaterally symmetrical cochlear hearing loss. After a
period of hearing aid use, speech recognition scores (percent correct
monosyllabic word identification) for aided and unaided ears were com-
pared to performance scores for the same ears obtained prior to hearing aid
fitting. The time elapsed between tests was frequently years in duration. The
coworkers reported speech understanding deteriorated below pre-fitting
performance in the nonamplified ear, but was maintained, or in some cases
improved, in the aided ear over pre-fit scores. Moreover, when a hearing aid
was provided to the previously unfit ear, the speech recognition score
improved to equal that of the aided ear. Hood (1984, 1990) has also
supported the existence of late-onset auditory deprivation in individuals
with cochlear hearing loss.

Gatehouse (1989, 1992), however, has questioned whether these observa-
tions represent late-onset auditory deprivation or merely an adaptation
effect. That is, in the case of monaural amplification users, the long-term
aided ear adapts to the supra-threshold speech spectrum provided by the
hearing aid, while the unaided ear does not. Gatehouse has suggested that
when the unaided ear is fit with a hearing aid, after a period of “acclima-
tization” or experience with amplified speech, performance scores in the
previously unaided ear would be expected to equal that of the long-term
aided ear. The length of such an acclimatization period remains to be
delineated.

Case reports of the sometimes deleterious consequence of providing
amplification to both ears have emerged recently (Jerger et al. 1993).
Reportedly, in some elderly individuals, the provision of binaural amplifi-
cation resulted in a negative outcome. Instead of the binaural enhancement
usually derived from two hearing aids, the input from both ears actually
interfered with these listeners’ speech perception abilities. Thus, in some
older adults, the provision of binaural cues following long-standing mon-
aural hearing aid use may result in a significant reduction in speech
understanding, mediated by central binaural processing deficits (Jerger et
al. 1993).

6.3 Monaural Cochlear Hearing Loss

Research suggests that early onset unilateral hearing loss places children at
risk for auditory, communication, and academic sequelae. An extensive
case control study has examined the effects of long-standing unilateral
sensorineural hearing loss in school-aged children (Bess 1986a). Prior to this
investigation, children with unilateral hearing loss were not considered
disabled, as long as hearing remained normal in the unaffected ear
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(Northern and Downs 1974). However, Bess (1986a) found that a high
proportion (one-third) of the sample of children with unilateral hearing loss
studied had repeated a grade in school and/or required resource help.
Interestingly, children with unilateral loss affecting the right ear had poorer
test outcomes than children who had left ear impairments, and those with
lesser degrees of hearing loss did better than those with severe and profound
impairments.

A subsequent study by Oyler, Oyler, and Matkin (1987) confirmed the
findings of Bess (1986a). These workers also demonstrated that unilateral
cochlear hearing loss should be considered a risk factor for academic,
language, auditory, and behavioral problems in some children.

6.4 Conductive Hearing Loss— Early Onset

Conductive hearing loss in children may result from congenital craniofacial
malformations, but most commonly occurs secondary to otitis media with
effusion (OME). While the consequences of the moderate to moderate-se-
vere hearing loss resulting from bilateral aural atresia (complete absence or
closure of the external ear canal) are undisputed, the question of whether
developmental sequelae result from OME is still under debate.

At issue is whether OME should be considered a form of auditory
deprivation, since the hearing loss associated with the condition is often
temporary, fluctuant, and is generally considered “mild” in degree. Most
often cases of OME occur bilaterally, but the disease may fluctuate, causing
monaural and asymmetric binaural impairments. Several characteristics of
OME make it both difficult to study, diagnose, treat, and manage. To date,
such fluctuating hearing loss has not been examined in an animal model.

6.4.1 Otitis Media with Effusion

Otitis media (OM: inflammation of the middle ear) is a common and fairly
ubiquitous condition of early childhood with the prevalence of otitis media
greatest in the first three years of life (Teele, Klein, and Rosner 1980).
Numerous endogenous and exogenous factors are thought to place children
at risk for repeated OM episodes (Todd 1986). The hearing levels associated
with otitis media range from no threshold elevation to moderate degrees of
impairment (Fria, Cantekin, and Eichler 1985; Bess 1986b; Gravel 1989).
While the configuration of the hearing loss is typically characterized as
equal (flat) across the speech-frequency range, varying audiometric pat-
terns may occur. Moreover, the degree, configuration, and symmetry of the
hearing loss may vary within as well as between episodes.

Models of the influence of OME on development are predicated on the
hypothesis that restricted auditory input during early life results in disor-
dered emerging communication (receptive and expressive language), higher
order (central) auditory processing deficits, attentional deficits, behavioral
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problems, and, ultimately, below average academic achievement (see for
example, Needleman 1977; Feagans 1986; Roberts et al. 1986, 1989).
Proponents of these models suggest that the continual instability (fluctua-
tion) of auditory input during development is detrimental to language
development (Skinner 1978; Menyuk 1986) and that mild hearing loss in
infants is particularly detrimental to speech discrimination (Nozza 1988).
Others argue, however, that early studies (see for example, Gottlieb,
Zinkus, and Thompson 1979; Zinkus and Gottlieb 1980; Brandes and
Ehinger 1981; Sak and Ruben 1981) that have related OM to developmental
deficits have suffered from numerous methodological shortcomings, in
particular the use of retrospective research designs (Ventry 1980; Paradise
1981).

Some recent prospective investigations, designed to control for previous
design weaknesses, have demonstrated a relationship between early persis-
tent otitis media and communication development in infants and preschool
children. Expressive and/or receptive language, speech production, behav-
ior, and attentional deficits have been demonstrated in some children with
OM histories before school age (Teele et al. 1984; Pearce et al. 1988;
Wallace et al. 1988a, 1988b; Friel-Patti and Finitzo 1990). Moreover,
higher-order auditory abilities, specifically, understanding speech in a
background of competition, have been found to be adversely influenced by
an early history of OM (Jerger et al. 1983; Gravel and Wallace 1992). Other
prospective studies, however, have failed to find differences in the commu-
nication skills of preschoolers with and without early histories of otitis
media (Roberts et al. 1986, 1988; Wright et al. 1988).

The question remains unanswered as to whether any early deficiencies
persist into later life. Several studies that have followed children in the
longer term suggest that as a group, early OM-positive children do not
experience language deficits later in childhood (Roberts et al. 1986, 1988,
1989). Others report language, speech, and academic problems at school
age in children with early, persistant OM histories (Klein et al. 1988) and
auditory-based behavioral/attentional deficits in children with early otitis
media histories compared to their OM-free peers (Feagans et al. 1987,
Roberts et al. 1989). Haggard and colleagues found that listening difficul-
ties are reported by college-aged students who related having extensive OM
histories (Haggard et al. 1993).

Of significance is the recent report that the effects of OM on child
language may be mediated by the language environment of the home.
Empiric evidence suggests that the quality and quantity of the language to
which normally hearing children are exposed mediates their language
competency (Peterson and Sherrod 1982; Huttenlocker et al. 1991). In a
prospective investigation, Wallace and her colleagues examined the conse-
quences of maternal language on the language of two groups of two-
year-old children with and without first-year otitis media histories (Wallace
et al. 1993). Within the early OM-positive subgroup, children whose



106 Judith S. Gravel and Robert J. Ruben

caregiver used abundant language to seek and provide information had
better language outcomes than children whose caregiver provided a less-
than-enriched language input.

6.4.1.1 Psychoacoustic Studies of OME.

A particularly useful psychoacoustic technique is the measurement of the
masking level difference (MLD)— an indicator of binaural auditory brain-
stem processing (Hall and Grose 1993a). In brief, thresholds for a signal
presented binaurally are obtained in the presence of a noise masker. In the
first condition, the signal (S) and masker (N) are presented in phase to both
ears (referred to as the SoNo condition). A second masked threshold is then
obtained most commonly with the signal to one ear delivered 180 degrees
out of phase relative to the signal presented to the opposite ear; the masker
remains in phase to both (the StNo condition). In the S¥No condition, the
listener usually experiences a release from masking, that is, the individual’s
threshold for the masked signal is lower (better) than the threshold obtained
for the SoNo condition. The disparate interaural phase relationship of the
signal provides the auditory system with a facilitating binaural cue. The
MLD is determined by subtracting the SwNo threshold from the SoNo
threshold. Normally, the MLD increases with age (Nozza, Wagner, and
Crandell 1988).

Pillsbury, Grose, and Hall (1991) demonstrated reduced MLDs in
children just prior to surgical intervention for prolonged histories of OME
in comparison to MLDs obtained from children of the same age. While
reduced MLDs could have been the result of presurgical conductive hearing
loss, many children continued to demonstrated lower-than-normal MLDs
after surgical restoration of their hearing. In the longer term, children
returned to expected levels, presumably demonstrating their incorporation
of normal binaural auditory cues with experience. Similarly, Moore and
colleagues demonstrated smaller MLDs for children with reported histories
of persistent early otitis media versus children without such backgrounds
(Moore, Hutchings, and Meyer 1991).

Morrongiello (1989) studied the immediate effect of unilateral acute otitis
media on localization abilities of infants. The infants’ horizontal plane
localization abilities were adversely affected by the presence of unilateral
OM; following resolution, localization returned to normal.

6.4.1.2 Electrophysiological Studies of OME.

Several reports have found brainstem abnormalities as indicated through
ABR recordings in some children with OME histories. Table 4.2 specifies
the ABR findings of these studies while Table 4.3 suggests the brainstem
structures currently considered to underlie the components of the elec-
trophysiological response.

Only the report of Gunnarson and Finitzo (1991) examined groups of
children whose OM histories had been documented prospectively from
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TasLE 4.2 Studies examining the ABR in children with histories of otitis media.

Authors

Design

Result

Dobie and Berlin 1979

Folsom, Weber, and
Thompson 1983

Lenhardt, Shaia, and
Abedi 1985

Anteby, Hafner, Pratt,
and Uri 1986

Gunnarson and Finitzo
1991

Hall and Grose 1993a

Retrospective
Single case study

Retrospective
6 to 11-year olds

Retrospective
two case reports

Retrospective +
current cases of OME
4 to 12-year-olds
205 ears

Prospective

5 to 7-year-olds
27 children: 3 groups

5 to 9-year-olds followed 4-6
months prior to surgery
(myringotomy and tubes)
13 controls; 14 with OME
histories

Abnormal BI

Inc. absolute lat.: IIl & V
Inc. interpeak lat.:
I-I1I
II-Vv

Inc. absolute lat: IIl & V
Inc. interpeak lat.:
I-I11

Inc. interpeak lat.:
I-III
II1-V
I-v

Inc. absolute lat: III & V

Inc. interpeak lat:
I-II1
I-v

Abnormal BI

Inc. absolute lat. III & V
Inc. interpeak lat:
I-11I
I-v

Inc. = Increased; lat = latency; BI = binaural interaction. |

birth. These authors examined absolute, inter-wave, and inter-aural wave
latencies, and binaural interaction in a group of children who had been
followed from birth. These authors found increased absolute and inter-
wave intervals and reduced binaural interaction as measured by the ABR, in
children with histories of OM and concomitant mild hearing loss (threshold
sensitivity estimated by the click ABR on several occasions in early life).
Dobie and Berlin (1979) were the first to report a case of absent binaural
interaction in an individual with an extensive early OM history.

Recently, Hall, and Grose (1993a) demonstrated a small but significant
relationship between the MLD and interaural ABR wave asymmetries in
children with histories of otitis media. Their work demonstrated abnormal
brainstem processing, utilizing both psychoacoustic and electrophysiolo-
gical measures in the same children with early otitis media histories. The
functional consequences of these findings remains to be determined.

6.5 Conductive Hearing Loss— Late Onset

Florentine (1976) demonstrated the effect of unilateral conductive hearing
loss on the binaural system using adult volunteers who utilized a monaural
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