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Preface

“Certainly no subject or field is making more progress on so many fronts at
the present moment, than biology, and if we were to name the most powerful
assumption of all, which leads one on and on in an attempt to understand
life, it is that all things are made of atoms, and that everything that living
things do can be understood in terms of the jigglings and wigglings of atoms.”

Richard P. Feynmann, from “Six easy pieces” (1963)

In 1932, James Chadwick discovered the neutron, but initially the only sources
of neutrons were from the radioactive decay of unstable nuclei. It was not until
1942 when Enrico Fermi constructed the first nuclear reactor in the squash
courts beneath the University of Chicago’s Stagg Field, that a controlled and
sustained nuclear chain reaction was achieved. After World War II, nuclear
reactors became available for civilian research, and in 1945 Ernest Wollan set
up a double-crystal diffractometer at ORNL’s Graphite Reactor. This marks
the beginning of neutron scattering.

Neutrons produced by present reactor- and accelerator-based sources,
typically have wavelengths in the order of Ångstroms, and hence are well-
suited for probing the structures and motions of molecules. For biological
materials rich in hydrogen, the large difference in scattering cross-sections
between hydrogen and deuterium provides the possibility of contrast varia-
tion, a powerful method achieved by selective deuteration for emphasizing,
or not, the scattering from a particular portion of a molecule or molecular
assembly. Using a variety of scattering methods, the structures and dynamics
of biological systems can be determined.

The present compilation aims to provide the reader with some of the
important applications of neutron scattering in structural biology, biophysics,
and systems relevant to biology.

The location of hydrogen atoms in biomolecules such as, proteins,
is – despite the high brilliance and power of third generation synchrotron
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sources – not readily available by X-ray crystallography or related physical
techniques. In the case of hydrogens attached to electronegative atoms (e.g.,
O and N), even high resolution X-ray structures (resolution <1 Å) cannot
unequivocally locate these H atoms. On the other hand, these atoms can
effectively be located using high resolution crystallographic neutron diffrac-
tion methods. Radiation damage leading to changes in metal oxidation state
and subsequent loss of hydrogens can also pose a problem with X-rays, but not
so with neutrons. When good quality, large (>1 mm3) single crystals cannot
be obtained, low resolution neutron diffraction offers an alternative technique
in determining the hydrated structure of macromolecules and their various
hydrogen-bonding patterns.

Small-angle neutron scattering (SANS) is probably the technique most
often applied to biological materials as it can probe the size, shape and con-
formation of macromolecules and macromolecular complexes in aqueous solu-
tion on a length scale from ten to several thousand Ångstroms. The ability to
scatter from materials in solution allows for biologically relevant conditions to
be mimicked, and also permits for the study of samples that are either difficult
or impossible to crystallize. In recent years, SANS has greatly benefited from
the production of “cold neutrons” that have wavelengths 10–20 times larger
than “thermal neutrons”, allowing SANS to examine complex materials, such
as living cells.

Over the past decade, neutron reflectometry has increasingly become an
important technique for the characterization of biological and biomimetic thin
films attached to a solid support, in contact with water. Advancements in sam-
ple environments, instrumentation, and data analysis now make it possible to
obtain high resolution information about the composition of these materials
along the axis perpendicular to the plane of the membrane or substrate. Most
recently, a newly developed phase-sensitive neutron reflectometry technique
also allows direct inversion of the reflectometry data to obtain unique compo-
sitional depth profiles of the films in question.

Studies exploring the relationship between the function and the dynam-
ics of biological systems are still in their nascent stages. Incoherent neutron
scattering (INS) techniques such as, elastic (EINS), quasielastic (QINS), and
inelastic (IINS) neutron scattering, along with molecular dynamics (MD) sim-
ulations offer the real possibility of investigating the dynamics associated with
a molecule’s biological function(s). Using the large incoherent scattering cross-
section intrinsic to naturally abundant hydrogen atoms, various INS type
measurements can be carried out. These results, in conjunction with MD sim-
ulations, offer a glimpse of for example, a protein’s internal structure on the
picosecond time scale. Moreover, the current developments of intense pulsed
neutron sources promise, in the near future, to accelerate our understanding
of the relationship between a molecule’s dynamics and its function.

The study of materials under difficult environmental conditions (such as
high magnetic fields, high pressures, shear, and 100% relative humidity) is
by no means straight forward and requires specialized equipment. In many
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cases, these experiments are better accommodated by the fact that neutrons
interact weakly, thus nondestructively, with many commonly used materials
(e.g., aluminum and its alloys) that are readily available and suitable for the
construction of sample environments. The conditions created by these special-
ized environments provide us with a more detailed physical understanding of
biologically relevant materials.

The present volume begins with a general introduction into the generation
and properties of neutrons and is followed by a series of papers describing the
various elastic and inelastic neutron scattering techniques used to study bio-
logical and biologically relevant systems. The reader is introduced to the basic
principles of neutron crystallography, low resolution neutron diffraction, neu-
tron small-angle scattering, neutron reflectometry, inelastic and quasielastic
neutron scattering, and neutron spin echo spectroscopy. Papers describing
sample environments and preparatory techniques, in addition to molecular
dynamics simulations used to evaluate the neutron data, are also included.
Finally, there are a series of papers describing recent neutron research that
has elucidated the structure and dynamics of soluble proteins, membrane
embedded proteins, and of complex biological aggregates.

The editors wish to express their great appreciation to all of the contrib-
utors whose diligence, efforts, and timeliness made this compilation possible.

Jülich Jörg Fitter
Villigen Thomas Gutberlet
Chalk River John Katsaras
Spring 2005
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Laboratoire Léon Brillouin
CEA Saclay
91191 Gif-sur-Yvette, France
longevil@llb.saclay.cea.fr



List of Contributors XXIII

M. Lösche
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Neutron Scattering for Biology

T.A. Harroun, G.D. Wignall, J. Katsaras

1.1 Introduction

The structure and dynamics of a specimen can be determined by measuring
the changes in energy and momentum of neutrons scattered by the sample.
For biological materials, the structures of interest may be complex molecu-
lar structures, membranes, crystal lattices of macromolecules (e.g., proteins),
micellar dispersions, or various kinds of aggregates. These soft materials may
exhibit various modes of motion, such as low-energy vibrations, undulations
or diffusion.

Neutrons are non-charged particles that penetrate deeply into matter. Neu-
trons are isotope-sensitive, and as they possess a magnetic moment, scatter
from magnetic structures. Neutron scattering can often reveal aspects of struc-
ture and dynamics that are difficult to observe by other probes, including
X-ray diffraction, nuclear magnetic resonance, optical microscopy, and var-
ious spectroscopies. It is particularly powerful for the study of biologically
relevant materials which often contain hydrogen atoms and must be held in
precise conditions of pH, temperature, pressure, and/or hydration in order to
reveal the behaviors of interest.

Neutron scattering is practiced at facilities possessing reactor-based and
accelerator-based neutron sources, and to which researchers travel to under-
take their scattering experiments with the help of local scientific and technical
expertise. Compared to traditional “hard” materials, in biologically relevant
materials the characteristic length-scales are larger and the energy levels are
lower. As such, additional neutron scattering measurements are possible if the
reactor or accelerator-based source includes a cold moderator that emits a
large proportion of long wavelength, lower velocity neutrons, which are better
suited to the typical structures and dynamics found in bio-materials.

This chapter will follow neutrons from their production in a fission or
spallation event, into the specimen where they scatter and are subsequently
detected in a way that discriminates changes in momentum and energy. The
advantages of using neutron scattering for problems in biology will be outlined.
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However, details of specific instruments and data analysis for the associated
scattering methods will be left to subsequent chapters.

1.2 Production of Neutrons

The neutron is a neutral, subatomic, elementary particle that had been pos-
tulated by Rutherford, and discovered in 1932 by James Chadwick [1, 2]. It
is found in all atomic nuclei except hydrogen (1H), has a mass similar to the
proton, a nuclear spin of 1/2, and a magnetic moment [3]. Neutron beams with
intensities suitable for scattering experiments are presently being produced ei-
ther by nuclear reactors (Fig. 1.1), where the fission of uranium nuclei results
in neutrons of energies between 0.5 and 3 MeV [4], or by spallation sources
(Fig. 1.2), where accelerated subatomic particles (e.g., protons) strike a heavy
metal target (e.g., tungsten or lead), expelling neutrons from the target nu-
clei [5].

In Canada, for example, the 125 MW National Research Universal (NRU)
reactor, located at Chalk River Laboratories, has a peak thermal flux of

A B

b

c

e

a

d

Fig. 1.1. Schematic of a nuclear reactor that produces thermal neutrons. Fuel rods
(a) contain 235U atoms which when they encounter moderated neutrons undergo
fission producing ∼2.5 high-energy neutrons/235U atom. The probability of a fast
(high energy) neutron interacting with a 235U atom is small. To sustain the chain
reaction, neutrons must be slowed down or thermalized by passing through a mod-
erator. In practice, moderators such as H2O, D2O, graphite, or beryllium are used,
filling the space in the reactor core around the fuel rods. For reasons of cost, H2O
is the most commonly used moderator (b) Thermal neutrons with a peak flux cen-
tered at ∼1.2 Å can either be extracted directly from the reactor via a beam tube
(c) or can be furthered slowed down by interaction with another, colder moder-
ator, for example, a vessel of liquid hydrogen (d) These cold neutrons, with their
Maxwellian distribution shifted toward lower energies, can be transported over many
meters to the various spectrometers by 58Ni-coated optically flat glass surfaces
(e) through a process known as total external reflection
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A

B

C
D

F

E

Fig. 1.2. Schematic of the Spallation Neutron Source (SNS) presently under con-
struction at Oak Ridge National Laboratory. (a) H– ions produced by an ion source
are accelerated to 2.5 MeV (b) the H– ion beam is then delivered to a Linac fur-
ther accelerating the 2.5 MeV H– ion beam to 1 GeV (c) prior to delivery from the
Linac to the accumulator ring, H– ions are stripped of all of their electrons by a
stripper foil resulting in H+ ions (d) these H+ ions are bunched and intensified by
the accumulator ring for delivery to the (e) liquid mercury target where a nuclear
reaction takes place creating spallation neutrons for use at various spectrometers
(f) the duration of the SNS proton pulse is 10−6 s and the repetition rate is 60 Hz.
Not unlike reactor-based neutrons, spallation neutrons are moderated by either wa-
ter or a liquid hydrogen source, giving rise to thermal or cold neutrons, respectively.
The SNS chose mercury as the target for the proton pulses for the following reasons:
(i) Unlike solid materials, liquid mercury does not experience radiation damage.
(ii) Mercury is a high atomic number material resulting in many spallation neutrons
(∼20–30 neutrons/mercury atom). (iii) Compared to a solid target, a liq-
uid target at room temperature better dissipates heat and withstands shock
effects

3×1014 neutrons cm−2 s−1. Fast MeV neutrons are produced from fission
of 235U atoms which are in turn thermalized, through successive collisions
with deuterium atoms in a heavy water moderator at room temperature, to
an average energy of ∼0.025 eV. Neutron beams exiting the reactor have a
Maxwellian distribution of energy, [4] and are usually monochromated us-
ing a crystal monochromator, and then used to study a variety of condensed
matter.

For a thermal neutron reactor, such as the Institut Laue-Langevin (ILL,
Grenoble, France) the Maxwell spectrum peak is centered at ∼1 Å due to a
300 K D2O moderator [6]. However, the peak of the spectrum can be shifted
to higher energies (or shorter wavelengths) by allowing the thermal neutrons
to equilibrate with a “hot source”, or shifted to lower energies with the use
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of a “cold source”. For example, the ILL uses a self-heating graphite block
hot-source at 2400 K to produce higher energy neutrons, [7] while the reactor
at the National Institute of Standards and Technology (NIST, Gaithersburg,
Maryland) produces lower energy cold neutrons by passing thermal neutrons
through a vessel filled with liquid hydrogen at 40 K [8]. Similarly, a supercrit-
ical hydrogen moderator at 20 K is currently being installed at the Oak Ridge
National Laboratory (ORNL, Oak Ridge, Tennessee) High Flux Isotope Reac-
tor (HFIR) that will feed a suite of instruments, including a 35 m small-angle
neutron scattering facility optimized for the study of biological systems (see
contribution by Krueger and Wignall this volume) [9].

Presently, the heavy-water moderated ILL and light-water moderated
ORNL reactors produce the highest flux neutron beams, operating at a ther-
mal power of 58 and 85 MW, respectively. The peak core flux of both sources
is >1015 neutrons cm−2 s−1. Since the ability to remove heat from the reactor
core dictates the maximum power density, and thus the maximum neutron
flux, it is unlikely that a reactor far exceeding the thermal flux characteristics
of the ILL and ORNL high flux reactors will ever be constructed.

The notion of accelerator driven neutron sources dates back to the 1950s.
In an accelerator-based pulsed neutron source, high energy subatomic par-
ticles, such as protons, are produced in a linear accelerator (Linac) [10–12].
These accelerated protons then impinge on a heavy metal target releasing
neutrons from the nuclei of the target material. Since the Linac operation
uses travelling electromagnetic waves, the arrival of the protons at the target
are in pulsed bunches, and therefore the neutron beams produced are also
pulsed. As with neutrons produced in a reactor, spallation neutrons have very
high initial energies and must be slowed down from MeV to meV energies.
However, their characteristic spectra differ considerably as the neutron spec-
trum from a spallation source contains both a high energy slowing component
of incomplete thermalized neutrons, and a Maxwell distribution characteris-
tic of the moderator temperature. Compared to reactor sources, the biggest
advantage of spallation sources is that they create much less heat per neutron
produced, translating into increased neutron fluxes. Nevertheless, since neu-
trons are produced in pulses, the time-averaged flux of even the most powerful
pulsed source, that of ISIS (Oxford, UK), is less than that of a high flux reactor
source (e.g., ILL). However, judicious use of time-of-flight techniques, which
can utilize the many neutron wavelengths present in each pulse, can exploit
the high brightness and can, for certain experiments, more than compensate
for the time-averaged flux disadvantage.

The Spallation Neutron Source (SNS), presently being constructed at
ORNL, will have a time-averaged flux comparable to a high-flux reactor but
each pulse will contain neutron intensities between 50 and 100 times greater
than the ILL or ORNL reactor-based sources. Moreover, the intense short-
pulse neutron beams produced by accelerator-based neutron sources make it
possible to perform time-of-flight experiments, and the study of kinetics and
dynamics of various systems.
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1.3 Elements of Neutron Scattering Theory

1.3.1 Properties of Neutrons

X-rays interact with charged subparticles of an atom, primarily with elec-
trons [13]. On the other hand, neutrons, as mentioned previously, are non-
charged subatomic particles having a mass (m) of 1.0087 atomic mass units
(1.675 ×10−27 kg), spin of 1/2, and a magnetic moment (µn) of −1.9132 nu-
clear magnetons [6]. These properties of the neutron give rise to two principal
modes of interaction which are different from those of X-rays.

As neutrons are zero charge particles, their interaction with matter, both
nuclear and magnetic, is short ranged. As a result of this small interaction
probability, neutrons can penetrate deep into condensed matter. Moreover,
the interaction between the neutron and atomic nuclei involve complex nuclear
interactions between the nuclear spins and magnetic moments. For this reason,
there is no general trend throughout the periodic table of an atom’s ability
to scatter neutrons. This is quite unlike the X-ray atomic scattering factor
which increases with atomic number [13, 14]. In addition, different isotopes
of the same element may have very different abilities to scatter neutrons.
This concept of a difference in scattering power, or contrast, between various
components in a sample as a result of the different scattering properties of
the various elements (particularly 1H and 2H) is the core principle of neutron
scattering, and from which biology greatly benefits [14–16].

The second mode of interaction is the magnetic dipole interaction between
the magnetic moments associated with unpaired electron spins in magnetic
samples and the nuclear magnetic moment of the neutron. This type of
neutron–atom interaction is of limited use to biology, and as such, for the
purposes of this chapter only nuclear scattering will be considered. It should
be noted that the interaction between the magnetic field of the X-ray and the
orbital magnetic moments of the electron is not zero. However, compared to
charge scattering, X-ray magnetic scattering is weak [13].

1.3.2 Energy and Momentum Transfer

In a scattering experiment the neutron undergoes a change in momentum
after interacting with the sample. This means the neutron has a change in
direction and/or velocity. The neutron’s momentum is given by p = �k, where
� = h/2π is Planck’s constant and k is the neutron wave vector, |k| = 2π/λ.
The wavelength, λ, of a neutron is given by

h2

2mλ2
= 2kBT, (1.1)

where kB is Boltzmann’s constant and T is the neutron moderator tempera-
ture.
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The momentum change can be described by a momentum transfer vector
or the scattering vector, Q, and is defined as the vector difference between the
incoming and scattered wave vectors,

Q = k0 − k1, (1.2)

where k0 and k1 are the incident and scattered wave vectors, respectively
(Fig. 1.3). The change in the neutron’s momentum is given by �Q.

Besides a change in direction, the magnitude of k can also change as energy
between the incident neutron and the sample are exchanged. The law of energy
conservation can be expressed as

E = E0 − E1 = �
2 k2

0

2m
− �

2 k2
1

2m
= �ω, (1.3)

where E is the energy gained or lost by the neutron. Any process whereby the
neutron is scattered from k0 to k1 is therefore associated with Q and E.

1.3.3 Diffraction

Scattering is totally elastic when E = 0. In this case, from Eq. 1.3 we must
have |k1| = |k0| and as such, from Eq. 1.2 we get |Q| = 2k0 sin θ. For
crystalline materials Bragg peaks appear at values Q equal to the reciprocal
lattice spacing:

|Q| =
2π
d

, (1.4)

q

d

qq

Q

kf

ki

2p/d
q
q

Fig. 1.3. Neutrons strike an array of atoms (green) from the left, and are scattered
to the right. Horizontal planes of atoms are separated by distance d. Both the in-
cident and diffracted neutron beams make an angle θ with respect to the planes of
atoms (left). The change of the neutron’s momentum, Q, is given in Eq. 1.2 and is
schematically represented schematically. In reciprocal space, when Q points along
the reciprocal lattice of spacing 2π/d, the Bragg condition for diffraction is met,
and constructive interference leads to a diffraction peak or so-called Bragg maxi-
mum (right)
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where d is the characteristic spacing of a set of crystal planes. Since k0 = 2π/λ,
carrying out the appropriate substitutions leads to the now familiar Bragg
formula:

λ = 2d sin θ. (1.5)

Simply stated, this is the condition of constructive interference of waves with
incident angle θ on a set of equidistant planes separated by a distance d.

The measurement of truly elastic scattering requires that both the incident
and scattered neutrons have the same wavelength, i.e., |k1| = |k0|. However,
in practice this type of elastic scattering experiment, using an analyzer crystal
to choose the appropriate energy scattered neutron, is seldom performed and
the inelastic contribution (E �= 0) is usually not removed.

1.3.4 Scattering Length and Cross-Section

Neutron, X-ray, and light scattering all involve interference phenomena be-
tween the wavelets scattered by different elements in the system. In the simple
case of neutron scattering from a single, fixed nucleus, incident neutrons can
be represented as a plane wave, ψ0 = exp ik0z. The resulting scattered wave
is a spherical wave, and is given by

ψ1 =
b

r
eik1·r, (1.6)

where r is the location of the detector from the nucleus. The quantity b has
the dimensions of length, and is the measure of the scattering ability of the
atomic nucleus. It may be regarded as a real and known constant for a given
nucleus or isotope.

A typical experiment involves counting the number of neutrons scattered
in a particular direction, and in this simple case, without regard of any changes
in energy. If the distance from the detector to the nucleus is assumed to be
large, so that the small solid angle dΩ subtended by the detector is well
defined, we can then define the differential cross-section as

dσ
dΩ

=
(neutrons s−1 scattered into dΩ)

ΦdΩ
, (1.7)

where Φ is the incident neutron flux (number of neutrons cm−2 s−1). The total
scattering cross-section is defined as the total number of neutrons scattered
per second, normalized to the flux;

σs =
∫ (

dσ
dΩ

)
dΩ, (1.8)

where the integral is over all directions. For the single, fixed nucleus that
we are considering, we can readily relate the total cross-section to b. If v is
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the velocity of the incident neutrons, then the number of neutrons passing
through an area dS s−1 is

vdS |ψ|2 = vdS
b2

r2
= vb2dΩ. (1.9)

From the definition of a neutron cross-section,

dσ
dΩ

=
vb2dΩ
ΦdΩ

, (1.10)

where σs = 4πb2 [17].
From the above it is obvious that σs has the dimensions of area. Moreover,

the magnitude of b is typically of the order 10−12 cm, giving rise to the usual
unit for cross-section, commonly known as the barn (1 barn = 10−24 cm2). 1

To a first approximation, the cross-section may be regarded as the effective
area which the target nucleus presents to the incident beam of neutrons for
the elastic scattering process and is usually referred-to as the bound atom
cross-section, as the nucleus is considered fixed at the origin [18]. Where the
atom is free to recoil, such as in the gaseous state, the free atom cross-section
is applicable. The bound atom cross-section is generally relevant to biologi-
cal studies which are virtually always conducted on samples of macroscopic
dimensions in the solid or liquid state.

Neutrons are scattered isotropically from individual nuclei, whereas for
X-ray scattering, the scattering originates in the electron cloud, which is very
large compared to the X-ray wavelength. In the case of X-rays, the atomic form
factors are Q-dependent. However, the variation in practice is small (<1% for
Q < 0.1 Å−1), and usually neglected in the small angle region. The Thompson
scattering amplitude of a classical electron is rT = 0.282 × 10−12 cm, so the
X-ray scattering length of an atom, f , is proportional to the atomic number
(f = rTZ) and increases with the number of electrons/atom. For neutrons,
values of b vary from isotope to isotope (Sect. 1.3.5). If the nucleus has a
nonzero spin, it can interact with the neutron spin, and the total cross-section
(σs) contains both, coherent and incoherent components.

1.3.5 Coherent and Incoherent Cross-Sections

Atomic nuclei are characterized by an incoherent and a coherent neutron
scattering length b. The coherent scattering length is analogous to the atomic
form factor in X-rays, f , while there is no X-ray analogue for the incoherent
scattering length. For the purposes of this review, we will only consider the
case where the nuclear moments of the material being probed with neutrons
are completely disordered, giving rise to incoherent scattering.

1The origin of the barn unit is thought to lie in the colloquialism “as big as a barn”,
and was recommended in 1950 by the Joint Commission on Standards, Units and
Constants of Radioactivity, because of its common usage in the USA.
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When a neutron of spin 1/2 encounters a single isotope with nuclear spin
I, the spin of the neutron–nucleus system can assume two values, I ± 1/2.
The scattering lengths of the two systems are denoted by b+ and b−, and
the number of spin states associated with each are 2(I + 1/2) + 1 = 2I + 2
and 2(I − 1/2) + 1 = 2I, respectively. The total number of states is 4I + 2.
If the neutrons are unpolarized and the nuclear spins are randomly oriented,
each spin state has the same probability. Thus the the frequency of the b+

occurring is weighted by (I +1)/(2I +1), and for b−, I/(2I +1). The coherent
cross-section for each isotope is given as σc = 4πb̄2, where b̄ represents the
thermally averaged scattering length with + and − spin state populations.
Similarly, the total scattering cross-section is given by σs = 4πb2. The average
coherent scattering length is then given by

b̄ =
1

2I + 1
[
(I + 1) b+ + Ib−

]
, (1.11)

b2 =
1

2I + 1
[
(I + 1) (b+)2 + I(b−)2

]
, (1.12)

The difference between σs and σc is the incoherent scattering cross-section, σi.
If the isotope has no spin (e.g., 12C), then b2 = b̄2 = b2 and there is no

incoherent scattering. Only the coherent scattering cross-section contains in-
formation on interference effects arising from spatial correlations of the nuclei
in the system, in other words, the structure of the sample. The incoherent
cross-section contains no structural information or interference effects, and
forms an isotropic (flat) background which must be subtracted off from the
raw data (e.g., see J. Krueger et al. this volume). The incoherent component
of the scattering does, however, contain information on the motion of single
atoms which may be investigated via by studying the changes in energy of the
scattered beam (e.g., see contributions by Lechner et al., Doster, Sokolov et
al. or Fitter in this volume).

While most of the atoms encountered in neutron scattering of biologically
relevant materials are mainly coherent scatterers, such as carbon and oxygen,
there is one important exception. In the case of hydrogen (1H) the spin-up
and spin-down scattering lengths have opposite sign (b+ = 1.080 ×10−12 cm;
b− = −4.737× 10−12 cm). Since I = 1/2 we then have σc, σi, and σs equal to
1.76 ×10−24, 79.7 × 10−24, and 81.5 × 10−24 cm2, respectively.

Unlike neutrons, for photons there is no strict analog of incoherent scat-
tering. X-ray Compton scattering is similar in that it contains no information
on interference effects, i.e., the structure of the sample, and contributes a
background to the coherent signal. However, to a good approximation this
background goes to zero in the limit Q → 0 and in X-ray studies, is usually
neglected. Table 1.1 gives the cross-sections and scattering lengths for atoms
commonly encountered in synthetic, natural and biomaterials.

The cross-sections given previously for hydrogen refer to bound protons
and neglect inelastic effects arising from the interchange of energy with the
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Table 1.1. Bound atom scattering lengths and cross-sections for typical elements
in synthetic and natural biomaterials

bc σc σi σa
abs fX-ray

atom nucleus (10−12 cm) (10−24 cm2) (10−24 cm2) (10−24 cm2) (10−12 cm)

hydrogen 1H −0.374 1.76 79.7 0.33 0.28
deuterium 2H 0.667 5.59 2.01 0 0.28
carbon 12C 0.665 5.56 0 0 1.69
nitrogen 14N 0.930 11.1 0 1.88 1.97
oxygen 16O 0.580 4.23 0 0 2.25
fluorine 19F 0.556 4.03 0 0 2.53
silicon 28Si 0.415 2.16 0 0.18 3.94

phosphorous Pb 0.513 3.31 0 0.17 4.22

chlorine Clb 0.958 11.53 5.9 33.6 4.74

a Values of the absorption cross-section (σabs) are a function of wavelength and are
given at λ = 1.8 Å. As σabs ∼ λ, values at other wavelengths may be estimated by
scaling by λ/1.8; fX-ray is given for θ = 0
b Values are an average over the natural abundance of the various isotopes

neutron. For coherent scattering, which is a collective effect arising from the
interference of scattered waves over a large correlation volume, this approxima-
tion is reasonable, especially at low Q where recoil effects are small. However,
for incoherent scattering, which depends on the uncorrelated motion of indi-
vidual atoms, inelastic effects become increasingly important for long wave-
length neutrons. In most biological systems, the atoms are not rigidly bound,
so due to effects of torsion, rotation, and vibration, the scattering generally
contains an inelastic component. This has two consequences: Firstly, the scat-
tering, which in the center-of-mass system is elastic, may induce a change
of energy of the neutron in the laboratory frame. This gives rise to inelas-
tic scattering which contains information about the motion of atoms in the
sample (e.g., see Lechner et al.). Secondly, the effective total scattering cross-
section in the laboratory system is wavelength-dependent, an effect that is
particularly important for 1H-containing samples, where the transmission is a
function of both the incident neutron energy and temperature. This effect is
important for H2O, a common solvent for biomaterials, and for which the to-
tal scattering cross-section at 20◦C is given by log σ = 4.45+0.46 log λ, where
σ is expressed in barns [19]. For further discussion of such inelastic effects, see
contribution by S. Krueger et al.

1.4 Neutron Diffraction and Contrast

Compared to synchrotron X-rays, the single biggest disadvantage of neutrons
is that neutron fluxes from reactor, or even accelerator-based sources, are



1 Neutron Scattering for Biology 11

small. Effectively, this translates into neutron experiments taking much longer
to achieve the same signal-to-noise values as ones performed with X-rays.
Moreover, the availability of neutron sources is scant compared to the com-
bined availability of the different types of X-ray sources, such as sealed tube
and rotating anode X-ray generators, and synchrotron facilities. Nevertheless,
as we have seen in a previous section, the many advantageous properties of
neutrons, especially those of contrast variation and sensitivity to low Z atoms
equally well as heavy ones, make neutrons a highly desirable probe.

1.4.1 Contrast and Structure

Contrast variation has been exploited in several ways. Here, we will only
present a broad outline of how it is used to determine the structure and
dynamics of biological macromolecules, and leave it to subsequent chapters to
provide explicit detail and examples.

The scattering associated with coherent cross-section will have a spatial
distribution, which is a function of the distribution of atoms in the sample.
The amplitude of the scattered neutron wave is often called the structure
factor, and is given by

S(Q) =
∑

i

bie
iQ·ri , (1.13)

where the sum is over all atoms in the sample. The measured intensity of
neutrons is then proportional to the structure factor squared

I(Q) ∝ |S(Q)|2 . (1.14)

In a diffraction experiment, resolution is defined as 2π/Qmax, where Qmax

is the maximum value of measured amplitude, |Q|. When working at reso-
lutions where individual atoms are not resolved (e.g., �10 Å) [18, 20], it is
valid to use the concept of a neutron refractive index or scattering length
density, ρ(r). Because each nucleus has a different scattering amplitude (ref.
Table 1.2), the scattering length density (SLD) is defined as the sum of the
coherent scattering lengths over all atoms within a given volume δV , divided
by δV [18, 20] or

ρ(r)δV =
∑

i

bi. (1.15)

SLD is the Fourier transform of the structure factor

ρ(r) =
∫

S(Q)e−iQ·rdQ. (1.16)

In the case of a single crystal, the integral in Eq. 1.16 is over all atoms in the
unit cell, and techniques used in X-ray crystallography are entirely applicable.
The goal in this case is to determine the scattering length density ρ(r) over



12 T.A. Harroun et al.

the unit cell, rather than the electron density. Whereas both methods yield
the locations of the atoms, ri, in the case of neutrons hydrogen atoms with
their negative b value (ref. Table 1.2) stand out in much more detail, whereas
hydrogen is for all purposes invisible to X-rays.

In general, when solving a crystal structure from diffraction data one has
to deal with the well-known phase problem. This problem arises from the fact
that the structure factor is a complex function, however, the complex part,
or the phase, is lost in the measured intensity. A technique devised to resolve
the phase problem is isomorphous replacement, and involves the addition of
an element which effectively changes the neutron or electron density contrast
of the crystal. In X-ray crystallography, this usually means the incorporation
of heavy atoms such as, Hg into the structure.

In the ideal case, isomorphic replacement does not alter the macromole-
cule’s conformation or the unit cell parameters. This is not always the case
when heavy atoms are used to change the sample contrast. On the other hand,
the exchange of deuterium for hydrogen, whether in the solvent or explicitly
on selected chemical groups, is as nearly perfect isomorphous replacement as
possible. The scattering length density of the specific deuterium label, ρl(r),
can be isolated by taking the measured structure factors from the protonated
sample and subtracting them from the deuterated sample as follows

ρl(r) =
∫

[SD(Q) − SH(Q)] e−iQ·rdQ. (1.17)

This is analogous to a difference Fourier map in X-ray crystallography, but
the possibility of altering the molecule’s conformation has been greatly re-
duced [21].

Where neutron diffraction excels, is the study of samples which cannot be
crystallized and display a high degree of disorder, and dispersions of particles
in solution. In this case, the benefits of contrast variation are easily seen.

There would be no observable diffraction if particles of uniform scattering
length density ρ̄ were placed in a solvent where the SLD matches, ρs = ρ̄,
and the contrast is zero. Instead, the effective scattering density of a particle
whose SLD varies with r is ρ(r)−ρs. For a particle in solution, the measurable
contribution of the particle against a backdrop of solvent is given by

Sp(r) =
∫

[ρ(r) − ρs] eiQ·rdr, (1.18)

where the integral is over the the particle volume. The key to finding the par-
ticle’s structure in solution is to separate ρ(r) into the mean particle density
at the match point, ρm, and fluctuations about the mean, ρf(r),

ρ(r) = ρm + ρf(r), (1.19)

where ρf(r) is normalized by ∫
ρfdr = 0. (1.20)
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The contrast in this situation is defined as ρc = ρm − ρs, which is adjusted by
varying the amount of D2O in the solvent (ref. Sect. 1.4.3). Therefore, contrast
variation helps separate particle shape and internal structure contributions to
the scattered amplitude. Because scattering from solution averages over all
orientations of the particles, modelling of ρ(r) and fitting of Sp(r) are usually
performed to fully analyze the data. Although we have neglected the exchange
of the molecule’s labile H atoms with solvent D atoms, such exchange does
take place and will be discussed in the following section.

1.4.2 Contrast and Dynamics

Using neutron spectroscopy to study the dynamics of biological molecules is a
comparatively new and developing field. The analysis of inelastic neutron scat-
tering data is complicated and beyond the scope of this introductory chapter.
However, the lessons of contrast in structural determination are still applica-
ble. It should be pointed-out that scattering length density is time-dependent,
ρ(r, t), as the atoms are moving, giving rise to inelastic and incoherent scat-
tering, as discussed. In the previous section, we were only concerned with
the time-averaged values, 〈ρ(r)〉, as we wanted to illustrate the importance of
contrast in determining structural information. The dynamic structure factor
S(Q, ω) is in general more complicated, and is given by

G(r, t) =
1
N

∫
〈ρ(r′, 0)ρ(r′ − r, t)〉 dr′ (1.21)

S(Q, ω) =
1

2π�

∫ ∫
G(r, t)ei(Q·r−ωt)drdt, (1.22)

where G(r, t) is called the time dependent pair correlation function. Clearly, by
matching the scattering length density of the solvent to parts of the molecule,
one can isolate the relative motions of particular groups or molecules.

1.4.3 Contrast and Biology

It may be seen from Table 1.2 that there is a large difference in the coherent
scattering length of deuterium (2H) and hydrogen (1H), and that the value
for the latter, is negative. This arises from a change of phase of the scattered
wave with respect to the incident wave, and as explained above, results in a
marked difference in scattering power (contrast) between hydrogenous mate-
rials containing 2H or 1H. This has important consequences for the scattering
lengths of commonly found biological groups.

Table 1.2 shows the relevant values of scattering cross-section for common
biological molecules such as water, and the components of proteins, nucleic
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Table 1.2. Bound atom scattering lengths for typical biological chemical groups

A. Amino acids and proteins

bs bs bs

exchangeable H2O D2O deuterated volumea

amino acid hydrogen (10−12 cm) (10−12 cm) (10−12 cm) (Å3)

glycine 1 1.73 2.77 4.85 71.9
alanine 1 1.65 2.69 6.85 100.5
valine 1 1.48 2.52 10.85 150.8
leucine 1 1.40 2.44 12.85 179.0
isoleucine 1 1.40 2.44 12.85 175.7
phenylalanine 1 4.14 5.18 13.51 201.8
tyrosine 2 4.72 6.80 14.09 205.2
tryptophan 2 6.04 8.12 16.45 239.0
aspartic acid 1 3.85 4.89 8.01 124.2
glutamic acid 1 3.76 4.80 10.01 149.3
serine 2 2.23 4.31 7.43 100.6
threonine 2 2.14 4.23 9.43 127.7
asparagine 3 3.46 6.58 9.70 129.5
glutamine 3 3.37 6.50 11.70 155.9
lysine 4 1.59 5.75 15.12 181.0
arginine 6 3.47 9.72 17.00 211.6
histadine 1.5 4.96 6.52 11.73 163.2
methionine 1 1.76 2.81 11.13 175.4
cystine 2 1.93 4.01 7.14 122.0
proline 0 2.23 2.23 9.52 137.5

B. Nucleotides and nucleic acids

bs bs bs

exchangeable H2O D2O deuterated volumea

base hydrogen (10−12 cm) (10−12 cm) (10−12 cm) (Å3)

adenine RNA 3 11.24 14.36 22.69 314.0
DNA 2 10.66 12.74 22.11

guanine RNA 4 11.82 15.98 23.27 326.3
DNA 3 11.24 14.36 22.69

cytosine RNA 2 9.27 12.39 20.72 285.6
DNA 3 8.69 10.77 20.14

uracil RNA 2 9.29 11.37 19.70 282.3
thymine DNA 1 8.62 9.66 21.12 308.7

C. Water

bs ρ
(10−12 cm) (10−12 cm Å−3)

H2O −0.168 −0.00562
D2O 1.915 0.06404
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Table 1.2. contd.

D. Phosphatidylcholine lipidsb

bs ρ bs deut. ρ deut.
(10−12 cm) (10−12 cm Å−3) (10−12 cm) (10−12 cm Å−3)

CH3 −0.458 −0.0085 2.67 0.0495
CH3 −0.083 −0.0031 2.0 0.0744
headgroup 2.24 0.011 15.67 0.071

a Values are from Durchschlag and Zipper [22]. Number of exchangeable hydrogen
are assumed for pH 7.
b Values are from Jacrot [19]

acids, and lipids. In nearly all neutron studies some deuteration is used, either
for the water in solvation, or of the chemical group itself. When solvating
water is replaced by heavy water, some of the hydrogens in the sample will
be replaced by deuterium through exchange with the solvent, changing its
scattering length density. In general, hydrogen bound to nitrogen or oxygen
will be the most likely candidates for exchange. In Table 1.2 this has been
taken into account.

Table 1.2 makes two important points. First is that common biological
macromolecules have very different scattering lengths. For example, DNA and
RNA have considerably larger scattering lengths than proteins, which in turn,
are much larger than lipids. This is due to the fact that DNA/RNA have more
nitrogen (high positive SLD) and fewer hydrogen (negative SLD) atoms than
either, protein or lipid molecules. Lipids have the greatest number of hydro-
gens per molecule, thanks to their hydrocarbon chains and few exchangeable
hydrogens. Thus in any complex, the effects of different molecular species can
be highlighted with appropriate contrast matching.

As a simple example, consider the case of a two component particle, con-
taining protein and DNA. In this case, ρ(r) = ρpro(r) + ρdna(r). When
ρs = ρpro(r), the scattering is dominated by the nucleic acid structure, and
vice versa.

The second, and probably most important point that can be drawn from
Table 1.2 and Fig. 1.4 is that D2O has a larger scattering length density,
and H2O a lower scattering length density than any of the biological mole-
cules listed. This means that an appropriate mixture of the two solvents can
contrast match almost any biological molecule. This is represented graphi-
cally in Fig. 1.4, which shows the average scattering length density for model
RNA, protein, and lipid membrane systems, as a function of the concentra-
tion of D2O solvent. The points where the line for water crosses the lines for
other molecules is called the solvent match point, where the contrast is zero
(Fig. 1.4). For DNA and RNA this occurs ∼70% D2O, while for protein, it
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Fig. 1.4. The average scattering length density of typical biological macromolecules,
as a function of D2O concentration in the solvent. The figure is calculated from the
data in Table 1.2. The number of exchanged hydrogen is assumed to be complete
in 100% D2O. The figure will depend of the solvent accessbile area and specific
volume of the molecule, and each case is unique. Note that for water with 8% D2O,
ρ = 0. For protein, the line is calculated from the natural abundance of mammalian
amino-acid weigthed average, and is ρ = 0.0128 · X + 0.0183. RNA and DNA (not
shown) are less sensitive to H/D exchange; ρ = 0.0103 · X + 0.0343 for RNA and
ρ = 0.007 · X + 0.0317 for DNA

occurs closer to 40%. A more detailed description of the principles underlying
contrast variation methods is given in the contribution by J. Krueger et al.
(Chapter 8).

1.5 Conclusions

Neutrons are commonly thought of as a tool for hard materials, and for good
reason. For the year 2002, published reports involving experiments classified
as biological, made up only ∼8% of all reports at the Hahn-Meitner Insti-
tut (Berlin, Germany) [23], and ∼4% at NRC Chalk River [24]. In the 2003
JAERI annual report (Tokai, Japan) ∼9% of reports dealt with biology, [25]
while only about 6% of the beam time allocated at ILL in 2002 went to pro-
posals in biology [7]. These numbers increase however, if one considers exper-
iments involving so-called bio-materials, which are often classified under soft
condensed matter, rather than biology. In this case, around one in eight instru-
ment days at the ILL is devoted to science involving some form of biologically
related material [7]. More importantly, the trend with regards to biologically
related neutron experiments is upward.
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The increasing number of biologically relevant experiments taking place
is very much in line with the fact that many neutron facilities are interested
in seeing biological problems elucidated with the various neutron scattering
techniques available. Presently, biology is an educational outreach tool, that
can connect with the public and policy makers in ways that many other sci-
ences cannot. Experiments seen as a having some relevance to advances in
medicine can be promoted within and beyond the facility. This has had the
effect that new instruments devoted to biological sciences such as, the ded-
icated biological Advanced Neutron Diffractometer/Reflectometer (AND/R)
at NIST, and a new 35 m small angle neutron scattering facility at ORNL,
are coming online.

The succeeding chapters serve to illustrate the various techniques of neu-
tron diffraction and spectroscopy, in detail. The importance of contrast vari-
ation that was introduced in this chapter will serve to demonstrate the broad
usefulness that neutron diffraction has in biology.
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20. G. Zaccäı, Application of neutron diffraction to biological problems, in Topics in

Current Physics: Neutron Diffraction, H. Dachs (Eds.) (Springer-Verlag, New
York, Berlin, 1978) pp. 243–269

21. M.C. Weiner, S.H. White, Biophys. J. 59, 174 (1991)
22. H. Durchschlag, P. Zipper: J. Appl. Cryst. 30, 803 (1997)
23. BENSC experimental reports 2002 (Hahn-Meitner-Institute, Berlin, 2003)
24. Annual Report 2003 Rapport Annuel (NRC-CNRC, Canada, 2003)
25. Progress report on Neutron Scattering Research (Japan Atomic Energy

Research Institute, Tokai, 2004)



2

Single Crystal Neutron Diffraction
and Protein Crystallography

C.C. Wilson, D.A. Myles

2.1 Introduction

The neutron is a flexible probe for the study of condensed matter, having
significant advantages over other forms of radiation in the study of the mi-
croscopic structure and dynamics of matter. Neutron scattering gives de-
tailed information about the microscopic behavior of condensed matter, which
has significantly affected our experimental and theoretical understanding of
materials ranging from magnets and superconductors to chemical surfaces and
interfaces and biological systems.

Neutron diffraction is the method of choice for many crystallographic ex-
periments. The nature of the scattering of neutrons by atomic species is such
that the technique offers a description of all atoms in a structure at approx-
imately the same level of precision. This is due to the fact that neutrons are
scattered by the nucleus rather than the electrons in an atom, and hence the
scattering power does not have the strong dependence on Z found for many
other scattering techniques such as X-ray or electron diffraction.

These properties give neutron diffraction the following features compared
with other techniques:

– It is easier to sense light atoms, such as hydrogen, in the presence of heav-
ier ones. For example, in the presence of relatively light carbon atoms,
a hydrogen contributes only 1/36 (less than 0.03) of the X-ray scatter-
ing intensity from a carbon atom. The equivalent ratio for neutrons is
around 0.32, meaning that hydrogen atoms are, roughly speaking, deter-
mined around 12 times more accurately with neutrons than X-rays in the
presence of carbon atoms. This factor generally increases as the atomic
number of the “heavy” atom increases, reaching 41 for H in the presence
of oxygen (and almost 1,100 for hydrogen in the presence of lead).

– Neighboring elements in the periodic table generally have substantially
different scattering cross-sections. For example manganese and iron have
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Z = 25 and 26, respectively, giving a very small contrast for X-ray scat-
tering while the respective neutron scattering lengths (−3.9 and 9.5 fm)
are not only different in magnitude but also in sign, giving large contrast.
For light elements in particular this is the only practical direct method of
distinguishing neighboring elements.

– The dependence of the scattering on the nucleus allows isotopes of the
same element to have substantially different scattering lengths for neu-
trons, thus allowing the technique of isotopic substitution to be used to
yield structural and dynamical details. In the area of organic and biological
molecular structures, the most relevant isotopic substitution is that of 2H
(deuterium, scattering length 6.67 fm) for 1H (hydrogen, scattering length
3.74 fm). This also allows the use of contrast variation, where the scatter-
ing density of different parts of a molecule or of an H2O–D2O mixture is
altered. This method is extremely powerful and has been a key to many
successful applications of the technique of neutron scattering in chemistry
and biology.

– The lack of a fall-off in scattering power as a function of scattering an-
gle gives neutron diffraction the ability to study structures to very high
resolution, although even for neutrons there will always be a fall-off in
scattered intensity caused by thermal effects.

– Neutrons interact weakly with matter and are therefore nondestructive,
even to complex or delicate materials – this is particularly relevant in the
study of biological materials.

Correspondingly, neutrons are a bulk probe, allowing us to probe the inte-
rior of materials, not merely the surface layers probed by techniques such as
X-rays, electron microscopy or optical methods. Neutrons also have a magnetic
moment, allowing magnetic structure (the distribution of magnetic moments
within a material) and magnetic dynamics (how these moments interact with
each other) to be studied in a way not possible with other forms of radiation.

In the following, we briefly outline the techniques for single crystal neutron
diffraction and summarize the application of these techniques in the study of
molecular systems. A short review of applications in the field of structural
biology is given and the history of single crystal neutron diffraction in this
area is reviewed, along with some future directions. A more detailed account of
single crystal neutron diffraction in the area of molecular systems has recently
been published [1].

2.2 Single Crystal Neutron Diffractometers:
Basic Principles

There are two main types of neutron source used for condensed matter studies:
steady state (usually reactor) sources and pulsed (usually spallation) sources;
the instrumentation used for single crystal diffraction at these sources is sig-
nificantly different.
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On a steady-state neutron source, traditional four-circle diffractometer
techniques have traditionally been used with great success for chemical and
small molecule single crystal diffraction, with a monochromatic beam and
a single detector. Rotations of the crystal (and detector) are used to allow
measurement of each reflection sequentially. There is also the potential for
increasing the region of reciprocal space accessed in a single measurement by
using an area detector. Alternatively it can be combined with a broad band
(white) beam, and used for Laue or quasi-Laue diffraction, with a station-
ary crystal and detector. Since reflections in this technique are stimulated
across a broad spectral bandwidth, the resultant data are typically scaled or
normalized to account for the intensity distribution of the spectrum.

Structure factor data collected on a monochromatic steady-state source
at present yields the ultimate in accuracy for neutron single crystal structure
determination and the high time-averaged neutron flux make Laue diffraction
at a steady-state source also extremely powerful (see below). The benefits
of single crystal diffraction instrumentation on a steady state source can be
summarized as follows:

– Well established diffractometry developed world-wide on four-circle
X-ray diffractometers can be directly applied to a monochromatic neutron
instrument. Diffractometer control software and step-scanning methods for
intensity extraction can be directly transferred.

– In such a case, all reflections are observed with the same neutron wave-
length, eliminating the need for wavelength dependent corrections. The
constant wavelength nature of the data collection and the steady state of
the source also removes the need for correcting data for the incident flux
profile and leads to more straightforward error analysis. Large area detec-
tors are also not essential, removing the systematic deviations caused by
fluctuations of detector response.

– The time averaged flux at current high-flux steady-state sources is substan-
tially higher than at present-day pulsed sources, allowing better counting
statistics to be obtained in the same time, and allowing the study of smaller
crystals or larger unit cells, particularly in the Laue technique – which is
especially relevant for studies of macromolecular structures.

These factors tend to lead to more accurate structure factors, better inter-
nal agreement and ultimately to lower crystallographic R factors and some-
what more precise atomic parameters in most small molecule work. Constant
wavelength single crystal diffraction is therefore the method of choice if the
ultimate limit on precision is set by the instrument rather than by the sam-
ple. This is rarely the case for protein crystals, however, which are typically
weakly diffracting, have large mosaicity, and are characterized by relatively
large temperature factors that limit the ultimate extent of the data to quite
modest resolutions (Bragg resolution dmin ∼ 1.5−2.0 Å). Both monochromatic
and Laue geometries have been successfully exploited for individual structure
determination and the high-flux reactor sources are also currently favored for
larger unit cells or smaller crystals.
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As an aside, and picking up on one point raised above, the resolution of an
experiment is an important data collection parameter. The word “resolution”
in crystallography is open to misinterpretation as there are several defini-
tions. Broadly speaking, however, in a single crystal experiment we speak of
resolution as being the minimum d-spacing measured (dmin, often quoted by
chemical crystallographers in the inverse form, maximum sin θ/λ = 1/2dmin),
while in a powder experiment resolution generally means the ability to sep-
arate adjacent peaks. For larger crystalline systems, including many large
organometallic, supramolecular and biological systems, the scattering is less
favorable for obtaining detailed “atomic resolution” pictures; there is normally
high water content in many biological systems which often “blurs” the picture.
Large molecules frequently exhibit a degree of disorder and at the very least
are very flexible, which leads to high temperature factors and weaker scatter-
ing. For these reasons, even the best protein crystals, for example, rarely give
diffraction patterns extending to d-spacings of less than 1.0 Å with X-rays or
of less than 1.5 Å with neutrons. More typically neutron diffraction ends at
around 2–3 Å resolution. Such data can still yield quasi-atomic resolution in
the model of the molecule, when it is combined with a combination of prior
knowledge, chemical and stereochemical arguments, model building, and con-
strained molecule or residue refinement packages.

For pulsed source instruments, the time-of-flight Laue diffraction (tofLD)
technique is used; this method exploits the capability of a single crystal dif-
fractometer on such a source to access large volumes of reciprocal space in
a single measurement. This is due to the combination of the wavelength-
sorting inherent in the time-of-flight (tof) technique with large area position-
sensitive detectors (PSDs). tofLD thus samples a large three-dimensional
volume of reciprocal space in a single measurement with a stationary crystal
and detector.

The characteristics of the structure factor data collected on an instrument
with a PSD on a pulsed source can have certain advantages for structural
refinement:

– The collection of many Bragg reflections simultaneously in the detector
allows the accurate determination of crystal cell and orientation from a
single data frame (collected in one fixed crystal/detector geometry). It is
also worthy of note that for some applications a single frame may be the
only data required.

– The white nature of the incident beam enables the straightforward mea-
surement of reflections at different wavelengths, which can be useful in
the precise study of wavelength dependent effects such as extinction and
absorption.

– The collection of data to potentially very high sin θ/λ values (exploiting the
high flux of useful epithermal neutrons from the undermoderated beams),
can allow improved determination of heavily Q-dependent parameters to
be obtained, for example anharmonic effects.
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– The nature of the Laue method allows possibilities for the rapid collection
of data sets, by removing the need to measure each reflection individually.
This flexibility, long appreciated in synchrotron Laue methods for studying
protein structures, has recently become recognized as a great strength of
time-of-flight neutron Laue diffraction methods.

Time-of-flight single crystal diffraction is thus ideal for surveying recipro-
cal space, rapid determination of large numbers of reflections, and following
structural changes using a subset of reflections. It also provides good accu-
racy and precision in standard structural refinements, while not matching the
ultimate performance of a constant wavelength instrument in this area.

2.2.1 Development of Single Crystal Neutron Diffractometers

Historically, the main drawback of using neutron diffraction in protein struc-
ture determination has been the requirement for relatively large protein crys-
tals of several cubic millimetres and the long data acquisition times of up
to weeks per data set required to compensate the relatively low neutron flux
that is available even at high-power neutron sources such as the reactor at the
Institut Laue-Langevin (ILL) [2]. Recent progress in improving Laue diffrac-
tion (see below), new neutron optics, new detector technologies, and longer
neutron wavelengths are now having dramatic impact on these problems, with
possible huge gains in efficiency. Parallel improvements in modern molecular
biology now allow fully (per)deuterated protein samples to be produced for
neutron scattering that essentially eradicate the large – and ultimately lim-
iting – hydrogen incoherent scattering background that has hampered such
studies in the past. High quality neutron data can now be collected to near
atomic resolution (∼2.0 Å) for proteins of up to ∼50 kDa molecular weight
using crystals of volume ∼0.1 mm3. Spallation neutron sources with higher
flux neutron beams and optimized signal-to-noise ratio for time-of-flight Laue
methods promise further order of magnitude gains in performance that will
revolutionize the field.

2.2.2 Achievements of Neutron Macromolecular Crystallography
at Reactor Sources

Given the large size and weak scattering nature of biological macromolecules,
coupled with the inherent difficulties of growing the large crystals that were
required until recently (� 1 mm3), the major requirement for neutron pro-
tein crystallography is high incident neutron flux and high efficiency neutron
detection. Neutron protein crystallography has therefore only been feasible at
the brightest national and international neutron research facilities and, until
recently, has been dominated by instruments at steady-state reactor sources.
A major problem that has limited efficiency of biological neutron scattering
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has been reliant upon single crystal monochromatic diffractometers that col-
lect reflections sequentially and often individually using counters or – at best
– with relatively small area detectors. Since the number of reflections from
even moderate protein crystal unit cell edges (∼ 50−70 Å) quickly exceed
the tens of thousands, neutron protein crystallography has been restricted to
all but the smallest protein systems. Recently, important advances have been
made with the move toward large 2D area detectors that are able to capture
much larger fractions – in some cases even all – of the large number of re-
flections that are stimulated simultaneously at each position of the crystal in
monochromatic experiments. The emergence of white beam Laue techniques
at steady-state reactor sources that deliver order of magnitude improvements
in efficiency and data collection rates are now impacting significantly upon
the field.

The number of instruments in the world that are suitable for macromole-
cular neutron crystallography is rather limited. In Europe, most research is
concentrated on instruments at the ILL (Grenoble) where two classical single-
crystal four-circle diffractometers (D19 and DB21) have been successfully used
for collecting crystallographic data on biological systems. In addition, ILL
recently commissioned a quasi-Laue diffractometer (LADI) equipped with a
large (>2π) neutron image plate detector that is located on a cold neutron
beam and dedicated to neutron protein crystallography (see below).

The D19 instrument is a thermal monochromatic neutron diffractometer
that is optimized for samples with medium-sized unit cell edges of <40 Å and
can operate at a number of wavelengths in the range 1.0–2.4 Å. The limited size
of the area detector previously available on D19 has meant that the instrument
has been used little for neutron crystallography from proteins, though it has
found major applications in fibre diffraction analysis of complex biopolymers
with small unit cell repeats, such as DNA and cellulose; the instrument is also
extensively used for smaller macromolecules and in chemical crystallography.
This instrument will benefit from a likely >20-fold improvement in capability
for many experiments through provision of large array detectors in an upgrade
which is currently in progress.

DB21 is a cold neutron diffractometer developed by ILL and EMBL-
Grenoble for low-resolution (>10 Å) neutron protein crystallography of com-
plex biological macromolecules (e.g., multimeric proteins or assemblies of
proteins with nucleic acids, such as viruses or ribosomes). Experiments on this
instrument typically use contrast-variation techniques to collect low resolution
data sets at a series of H2O/D2O crystal solvent concentrations (or contrasts)
that are varied to match and cancel the scattered signal from the individual
components of complex systems. The technical challenges of collecting very
low resolution data are overcome by using long-wavelength neutrons (7.5 Å)
and the resolution of the instrument is adapted to large unit-cell edges of up
to 1,000 Å. DB21 is thus specially designed to locate disordered components
in large biological complexes (such as DNA/RNA in viruses and detergent
structures in membrane proteins) that crystallize in very large unit cells (up
to ∼600 Å).
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The most exciting recent development for neutron protein crystallogra-
phy at ILL has been the quasi-Laue diffractometer LADI [3], which provides
the advantages of rapid data collection using Laue geometry by the use of a
cylindrical neutron image plate detector that surrounds the sample and pro-
vides >2π Sr solid angle coverage (Fig. 2.1). In order to reduce the problems
of both spatially and harmonically overlapped reflections, and to reduce the
accumulation of the otherwise large background under the Laue diffraction
pattern, LADI operates with a restricted broad-band wavelength range of
around 1 Å (typically 3 < λ < 4 Å). The combination of a broad band-pass
quasi-Laue geometry with the novel 2π neutron-sensitive image-plate detec-
tor to record long-wavelength neutrons up to 4 Å provides 10–100-fold gains
in data-collection rates compared with conventional neutron diffractometers
(Fig. 2.1). The instrument is thus well suited to neutron macromolecular

Fig. 2.1. Views of the LADI instrument at ILL, with its 2π image plate detector
(top, also pictured, one of the authors (DAM)). Neutron Laue diffraction data col-
lected on the LADI detector at ILL from a single crystal of sperm whale myoglobin
(bottom)
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crystallography and is used for single-crystal studies of small proteins up to
45–50 kDa at medium resolution (∼2 Å), which is sufficient to locate individ-
ual H atoms of special interest, water structures, or other small molecules that
can be marked by deuterium to be particularly visible.

At the Japanese neutron facility JAERI (Tokai-mura), two monochromatic
thermal neutron protein diffractometers (BIX-3, BIX-4) are now in routine
operation. These instruments are closely similar in design and exploit a cylin-
drical neutron-sensitive image plate design similar to that used on LADI to
give >2π solid angle of detection. Here, however, the neutron beam is mono-
chromatized using a bent perfect Si crystal at wavelengths between 1.6 and
2.4 Å and the BIX instruments use a crystal-step scan method to produce
high resolution (∼1.5 Å) diffraction patterns. Although the data-collection
efficiency is lower than that of quasi-Laue techniques, the accumulated back-
ground is significantly less and high resolution data can be collected, at the
expense of longer data collection times.

2.2.3 Developments at Spallation Sources

In contrast to diffractometers operated at steady-state reactor neutron sources,
spallation neutron sources have a time-dependent neutron flux and single-
crystal diffractometry is performed in the time-of-flight mode, which allows
background noise to be largely discriminated out by the counter electronics.
This method is applied on the single-crystal diffractometer SXD at the ISIS
Spallation Neutron Source in the UK [4] (Fig. 2.2), where data sets can be
collected in relatively short periods of time, typically a day or less per dif-
fraction pattern for small organic molecules. The instrument has been used
for chemical crystallography, drug structure determination and for analysis
of biopolymers such as DNA. A recent increase in the number of area detec-
tors (from 2 to 11; Fig. 2.2) is now implemented, substantially enhancing the
performance of the instrument in the area of chemical crystallography. How-
ever, the characteristics of SXD, and of the pioneer in this area, SCD at the
IPNS source at Argonne National Laboratory, are not suited to macromolec-
ular crystallography. A new time-of-flight single crystal diffractometer, which
will be optimized for macromolecular crystallography, is now planned on the
second target station of ISIS, now in construction.

The recently commissioned protein crystallography station (PCS) at LAN-
SCE is dedicated to protein, membrane and fibre diffraction. PCS is a time-
of-flight single-crystal instrument that operates in the wavelength range 1–5
Å, producing a neutron flux at the sample of 7× 106 neutrons s−1cm−2 using
a partially coupled, and thus enhanced flux, moderator. A large position-
sensitive 3He cylindrical detector covers 2,000 cm2 with a spatial resolution of
1.3 mm FWHM and a counting rate >106 neutrons s−1. To prevent spot over-
lap and improve the signal-to-noise ratio, a chopper system will eliminate the
initial radiation pulse and provide a short-wavelength and long-wavelength
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Fig. 2.2. The old, two PSD SXD at ISIS (left, being tended by one of the authors
(CCW) on its last day of operation), and its upgraded replacement (right), with 11
detectors (six visible, the others beneath) offering 2π solid angle coverage

cutoff. The PCS instrument is the first purpose built neutron protein crys-
tallography instrument at a spallation neutron source and first results are
already encouraging [5, 6] (Fig. 2.3).

2.2.4 Forward Look for Instrumentation
for Neutron Macromolecular Crystallography

The main problem with studying biological materials with neutrons is the
fact that the structures are large and weakly scattering. A particularly ex-
citing recent development has therefore been the increased exploitation of
Laue methods of data collection from single crystal samples. The use of these
broad bandpass techniques maximizes both the neutron flux at the sample and
the number of reflections that are stimulated and recorded at the detector.
Currently, the most promising neutron protein crystallography instrument is
the quasi-Laue diffractometer LADI at the ILL, discussed above, which uses
a cylindrical neutron image plate that surrounds the sample to give more
than 2π solid angle coverage (Fig. 2.1). The combination of a broad band-pass
Laue geometry and large >2π Sr detector coverage has dramatically reduced
data collection times by more than 100-fold compared to traditional diffrac-
tometers [7]. While capable of collecting data to 1.5 Å resolution in standard
configuration (Fig. 2.3), the LADI instrument is limited to systems with unit
cell edges of ∼100 Å on edge, limited by the high density and spatial overlap of
reflections at higher resolutions (<2.0 Å). A new and improved LADI instru-
ment is now planned at the ILL which, when installed on its new cold neutron
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Fig. 2.3. Preliminary density maps from glucose isomerase, measured on PCS at
LANSCE (left). The 1.6 Å 2Fo-Fc positive nuclear density in blue and the negative
nuclear density in red for the side chain of Tyrosine 10 in W3Y rubredoxin (Pf). An
example map from neutron data collected at cryogenic temperature 15K on LADI
at the ILL (right)

beamline, promises to deliver a further order of magnitude improvement in
performance for neuron protein crystallography.

In addition to its potentially revolutionary applications in biological crys-
tallography, the LADI concept has obvious applications also in the study
of smaller molecular systems, and in magnetism. For problems in chemical
crystallography, the recently commissioned VIVALDI instrument, sited on a
thermal neutron beam line with a wavelength range centered around 1.6 Å, is
optimal. The image plate approach adopted on LADI is also exploited in the
monochromatic Japanese BIX instruments for neutron protein crystallogra-
phy [8]. Indeed, the BIX concept was the first to use the neutron image plate,
developed largely by Niimura [9].

There is also a tremendous opportunity for the exploitation of neutron
time-of-flight diffraction using single crystal samples. The upgraded SXD
instrument recently installed at ISIS has detectors covering over 50% of the
solid angle, with a total of 11 PSDs (Fig. 2.2). The detectors are based on the
fibre-optically encoded, 3 mm resolution ZnS scintillator detectors previously
used on SXD. Future implementations of related instruments, on beamline and
moderator choices with better characteristics for larger unit cell structures,
will offer the prospect of studying macromolecular structures; as mentioned
above, such an instrument is planned for the ISIS Second Target Station,
TS2 [10].
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The next generation of high power spallation neutron sources, such as
the SNS, being constructed at Oak Ridge National Laboratory in the USA
[11] and the spallation source being constructed as part of the J-PARC
facility in Tokai, Japan [12] offer new opportunities for neutron protein crys-
tallography. At SNS, a dedicated Macromolecular Neutron Diffractometer
(MaNDi) has been designed and is optimized for data collection to 1.5 Å res-
olution from crystals of volume 0.1–1 mm3 with unit cell parameters of 150 Å.
In addition, the MaNDi instrument will allow neutron data to be collected
to between 2.5 and 3 Å, on large macromolecular complexes with unit cell
dimensions up to 250 to 300 Å. The MaNDi instrument will be sited on a de-
coupled moderator at the 60-Hz SNS source, making optimal use of the SNS
design to provide best signal-to-noise and highest possible resolution for large
unit cell systems. The ability to measure high resolution neutron diffraction
data sets within 1–7 days from such large and complex systems promises to
greatly extend the range and number of macromolecular systems that are ac-
cessible to neutron protein crystallography. It is anticipated that the MaNDi
instrument will therefore impact significantly on many areas of structural
biology, including enzymology, protein dynamics, drug design, and the study
of membrane proteins.

2.2.5 Improvements in Sources

It can be seen from the preceding discussion that the recent successful efforts
of instrument designers have led to large improvements in the provision of
instrumentation appropriate for the study of macromolecular systems, and it
is clear that this will continue. However, a further step function increase in
the capabilities of single crystal neutron diffraction will be greatly facilitated
when the neutron sources themselves are improved. The consequent increases
in flux will lead to the study of larger molecules, smaller crystals, and improved
variable temperature, and even kinetic studies. For reactors, the prospect for
improvement is somewhat limited, given that the power density in the reactor
core limits the potential flux increase to around five times that of the present
ILL at best. However, it is simple to construct moderators for cold neutrons
in reactors and it is also easy to select, guide and detect the longer wavelength
neutrons required for biology; there is much prospect for further exploitation
of reactor instrumentation in macromolecular single crystal neutron studies.

For pulsed sources, still relatively in their infancy, there is more scope for
improvement, already alluded to above. On both the accelerator and target
station side, advancing technology allied with increasing experience of oper-
ating such sources promise a rich future. There are many moderator options
for optimizing wavelength, flux, and pulse width characteristics for instru-
ments on such sources; these issues are being tackled for the first time with
the PCS protein crystallography beamline recently constructed at the Los
Alamos pulsed source, built on a partially coupled moderator to optimize its
high flux performance for biological studies. The ISIS second target station
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(under construction) also promises a source more optimized for large molecule
structural studies than the existing high resolution target station.

On the accelerator side, as mentioned above there are higher intensity
sources in construction in the USA (1.4 MW) and in Japan (600 kW). For still
higher flux, the present design study for the ESS, the European Spallation
Source, aims to provide a 5 MW source with a peak flux of some 30 times that
of the present ISIS, with a time averaged flux equivalent to that of the ILL [13].
The use of time-sorted white beams from these sources means that full advan-
tage can be taken of this flux increase and combining this with appropriately
optimized moderators should allow for the provision of extremely powerful
instrumentation for future single crystal studies, including macromolecular
crystallography [14].

Plans are well advanced for instruments optimized for macromolecular
crystallography at all of these sources, including a next generation LADI at
ILL, the BIX instruments in Japan, MaNDi at SNS and LMX/Proteus at ISIS
TS2.

2.3 Information from Neutron Crystallography

Neutron diffraction is the method of choice for many crystallographic experi-
ments. Among other characteristics, the nature of the scattering of neutrons
by atomic species is such that the method offers a description of all atoms in
a structure at approximately the same level of precision. This “equivalence”
of atoms is due to the fact that neutrons are scattered by the nucleus rather
than the electrons in an atom, and hence the scattering power does not have
the strong dependence on Z found for many other scattering techniques such
as X-ray or electron diffraction. Of particular relevance to the discussion here
is the ability of neutron diffraction to detect hydrogen (and deuterium) in
chemical and biological structures, where these light elements have approx-
imately equal contributions to the diffraction as do the other atoms in the
material.

2.3.1 Neutron Crystallography of Molecular Materials

Neutron scattering has played a major role in developing an understanding
of how structure affects the properties of crystalline materials, in areas of
relevance to much of modern structural chemistry [15]. Areas accessible to
single crystal and powder neutron diffraction include organic materials, phar-
maceuticals, small biological macromolecules, zeolites, polymer electrolytes,
battery materials, catalysts, superconductors, time-resolved and in situ stud-
ies, and chemical magnetism [16]. Neutron diffraction experiments are often
carried out under extreme conditions of sample environment such as high and
low temperature, under controlled atmospheres, high pressure and in chemical
reaction cells. The combination of X-rays and neutrons is powerful in many



2 Neutron Diffraction and Protein Crystallography 33

studies, including the characterization of host–guest interactions in, for exam-
ple, zeolites, and in determination of charge distributions in crystal structures.

Neutron diffraction is unparalleled in its ability to locate hydrogen atoms
and refine their positions and thermal parameters. Hydrogen atoms can be
located in metal clusters (e.g., hydride ligands) far more reliably than by any
other method. Much of the structural work on hydrogen bonded systems (e.g.,
amino acids, nucleic acid components, carbohydrates, cyclodextrins) has used
neutron diffraction. In addition, determination of the hydrogen anisotropic
displacement parameters in short O–O hydrogen bonds allows, for example,
the deduction of the shape of the potential well in which the atom sits. Neutron
single crystal diffraction has an important role in defining the patterns of
“weak” intermolecular interactions in complex molecular and supramolecular
structures, as these often crucially involve hydrogen atoms. This leads directly
to a strong impact in the expanding area of molecular and crystal engineering.
Neutron diffraction also gives complementary information to X-ray diffraction
for charge density studies. In X–N studies the neutron parameters fix the
nuclear positions and the X-ray data determine the electron density involved
in bonding and nonbonding interactions.

2.3.2 Neutron Crystallography in Structural Biology

In addition to the major impact the technique has had in chemical crystallog-
raphy, single crystal neutron diffraction has made a significant and important
contribution in the determination of biologically important structures. There
are a number of examples where single crystal studies of proteins have had a
profound influence on our understanding of how the protein might function.
An excellent summary of the application of single crystal neutron diffraction
in the biological area was given by Knott and Schoenborn [17] and in a more
recent review by Tsyba and Bau [18].

In the field of structural biology, the relation between structure and func-
tion has been established since the early days of protein structure determina-
tion. A full understanding of this relationship depends on an appreciation of
the detailed molecular interactions involved. These interactions occur through
mechanisms such as hydrogen bonding, charge transfer, and other nonbonded
interactions, and many of these are governed by the location of hydrogen
atoms. Accurate neutron diffraction studies can define to high precision the
geometry of an active site, and the role which this may play in important
interactions, for example with drug molecules. Hydrogen atoms inevitably
decorate much of the outer regions of both protein molecules and interacting
small molecules. Many important protein functions can thus depend on the
presence or absence of just one hydrogen atom and it is clearly important to
locate these accurately.

It is this crucial aspect of the role of hydrogen atoms in biological function
that has led to the continued pursuit of routine neutron protein crystallogra-
phy through many years of effort and in spite of the intrinsic difficulty of the
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experiments. There are other areas where single crystal neutron diffraction
has a unique contribution to make in this field:

– The ability of neutron scattering to distinguish clearly between nitrogen,
carbon, and oxygen is important, for example in determining the orienta-
tion of histidine, apargine, and glutamine.

– The very large scattering length difference (“contrast”) between hydrogen
and deuterium can be exploited to allow the determination of exchangeable
hydrogen atoms, yielding information on protein dynamics and on solvent
accessibility.

– In a traditionally powerful area of application of neutron single crystal
studies, analysis of thermal motions of hydrogen-containing groups in the
structure can give information on the physics underlying the structure.

– Protein–solvent interactions are critical to life. The ordered solvent struc-
ture around protein molecules has also been elucidated by high resolution
neutron single crystal diffraction studies. Neutron studies can reveal both
the position and the orientation of the water molecules by locating not
only oxygen atom positions but also the hydrogen (or deuterium) atoms
as well.

2.3.3 Sample and Data Requirements
for Single Crystal Neutron Diffraction

The requirement for rather large protein single crystals is one of the main
drawbacks of single crystal neutron diffraction compared with X-ray methods.
With the relatively low flux of neutron sources and the rather weak scattering
of most materials, usually crystals of several cubic millimeters are required to
allow collection of a good data set in a reasonable data collection time. The
limit is usually regarded as being around 1 mm3, given that data collection
times of greater than 10–14 days per data set are usually impractical. This
limit is now being lowered at facilities such as the LADI instrument at ILL and
there are significant efforts being made by source and instrument designers
to allow it to be further reduced. The major limitation on the signal-to-noise
ratio in neutron diffraction from biological (as well as all other hydrogenous
materials) is that hydrogen has a large incoherent neutron scattering factor of
80 barns that produces a high level background that significantly reduces the
signal to noise ratio of the diffraction data. The corresponding value for the
deuterium isotope is ∼2 barns; isotopic substitution of deuterium for hydrogen
therefore results in huge reductions in the incoherent scattering background
and order of magnitude improvement in signal to noise. It is now possible
to prepare such isotopically H/D substituted or labeled proteins and other
macromolecules in the laboratory. The ability to clone and over-express target
proteins of interest for biochemical and biophysical analysis in host microbial
systems is now considered routine in laboratories world-wide. These similar
microbial systems can be adapted to growth in heavy water (D2O) solutions
and when fed with deuterated carbon sources, are able to produce functional
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protein molecules in which all hydrogen atoms in the structure have been re-
placed by the deuterium [19]. The reduced incoherent scattering background
from crystals of such deuterated proteins results in order of magnitude im-
provements in signal to noise. This is a critical advantage for neutron pro-
tein crystallography that, together with instrument developments, promises
to deliver further 100-fold reductions in the size of sample than can be used
on future instruments, making larger and more complex systems amenable to
neutron protein structure determination.

2.4 Brief Review of the Use of Neutron Diffraction
in the Study of Biological Structures

Much of biological structure and function is mediated by hydrogen bonding
interactions and proper account of the hydrogen atom structure of biological
systems brings understanding of biological process at the most fundamen-
tal level. Neutron protein crystallography can play a key role in structural
molecular biology by locating hydrogen atoms and water positions in proteins
that cannot be seen by X-ray analysis alone. While NMR and X-ray tech-
niques have unrivalled capacity for high-throughput structure determination,
neutron diffraction, and other specialized techniques, make key and unique
contributions to the field. Hydrogen bonding interactions mediate most of
biological structure and function and the location of even a single hydrogen
atom can help determine and define the mechanism and pathway of complex
biological processes. However, hydrogen atoms can only be seen (if at all)
by X-rays if protein crystals are sufficiently well ordered to provide data to
atomic resolutions (<1.1 Å). While the position of many hydrogen atoms can
be reliably inferred from the chemical groups to which they are bound, the
positions of other more labile – and perhaps more interesting – atoms cannot
and must be determined by other techniques.

A number of structural studies have been carried out using neutron dif-
fraction, focusing very much on structures where the X-ray work has left
some ambiguity over an important aspect of hydrogen atom location or sol-
vent structure. In most cases, the neutron data have provided an indication
of some structural feature which was left undefined by the X-ray data. Of-
ten neutron difference Fourier maps based on the known X-ray structure can
reveal incorrect assignment of atoms or misorientation of important groups.
For example, positions of oxygen and nitrogen atoms in asparagine and glu-
tamine side-chain amides were distinguished and switched based on informa-
tion from neutron data. Joint X-ray and neutron refinements were used to
study the structure of ribonuclease A [20]. Neutron data extending to around
2 Å resolution were collected from a 30 mm3 sample at the NBS reactor at
NIST. The neutron structure refinement showed the proper rotation of key
amino groups, including the orientation of the four histidine side chains, the
Arg39 side chain was also completely reoriented, and the catalytically impor-
tant Lys41 was completely rebuilt based on the neutron Fourier maps. The
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new configuration of this group increased the likelihood that it was involved
in the activity of this molecule. The solvent structure was also significantly
modified in the joint refinement. High resolution studies have also allowed
high levels of detail to be obtained in smaller, and therefore well ordered,
protein structures such as lysozyme [21,22] and crambin [23].

However, such studies have always been performed in the limiting context
of the need for very large crystals, which has severely limited the number
and range of structures amenable for study. Even at the most intense neutron
sources, such as the 58 MW high flux reactor at ILL, conventional instruments
such as D19 that is prominent in neutron chemical crystallography, have been
restricted to small unit cell biological systems, such as vitamin B12 [25, 26],
lysozyme [21] and to fibre diffraction of biological polymers, hampered by the
limited capacity of available instrumentation (see Forsyth et al. this volume).
The new generation of protein crystallography instruments, such as LADI at
ILL, the BIX instruments at JAERI and PCS at LANSCE, have delivered
order of magnitude gains in performance that make feasible studies of larger
biological complexes and smaller crystals than was previously possible. The
further order of magnitude improvements in performance provided by the pro-
tein crystallography instruments planned at the 1.4 MW SNS and the 0.6 MW
J-SNS facilities will be decisive in opening new fields of research.

2.4.1 Location of Hydrogen Atoms

The transfer and exchange of hydrogen atoms in biological systems is of fun-
damental importance in biology. The determination of the hydration and
protonation state of proteins is thus a major focus in neutron protein crys-
tallography, particularly where the geometry of these cannot reliably be pre-
dicted on the basis of the X-ray structure. A fine early example of this was
given in the study of vitamin B12 [24]. The continuing interest in vitamin B12

coenzyme, both for interest in itself and as a model system for large mole-
cule studies, has led to repeated high resolution neutron single crystal studies
being carried out at both room and low temperature. Refinement against room
temperature data showed that there was significant reorientation of part of
the structure compared with the earlier X-ray study, due to a redistribution
of hydrogen bonds around the phosphate group [25]. There is a complex hy-
drogen bonding network, made still more complex by the presence of disorder
in one of the side chains of the corrin ring, characterized by the neutron dif-
fraction studies. The low temperature study [26], carried out at 15 K, showed
a substantial reduction in the static disorder present.

The location of a single hydrogen atom can also have profound impli-
cations for the biological mechanism of a large molecule, for example in
the oxygen carrying mechanism of haemoglobin. The local geometry around
the heme group was also the motivation for the early neutron diffraction
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studies on myoglobin [27]. Subsequent work on this system allowed an im-
portant distinction to be made between the binding modes of CO and O2

molecules, with the finding that the imidazole group of His-64 was not proto-
nated on CO binding [28], while it was found to be so in the situation of O2

binding [29].
Another case in which the presence or absence of a single hydrogen atom

has implications for the function of a protein is in the mechanism of action of
the serine proteases [30]. Specifically, in the case of trypsin the location of a
single proton, either on Histidine-57 or Asparagine-102, has implications for
the catalytic activity of this protein. The neutron single crystal diffraction,
collected to 2.2 Å resolution at Brookhaven on a 1.5 mm3 crystal which had
been soaked in D2O to replace most of the exchangeable H for D, showed that
the proton was attached to His-57, showing this to be the chemical base in
the hydrolysis reaction [31]. This meant that mechanisms for the action of the
serine proteases which had Asp-102 as the base could be eliminated.

In recent key studies, H/D locations determined at medium resolution
(∼2 Å) by neutron protein crystallography have provided additional infor-
mation that could not be determined from atomic resolution (<1.2 Å) syn-
chrotron X-ray data alone. For example, the 2 Å neutron structure of an
aspartic protease, endothiapepsin, a transition state analogue complex,
directly revealed the key hydrogen positions at the catalytic site of the protein
(Fig. 2.4). The data provide convincing evidence that Asp-215 is protonated

Asp-32

Asp-215

Endothiapepsin at  2.1 Å

Fig. 2.4. The 2 Å neutron structure of Endothiapepsin directly revealed the key
hydrogen positions at the catalytic site of the protein
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and that Asp-32 is the negatively charged residue in the transition state com-
plex. This has an important bearing on mechanistic proposals for this class of
proteinase, resolving the long-standing controversy over the catalytic mecha-
nism in this important family of enzymes [32]. In myoglobin, where hydrogen
atom positions could not be visualized from X-ray data at <1.15 Å [33], the
neutron structure of the perdeuterated protein determined at 2.0 Å resolution
enabled deuterium atom positions of interest to be determined [29]. In partic-
ular, this work allowed the determination of the protonation sites as positive
peaks near the Nε or Nδ atoms of all 12 histidines in Mb at pH 6.2.

As for smaller organic structures, the hydrogen atoms in terminal methyl
groups in proteins undergo torsional or rotational motion. The orientations of
these “rotor” methyl groups are difficult to determine, but neutron diffraction
has had success in doing so. One example is in the structure of trypsin, where
the examination of neutron scattering densities as a function of torsion angle
for the rotation of these clearly revealed the correct orientation and hence the
location of the hydrogen atoms [34].

2.4.2 Solvent Structure

Neutron diffraction is also ideally suited to the study of solvent structure in
biological systems. Typically 40–60% of an average protein crystal actually
consists of water. The relative scattering power of solvent water is larger for
neutron diffraction than X-ray diffraction, especially so in the case of heavy
(D2O) water and in high resolution studies, so that neutron analysis also
gives the opportunity of distinguishing the proton/deuterium positions in the
solvent structure. This has led, for example, to a detailed description of the
hydration structure in vitamin B12 [35]. There has also been success in study-
ing the solvent structure in larger molecule systems, especially in the case
where water molecules are well ordered, such as when they are directly bound
to the protein surface [36]. The interaction of other solvents with proteins can
also be investigated, for example an analysis of the interaction of dimethyl
sulphoxide (DMSO) with lysozyme [21] showed that the DMSO molecules
interact with the protein surface both through hydrogen bonds and bond-
ing through solvent methyl groups to the hydrophobic parts of the protein
molecule, without significantly changing the protein configuration. Such stud-
ies offer the possibility of resolving the precise nature of the solvent–protein
and solvent–solvent interactions present. This potential has recently begun to
be more fully explored by combining high resolution studies with advanced
modeling of solvent structure [37]. In a recent technical advance, it has been
shown that by collecting neutron data at cryo temperatures, the dynamic dis-
order within a protein crystal is reduced, the definition of the nuclear density
is improved, and a comparison between the 15 and 293 K neutron structures
shows that overall, twice as many bound waters (as D2O) are identified at
15 K than at 293 K [38].
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2.4.3 Hydrogen Exchange

While NMR and radioactive labeling are the most common tools for mon-
itoring hydrogen exchange in proteins, the high contrast between H and D
makes neutron diffraction a realistic alternative [39]. In particular, neutron
diffraction provides a powerful method of monitoring the propensity for ex-
change of amide protons in even large protein structures. The method does
not of course provide kinetic data on hydrogen exchange, but instead pro-
vides snapshots of the structure. Such snapshots, however, are sufficient to
indicate the degree of exchange and hence to highlight the less flexible regions
of the protein molecule. For example, in a series of experiments conducted
at the BIX-3 instrument at JAERI on the small and unusually thermostable
protein rubredoxin from P. furiosus (an organism that grows optimally at
373 K), comparison of the hydrogen-bonding patterns of partially deuterated
wild-type and triple mutants proteins provided insight into the H/D-exchange
pattern of the N–H amide bonds of the protein backbone and information on
the mechanism of unfolding [40].

2.4.4 Low Resolution Studies

In the presence of disorder, or where extremely large structural components
are to be resolved, lower resolution data are of value because they reflect
measurements on a scale (of order 10 Å) where the scattering density of the
various components is roughly constant. Such lower resolution studies can be
carried out with neutrons of wavelength of the order of 7–8 Å, thus benefitting
from the higher reflectivity for scattering of such neutrons and allowing smaller
crystals to be used. In the case of very large biological molecular complexes, or
in cases where a major component of the structure is disordered, such studies
can provide information on the location of individual components in large
and complex systems, such as lipid, detergent, carbohydrate, or nucleic acids,
which can be essential to construct a biologically meaningful picture of the
structure as a whole.

Low resolution studies, usually coupled with contrast variation, have been
used to obtain information on membrane-bound proteins [41], and to see lipids
associated with protein complexes and assemblies [42], and in one-dimensional
diffraction studies of membrane structures themselves [43]. In a recent exam-
ple of work on membrane protein structure the detergent structure present
in crystals of the peripheral light-harvesting complex of the purple bacteria
Rhodopseudomonas acidophila has been determined at a maximal resolution
of 12 Å by neutron crystallography (Fig. 2.5) [44].

2.4.5 Other Biologically Relevant Molecules

Neutrons can also be used to study other biologically relevant structures,
such as pharmaceuticals and other biologically active molecules. These are in
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Fig. 2.5. Detergent structure present in crystals of the peripheral light-harvesting
complex of the purple bacteria Rhodopseudomoas acidophila strain 10050 determined
by neutron crystallography at 12 Å resolution

general “small” molecules, where the main interest is in understanding their
conformation and interactions, aiming to project these properties into under-
standing their interactions with macromolecules and hence their function.

One of the largest such molecules subjected to high resolution single crys-
tal neutron diffraction is cyclosporin A, an immunosuppresant drug with wide
clinical application [45]. Stable refinements of this structure were obtained
from data collected on H3A at Brookhaven on a 20 mm3 sample, in spite
of a low data to parameter ratio of just 2.3. In addition to defining fully the
hydrogen atom geometry in this large organic molecule (C62H111N311O12·H2O;
199 atoms in the asymmetric unit), the neutron study revealed the presence
of a bound, ordered water molecule – an ordered solvent interaction.

In general, neutron single crystal diffraction is of enormous value in the
study of pharmaceuticals, where many drug molecules crystallise with unit
cells in the accessible cell range up to ∼104 Å3. Detailed neutron data can be
vital to the understanding of molecular conformation, especially with regard
to the often very small energy differences between active and inactive poly-
morphs. Neutrons also sample the bulk of such materials, again vital in the
study of polymorphism in relation to production processes.
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2.5 Recent Developments and Future Prospects

The recent developments in studying biological structures at high resolution
with neutrons have focused around the use of neutron image plates along with
modified Laue methods [46]. These developments, including the Japanese BIX
instrument and LADI at the ILL, are discussed above and will be discussed
in more detail by other contributors to this volume, as well as the potential
for high impact of these methods in the field of biomolecular crystallography.
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3

Neutron Protein Crystallography:
Hydrogen and Hydration in Proteins

N. Niimura

3.1 Introduction

The three-dimensional structure determination of biological macromolecules
such as proteins and nucleic acids by X-ray crystallography has improved
our understanding of many of the mysteries involved in life processes. At
the same time, these results have clearly suggested that hydrogen and wa-
ter molecules around proteins and nucleic acids play a very important role
in many physiological functions. However, since it is very hard to determine
positions of hydrogen atoms in protein molecules using X-rays, a detailed dis-
cussion of protonation and hydration sites is often very speculative upon so
far. In contrast, neutron diffraction provides an experimental method of lo-
cating hydrogen atoms much more precise. Despite this quality, the examples
of protein structure determination by neutrons are relatively low since the re-
quested sample size of the protein crystals is larger and it takes a considerable
amount of time to collect a sufficient number of Bragg reflections.

The recent development of a neutron imaging plate (NIP) became a break-
through in the application of neutron protein crystallography (NPC) [1–3].
Its first application of NIP was the structure determination of tetragonal
hen-egg-white lysozyme using the quasi-Laue diffractometer, LADI at the In-
stitute Laue-Langevin (ILL) in Grenoble [4]. In the Japan Atomic Energy
Research Institute (JAERI), several high-resolution neutron diffractometers
(BIX-type diffractometers) dedicated to biological macromolecules have been
constructed, which exploit NIP using monochromatized neutron beam [5–9].
Detailed descriptions on NIP and the BIX-type diffractometers are given in
the contribution by Wilson et al. in this volume and in the original papers,
respectively.

The general subject of NPC has been already reviewed by several au-
thors [10–17]. Their articles are recommended and helpful in understanding
the historical background of this approach. In this chapter, several topics of
NPC relevant to hydrogen positions and hydration in proteins, obtained using
BIX-type diffractometers will be presented. The proteins that will be treated
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in the present chapter are myoglobin (Mb) [18], wild type rubredoxin (Rb-
w) [19], a mutant form of rubredoxin (Rb-m) [20], hen-egg-white lysozyme
(HEWL) at pH 4.9 [21] and cubic porcine insulin [22].

3.2 Complementarity of Neutrons and X-rays

The distinctive features of neutrons are summarized as follows: (i) Since the
neutron scattering lengths densities of hydrogen and deuterium are compa-
rable to those of other elements, they are easily observed by neutrons. The
X-ray atomic scattering factor of hydrogen is much less and hydrogen is hard
to be observed by X-rays. (ii) Since a proton (H+) has no electrons, it can
not be seen by X-rays, on the contrary it can be observed by neutrons. Using
heavy water (D2O) in neutron diffractometry for the crystallization of pro-
teins H+ can be replaced by D+ and observed by neutrons. Mobile hydrogen
atoms can be distinguished if they are replaced by deuterium as the neutron
scattering lengths densities of hydrogen and deuterium are different. Table 3.1
shows the neutron scattering lengths densities and X-ray atomic scattering
factors of some of the elements which constitute proteins.

3.2.1 Refinement of Hydrogen Positions

Since the neutron scattering lengths densities of hydrogen and deuterium are
comparable to those of other elements, in neutron protein crystallography
they are not only identified but also their positions can be refined like other
elements, such as carbon, nitrogen and so on. Several examples are shown
in Fig. 3.1. Figure 3.1a shows a 2|Fo| − |Fc| nuclear density map of Phe48 of
wild type rubredoxin at 1.5 Å resolution [19]. The neutron scattering lengths
density of the hydrogen atoms is negative, while deuterium, carbon, nitrogen,
and oxygen atoms all have positive neutron scattering lengths densities. In the
map shown, the hydrogen atoms bound to carbon atoms are clearly visible.
Their negative neutron scattering length density is clearly separated from the

Table 3.1. Neutron scattering lengths and X-ray atomic scattering factors

neutron X-ray
atom bcoh (10−12 cm) fX-ray (10−12 cm)

D+ 0.67 0
H −0.37 0.28
D 0.67 0.28
C 0.67 1.69
N 0.94 1.97
O 0.58 2.25
S 0.29 4.48
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(c)(a) (b)

Fig. 3.1. 2|Fo|−|Fc| nuclear density maps around. (a) Phe48, (b) Tyr12, (c) Trp36

positive densities of the carbon atoms. Figure 3.1b shows a similar nuclear
density map for Tyr12 of wild type rubredoxin at 1.5 Å resolution [19]. The
hydrogen atoms produce a large amount of incoherent scattering, which results
in an undesirably high level of background radiation in the neutron diffraction
experiment. This effect can be partially overcome either by growing crystals
from, or by soaking the crystals in, D2O solutions. This treatment leads to
the replacement of hydrogen atoms bound to nitrogen and oxygen (exchange-
able hydrogens) by deuterium, as well as of the hydrogen atoms of the sol-
vent molecules in the crystal, without modification of the overall structure of
the macromolecule. In Fig. 3.1b, the density contours of the hydrogen atom of
the O–H bond in Tyr12 have a positive value, thus it can be concluded that
it has been replaced by a deuterium atom. Figure 3.1c shows the 2|Fo| − |Fc|
nuclear density of Trp36 of wild type rubredoxin at 1.5 Å resolution [19]. It is
seen that the N–H bond of the indole ring has a positive density value, i.e., it
has become an N–D bond.

3.2.2 Hydrogen Atoms Which Cannot be Predicted
Stereochemically

The positions of hydrogen atoms covalently bound to carbon atoms can be
calculated stereochemically based on the coordinates of carbon and nitrogen
atoms determined by high resolution X-ray crystal structure analysis. How-
ever, the positions of some hydrogen atoms covalently bonded to carbon atoms
are difficult to be calculated stereochemically, and if hydrogen atoms bound
to oxygen, nitrogen, and sulfur atoms become protons, they are impossible to
be identified and refined because protons have no electrons scattering X-rays.
These hydrogen atoms and protons are summarized in Table 3.2. Neutrons
can identify and refine these hydrogen positions.
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Table 3.2. Hydrogen atoms (protons) in proteins

detection of hydrogen
positions

chemical X-ray stereo-
functional group structure residues analysis chemically

aromatic ring Φ-H, Φ-D Phe, Tyr, Trp, His possible possible
alkyl group –CH–, –CH2– all residues possible possible
(except methyl)
peptide group –ND– all residues possible possible
and –ND group except His
methyl group –CH3 Ala, Ile, Leu, Met, hard hard

Thr, Val
protonated amino
group

–ND3 N-terminus, Lys hard hard

hydroxyl group –OD Ser, Thr, Tyr hard impossible
protonated –COOD C-terminus, Asp, impossible/hard impossible
carboxyl group Glu
amino group –ND2 Arg, Asn, Gln hard impossible
sulfhydryl group –SD Cys hard impossible

The hydrogen atoms in methyl groups can sometimes be significantly off
their predicted positions because of free rotation around the C–C bonds. Con-
sequently, if their precise positions are required they should be determined by
neutron diffraction experiments. Figure 3.2 shows examples of some methyl
hydrogen atoms in wild type rubredoxin determined from neutron diffraction
data [19].

In X-ray protein crystallography sometimes it is very difficult to distin-
guish the nitrogen and oxygen atoms in Asn and Gln. In neutron protein
crystallography such a difficulty does not occur on replacement of hydrogen
of the amino groups by deuterium atoms (–ND2) which are identified very
easily. Figure 3.3 shows the 2|Fo| − |Fc| Fourier map of Asn21 in the mutant
form of rubredoxin [20].

The protonation and deprotonation states of the two nitrogen atoms (Nπ,
Nτ) in the imidazole ring of histidine are often very important pieces of infor-
mation that need to be known in order to fully understand the function of cer-
tain enzymes, as well as the metal complexation behavior of certain proteins.
This information can be obtained from neutron diffraction. Figures 3.4a, b
show the 2|Fo| − |Fc| nuclear density maps of the His5 and His10 residues,
respectively, of the B-chain of cubic porcine insulin at 1.6 Å resolution [22].
The protein is a hetero-dimer, composed of an A-chain and a B-chain. For
His5 of the B-chain, Nπ is protonated and Nτ is deprotonated. In contrast, for
His10, both Nπ and Nτ are protonated. This means that His5 is electronically
neutral while His10 is positively charged.
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Fig. 3.2. |Fo| − |Fc| omit map of the hydrogen atoms around the residues Ala43
(a), Ile7 (b)
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Fig. 3.3. The 2|Fo| − |Fc| Fourier map of Asn21 in the mutant form of rubredoxin

As mentioned earlier, polar hydrogen atoms, like those of N–H and O–H
bonds, can be exchanged by deuterium if the protein crystal is soaked in a
D2O buffer. In contrast, hydrogen atoms bound to carbon are normally not
exchangeable. An exception is the hydrogen atom bonded to the Cε1 carbon
atom of histidine. The Cε1–H of the imidazole group is the most acidic C–H
bond found in amino acids [23]. Therefore this hydrogen atom is in principle
exchangeable, depending on its environment. Direct experimental evidence for
this behavior was found in metmyoglobin. Figure 3.5 shows the nuclear density
map for His97 in this protein [18].
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Fig. 3.4. 2|Fo| − |Fc| nuclear density map of (a) His5 and (b) His10 in the B-chain
of cubic porcine insulin

The Hε1-atom clearly shows positive neutron density contours near Cε1,
indicating an exchange of the H atoms of the C–H bond to deuterium. An
occupancy refinement yields the ratio 80% D/20% H. The nitrogen atom Nε2-
atom is also deuterated (occupancy: 65% D). The alternative conformation,
obtained by rotating the imidazole ring by 180◦ around the Cβ–Cγ axis, can-
not explain this finding since the Hδ2-atom shows a full hydrogen occupancy
(negative density in Fig. 3.5). His97 is located on the so-called proximal side
of the heme plane (the ligand binding position is on the other site of the heme
plane, the so-called distal side). To our knowledge, this is the first time neu-
tron diffraction has been used to verify the acidic character of the H 1 atom
of His97 in myoglobin. In hen-egg-white lysozyme, a similar conclusion was
reported recently [24].

In the proposed mechanism of the reaction of lysozyme with oligosaccha-
rides, consideration was given to the fact that the enzyme activity is max-
imal at pH 5 and is less active at pH 7. It is postulated that at pH 5, the
carboxylate group of Glu35 is protonated, and it is this proton that is trans-
ferred to the oxygen atom on the bound substrate (sugar) during the hydrol-
ysis process. During the reaction, another acidic residue Asp52, remains in
its dissociated state [34]. In order to elucidate the role of hydrogen atoms
in this reaction, neutron diffraction experiments of hen-egg-white lysozyme,
crystals of which have been grown at different pH’s (specifically, 4.9 [21] and
7.0 [4]), have been carried out. The detailed procedures of these neutron struc-
ture analyzes are given in [4, 21]. The results shown in Fig. 3.6a, b show the
2|Fo|−|Fc| nuclear density map around the carboxylate group of Glu35 at pH
4.9 (Fig. 3.6a) and pH 7.0 (Fig. 3.6b). As indicated by an arrow in Fig. 3.6a,
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80% D/20% H

Cel Hel

Fig. 3.5. Nuclear density maps of His97 in myoglobin: 2|Fo| − |Fc| map (positive)
(dark gray); |Fo| − |Fc| omit map (positive) (light gray); |Fo| − |Fc| omit map (neg-
ative) (gray). All H(D)-atoms were omitted for the calculation of the Fc and jc for
the omit-map

pH4.9

(a)

Asp52

Glu35

E350e2
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pH7.0

(b)

Fig. 3.6. 2|Fo| − |Fc| nuclear density map around the carboxylate group of Glu35
at pH 4.9 (a), and Fig. 3.15(b) at pH 7.0
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neutron density was observed to extend from the position of the O atom of the
carboxyl group labeled E35Oε1, suggesting that this carboxyl oxygen atom is
a protonated atom. On the other hand, in Fig. 3.6b, it is seen that around
this oxygen (E35Oε1) there is a water molecule at pH 7.0, but no indication
of hydrogen (deuterium) atoms. The fact that this catalytic site is deproto-
nated explains why lysozyme has significantly reduced activity at pH 7.0. The
results indicate that a water molecule around the carboxyl oxygen atom at
pH 7.0 is kicked out as a result of the protonation of this oxygen atom at
pH 4.9, and suggests that it is in fact this enzymatically-active proton which
is subsequently transferred to the oxygen atom of the substrate (sugar) dur-
ing the hydrolysis process. Mason et al. have carried out a neutron diffraction
study of lysozyme at pH 4.2 using a triclinic crystal. They report a protonated
carboxylate group of Glu35 [26].

3.3 Hydrogen Bonding

3.3.1 Weak and Strong Hydrogen Bonding

Hydrogen bonds play important roles in countless biological processes. The in-
teraction energy of the hydrogen bond is intermediate between those involving
covalent and van der Waals forces. Hydrogen bonds are directional and form
several kinds of networks in biological macromolecules. However, since it is not
easy to determine the positions of all the hydrogen atoms in protein molecules
using X-rays or NMR alone, detailed discussions of hydrogen bonds, X–H–Y
(in which X and Y are the hydrogen donor and acceptor, respectively), have
often been limited, because of the absence of detailed positional information
of H atoms.

Along with other investigators, Baker and Hubbard have extensively dis-
cussed H-bonds in globular proteins, using hydrogen atom positions predicted
from atomic coordinates derived from high-resolution protein X-ray data [27].
Hydrogen atoms were added to the various protein models at their calculated
positions, but only those that could be unambiguously defined by the pro-
tein geometry. As a matter of fact, no hydrogens were placed on amino or
hydroxyl groups, such as those in Ser, Thr, Tyr, or Lys side chains. Thus, in
their conclusions, the authors stressed the necessity of high-resolution neu-
tron diffraction studies. Recently performed high-resolution neutron results
meet their suggestion. Figure 3.7 shows one example, taken from the study of
a mutant form of rubredoxin. In this diagram, the H-bonds, X–H(D)–Y have
been plotted with the H(D) atom at the origin, the X–H(D) bond defining
the horizontal axis, and the Y atom distributed in the (x, y) plane [20]. The
resulting figure is consistent with the concept of the weak and strong H-bonds
as proposed by Desiraju and Steiner [28]:

Strong H-bonds: 1.5 Å < d[H–Y] < 2.2 Å, 130◦ < angle[X–H–Y] < 180◦
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Fig. 3.7. The distribution of Y atoms in X–H(D)–Y hydrogen bonds, with the
position of the H(D) atom fixed at the origin. The component of H(D)–Y along
the X–H(D) direction is plotted along the horizontal axis, and the component of
H(D)–Y perpendicular to X–H(D) is plotted in the vertical direction. The region of
strong hydrogen bonds is indicated by the gray area, while weak hydrogen bonds
are shown in the light gray area

Weak H-bonds: 2.2 Å < d[H–Y] < 3.0 Å, 90◦ < angle[X–H–Y] < 180◦

In Fig. 3.7, strong and weak H-bonds are indicated by gray and light gray
areas, respectively. It can be seen that high-resolution neutron protein crystal-
lography has allowed to examine H-bonds in more detail, and that numerous
“weak H-bonds” in a protein structure can be identified with this method.

3.3.2 Bifurcated Hydrogen Bonds

In our studies of several small proteins, all the hydrogen bonds between the
C=O and N–H groups in the helices of the proteins have been surveyed
including their hydrogen atom positions. Figure 3.8 shows one example of
how a conventional hydrogen bond in a α-helix of myoglobin is seen in a
neutron diffraction experiment. The hydrogen positions as well as carbon, ni-
trogen and oxygen positions have been refined. This figure clearly indicates
that the location of the experimental H positions with neutron data is usually
unambiguous. However, we have found several exceptions to the conventional
picture of H-bonds in α-helices.

When the hydrogen bonds in the α-helices were refined individually, several
bifurcated hydrogen bonds were found. The occurrence of bifurcated hydro-
gen bonds in the α-helices of proteins has been proposed earlier, based on an
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Fig. 3.8. Hydrogen bond in a α-helix. |Fo| − |Fc| omit nuclear density map. The
marked atoms were omitted for the calculation of Fc for the omit-map

analysis of calculated hydrogen atom positions from atomic coordinates de-
rived from high-resolution X-ray data [27, 29]. However, it is somewhat risky
to discuss the detailed structure of bifurcated hydrogen bonds based solely on
those predictions. In high-resolution neutron protein crystallography, the H
atoms of the polypeptide backbone can be identified and refined unambigu-
ously. In the case of myoglobin a positional refinement with loosened restraints
for the planarity of the peptide plane was performed, i.e., the O–C–N–H group
was allowed to deviate from a planar trans-configuration. The result is that
the O–C–N–H torsion angle showed deviations up to 15◦ from planarity with
an average value equal to 179.2◦ and a standard deviation of 6.3◦. These values
are in good agreement with those from ultra-high-resolution X-ray structure
determinations [30,31].

3.4 H/D Exchange

In a recently-completed analysis of wild type rubredoxin [19], the protein
solution used was subjected to a H2O/D2O exchange prior to the growth of
the crystals. Out of a total of 74 hydrogen/deuterium atoms at potentially
exchangeable sites, 24 atoms did not have significant positive (deuterium)
peaks at the expected positions. Of those, 11 atoms were bound to nitrogen
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(a) (b)

Fig. 3.9. |Fo| − |Fc| omit maps in the β-sheet region (a) and near the iron–sulfur
cluster. (b) Negative densities are marked with arrows

atoms of the main chain, implying that those positions are not fully accessible
to the H/D exchange process. Moreover, five of them have prominent negative
(hydrogen) peaks. Figure 3.9a, b show |Fo| − |Fc| omit maps around those H
atoms, calculated without contributions from any H and D atoms bonded to
the main chain N atoms. Of the five residues whose backbone N–H groups did
not exchange with D, Val4, Cys5, and Tyr12 are located at the central-sheet
of the protein, while Cys38 and Ala43 are in the region of the unique FeS4

redox site. Those atoms all form hydrogen bonds with neighboring oxygen
atoms of the main chain. In Fig. 3.9a, b, negative densities are at those H
atoms positions even though most other H/D positions have positive densities.
Those H atoms (negative densities) did not engage in H2O/D2O exchange in
D2O presumably because of the poor solvent accessibility to those positions.

In order to obtain quantitative information about the distribution of hy-
drogen/deuterium populations in the rubredoxin molecule, the occupancies of
the H and D atoms bonded to the main chain N atoms were refined. In this
least-squares refinement, a D atom and an H atom were constrained to be in
the same position, and their B-factors were set equal to the values of the N
atoms to which they were bonded. During this refinement, the sum of the two
occupancies of the H and D atoms was not constrained to be 1, but after the
refinement these occupancies were recalculated and reset to give a sum of 1.

The result of this population refinement is shown in Fig. 3.10. The five
atoms mentioned above have quite small (or nearly zero) values of the H/D
exchange ratio. Comparing this result with the distribution of B-factors and
accessible surface area (ASA) of the main chain atoms, it is seen that the
H/D atoms having small H/D exchange ratios also have small B-factor values
and small ASAs (Fig. 3.10, middle and bottom). These results not only show
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Fig. 3.10. H/D exchange ratio (top), B-factor (middle) and accessible surface area
(ASA) (bottom) of main chain

that those atoms are located in the interior of the protein molecule, but also
suggest that the regions around those atoms have such a rigid structure so
that solvent molecules are unable to contact them. The same H/D exchange
analyzes have been carried out on mutant form of rubredoxin and myoglobin
and very similar results have been observed [18,20].

It is interesting to compare the H/D exchange of wild type rubredoxin ob-
tained by neutron protein crystallography with the one obtained by NMR [32].
Generally speaking, the trend is that an amide hydrogen bond, which has a
fast H/D NMR exchange rate will show a high H/D exchange ratio in the neu-
tron diffraction experiment, and conversely a slow rate of NMR exchange also
corresponds to a low ratio in the neutron diffraction. However, a few excep-
tions can be found. Although a certain N–H bond has a slow H/D exchange
rate according to NMR data, its H/D exchange ratio from neutron diffraction
is very high and it was found that a conformational change around the amide
hydrogen has occurred in the crystallization process. Figures 3.11a, b show
such an example near residue Ile7 of wild type rubredoxin. In the solution
structure of Ile7 determined by NMR (Fig. 3.11b), the amide hydrogen atom
is completely surrounded by the sidechain of Ile7 and shielded from the wa-
ter [31], H/D exchange under such conditions should be slow. On the contrary,
in the present neutron diffraction crystal structure (Fig. 3.11a), Cδ of Ile7 is
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Contours: Omit map on H and D atoms of ILE7
Blue: s=+3.5, Red; s=3.5
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Fig. 3.11. (a) The omit map on H and D atoms of Ile7 of wild-type rubredoxin
determined by neutron diffraction. (b) The portion of Ile7 of wild type rubredoxin
(zinc-substituted) determined by NMR

bent to the outside of the proteins, the amide hydrogen atom is exposed to
water and the H/D exchange ratio should be high.

3.5 Hydration in Proteins

3.5.1 Experimental Observation of Hydration Molecules

The hydration structure of myoglobin has been studied by Schoenborn et al.
and the hydration layer structure such as radial distribution function of water
around protein atoms were obtained [34–36]. In our recent study of myoglobin,
the hydration structure of individual water molecules was presented [37]. Fig-
ure 3.12 displays one region of the hydration structure around myoglobin. It
shows that all of the hydration water molecules are completely isolated. It is
also remarkable that a sulfate group can be clearly distinguished in this map.
In some cases, hydrogen (deuterium) atoms in water molecules can be clearly
identified in triangular (boomerang) shaped peaks and the formation of the
hydrogen bonds between two water molecules can be recognized as well. At
the same time it is interesting to note that, near the two triangular-shaped
contours, a spherically shaped water molecule can be found (Fig. 3.12). More-
over, water molecules with other shapes, such as ellipsoidal (stick-shaped)
ones, have been found in other places. The interpretation of these shapes will
be discussed in Sect. 3.5.2 [37].
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Fig. 3.12. Protein–protein contact region in the case of myoglobin. 2|Fo| − |Fc|
nuclear density map contoured at positive and negative values. The 2|Fo|−|Fc| X-ray
electron density map for the water molecules (D2O) is superimposed. The triangular-
shaped neutron contours correspond to D2O molecules

3.5.2 Classification of Hydration

We have categorized observed water molecules into the following classes based
on their appearance in Fourier maps: (i) triangular shape, (ii) ellipsoidal stick
shape, and (iii) spherical shape. Moreover the second category, ellipsoidal stick
shapes can be further sub-classified as (iia) short and (iib) long. We found that
this classification conveniently reflects the degree of disorder and/or dynamic
behavior of a water molecule. A typical example of the (i) triangular shape
is shown in Fig. 3.13a-1,2, in which the contours indicate 2|Fo| − |Fc| maps
calculated from neutron and X-ray data, respectively. The oxygen positions
observed by X-ray and neutron scattering coincide within experimental error.
In this case, the two deuterium atoms and the oxygen atom of the water
molecule are H-bonded to nearby O/N and deuterium atoms, respectively.
Thus, it can be seen that the orientation of this water molecule is well-defined.
In fact, triangular shaped contours correspond to the most highly-ordered
water molecules in our maps.

A typical example of a short ellipsoidal stick shape (iia) is shown in
Fig. 3.13b-1,2. The oxygen position observed by X-rays is located at one end
of the neutron Fourier peak, and only one deuterium atom could be observed.



3 Neutron Protein Crystallography 57

(a)-1

(c) (d)-1
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(d)-2
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Fig. 3.13. 2|Fo| − |Fc| nuclear density maps of water molecules of hydration for
myoglobin and the rubredoxin mutant observed by neutron protein crystallography.
Examples shown are those of those of: (a) triangular shape, (b) short ellipsoidal
shape, (c) long ellipsoidal shape and (d) spherical shape. In these maps, the contours
correspond to neutron peaks, while the superimposed contours correspond to oxygen
peaks from X-ray data (marked by arrows). Observed (located) atoms from the
neutron data are shown as stick diagrams. Note that in Fig. 3.13a all atoms of the
central D2O molecule are visible, whereas in the other diagrams only some of the
solvent atoms have been located: O, D (Fig. 3.13b), two D (Fig. 3.13c)and O only
(Fig. 3.13d)

The observed D and O atoms are H-bonded to neighboring O/N and D atoms,
respectively, but the other deuterium atom was not identified because of the
molecular rotation (or packing disorder) around the fixed O–D bond. Thus,
short ellipsoidal stick shaped peaks are interpreted to represent water mole-
cules rotationally disordered around an O–D bond. A typical example of the
long ellipsoidal stick-shaped peak (iib) is shown in Fig. 3.13c. The O position
observed by X-rays (but not by neutrons) is located in the middle of the neu-
tron Fourier peak, and the two D atoms are clearly observed in the neutron
map. The entire appearance is that of an elongated stick. In this case, the two
D atoms are H-bonded to neighboring O and/or N atoms, but the O atoms
of the D2O molecule cannot be identified because of the molecular rotation
or packing disorder around the D–D axis. Finally, a typical example of the
spherical-shaped peak (iii) is shown in Fig. 3.13d-1,2. Only the center of grav-
ity of this type of water molecule can be defined because its orientation is
totally disordered. A spherical peak in a neutron Fourier map always means
that the whole water molecule is freely rotating, even if X-ray results (which
only show the O atom) reveal no hint of this disorder.
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Although the above classification has been carried out based on the ap-
pearance of peaks in Fourier maps, it was found that the shapes are strongly
correlated with the existence of hydrogen bonds, which fix the positions of
atoms of water molecules. Most of the triangular-shaped water molecules are
fixed at three atoms (D, O, D), while ellipsoidal ones are fixed at two atoms
(D, D or D, O). In contrast, some spherical shaped water molecules are not
fixed by any observed H-bonds. The average number of “anchor points” of tri-
angular, ellipsoidal and spherical-shaped water molecules are 2.3, 1.3, and 0.3,
respectively. In the three proteins of myoglobin, wild type and mutant form
of rubredoxin, the average populations of triangular, ellipsoidal, and spherical
shapes are 29%, 16%, and 55%, respectively [37].

3.5.3 Dynamic Behavior of Hydration

The dynamic behavior of water molecules becomes clearer when the B-factors
obtained by neutron and X-ray experiments are plotted against each other as
shown in Fig. 3.14, in which the B-factors obtained from the neutron analysis
are the averaged values from three atoms (D, O, and D), while those from the
X-ray analysis are those of the O atoms only. The B-factors of oxygen atoms
obtained by X-rays are in the range from 13 to 45 Å2. It is observed that the
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Fig. 3.14. Correlation between the B-factors of hydration water molecules obtained
from neutron and X-ray scattering data for the rubredoxin mutant. Neutron B-
factors were obtained using the average scattering lengths of D, O, and D atoms
from every water molecule, regardless of shape; while in the case of X-ray B-factors,
only those from O atoms were included
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small, intermediate, and large B-factors from the X-ray analysis correspond
to water molecules having the triangular, ellipsoidal, and spherical shapes,
respectively. The spherical peak in the neutron Fourier map always means
that the whole water molecule is freely rotating, even though the X-ray results
(which show only the O atom) reveal no hint of this disorder.

The construction of a data base of hydrogen and hydration in proteins
is now under way. The positional coordinates of all hydrogen atoms and
hydration water molecules determined by neutron protein crystallography are
stored according to the usual PDB format. The main function of the hydro-
gen hydration data base (HHDB) is (i) to extract the structural information
relevant to hydrogen atoms, such as the stereochemical atomic configuration
in the vicinity of a selected hydrogen atom, (ii) the search of all the H-bonds
between main chains, the main chain and the side chain, and side chains and
(iii) the statistical classification of H-bonds. During the analysis of H-bonds
by the use of HHDB, very unfamiliar types of H-bonds have been discovered
as shown in Fig. 3.15. Figure 3.15a shows that the nitrogen atom of amide
(Lys78) in the main chain is an acceptor of H atoms of the neighbor amide
(Lys79) (the H bond length H–N is 2.18 Å), and Fig. 3.15b shows that the H-
bond is formed between the amide (Lys2) N–H and O=C in Lys2 (the H-bond
length H–O is 2.50 Å).

3.6 Crystallization

One fundamental problem in neutron crystallography is the difficultly in ob-
taining large single crystals. It is really true that neutron protein crystallogra-
phy necessitates the use of large protein crystals, the volume of which should
be larger than 1 mm3 currently. Usually such a large single crystal is difficult
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Fig. 3.15. Very unfamiliar types of H-bonds found in (a) myoglobin and (b) mutant
form of rubredoxin by operating the hydrogen and hydration data base (HHDB)
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to grow. However, we have found that one rational way to find the proper
conditions to grow large single crystals is to establish the complete crystal-
lization phase diagram, which includes determining the solubility curve [38].
Generally speaking, a large single crystal can be grown under supersaturated
conditions close to the solubility boundary. As a matter of fact, the large single
crystals of cubic porcine insulin, human lysozyme and a DNA oligomer that
have been used in our studies have been grown using this method. The phase
diagrams of the DNA oligomer [38] and cubic porcine insulin [22] are shown in
Fig. 3.16. The corresponding crystals which are obtained on the basis of these
phase diagrams are shown in Fig. 3.17, respectively. This method is applicable
to grow not only large single crystals, but also crystals of high quality, which
is essential for high-resolution crystallographic studies.

3.7 Conclusions and Future Prospects

A neutron protein crystallography experiment is still a time-consuming ex-
periment at current. For example, when a single crystal of 1 mm3 in volume,
the unit cell of the lattice of which is less than 100 Å, is available, it takes 3 or
4 weeks to collect a 1.5 Å resolution data set. If the neutron intensity at the
sample position would be increased by a factor of 100, the above mentioned
restrictions (size of a single crystal, unit cell size of the lattice constant, data
collection time) of neutron protein crystallography would become much more
relaxed.
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Fig. 3.16. The experimentally determined phase diagram. (a) The solubility of the
DNA decamer d(CCATTAATGG) vs. MgCl2 concentration. The broken lines show
the boundary between regions: a circle, a triangle, and a cross in the phase diagram
correspond to the presence of crystals, amorphous precipitate and clear solutions
(i.e., no crystals), respectively. Solutions were kept in an incubator at 6◦C for 20 days
with an MPD concentration of 30% (v/v) and pH of 7.0 (buffer solution of 0.1 M
sodium cacodylate). (b) The solubility of the cubic porcine insulin vs. Na2HPO4

concentration. A circle and a cross mean the presence and absence of cubic porcine
insulin crystals in the crystallization. Solutions were kept in an incubator at 25◦C
for 7 days with 0.01 M Na3-EDTA buffer solution
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Fig. 3.17. The large crystals of the DNA decamer (a) and cubic porcine insulin
(b) obtained on the basis of the phase diagrams in Fig. 3.16a, b, respectively

The J-PARC project in Japan for a 1 MW spallation neutron source and
the SNS in the USA for a 2 MW spallation neutron source, which both now
are under construction, will become capable to meet the above requirements
in neutron intensity. In both projects, J-PARC and SNS, the construction of
dedicated neutron diffractometers for protein crystallography (named BIX-P1
and MaNDi, respectively) is scheduled. At these new instruments, the neutron
intensity at the sample position will become 50–100 times higher than at the
current BIX-type diffractometers.
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Neutron Protein Crystallography:
Technical Aspects and Some Case Studies
at Current Capabilities and Beyond

M. Blakeley, A.J.K. Gilboa, J. Habash, J.R. Helliwell, D. Myles,
J. Raftery

4.1 Introduction

The present major driving forces of life science at the molecular and cellular
scale are functional genomics and proteomics. Information on the specific func-
tions of many more if not all proteins encoded in human and other genomes
is seen as desirable. Major obstacles to these aims are the vast complexity
of the individual proteins and the even more delicate interaction of different
proteins and other biomolecules to form (transient) functional complexes.

Neutrons have a unique role to play in determining the structure and
dynamics of biological macromolecules and their complexes. The similar scat-
tering magnitude from hydrogen, deuterium, carbon, nitrogen and oxygen
means that the effect of atomic vibration in lowering the visibility of these
atoms in Fourier maps is no worse for the hydrogen/deuterium atoms. More-
over, the negative scattering length of hydrogen allows the well-known H/D
contrast variation method to be applied. Also there is not a radiation damage
problem using neutrons as the diffraction probe, unlike X-rays, which readily
allows room temperature neutron data collection. Clearly, even with these ad-
vantages, the low flux of existing neutron facilities means that neutron protein
crystallography (nPX) is not going to be a high throughput technique due to
long measuring runs (e.g., currently typically between 1 and 4 weeks for a data
set). However, the proteomics programmes of research are going to make many
more candidate proteins accessible for nPX studies. Thus there is a renewed
and growing interest in nPX studies today. The importance rests on knowing
the details of the hydrogen and water substructure, which are involved in all
the molecular processes of life virtually. This experimental structural informa-
tion is mostly incomplete when studied by X-rays alone. Also many enzyme
reactions involve hydrogen. So there is great potential for wide application of
nPX if the technical capability can be found.

There are two major hurdles for wide application of neutron protein crys-
tallography; first the size of crystals routinely available vs. the sizes required,
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and second a molecular weight ceiling of typically 40 kDa. Neutron source
and apparatus developments could make an important impact here, e.g.,
enhancement plans for LADI at the ILL in Grenoble, a proposed LMX instru-
ment on ISIS2 and the new (MAcromolecular Neutron Diffraction Instrument)
MANDI planned for the new 1.4 MW USA source SNS. More routine use of
full deuteration of the protein through microbiological expression of proteins
for bacteria grown on deuterated media is possible and will make a major
impact. For example it was recently shown [1] that a 1.7 Å neutron study of
fully deuterated myoglobin was more effective than a 1.5 Å X-ray study in
finding even the relatively static hydrogens (as deuteriums). At ILL in Greno-
ble, a new European funded perdeuteration Laboratory has recently come on
line for a focus for protein production of fully deuterated proteins, which will
improve signal-to-noise by an order of magnitude as well as opening-up new
contrast variation experiments.

4.2 Data Collection Perspectives

Synergies between neutron and synchrotron radiation (SR) Laue crystallog-
raphy, namely a commonality of knowledge of Laue geometry irrespective of
radiation type, opened up a new path in neutron protein crystallography data
collection [2–4]. The gain in speed over monochromatic neutron techniques has
been notable with the advantage also allowing smaller crystals and bigger unit
cells to be investigated. However, this is at the expense of signal-to-noise in the
diffraction pattern. Nevertheless very high resolution studies (1.5 Å) on small
proteins have been undertaken in times of 10–14 days. Narrow bandpass Laue
and/or fully deuterated protein significantly improves S/N. On LADI the geo-
metric limit of resolution is ∼1.4 Å and the molecular weight ceiling is around
40 kDa in practice due to spot overlap congestion for the fixed radius and the
crystal cross-sections commonly in use (up to 3 mm). In the limit, monochro-
matic techniques can also remain attractive at neutron reactor sources [5].
This is generally at the expense of longer data collection times (typically
30–60 days per monochromatic data set), even with large area coverage neu-
tron image plates, and is restricted to rather small protein unit cells.

Another technical frontier involves the size of crystal that can be stud-
ied with current neutron image plate (IP) diffractometers. It is not always
true that very big protein crystals cannot be grown and apparatus should
be developed which would allow sample cross-sections of between 5 mm and
1 cm to be harnessed [6]. The crux of the new apparatus would be to allow
for much bigger neutron diffraction spot sizes than hitherto imagined. Also
the new MANDI planned for the new USA source SNS and, when funded,
the proposed 5 MW European Spallation Source (ESS) would offer further
gains.
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Fig. 4.1. Finding protein carboxy side chain hydrogens via (left) X-ray derived
electron density maps and precise bond distances (standard uncertainty values in
brackets) and (right) via neutron-derived nuclear density maps

4.3 Realizing a Complete Structure:
The Complementary Roles of X-ray
and Neutron Protein Crystallography

Whilst the determination of hydrogens in proteins is now feasible with ultra-
high/atomic resolution protein SR X-ray crystallography (Fig. 4.1) mobility of
hydrogens can kill their diffraction signal. Since neutron protein crystallogra-
phy determination of deuteriums at around 2 Å or better resolution matches
that at 1.0 Å by SR X-rays, then more mobile hydrogens are determinable
by the neutron approach [7] (Table 4.1). Indeed the bound solvent is a whole
category of deuterium atoms which are more efficiently sought by neutron
techniques [7].

Atomic resolution is usually taken to be crystal structure studies where
the X-ray diffraction data is still reasonable1 at 1.2 Å and where, thus, the
electron density shows resolved atoms. However, as emphasized in [8] with con-
canavalin A studied at 0.94 Å, the X-ray data to parameter ratio at atomic
resolution (1.2 Å) is “only” around 2. Also, although the model structure
dictionary restraints add data making an overall X-ray + restraints data to
parameter ratio of ∼3, some of these restraints are not appropriate, e.g., for
carboxyl side chains where the nonprotonated dictionary assumption is not
correct. At resolutions better than 0.95 Å however, the X-ray data number has
grown sufficient to allow the X-ray data to dominate the dictionary restraints

1The criteria for the data being reasonable ie observed to any given resolution usu-
ally include criteria like the resolution where F/σ(F ) crosses a value of 2 plus the
completeness of data should be >50%. Sometimes the resolution where the Rmerge(I)
rises above 20% is also used. These are useful practical data quality indicators
after all the efforts to make the best data collection experiments (choice of crys-
tal, exposure time, temperature, etc.)
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Table 4.1. Bound water comparison for the 2.4 Å neutron room-temperature struc-
ture and 0.94 Å X-ray cryo-structure [7, 8]

total no. common waters D2O D–O H2O H–O
of waters (within 1 Å)

neutron structure 148 62 20
(room temp.)
X-ray structure 319 88 15 35
(cryotemp.)

where necessary in the structure, i.e., such as carboxy side chains. The em-
phasis at such resolutions, called ultrahigh for want of a better term, involves
checking of bond distances and their standard uncertainties to define e.g., the
presence or absence of a hydrogen, rather than the electron density map shape
used at atomic resolution. At better resolutions than 0.95 Å, the X-ray data
to parameter ratio improves further obviously. At much better resolutions
still (∼0.7 Å), the valence electron density becomes discernible and the em-
phasis switches back to the density, or rather the electron density along with
bond distances. In these “smaller-molecule-crystallography accuracy” situa-
tions there is a difference from small molecule crystallography practice in that
it is in fact not possible to remove the dictionary restraints because individual
atoms or groups of atoms (such as on loops on the protein) do not diffract to
the edges of the pattern and the dictionary structure restraints are essential
to stop those parts of the structure “falling apart”. It is in these more mobile
parts of the protein structure that the role of neutron protein crystallography
in completing the protein structure protonation details is clearly needed.

It is also a fair question to ask just how many protein crystal structures
can be studied at 0.95 Å X-ray diffraction resolution or better. Only time and
experience will reveal the answer to that along with answering the similar
question of how many protein crystal structures will become available per
annum as neutron sources and instruments for nPX improve and as more
fully deuterated proteins are crystallized.

4.4 Cryo-Neutron Protein Crystallography

Due to the inherent low flux of neutron sources, large crystals are at present
essential for high-resolution neutron crystallographic studies. Since neutrons
do not cause radiation damage there has not been a pressing need to combine
cryoprotection of crystals with a large volume. However, there is the advan-
tage to be gained from cryo-crystallography of the reduction of atomic mobil-
ity that would lead to reduction in B-values and enhanced density definition.
Furthermore collecting data at cryo-temperatures can also reduce background
scattering (diffuse scattering), and therefore can aid the signal-to-noise ratio
and hence the resolution limit. Cryo-crystallography also opens up the pos-
sibility of freeze trapping of intermediates in biological reactions triggered in
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a protein crystal. So, the idea of combining neutron and cryo-crystallography
advantages together is of considerable interest.

There are, however, several problems that can occur by cooling the crys-
tal. Cooling can create disorder in the molecule or unit cell, which reduces
data quality as quantified by atomic and overall molecule B-factors, and so
degrades the resolution limit and therefore reduces accuracy of electron or
nuclear density maps. The whole crystal usually also becomes more mosaic
and the monochromatic rocking width or Laue pattern spot size of reflections
increases. Thus reflections can sink into the background more quickly than if
they are “sharp”. Again this manifests as a reduction of resolution limit in ef-
fect but is generally less severe than deterioration of the protein B-factors just
referred to. In extreme cases, cooling the crystal can cause complete cracking
and dislocations, making data collection impossible. The imperfections in a
crystal can be described by a simple mosaic-block model, and that describes
three characteristic parameters. These parameters are the size s of the mosaic
blocks, the angular spread ω of the blocks and the variation in cell dimensions
δa between blocks. A common effect observed by cooling macromolecular crys-
tals is an increase in mosaicity. Small crystals at room temperature generally
have small mosaicities (<0.02◦), with this value being increased by the char-
acteristics of the X-ray beam. When cooled, protein crystals generally have
mosaicities of 0.2◦ or more. It seems to have been generally assumed that freez-
ing large crystals is not possible. It has been shown that it is possible to freeze
and collect high resolution X-ray (1.65 Å on a rotating anode, Fig. 4.2a) and
neutron (2.5 Å on LADI) data from large concanavalin A protein crystals (∼5
and ∼2 mm3) as examples [9]. These data have allowed a combined “X+n”
protein structure analysis to be undertaken [10] as performed previously with
room temperature X-ray and neutron data sets [7]. Figure 4.2b, c compare an
LADI image for concanavalin A recorded at 15 K with one at room tempera-
ture and where the high quality spot shape at both temperatures is evident.
These results demonstrate the potential of protein cryo-crystallography with
neutrons thus combining the advantages of the neutron and cryo-approaches
for studying the structural details of bound water hydrogens (as deuteriums)
and of protonation states of amino acid side carboxyl side chains. Perhaps
most exciting of all this opens up the possibility of time-resolved neutron
freeze-trap protein crystallography. Reviews of X-ray time-resolved protein
crystallography are given in [9] and [11].

4.5 Current Technique, Source,
and Apparatus Developments

At the neutron reactor source in Grenoble, the most powerful in the world,
there is a coordinated millennium instrument refurbishment going on. This
includes upgrades to the biological crystallography relevant instruments,
namely D19 (a monochromatic neutron diffractometer with enlarged area
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(a) (b)

(c)

Fig. 4.2. (a) X-ray 0.05◦ rotation diffraction image from a frozen crystal of con-
canavalin A of volume ∼2 mm3 showi ng diffraction to 1.65 Å resolution. Approx-
imately 80% of this crystal diffracted to high resolution like this. Neutron LADI
diffraction data was recordable to 2.5 Å resolution from this identical crystal. (b)
LADI image recorded from a concanavalin A crystal at 15 K. (c) Likewise from an-
other concanavalin A crystal but at room temperature. Both are accompanied by
insets showing an enlarged view of individual spots. From [10]

detector coverage (thus improving data collection efficiency), and the LAue
DIffractometer (LADI) which will have a new neutron image plate reader,
new guide-optics and a higher flux location yielding gains of ∼10 or more in
sensitivity + flux (thus reducing data collection time or allowing smaller crys-
tal samples to be used or larger molecular weight proteins to be investigated
or combinations thereof).

A vital next step beckons using the time-of-flight Laue approach, feasible
at a spallation neutron source. This type of source employs accelerated proton
pulses, which strike a target such as mercury. Neutrons are ejected (spallated)
out of the target also in pulses and over a broad continuum of wavelengths.
Laue spots containing overlapping Bragg reflections can be resolved by the
time of arrival at the detector, and likewise noise pile up reduced, delivering
a better signal to noise than can be realized using Laue techniques at steady
state (reactor) sources. This approach has now recently been successfully
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exploited in protein crystallography at the Los Alamos Neutron Scattering
Centre (LANSCE) [12]. A time-of-flight Laue protein crystallography facil-
ity with neutrons is planned at the SNS which will operate at 2 MW. The
proposed ESS at 5 MW has been estimated [13] to reach the same average
flux (in fact 0.5) as the ILL Grenoble 58 MW reactor neutron beam flux
but with the addition of the benefit of the time-of-flight neutron measuring
approach, which can “gate out” the noise falling onto a reflection spot inten-
sity in ordinary Laue exposures i.e., which is without time-of-flight gating.

4.6 Plans for the ESS and nPX

The ESS Project Team studies recently allowed a review and assessment of
future potentialities for nPX, quoting from [14]: “In high throughput struc-
tural biology research, the best sample size is rarely above 100×100×100 µm.
It is essential for neutron protein crystallography to find source, instrument
and sample (deuteration) combinations to face this challenge. There is also a
barrier to the application of high resolution neutron structural study posed
by molecular weight, which determines the unit cell volume, of large biolog-
ical complexes. Such weakly scattering crystals cannot be studied currently.
If, however, we combine the ESS source and instrument improvements, and
improved knowledge of the protein preparation and crystallogenesis for the
growth of large crystals, the unit cell size capability could reach (250 Å)3.” ...
“In the first case (then), a brighter neutron source, well-focussed beams and
smaller-pixel detectors will be in the design (of the first nPX instrument). To
meet the second challenge, one has to continue to harness the expertise of the
crystallogenesis community to produce big crystals. Thus larger beams and
bigger-pixel detectors are needed. This is a different (nPX) instrument. Also
we should harness longer wavelengths to enhance the scattering-efficiency-
with-wavelength-effect as well. A methane moderator tailored to wavelengths
1.5–5 Å should be investigated.” These extracts show the scope imagined for
nPX with such a new source and the nPX instrument solutions envisaged.
The ESS is seen as a long-term goal for Europe, meaning that it was only
recently still “not yet approved” for funding. As an example of the technical
challenge currently Fig. 4.3 shows the protein crystal sample sizes and unit
cell volumes marked for the cases of references [6,7,15] with [7] within current
capability, [6] at the current limit and [15] well beyond current capabilities.
Fig. 4.4 shows the LADI diffraction pattern for [6] with 50 kDa in the crystal
asymmetric unit of concanavalin A with glucose bound (I213 a = 167.8 Å).

4.7 Conclusions and Future Prospects

The role of structural data in drug discovery in the pharmaceutical indus-
try will increase when it is much more routine that hydrogen atoms and
bound water deuterium atoms positional information can be incorporated.



70 M. Blakeley et al.

103 104 105 106 107 108

0.01

0.1

1

10

100

sp
ec

im
en

 v
ol

um
e 

(V
s)/

m
m

3

cell volume (V
c
)/Å3

xb-cyclodextrin
B12

HEWL

Haemoglobin

TEWL

g-crystallin

Parvalbumin
concanavalinA

Phasiolinvulgaris

Porin
PRCviridis

TBSV

t-RNASTNVmatrix
porin

PRC
spheroid

nucleosome

concanavalinA
5 mm crystalvol.3

concanavalin A
cubic structure

b-crustacyanin
0.005mm3

Fig. 4.3. Scatter plot of the examples of protein crystals investigated at ILL on the
monochromatic neutron instrument D19 (filled circles) and DB21 (filled squares).
The line through the origin shows the empirical limit and so the open circles show
where LADI is capable. The three case studies of this paper are highlighted as
marked. DB21 offers data collection at very low resolution (e.g., the TBSV experi-
ment marked involved data collected to 16 Åresolution) in order to map out crystal
packing details whereas LADI is used for high resolution neutron protein crystallog-
raphy i.e. 1.5 to 2.5 Åresolution (as was D19 before it)

Thus the discovery of new pharmaceuticals and of enhanced efficiency com-
pounds would then accelerate. Also, because neutrons are nondestructive,
unlike X-rays, room temperature structure and vibration data can be pro-
vided, and which is the relevant temperature physiologically. Our most recent
work however also shows that nPX data can be measured down to 15 K with
benefits in the clarity of the nuclear density seen. Thus future approaches
appear to be able to include structures being determined and refined with nPX
from 15 K up to room temperature including freeze trapped protein crystal
structures. Most recently Hazemann et al. [18] report their use of a radically
smaller crystal volume of 0.15 mm3 using fully deuterated aldose reductase
protein in a 2.2 Å high resolution analysis. This was achieved due to a stronger
crystal scattering efficiency for neutrons and also eliminating the hydrogen
incoherent scatter. Clearly this is an exciting development. A conceptual de-
sign report (CDR) for the new MANDI SNS diffractometer for protein crys-
tallography is now in press [19], and includes an estimate of a few days only to
measure a complete high resolution data set from a fully deuterated protein
crystal of 0.125 mm3 total volume, and also the CDR for the new JPARC
protein crystal diffractometer in Japan is recently published [20]. These two
CDRs continue a fascinating new wave of instrumentation for this field of
research.



4 Neutron Protein Crystallography 71

+

+ +

Fig. 4.4. The large molecular weight frontier. LADI diffraction recorded from a
crystal of cubic concanavalin A where there is 50 kDa in the asymmetric unit of
the crystal (from [6]). The diffraction extends to 3.5 Å thus new sources, as well
as perdeuteration opportunities will extend the technical capability to reach high-
resolution structure analyzes even in such cases. The actual LADI pattern is shown
(top) and the predicted Laue pattern (bottom) using the Daresbury Laue software
analysis package [16] modified for neutrons and a cylindrical detector geometry [17]
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5

Detergent Binding
in Membrane Protein Crystals
by Neutron Crystallography

P. Timmins

5.1 Introduction

The structures of membranes and membrane proteins are taking on ever in-
creasing importance since the observation that they represent perhaps >30%
of the proteins encoded by the human genome but much less than 1% of the
structures determined to close to atomic resolution by X-ray crystallography.
The difficulties encountered in X-ray crystallographic structure determination
have been so serious that the first structure of a membrane protein to be solved
at even medium resolution was by electron diffraction. This was the famous
case of the purple membrane from Halobacterium salinarum where the struc-
ture of the bacteriorhodopsin embedded in its natural membrane was solved.
Due to its unique crystallinity in the natural membrane, it is still the only
whole membrane structure to have been solved.

The first membrane proteins to be crystallized were the photo-reaction
center from Rhodopseudomonas viridis and OmpF porin from E. coli in the
early 1980s. Since then a number of other membrane proteins have been crys-
tallized and their structures solved by X-ray crystallography but these re-
main much less than 1% of the total of soluble proteins. A particularity of
practically all membrane protein structures is that they are crystallized from
detergent solubilized proteins and the detergent becomes an integral part of
the crystal. Although the protein itself is well ordered and its structure can
be obtained at high resolution, the detergent used to solubilize the protein is
fluid and disordered and hence invisible in X-ray maps. Neutron crystallog-
raphy, although up to now unable to locate high resolution features due to
insufficiently large crystals, is ideally suited to locate the detergent phase and
hence provide information on crystal packing and also on detergent–protein
interactions analogous to lipid–protein interactions in the real membrane.

5.2 Advantages of Neutrons

Membranes can be studied either in their native state where the principal com-
ponents are protein and lipid or in a solubilized state where the components



74 P. Timmins

are protein and lipid or protein and detergent. Each of these components
has a characteristic scattering length density for neutrons and each may in
principle be deuterium labelled allowing that scattering length density to be
varied. Replacement of water by heavy water allows a kind of isomorphous
replacement which facilitates phasing in one dimensional diffraction.

In fact the whole concept of contrast variation originated from experiments
by Bragg and Perutz [1] to try and determine the overall shape of haemoglobin
using salt solutions to modify the electron density of the crystal solvent with
respect to the protein. The natural contrast between protein and water is very
low for X-rays; the electron density of RNAse for example is 0.432 eÅ−3 and for
pure water 0.335 eÅ−3. The addition of salt to water raises the electron density
even closer to that of protein. Small molecules such as sucrose or indeed high
salt concentrations may be used to vary the contrast but the chemical effects of
such additives are often such as to destabilize the crystal or even the complex
itself or alter the conformations of the component molecules. The exchange
of deuterium for hydrogen is a much less perturbative change. In addition it
is not trivial to collect low resolution X-ray diffraction data from crystals of
biological macromolecules although a number of workers have built specialized
beam-lines to do this [2, 3].

Manipulation of contrast in neutron scattering is particularly straightfor-
ward and has been heavily exploited for many years in neutron small angle
scattering. The presence of a well-defined solvent (water) phase in crystals of
macromolecular complexes means that the same principles may be applied in
neutron crystallography – hence the term small-angle neutron crystallogra-
phy. Figure 5.1 shows the neutron scattering length density for a number of
chemically distinct components of biological molecules. These are calculated
from the atomic composition of average proteins, nucleic acids etc. and do
not vary greatly between for example different proteins. The values shown for
detergents and lipids may vary considerably, however, depending particularly
on the balance between hydrophilic head and hydrophobic tail.

At low resolution the scattering is due to the contrast between solvent
and macromolecule, i.e., the difference in scattering length density. Thus for
example proteins have a zero scattering length density difference with respect
to water in a solution containing 40% D2O/60% H2O. This concentration at
which a particle has zero contrast is known as the isopicnic point. It should be
noted that the concept of zero contrast applies only to the average scattering
length density and hence only to scattering at Q = 0. At all other Q-values
there will be some contributions from internal scattering length density fluc-
tuations within the molecule such that there are always some parts of the
molecule that have a positive or negative contrast. Hence the Bragg scatter-
ing is a minimum at the isopicnic point but is not zero. A striking point of
Fig. 5.1 is that the scattering length densities of H2O and D2O encompass
those of all other natural components of biological macromolecules. The only
exception to this is the case of fully deuterated protein or nucleic acid which
have a scattering length density greater than that of pure D2O.
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Fig. 5.1. Neutron scattering length densities of biological macromolecules as a
function of the deuterium content of the solvent water

5.3 Instrumentation and Data Reduction

One of the difficulties encountered in low resolution protein crystallography is
the problem of measuring data at very low resolution – including for example
the first order of a 700 Å unit cell. Hence, cold neutrons and H/D contrast
variation can be combined to measure neutron diffraction data in a rather
simple way. A dedicated diffractometer was constructed at ILL some years
ago as collaboration between ILL and EMBL. This instrument, DB21, is a
four-circle diffractometer with multidetector and is described in some detail
in Roth et al. [4,5]. A schematic representation of the instrument is shown in
Fig. 5.2

The beam is monochromated by a potassium intercalated graphite crystal
giving a neutron wavelength of 7.56 Å and a wavelength spread of 2% (FWHM)
or a pyrolytic graphite crystal giving a wavelength of 4.6 Å. The beam is
collimated using LiF pinholes and a graphite collimator after passing a series of
graphite filters for eliminating λ/2, λ/3, and λ/4 contamination. The detector
is of the Anger camera type allowing a resolution of 1.75× 1.53 mm. Due to the
γ-sensitivity of this detector no cadmium is used in beam defining apertures
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Fig. 5.2. Schematic representation of the DB21 instrument

that are instead made of LiF backed with B4C. A single crystal of Bi removes
in-beam γ-radiation.

Data acquisition is by φ- scans or ω-scans. In low symmetry space groups
reorientation of the crystal may be required to obtain a full data step due
to the rather restricted reciprocal space coverage of the current detector. De-
termination of the crystal orientation may be difficult at low resolution and
many of the standard autoindexing algorithms have failed. A program based
on the graphics package ‘O’ has been written to allow manual rotation of the
known reciprocal cell into the reciprocal space diffraction pattern in order to
determine the crystal orientation [6]. Data reduction is carried out using a
modified version of XDS [7]. Another problem that arises is the scaling of
data measured from crystals of different H2O/D2O content. This is done by
using the parabolic relationship between intensities or the linear relationship
between structure amplitudes in centric zones [8] as described in Eq. 5.2. This
of course requires consistent indexing which in certain enantiomorphic space
groups may be a problem. For example in space group P312 it is impossible
to distinguish between hkl and khl reflections. In high resolution data this
problem can be resolved when the final structure is known but in the neutron
low resolution case it is absolutely necessary to carry out a correct scaling. In
practise it may be necessary to perform the scaling using all possible combi-
nations of index and to select that having the best scaling for all reflections.

5.3.1 The Crystallographic Phase Problem

The variation of the crystallographic structure factor as a function of contrast
can be expressed as:
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F (h,X) = F (h, 0) + XF (h)HD, (5.1)

where h is the reciprocal lattice point, X is the mole fraction of [D2O]/[D2O]+
[H2O] in the crystal, F (h)HD is the vector difference between the structure
factor in H2O and that in D2O. Multiplying by the complex conjugate we
obtain the diffracted intensity:

I(h,X) = F (h, 0)2 + 2X cosφF (h, 0)FHD(h) + X2F 2
HD(h), (5.2)

where φ is the phase angle between F (h, 0) and F (h)HD.
This relationship has several important consequences for low resolution

crystallography including, as mentioned above, the possibility of scaling
together data from different contrasts and the interpolation of missing data [8].
In terms of structure solution it is of fundamental importance as it means that
the phase difference, φ between any two contrasts, of a reflection h, may be
determined except for the sign ±, if the amplitudes at 3 contrasts are known.
Therefore if the structure is known at any one contrast then the phases at
that contrast may be calculated and then determined at any other contrast
except for knowledge of the sign. In the particular case of centrosymmetric
reflections where φ = 0 or π then there is of course no ambiguity and the
phase may be calculated at any contrast [9].

In most studies carried out to date the structure of one component of the
macromolecular complex has been determined by X-rays or could be modelled
from other information. Hence structure factors calculated from the known
part of the structure at a contrast where the other component is visible pro-
vide starting phases for the determination of the structure at any contrast.
This is illustrated in Fig. 5.3 which demonstrates the vector relationships be-
tween structure factors at four different contrasts. The two triangles bounded
by F0, FHD, and FD are the two possible relationships which can be con-
structed through knowledge of the structure factor amplitudes alone follow-
ing Eq. 5.1, and corresponding to the two possible signs of φ. This particular
figure illustrates the case of, for example, a protein/detergent complex where
data would be measured at 40% D2O where the protein is invisible, 10%
D2O where the detergent is invisible and three other contrasts, 0%, 70%, and
100% D2O. In this case we imagine that the protein structure is known and
that the detergent structure is to be determined. We may therefore calculate
the phase of the structure factor in 10% D2O and thus determine the ori-
entation of the phase triangle with just the ambiguity of sign corresponding
to the two triangles shown. This is very closely analogous to the situation
of single isomorphous replacement [10, 11] in X-ray protein crystallography.
Once this (ambiguous) phase has been determined then the ambiguity may
be resolved and an approach to the true phase may be made using density
modification based on constraints such as the invariability of the known part
of the structure, solvent flattening or noncrystallographic symmetry averaging
[12,13].
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Fig. 5.3. Vector diagram illustrating the relationship between structure amplitudes
and phases at different contrasts. The two vector triangles are oriented arbitrarily
with the FHD vector parallel to the real axis

5.4 Comparison of Protein Detergent Interactions
in Several Membrane Protein Crystals

Because of the very different scattering lengths of protein and detergent and
in particular the very high contrast obtained between detergent and D2O,
complexes of protein and detergent make ideal objects for study by neu-
tron contrast variation. X-ray crystallographic studies have to date succeeded
in resolving the structure of a number of membrane proteins and in some
cases individual tightly bound detergent or residual lipid molecules have been
observed but in no case has this method been able to visualize the solubilizing
belt of detergent. Using the known X-ray structure and neutron diffraction
data measured at a number of H2O/D2O component contrasts it has been
possible to calculate neutron scattering length density maps which show only
the detergent. The key factor here is the detergent content of the cell. The
volume in which the protein is located is known from the X-ray structure
but generally speaking the amount of detergent in the crystals is unknown.
It is therefore necessary to estimate this and to perform solvent flattening
and density modification as a function of the detergent content as a variable
parameter [13].
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5.4.1 Reaction Centers and Light Harvesting Complexes

The first membrane protein/detergent structures to be studied by low res-
olution neutron crystallography were the photosynthetic reaction centers
of Rhodopseudomonas viridis [14] and Rhodobacter sphaeroides [13]. In the
reaction center from R. viridis only one molecule of the detergent N ,N ’-
dimethyldodecylamine-N -oxide (LDAO) could be visualized in the high res-
olution X-ray maps. The neutron diffraction results show the reaction center
to be surrounded by a detergent belt some 25–30 Å thick. This corresponds to
roughly twice the length of an extended LDAO molecule. The aliphatic chain
of the detergent molecule observed in the X-ray maps falls within the neutron
density although its polar head is outside. The lack of density corresponding
to the head may be due to its small size compared with the resolution of
the data and to its rather low scattering density arising from disorder and
hydration. As Roth et al. point out it should also be noted that in the case
of the reaction center the detergent does not necessarily mimic the biological
membrane as in the real membrane the reaction center is surrounded by and
makes contact with several light harvesting molecules.

The photoreaction center from R. sphaeroides crystallizes in the presence
of n-octyl-β-glucoside (β-OG) and the small amphiphile heptane-1,2,3-triol
(HP). Michel [15] was the first to use small amphiphiles in membrane protein
crystallization and suggested that they had the effect of reducing the size of
detergent micelles and thereby facilitating crystallization of the membrane
protein/detergent complex. This effect was confirmed in neutron small angle
scattering experiments by Timmins et al. [16] which showed that HP was
indeed included in micelles at least of LDAO and decreased their radius of
gyration. Gast et al. [17] also showed by turbidity measurements that addi-
tion of 5% HP decreased by a factor of two the amount of LDAO bound to
the reaction center of R. viridis. The most striking observation in the neutron
diffraction results on the R. sphaeroides reaction center was that the deter-
gent ring formed by the β-OG was almost identical and size and shape to
that formed by the LDAO around the R. viridis reaction center. Given the
similarity in total length of β-OG and LDAO it would appear that detergent
size/geometry plays a key role in the crystallization of membrane proteins.

As mentioned above the reaction centers are usually found in the mem-
brane closely associated with several copies of light harvesting proteins and
therefore the protein–detergent interactions observed in the crystal may not al-
ways be representative of protein lipid interactions in the membrane. Recently
a study has been published on the light harvesting complex LH2 from the
photosynthetic purple bacterium Rhodopseudomonas acidophila, a nonameric
complex with a central hole which in vivo contains membrane lipids [18].
The complex was crystallized from solutions containing β-OG and experi-
ments were performed using both hydrogenated and tail-deuterated deter-
gent. As well as demonstrating the presence of a detergent ring as with other
membrane proteins the experiments also showed the central hole to be
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occupied by two detergent/amphiphile micelles which must have displaced
the original lipid during purification.

5.4.2 Porins

Another class of membrane proteins to be studied were the outer membrane
proteins known as porins. In contrast to the bacterial photosynthetic reac-
tion centers these proteins form multistranded β-barrel structures which are
deeply embedded in the membrane with relatively small protruding loops.
The OmpF porin from E. coli was in fact, along with the photosynthetic re-
action center from R. viridis, the first membrane protein to be crystallized in
the early 1980s [19, 20]. Due however to technical crystallographic problems
its structure was not solved until 1994 when a trigonal form was crystallized
and served as model for a molecular replacement solution [21]. The neutron
crystallographic analysis of the tetragonal form [22] showed very clearly the
detergent belt bound to the hydrophobic surface of the protein and suggested
how the protein is anchored in the membrane. Figure 5.4 shows how the deter-
gent binding surface is clearly delimited by two lines of aromatic amino acids
with tyrosine residues directed towards the headgroups and phenyl alanines
towards the hydrophobic acyl chains. This had been surmised from the X-ray
structure but the absence of any density in the electron density maps did
not allow this to be demonstrated. Another important observation to come
from the neutron diffraction analysis concerned the packing of the molecules

Fig. 5.4. Detergent binding in tetragonal crystals of OmpF porin. Note the binding
surface delimited by aromatic residues
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in the crystal. The X-ray structure shows the OmpF trimers to pack as two
interpenetrating lattices with no protein–protein contacts between molecules
in the separate lattices. The question then arises as to how such a structure
is stabilized. The answer was provided by the neutron data which showed the
two lattices to come into contact through the detergent belts of adjacent mole-
cules. The crystal is therefore stabilized by protein–protein, protein–detergent,
and detergent–detergent contacts.

The trigonal form of OmpF is very different from this [23]. The OmpF
trimers here form columns of molecules running in opposite directions with
protein–protein contacts being responsible for the interactions within each
column. The columns of molecules are then held together by fusion of the
detergent rings surrounding the hydrophobic protein surfaces. No distinct de-
tergent belts remain but protein trimers interact directly through hydropho-
bic interactions or mediated by patches of detergent (Fig. 5.5). X-ray contrast
variation using xenon has also been used to investigate detergent binding in
these crystals [24]. Although the detergent containing volumes determined by
neutrons and X-rays partly overlap there are significant differences. This is
due most probably to the xenon penetrating only the most hydrophobic parts
of the detergent (the tails) as well as into the surface of the protein [24].

Another outer membrane protein to have been studied is the outer mem-
brane phospholipase A (OMPLA) from E. coli. The structure of this protein
is a 12 stranded β-barrel and its active form is a dimer [25]. Here the neu-
tron data showed a detergent structure distinct from any other of the known

Fig. 5.5. Neutron scattering density map showing the detergent distribution
(hashed regions) in trigonal crystals of OmpF porin from E. coli. Note the
hydrophobic protein–protein contacts
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structures with a continuous detergent phases throughout the crystal, some-
what reminiscent of lipid cubic phases [26]. An attempt was also made in this
case to obtain the structure from X-ray diffraction of Xe soaked crystals but
the results were not consistent with the neutron maps.

5.5 Conclusions

Neutron low resolution crystallography is a powerful technique for visualizing
disordered regions in crystals of biomolecular complexes and in particular the
localization of detergent in crystals of membrane proteins. The technique of
course relies on the availability of crystals but these do not necessarily have
to be very large as required for high resolution crystallography −0.1 mm3

or less is sufficient. The membrane protein structures studied to date have
demonstrated that not only are protein–protein interactions important in
the formation of crystals but that in some cases protein–detergent and even
detergent–detergent interactions can be crucial.
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High-Angle Neutron Fiber Diffraction
in the Study of Biological Systems

V.T. Forsyth, I.M. Parrot

6.1 Introduction

Fiber diffraction has made a critical impact in structural biology. It has broad
application to the study of a wide range of biological and synthetic poly-
mers, and continues to provide key information about the structure of these
molecules. The purpose of this chapter is to illustrate the general scope of
the method and in particular to demonstrate the impact of neutron fiber
diffraction methods for the study of biological systems. Because in most
neutron fiber diffraction work is carried out in combination with X-ray diffrac-
tion studies, this review will focus on the unique complementarity provided
by the two approaches to structure analysis. Two specific examples have been
chosen to illustrate the power of a combined X-ray and neutron approach by
high-angle fiber diffraction – DNA, and cellulose. Both are examples where
the involvement of neutron studies has added completely unique information.

The expanding interest in structural studies of biological and industrial
polymers is opening up important new opportunities for neutron fiber dif-
fraction. This is illustrated by current trends in X-ray fiber diffraction meth-
ods where there is increasing emphasis on the exploitation of the high fluxes
available for time-resolved studies and for microdiffraction work, and the key
aspects of hydration and hydrogen bonding, both of which are largely inac-
cessible to X-ray fiber diffraction methods, but which nonetheless having a
vital bearing on biological function or physical properties of biological and
synthetic polymers. Many of the assumptions made on the basis of initial
X-ray fiber diffraction analyzes, even for relatively simple systems, are being
reevaluated through the use of innovative techniques at modern X-ray and
neutron sources. This is likely to become more important in the future as the
new instruments and facilities currently being constructed make their impact.
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6.2 Fibers and Fiber Diffraction

An aligned fiber is characterized as containing many regions in which the
polymer molecules are arranged with their long axes parallel to the fiber
axis. These are typically separated by less ordered amorphous regions. The
molecular alignment within such a fiber is associated with varying degrees
of order in the side-by-side packing of the chains [1–3]. To a large extent
this ordering will determine the general appearance of the observed dif-
fraction pattern which may vary from continuous molecular transform to
the other extreme where the pattern is dominated by sharp Bragg reflec-
tions. Because there is no preferred orientation of microcrystallites about
the fiber axis, an X-ray fiber diffraction pattern from a crystalline fiber has
some of the character of that which would be obtained from a single crys-
tal if it was rotated by 360◦ about one of its principal axes during data
collection (see Fig. 6.1). The resolution attained in fiber diffraction exper-
iments varies widely but can in favorable circumstances extend to atomic
resolution. While there is some loss of information imposed by cylindrical
averaging in fiber diffraction this has to be offset against the fact that in

Fibre axis

Fig. 6.1. Diagram to illustrate the random orientation of crystallites about the fiber
axis in a crystalline fiber
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most situations comparable measurements are not possible from single crystal
systems.

In many biological structures such as muscle and connective tissue and
also in synthetic industrial polymers, the fibrous state is functionally impor-
tant and fiber diffraction provides the most powerful technique to establish
both molecular structure and the higher order interactions of these molecules.
It is also true to say that fiber diffraction offers one of the few quantitative
methods which are well suited to the study of conformational pathways in
polymer molecules. The fibrous state, with its typical mix of highly ordered
and amorphous regions, can accommodate changes in molecular conforma-
tion and packing much more readily than can single crystals. This capability
allows a systematic investigation of the dependence of molecular conforma-
tion on important biological parameters such as water and ionic contents in
a fiber. In particular, conditions can be chosen which are much closer to the
in vivo environment than is typically achieved in solution or in single crystal
studies. In many biological systems changes in the water content of a fiber
can be controlled by varying the relative humidity of the fiber environment,
and it is possible to use synchrotron X-ray sources to carry out time-resolved
studies of stereochemical pathways followed in structural transitions, that oc-
cur as a function of hydration. While this type of work provides quite novel
information through the capacity to carry out time-resolved [4, 5] and even
microdiffraction studies [6], X-ray diffraction is often a poor probe of wa-
ter structure. It is fortunate therefore that neutron diffraction can be used,
particularly in conjunction with hydrogen/deuterium isotopic replacement, to
study the location of water or hydrogen in biopolymer molecules.

6.3 Neutron Fiber Diffraction: General Issues

The advantages of neutron diffraction are well known. One of the most im-
portant of these is the fact that, in contrast to the situation with X-rays,
hydrogen atoms have a coherent scattering length that is comparable to the
other atoms commonly found in biological systems (Fig. 6.2).

Furthermore, it is relatively easy to exchange hydrogen by its more strongly
scattering isotope, deuterium, as illustrated in Fig. 6.3, and to use this isotopic
replacement in determining the location of hydrogen/water in these systems.
Although it has been argued (for the single crystal case) that this type of in-
formation can be obtained from high resolution (i.e., atomic) X-ray diffraction
studies, the real situation is more complex. Not only is it quite rare (especially
in fibrous systems) for biological samples to diffract to atomic resolution, but
there is evidence that even when they do, hydrogen atoms with large thermal
displacement parameters are not well located. Neutron methods identify such
atoms, which may be of biological interest, very clearly [7], even when the
available resolution is relatively low.
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Fig. 6.2. Top: diagram giving a representation of the neutron scattering lengths,
including some atoms of relevance to biological systems, and emphasizing the differ-
ence in neutron scattering lengths of H and D. Bottom: plot showing the variation
of atomic form factor for X-ray and neutron scattering as a function of scattering
angle

Another important aspect of neutron scattering arises from the fact that
the atomic nucleus from which neutrons are scattered is essentially point-
like in size compared to the wavelength of the incident beam. As a result, in
contrast to the situation for X-rays, there is effectively no variation in the
atomic form factor for neutrons over the relevant range of scattering angle.
This means that in circumstances where the observed diffraction is not dom-
inated by either thermal or spatial disorder, there exists the possibility to
record neutron diffraction data at higher resolution than would be possible
with X-rays. This point is well illustrated in Fig. 6.4, which compares X-ray
and neutron fiber diffraction patterns recorded from a non-biological fiber,
poly(p-phenylene terephthalamide) (PPTA) more commonly known as the
commercial fibres Kevlar or Twaron.
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(a) (b)

Fig. 6.3. Neutron fiber diffraction patterns recorded from DNA. (a) the pattern
recorded when the DNA is hydrated with D2O; (b) the pattern recorded when the
DNA is hydrated with H2O

1.4A

Fig. 6.4. X-ray and neutron fiber diffraction patterns recorded from a synthetic
crystalline system, illustrating a falloff in the overall intensity distribution at high
angles in the case of the X-ray pattern. In contrast, scattering of similar average
intensity is observed well beyond this point in the neutron diffraction pattern

Because of the lower brilliance of the neutron beams, there are major issues
to be faced for neutron diffraction studies of biological systems. By far the
most important is the requirement for large sample size. Although this is a
major obstacle in crystallography, there are various approaches that can be
adopted in tackling this problem for fiber studies. The first high-angle studies
of DNA at the ILL [8–10] were carried out using individual fibers (each about
100 µm in diameter) aligned in a parallel array. In later work, sheet samples
made using the wet spinning method of Rupprecht [11] were used to obtain
the required sample volume both for fiber diffraction and for neutron and
X-ray spectroscopy [12,13]. For the work on cellulose described in the following
sections of this chapter, Nishiyama and colleagues have used a shear flow
method to deposit aligned microcrystals in a gel-like film which is then dried
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to produce large high-quality samples of various forms of cellulose that diffract
to nearly atomic resolution.

For crystallographic and fiber studies in particular, the issue of sample size
is further exacerbated by incoherent scattering from hydrogen in the solvent
and in the macromolecule itself. It is relatively straightforward to replace
H2O solvent by D2O for these studies; this results in a huge decrease in the
hydrogen incoherent scattering “background”, as illustrated in Fig. 6.5.

However, there is still a large problem arising from the hydrogen that is
covalently bound to carbon atoms in the structure. This places limitations
on sample size, data collection times, on the interpretation of the data, and
indeed on the quality of the final analysis. However, the presence of hydrogen
incoherent scattering and the associated limitations in neutron scattering can
be effectively eliminated by sample perdeuteration. Although the benefits of
sample deuteration have been widely appreciated for some time, it has never
been easy for individual biologists to deuterate their systems in a routine
way that allows best use to be made of valuable central facility resources;
the expertise is rather and individual requirements vary quite considerably.
As described in the concluding sections of this chapter this problem has been
identified at the ILL and the EMBL in Grenoble [14] where these facilities,
with advice from their user communities and a number of peer-review com-
mittees, took the view that major developments for modern instrumentation
should be paralleled with strong emphasis on sample preparation issues. Of
particular importance in this area is the utilization of selective and sample
deuteration.

6.4 Facilities for Neutron Fiber Diffraction

Neutron high-angle fiber diffraction methods were developed at the ILL on
the D19 diffractometer, and most of the work that has been published sub-
sequently has used this facility. D19 was originally optimized for chemical
crystallography where it was used for structure determination for systems
having relatively large unit cell dimensions [15–19]. A key aspect of the in-
strument was the use of an area detector rather than smaller “single” detectors
commonly used in crystallographic studies of small molecule systems. Such a
detector is essential for fiber diffraction work, which requires not only that
the intensities of the Bragg reflections are well measured, but also that the
variation of the background over the entire pattern is measured as accurately
as possible. Figure 6.6 shows a photograph of the D19 diffractometer alongside
a sample dataset.

At the time that this photograph was taken the D19 detector was a long
thin banana-shaped gas-filled device with an angular aperture of 4◦ in its
equatorial plane and 64◦ in its vertical plane. The requirements for data col-
lection, data reduction and analysis are different from those commonly used
in single-crystal studies. The strategy for data collection has therefore always
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Fig. 6.5. High-angle neutron fiber diffraction patterns recorded from a sample of
A-DNA as the water in the sample is exchanged by D2O (top left pure H2O to
bottom right pure D2O). This set of pictures illustrates the consequences of hydrogen
incoherent scattering and the major benefits of deuterium exchange
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"Strip" detector
(4� wide)

Fig. 6.6. Left : The D19 diffractometer, showing Eulerian cradle, sample environ-
ment, and position sensitive detector. Right : A neutron fiber diffraction pattern
recorded from DNA using the D19 diffractometer. Individual detector acquisitions
are indicated on the pattern to illustrate how data from the diffractometer are
mapped into a continuous reciprocal space image

been to construct a complete and continuous diffraction pattern by mapping
individually recorded data segments into reciprocal space. Figure 6.6 shows
a neutron fiber diffraction pattern recorded from a DNA sample and shows
graphically how this is mapped from individual single detector acquisitions.

6.5 Nucleic Acids

DNA in its natural habit is a filamentous molecule, with a high degree of
regularity over a large length scale. It has been known for decades that water
is of critical importance in maintaining this regularity and furthermore that
variation of hydration around DNA causes major conformation changes in
the double helix. Natural, “mixed-sequence” DNA can be drawn into aligned
fibers and has been shown to adopt three main conformations, which have
been called A, B, and C. For synthetic DNA polymers containing repetitive
base-pair sequences, two further conformations called D-DNA and Z-DNA
can be observed. The Z conformation is the only one of these five major
DNA conformations that has a left-handed helical sense. Given appropriate
conditions of ionic strength, reversible transitions between these structures can
be induced simply by varying the relative humidity of the sample environment.
This structural polymorphism in DNA is summarized in Figs. 6.7 and 6.8.

The biological significance of these DNA structures is not fully understood.
However, it would be surprising if the ability of DNA to adopt these markedly
different structures were not exploited in biological function. Further support
for the biological significance of these structures comes from studies that con-
firm the presence of the B and the Z forms of DNA in vivo and that change to
the Z form causes a number of functionally significant effects [20–24]. A variety
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A-DNA
Right-handed

11 base-pairs/turn
pitch=28.2 A

B-DNA
Right-handed

10 base-pairs/turn
pitch=34 A

C-DNA
Right-handed

9.3 base-pairs/turn
pitch=31 A

D-DNA
Right-handed

8 base-pairs/turn
pitch=24.2 A

Z-DNA
Right-handed

12 base-pairs/turn
pitch=43 A

Fig. 6.7. The five major conformations of DNA, their helix parameters and their
X-ray fiber diffraction patterns
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Fig. 6.8. Summary of the structures adopted by various DNA sequences. The middle
section of the diagram shows the sequence repeat in the DNA. The lower section
shows the structures adopted and the transitions that occur

of proteins that bind to B, Z, A, and D type conformations have been iden-
tified [25–28], and there is a substantial amount of work that implicates a
number of repetitive DNA sequences in regulatory processes. Whatever the
biological importance of these structures, there is clearly great interest in
understanding structural aspects relating to their stability as well as those
that mediate transitions between them. In this respect, X-ray and neutron
fiber methods have genuinely complementary roles. Modern synchrotron X-ray
sources have sufficient flux to allow the study of DNA structural transitions
in real time. As a good examples of this Fig. 6.9 shows the D↔B transition in
synthetic DNA having a regular alternating adenine-thymine (A-T) repeat.
The transition, first described by Mahendrasingam et al. [29] and Forsyth
et al. [30] occurs through a stereochemical pathway in which the pitch of
the DNA changes from the 24 Å characteristic of the D conformation to the
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(a) RH=51.4% (b) RH=54.8% (c) RH=80.0% (d) RH=83.2%

(h) RH=92.9%(g) RH=89.5%(f) RH=86.8%(e) RH=85.4%

Fig. 6.9. Selected X-ray fiber diffraction patterns recorded during the water driven
transition between the D and the B conformations of DNA. The data were recorded
at the Daresbury SRS

34 Å characteristic of B-DNA. Figure 6.10 shows a further example involv-
ing the A–Z transition in an alternating G-C sequence in which the cytosine
residues are methylated at the 5 position. More recent work on the transition
between the A and the B forms is in progress [31].

The examples given above illustrate two aspects of DNA structure that
may be important in biological function. First they illustrate cooperativity
in DNA polymorphism – both transitions occur through a process during
which substantial regions of the samples change in a highly cooperative way.
Second, both transitions further emphasize the critical role that water plays
in determining DNA structure and therefore the importance of establishing
the location of water around each DNA structure and also during structural
changes. X-ray diffraction studies have provided high-resolution information
on hydration around the A, B, and Z conformations in oligonucleotide single
crystals, with particular emphasis on local sequence dependence variation. In
contrast, neutron fiber diffraction provides information on hydration at lower
resolution (typically about 3 Å) but which relates to the regularity and coop-
erative properties of the long polymer molecule. The two methods therefore
provide highly complementary information.

The first neutron diffraction experiments on DNA fibers were carried out
on D-DNA [8, 9] at the Institut Laue Langevin in Grenoble, France. These
experiments demonstrated the power of isotopic replacement of light by heavy
water and allowed Fourier synthesis methods to be used to image the location
of water around the D form of the DNA double helix (Fig. 6.11). Of particular
significance in this work was the presence of water in the minor groove and its
relationship to stabilizing cations that had been located by X-ray diffraction
studies of isomorphous derivatives of D-DNA.

Similar work to that described for the D conformation of DNA has been
carried out on the A and the B conformations [10, 32–34]. In the first study
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(a) 66% RH

(d ) 92% RH

(g) 98% RH

( j ) 75% RH

(b)75% RH

(e) 98% RH

(h) 92% RH

(k) 66% RH

(c) 86% RH

(f ) 100% RH

(i ) 86% RH

( l ) 44% RH

Fig. 6.10. Diffraction patterns recorded during the transition between the A and
the Z conformations of the DNA polymer poly [d(G-m5C)]

of A-DNA, hydrogenated material was used. The Fourier maps obtained
showed a number of features that had been observed in previous X-ray diffrac-
tion studies of oligonucleotide single crystal – most notably water molecules
located between successive phosphate oxygen atoms along the major groove
(see Fig. 6.12).

In later studies, more detail was provided by Shotton et al. [35] who used
perdeuterated DNA to study hydration in A-DNA. The DNA was obtained
from E. coli cells grown in D2O with a deuterated carbon source. Figure 6.13
summarizes the main results from this study. Four main sites were located:
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Fig. 6.11. Difference Fourier synthesis map showing the distribution of ordered
water in the minor groove of the D conformation of DNA, and the relationship
between these features and cation positions located in the groove through the use
of heavy atoms derivatives of D-DNA in X-ray fiber diffraction studies

(a) a site located in the major groove at equal distances from neighboring
phosphate oxygen atoms. This site was noted previously in the neutron study
of hydrogenated A-DNA; (b) a site located at the opening of the major groove
at equal distances from phosphates on either strand; (c) a site also located at
the center of the major groove, but at a smaller radius; (d) a feature running
down the “hollow” center of the molecule within possible hydrogen bonding
distance to base edge atoms. This feature could not be completely interpreted
as a result of the sequence averaging of the base pairs.

The structure of A-DNA is such that the base-pairs are displaced some
5 Å from the helix axis, creating a molecule which has a clear central hole
when viewed along the length of the molecule. The central column of water
described above and seen in Fig. 6.13d is located within this hole. Its apparent
continuity and close relationship with the DNA was described by Shotton et
al. [32]. It is clear that this column of hydration would have to be broken
during a transition to the B form, where the base-pairs are located centrally
on the helix axis. Fuller et al. [36] have suggested that the column may be
significant in understanding the hydration-driven transition between the A
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Fig. 6.12. A 2Fo −Fc Fourier map of the A conformation of DNA showing a string
of water molecules along the major groove, bridging phosphate oxygen atoms

(a) (b)

(d)(c)

Fig. 6.13. The results of neutron fiber diffraction analysis showing the four ordered
water sites in A-DNA [35]
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and the B forms of the double helix, and that its continuity in A-DNA and
disruption in B-DNA may be related to the cooperativity observed in the
transition.

6.6 Cellulose

Cellulose exists in a number of different forms depending on its origin and on
the way in which it is treated. During the last few years a number of studies
have been published in which X-ray fiber diffraction data have been combined
with neutron fiber diffraction data collected on instrument D19 at the ILL to
yield novel information that in all likelihood would never have been derived
using X-ray diffraction alone. The significance of these studies has recently
been summarized by Jarvis [37], who while noting the basic simplicity of cel-
lulose, also emphasizes the importance of hitherto unsolved questions relating
to the side-by-side packing of the molecules in their different forms – pack-
ing effects where hydrogen-bonding is of key importance. In all of the recent
fiber diffraction work carried out, X-ray data, typically to atomic resolution,
has been recorded and used to determine the location of the “non-hydrogen”
atoms in the cellulose structure. However, even at this resolution these work-
ers were not able to determine hydrogen atom positions from their electron
density maps [38], and used neutron fiber diffraction data to study hydrogen
bonding interactions in these structures. The first study using this approach
was that of cellulose II, where Langan et al. [39] were able to discriminate be-
tween two competing models and to unambiguously determine the hydrogen
bonding network in this structure. Figure 6.14 shows a 2Fo − Fc Fourier syn-
thesis map in which the observed amplitudes were measured from cellulose II
samples in which the OH groups had been replaced by OD through a process
of mercerization with NaOD.

In later studies, the same group of workers carried out detailed analyses
of the cellulose Iβ [40], and cellulose Iα [41] using high resolution X-ray and
neutron fiber diffraction data. The neutron analyzes were critical in establish-
ing the nature of the hydrogen bonding in each structure and in attempting
to understand the conversion between the two forms. Figure 6.15a shows the
neutron fiber diffraction patterns recorded both from a normal hydrogenated
sample of cellulose Iβ (yielding structure factor amplitudes Fh) and from an
analogous sample in which the OH groups had all been replaced by OD (yield-
ing structure factor amplitudes Fd). Figure 6.15b shows a difference Fourier
map computed from these data using coefficients (Fd − Fh), with phases cal-
culated from the best X-ray refined model for the carbon and oxygen atom
positions.

These results, combined with the synchrotron X-ray results, define the
structure of all atoms including hydrogen, at atomic resolution. They highlight
the well-defined nature of the intramolecular O3,. . .,O5 hydrogen bonding, and
show that the hydrogen bonding involving the O2 and O6 atoms is disordered,
imparting some stability to the sheet structure of cellulose Iβ.



6 High-Angle Neutron Fiber Diffraction 99

Fig. 6.14. 2Fo −Fc Fourier synthesis map in which observed amplitudes (Fo) were
extracted from neutron data recorded from deuterated cellulose (mercerized with
NaOD). This density map illustrates the presence of a network of hydrogen bonds
that is different from that inferred by previous X-ray diffraction work (see Langan
et al. [39])

(a) (b)

Fig. 6.15. (a) High-angle neutron fiber diffraction patterns recorded from cellulose
Iβ using the D19 diffractometer. The image is split into four quadrants - the left ones
relating to the hydrogenated cellulose and the right ones relating to the deuterated
cellulose. In each case the corresponding quadrants on the bottom show simulations
of the fitted intensities. The meridian (fiber axis) is vertical. (b) Section of the
(Fd − Fh) difference Fourier map, showing the position of the deuterium atoms
associated with the O3, O2, and O6 (see Figs. 6.4 and 6.5 in Nishiyama et al. [40])

Neutron results from the analogous study of cellulose Iα are shown in
Fig. 6.16. Again, two highly aligned and crystalline samples were produced,
one hydrogenated, and one deuterated. The neutron data were again recorded
using the D19 diffractometer at the ILL (Fig. 6.16a). The analysis followed
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OD OH

(b)(a)

Fig. 6.16. (a) High-angle neutron fiber diffraction patterns recorded from cellulose
Iα using the D19 diffractometer. As with Fig. 6.15a, the image is split into four
quadrants, the left ones relating to the hydrogenated cellulose and the right ones
relating to the deuterated cellulose, with the corresponding quadrants on the bottom
show simulations of the fitted intensities. (b) Section through the (Fd−Fh) difference
Fourier map, showing the position of the deuterium atoms associated with the O3,
O2, and O6 (see Figs. 6.4 and 6.5in Nishiyama et al. [41])

essentially the same procedure as described for cellulose Iα, with difference
Fourier maps calculated using the coefficients (Fd − Fh) and phases derived
from the best X-ray refined model. Figure 6.16a shows an (Fd−Fh) difference
Fourier map for the Iα structure.

The neutron analysis of cellulose Iα shows, as for the Iβ structure, that the
O3,. . .,O5 hydrogen bond is single and well-defined, and that the hydrogen
atoms associated with the O2 and O6 atoms are found in a number of partially
occupied positions, with occupancies that are notably different in the two
forms.

These definitive models for cellulose Iα and Iβ and their hydrogen bonding
networks have shed light on a number of issues relating to the stability of
cellulose and likely pathway followed in converting from one to the other. In
each structure the hydrogen bonding within the individual chains has been
confirmed, and new information on the way in which inter-chain interactions
occur has been revealed. As noted by Jarvis [37], these studies also describe a
packing configuration that implies the involvement of an ordered arrangement
of weak C−H, . . .,O hydrogen bonds between sheets of cellulose chains. Along
with hydrophobic interactions between sheets, this may explain the nature of
sheet stacking in cellulose. This type of combined X-ray and neutron approach
has also recently been applied to cellulose IIII [42].

6.7 Conclusions and Future Prospects

The work reviewed in this chapter illustrates the genuine complementarity
of X-ray and neutron diffraction methods in the study of biological systems.
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While X-ray fiber diffraction is well suited to definitive structural studies of
filamentous molecules, isomorphous replacement studies, and to the study
of conformational changes in polymer systems, it is usually very difficult
to use X-ray data to determine the location of ordered water or hydrogen
atoms. Early work [43–45] was successful in using Fourier synthesis methods to
investigate features of the B-DNA double helix, but were not very successful
in locating water positions around the molecule. Even though DNA samples
of this type rarely diffract to better than 3 Å resolution, neutron studies have
allowed a clear picture of the distribution of ordered water to be obtained,
particularly in the A and the D conformations. The recent work that has been
carried out on cellulose further emphasizes these points. Despite the availabil-
ity of X-ray data at atomic resolution, neutron analyses were required to deter-
mine the intrachain, interchain, and intersheet hydrogen-bonding interactions
responsible for the stability and properties of different forms of cellulose.

All of the neutron work described has been carried out on the D19 diffrac-
tometer at the ILL, using a thin banana-shaped detector that has an angular
aperture of 4◦ × 64◦. Despite being located on a thermal beam at one of the
best neutron sources in the world, the diffracted neutrons have been sadly
under-exploited in the past. The reason for this has been the limited size of
the detector. The approach used to collect datasets was, as described ear-
lier, to devise a sequence of detector and sample movements that allowed a
contiguous diffraction pattern to be constructed in reciprocal space from a
large number of individual detector measurements (see Fig. 6.6). At any given
instant in time during such an experiment, less than 5% of the diffracted
neutrons were detected. This has had huge implications for sample size, data
collection times and indeed the overall scope of the technique. In particular,
such experiments have until now been restricted to the study of polycrystalline
fiber samples in which the average diffracted intensity per pixel at the detector
is considerably higher than it is for samples that give continuous (layer line)
diffraction.

The D19 diffractometer is about to undergo a major upgrade, as shown in
Fig. 6.17. Further details of this project and its significance for chemical crys-
tallography and fiber diffraction is given by [46] and [47]. The new instrument
will mean that it will be possible to use samples that have hitherto been far
too small to study using neutrons. It will also mean that for the first time
detailed measurements will be possible of continuous diffraction from polymer
molecules. This type of diffraction predominates in diffraction studies of many
filamentous viruses such as Pf1 [48], TMV [49], a range of plant viruses [50],
as well as drug-DNA and protein-DNA complexes, and it is also a key aspect
of changes in ordering that occur during structural transitions [51]. For the
work on Pf1 filamentous phage, Mitsch [52] and Langan [53] have demon-
strated the feasibility of neutron fiber diffraction studies on D19 but were not
able to record adequate data as a result of the limited detector size. It should
be noted that this is exactly the type of work where the upgraded D19 will
have a major impact.
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Fig. 6.17. Cartoon showing the new D19 diffractometer at the ILL. The centerpiece
of this project is a large area detector that together with upgrades of other aspects of
the diffractometer will provide an efficiency gain of ∼25 on the original instrument

Examples of other work in progress that will benefit from this development
are studies of chitin aimed at understanding the involvement of water in the
structure, and studies of spider dragline silk that focus on the relationship
between the structures of the crystalline and amorphous components of the
system [54]. Numerous opportunities also exist for the investigation of key
problems in the study of amyloid fibers, where despite considerable progress in
the study of amyloid structures in a variety of systems [55–58], many structural
questions remain. Other developments in instrumentation suitable for neutron
fiber diffraction are under way at the Los Alamos LANCSE facility, where the
PCS instrument has been built [59, 60], at JAERI which accommodates the
BIX monochromatic diffractometers [61], at the FRM-II facility in Munich, at
the Rutherford-Appleton ISIS facility in the UK, and at Oak Ridge National
Laboratory in Tennessee.

Many of these studies will benefit from and exploit the availability of
purpose-designed facilities for the selective and nonselective deuteration of
biopolymer systems. Such a facility has been established jointly by the ILL
and the EMBL in Grenoble [14] and is now operational with an active and
expanding user-driven and in-house research programme. This facility, which
will form a key part of the new Partnership for Structural Biology (PSB)
between the ILL, the ESRF, the EMBL, and the IBS central facility opera-
tors in Grenoble, will have an important impact on the scope of future neu-
tron fiber diffraction work on a wide range of important biological polymer
systems, either through the provision of samples for which hydrogen inco-
herent scattering is effectively eliminated, or samples in which specific parts
of the structure have been labelled. A similar laboratory has since been set
up at the LANCSE facility at Los Alamos and one is also planned for the
Spallation Neutron Source (SNS) in Tennessee. The ability to label biological



6 High-Angle Neutron Fiber Diffraction 103

macromolecules in this way has obvious advantages. For crystallographic work
and high-angle fiber diffraction studies the elimination of hydrogen incoherent
scattering has a major impact in terms of the required sample size as well as
data collection times and data interpretation. It has been estimated that for
a neutron crystallographic study of a typical protein molecule one can expect
a gain of a factor of 10 in signal to noise if the protein is perdeuterated. Ex-
periments on perdeuterated myoglobin [62] and on perdeuterated DNA [32]
clearly demonstrate these advantages. Selective deuteration is also extremely
powerful, as has been demonstrated by Gardner et al. [63] in studies of syn-
thetic polymers. At lower resolution contrast variation can be used in studies
where specific parts of multicomponent systems are deuterated while the rest
of the structure remains hydrogenated and can be matched out [64].
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Neutron Scattering from Biomaterials
in Complex Sample Environments

J. Katsaras, T.A. Harroun, M.P. Nieh, M. Chakrapani, M.J. Watson,
V.A. Raghunathan

7.1 Introduction

The study of materials under difficult environmental conditions (such as high
magnetic fields, high pressures, shear, and 100% relative humidity) is by no
means straight forward and requires specialized equipment. These conditions
may at first seem nonbiological, except for those organisms adapted to extreme
environments, but a deeper understanding of biologically relevant materials
has been gained from such studies.

In many cases, these experiments are made easier by the fact that neu-
trons interact weakly, thus nondestructively, with many commonly available
materials, like aluminum and its alloys, suitable for the construction of sample
cells. Their relatively low cost and useful physical characteristics mean that
complex sample environments can readily be accessed with neutrons.

Lipid bilayers in water are perhaps the biologically relevant system most
studied under various experimental conditions. The complex phase behavior
they exhibit is of general interest to material science, as well as biology. Lipids
have been subjected to extremes of temperature and pressure; have undergone
detailed hydration studies; and have been aligned under shear and externally
applied magnetic fields. The intrinsic properties of neutrons along with the
ease of designing and constructing neutron sample environments have enabled
us to probe each of these conditions.

In this chapter, we will elucidate, with a variety of recent examples, the
power of neutron scattering as a tool to study biologically relevant materials
in complex sample environments.

7.2 Alignment in a Magnetic Field

In order to obtain structural details on the atomic scale, the use of a single
crystal sample is usually a prerequisite. However, obtaining single crystals of
a desired sample is not always possible as many molecules (e.g., deoxyribose
nucleic acid (DNA)) do not lend themselves to crystallization. In many such
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cases, however, the use of aligned samples makes it possible to determine
certain structural features of the system which can provide sufficient infor-
mation to construct realistic models. Examples of aligned systems providing
unique structural information are: DNA [1], plant viruses such as, tobacco
mosaic virus (TMV) [2, 3] and papaya mosaic virus (PMV) [4], and various
lipid bilayers [5, 6], to name a few.

Over the years, various strategies have been devised to orient samples that
have proven either difficult or impossible to crystallize. One such strategy is
to align biomolecules in an externally applied magnetic field, B.

The effect of externally applied magnetic fields on biological systems has
been the subject of many studies. In the 1930s, Pauling and Coryell [7] first
reported the paramagnetic susceptibility of deoxyhemoglobin and the diamag-
netic susceptibility of oxyhemoglobin. More recently, Higashi et al. [8] studied
the orientation of erythrocytes in magnetic fields up to 8 T (tesla) and found
them to orient with their disk plane parallel to B. Similar behavior was ob-
served with erythrocytes at 4 T [9].

Besides red blood cells, fibrinogen, a plasma protein, is polymerized and
aligned in magnetic fields [9]. Maret et al. [10], showed that fragments of
high-molecular weight native DNA partially align perpendicular to B and
that bases possessing diamagnetic anisotropy are responsible for this align-
ment. Moreover, Brandes and Kearns [11] demonstrated that liquid crystalline
phases of DNA align with the long molecular axes perpendicular to B. Other
biological systems that have been aligned in magnetic fields are nematic phases
of TMV [12] and membrane complexes such as retinal rods [13] and purple
membranes of Halobacterium halobium [14].

With regards to living organisms, frog embryos in a 1 T field [15] exhib-
ited no morphological differences from unexposed controls, suggesting that
magnetic fields have little or no effect with normal embryonic development.
However, a recent study on hemolymph samples from adult bees that had
undergone pupal development and emergence in a 7 T field, contained a lower
percentage of glucose than controls implying that trehalase enzyme activity
is depressed in high magnetic fields [16].

7.2.1 Magnetic Alignment of Lipid Bilayers

It is generally known that lipid membranes orient with their bilayer normals
perpendicular to B [17] as shown in (Fig. 7.1a). This is a result of the overall
negative diamagnetic anisotropy exhibited by the lipid hydrocarbon chains
and their high internal order. Magnetically oriented lipid bilayered micelles,
or so-called “bicelles” [18–20], possess great potential as biomimetic substrates
in aligning membrane associated peptides and proteins for in-depth structural
and dynamic studies. They are composed of a combination of short-chain and
long-chain phosphatidylcholines (PCs) such as, dihexanoyl PC (DHPC) and
dimyristoyl PC (DMPC), respectively. It is believed that the function of the
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(a) (b)

Fig. 7.1. Cartoon of (a) non-doped DMPC/DHPC mixture (DMPC:DHPC 3.2:1)
in the presence of 2.6 T applied magnetic field, B, and a temperature of 315±1 K.
Extended bilayered micelles or “finite” lamellar sheets align with their bilayer nor-
mals perpendicular to B. (b) The same system as in (a) but doped with Tm3+

ions. In this case, the extended lamellar sheets have their bilayer normals aligned
parallel to B. In both the doped and nondoped cases, the bilayers are believed to
be perforated [28, 29]. The long-chain DMPC molecules form the bilayer while the
short-chain DHPC molecules partition, primarily at the edges of the perforations
and the micelles

short-chain lipid is to coat the edges of the relatively small (diameter ∼10–
100 nm) bilayered micelle, thus protecting the hydrophobic DMPC chains from
coming into contact with water. The size of the bicelles is also dependent on
the molar ratio of the two lipid species [19,21].

In a magnetic field, the orientation of DMPC/DHPC mixtures is such
that the average bilayer normal, n, is perpendicular to B (Fig. 7.1a). In 1996,
Prosser et al. [22] doped mixtures of DMPC/DHPC with paramagnetic ions,
such as Tm3+, and found that the orientation of the system altered such
that n was now parallel to B (Fig. 7.1b). Compared to nondoped bicelles,
the orientation of the lanthanide (e.g., Eu3+, Er3+, Tm3+, and Yb3+) doped
bicelles resulted in better resolved NMR spectra. Moreover, the alignment
of the nondoped bicelles restricts, due to inhomogeneous broadening of the
NMR lines, the size of the membrane associated peptides that can be stud-
ied. This limitation is not there in the case of the doped bicelles [23]. Al-
though the DMPC/DHPC bicelle mixture was reconstituted with a number
of membrane-associated peptides and proteins [20,24–26], the morphology of
this magnetically alignable substrate was debatable.

In a series of publications, the structures of the lanthanide-doped, DMPG-
doped (dimyristoyl phosphatidylglycerol), and nondoped DMPC/DHPC
systems (3.2:1, DMPC:DHPC) were reported as a function of temperature
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Fig. 7.2. N5 triple-axis spectrometer with M2 superconducting magnet/cryostat
located at the NRU reactor (Chalk River, Canada). 2.37 Å wavelength neutrons were
selected using the (002) reflection of a pyrolytic graphite monochromator. The M2
magnet/cryostat is a somewhat unique instrument in that it produces a horizontal,
rather than a vertical magnetic field

and total lipid concentration [27–29]. Using the C5 and N5 triple-axis spec-
trometers (Fig. 7.2) located at the National Research Universal (NRU) reactor
(Chalk River, Canada) and 2.37 Å neutrons, the samples were subjected to a
2.6 T horizontal magnetic field (Fig. 7.2), as in the NMR experiment.

At a temperature of 315±1 K, the nondoped DMPC/DHPC mixture sus-
pended in 77 wt% D2O formed a nematic phase, characterized by a single
broad peak centered at Q ∼0.05 Å−1 (Q = 2π/d, where d is the lamellar
repeat spacing) (Fig. 7.3a), and resulting from bilayered micelles or small
bilayer sheets possessing long-range orientational order but lacking positional
order [27]. In this phase, the system’s bilayer normals are perpendicular to the
magnetic field (Fig. 7.1a) and analogous to a lipid/detergent system studied
by X-ray scattering [30]. Upon addition of Tm3+ ions (DMPC:Tm3+, 7.5:1),
the system underwent a nematic → smectic transition, as exemplified by the
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Fig. 7.3. Scan in Q of (a) DMPC/DHPC system in the absence of Tm3+, at a T
of 315 K and a 2.6 T field. The broad peak centered at ∼ 0.05 Å−1 is indicative of
a nematic phase (1D ordering, see Fig. 7.1). (b) The addition of Tm3+ ions results
in a smectic phase (2D order) with well-defined Bragg reflections. The inset to the
figure shows that the phase is highly aligned, within a degree, or so, of the applied
magnetic field. (c) Removal of the magnetic field results in a less ordered smectic
phase, as indicated by the rocking curve (inset), with the lamellar spacing remaining
unaltered. For further details the reader is referred to [27]

appearance of well-defined Bragg reflections (Fig. 7.3b), and indicative of a
system possessing a well-defined interbilayer spacing, d, of 116 Å. Moreover,
the system was shown to be highly aligned with the rocking curve having an
FWHM of ≤1◦ (inset to Fig. 7.3b). In the absence of an applied magnetic
field, the orientation of the system is, for the most part, lost (Fig. 7.3c and
inset) while the phase remained unaltered. In summary, the doping of the
DMPC/DHPC mixture with Tm3+ ions resulted in the system undergoing a
nematic → smectic transition while the magnetic field imparted an alignment
to the system [27]. The above-mentioned study was later refined, in the ab-
sence of a magnetic field, using small-angle neutron scattering (SANS) [28,29]
and whose partial phase diagrams are presented below (Fig. 7.4).

7.2.2 Neutron Scattering in a Magnetic Field: Other Examples

In 1989, Hayter et al. [31], reported on SANS measurements of ferrofluids con-
taining TMV and tobacco rattle virus (TRV). In this case, the nonmagnetic
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Fig. 7.4. Partial phase diagrams of (a) the Tm3+-doped DMPC/DHPC system
at a ratio of 3.2:1 (DMPC:DHPC) and (b)the non-doped DMPC/DHPC system.
In the Tm3+-doped system two morphologies are observed at high temperatures
(T): Unilamellar vescicles (ULVs) at lipid concentrations approximately 0.01 gml−1

and perforated lamellae at concentrations 0.05 gml−1 wt%. For T below 15◦C, the
mixture exhibits an isotropic phase composed of bilayered micelles. Compared to
Tm3+-doped DMPC/DHPC mixtures, the nondoped DMPC/DHPC system exhibits
a much more complex phase behaviour, and the appearance of multilamellar vesicles
(MLVs) instead of ULVs seen previously in the Tm3+-doped system. The SANS data
used to determine the various morphologies were collected at the National Institute
of Standards and Technology (NIST, Gaithersburg, USA) using the NG-7 30 m
instrument

viruses were aligned by the magnetic ferrofluid in a modest external field.
Using this colloidal dispersion the contrast between the dispersed particles
and the ferrofluid carrier was altered giving rise to information with regards
to some structural features of these systems. Since most biological materi-
als possess neither sufficiently anisotropic magnetic properties to align in a
magnetic field nor morphological characteristics to respond to alignment via
shear, ferro-dispersed suspensions offer a method of aligning colloidal particles
in suspension. In addition, their ability to align in low concentrations is par-
ticularly important when it comes to samples which are not readily available
in large quantities.

Groot et al. [32] reported on SANS studies carried out using Na-DNA
fragments at concentrations between 190 and 285 mg ml−1. Applying a mag-
netic field either perpendicular or parallel to the incident neutron beam they
were able to deduce the cholesteric or chiral nematic structure of the liquid
crystalline solutions. When B was applied in a direction parallel to the in-
cident neutron beam the small-angle scattering was found to be isotropic.
This is not surprising as the incident beam was parallel to the pitch of the
cholesteric phase. On the other hand, when the direction of B was changed to
be perpendicular to the incident neutron beam, the resultant scattering was
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anisotropic. It should be noted that the average direction of DNA molecules
is perpendicular to the magnetic field.

Kiselev et al. [33], determined the orientation of pure DMPC MLVs
below and close to the main gel–liquid crystalline transition, TM, and of
DMPC/C12E8 (dodecyl-octaethyleneoxide) mixed micelles in magnetic fields
from 1 to 4 T. It was determined that spherical DMPC vesicles deform to an
ellipsoidal shape at B = 2 T while the mixed micelles of DMPC/C12E8 forms
a Gaussian-coil, composed of rod-like micelles, irrespective of the magnetic
field strength. In the case of liquid crystalline DMPC vesicles, the degree of
deformation was more pronounced than gel phase DMPC vesicles.

Mucins are polyelectrolytes whose rigidity can be altered as a function of
pH. For stomach mucins, molecular weights of between 2×105 and 1.6×107

Da have been reported with their structure related to the function that they
perform, namely to protect the stomach epithelium from its surrounding en-
vironment. They supposedly do so by forming dense viscoelastic gels at low
pH (e.g., pH 2) [101] and the side chain interdigitation is crucial in the net-
work’s formation [102]. A recent study by Waigh et al. [103] showed that in
the absence of a magnetic field these side chains form a polydomain nematic
phase, while a monodomain phase is induced when a 1.48 T magnetic field
is applied. The magnetic field was found to orient the molecules with their
long axis pointing in the direction of the field. Moreover, the field was used
to study the nature of entanglement couplings between the side chains.

7.3 High Pressure Studies

The potential of pressure in biological systems as a thermodynamic variable re-
mains largely unexplored even though pressures experienced by many aquatic
organisms is in the range of ∼50 MPa, or greater. At these pressures, there
are most likely, significant effects on macromolecular structure and function.

Pressure has the effect of reversibly denaturing proteins and can therefore
be used as a means of studying protein folding and protein interactions [34,35].
In the recent past, high pressure has emerged as a method to stabilize folding
intermediates [34]. The molecular basis of protein–RNA and protein–DNA
recognition is intricately related to the thermodynamics of the system. Recent
studies have shown that pressure can inactivate viruses while preserving their
immunogenic properties [36,37].

One of the least developed areas using pressure is high-pressure protein
crystallography. Kundrot and Richards [38] carried out the first high pres-
sure X-ray crystallographic study using hen egg-white lysozyme at a pressure
of 100 MPa using a dead end-bored beryllium rod [39]. A similar device was
used to study sperm whale myoglobin at 150 MPa [40]. More importantly,
Urayama et al. [40] developed a technique whereby the pressurized crys-
tal is cooled, “freezing-in” pressure-induced collective movements and elimi-
nating a pressure cell during data collection. Studies on myoglobin [41, 42],
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lysozyme [39,43,44] and staphylococcal nuclease [45] show that protein crys-
tals are robust and can withstand substantial amounts of pressure.

An area of ongoing interest is the effect of hydrostatic pressure on lipid
phase behavior and dynamics. The response of lipid bilayers to pressure can
provide some insight into the effect of other perturbations at ambient pressure.
Pressure dependent structure and phase behavior of lipid systems has been
studied over the years by Winter and co-workers using a combination of X-ray
and neutron scattering [46–49].

7.3.1 Hydrostatic Pressure and Aligned Lipid Bilayers

The main gel–liquid crystalline transition (TM) in lipid bilayers has attracted
a great deal of attention in the last few decades. In the case of phosphatidyl-
choline lipids such as DMPC, one outstanding issue is with regards to the
structural changes occurring in the vicinity of the main transition. On decreas-
ing temperature, the lamellar repeat spacing, d, of liquid crystalline DMPC bi-
layers increases nonlinearly. This nonlinear increase in lamellar repeat spacing,
or “anomalous swelling,” in the vicinity of TM, has previously been reported
by various groups studying PC bilayers [50–59]. The commonly accepted view
is that this anomalous swelling is a pretransitional effect.

One possibility, put forth by Nagle in 1973, is that a critical transition gets
intercepted by the first-order main transition [60]. Another point of view is
that due to some intrinsic bilayer property, the main transition itself is weakly
first-order [61]. Recently, Pabst et al. [62] demonstrated that the majority of
the anomalous swelling is the result of increasing interbilayer water, and a
sudden decrease of the bilayer bending rigidity, Kc. Of importance is that the
functional form of Kc follows a power law dependence near TM.

In 1986, Lipowsky and Leibler [63] predicted the critical unbinding (i.e.,
loss of periodicity) of a membrane stack, due to steric repulsion, independent
of the anomalous swelling phenomenon occurring in lipid bilayers. One reason
that leads to membranes unbinding, is a reduction in Kc causing bilayers to
undulate and repel each other [63]. It therefore seems that one can relate
thermal unbinding and anomalous swelling, both the result of a decrease in
Kc, leading to a temperature dependence of the lamellar periodicity, given by
d ≈ (T−Tc)−ψ, where Tc is the unbinding temperature. The critical exponent,
ψ, is predicted to be unity.

If the functional form of Kc with respect to temperature is reflected in
the functional form of the anomalous swelling, then pressure can be used to
interrogate the region in the vicinity of TM. Pressure also allows one to study
the behavior of short chain lipids whose TM is below 0◦C.

Compared to isotropic or “powder” samples the use of aligned samples is
highly desirable as the signal from these samples is anisotropic and usually eas-
ier to decipher. In the case of X-ray or neutron scattering an oriented sample
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allows for the differentiation of the inter-bilayer (lamellar repeat spacing) and
intra-bilayer (hydrocarbon chain correlations) organization [64]. Also, due to
the fact that the signal is not spread-out over 2π, much less sample is required
to obtain a good signal to noise ratio.

Watson et al. [65] recently constructed a sample cell suitable for neutron
scattering from aligned lipid multibilayers and capable of exerting hydrostatic
pressures up to 370 MPa over a temperature range of between −10 and 100◦C
(Fig. 7.5a). The advantage of this cell compared to other high-pressure neutron
cells [66, 67] is that it allows for the study of samples whose quantities are
limited and in conjunction with a 2D detector the in-plane and out-of-plane
correlations can easily be obtained both as a function of temperature and
pressure.

Aluminum was chosen as the material to construct the cell as it is prac-
tically transparent to neutrons. At ambient temperatures Al is reasonably
corrosion resistant. However, the same cannot be said at elevated temper-
atures. In order to retard the corrosion process the sample block was hard
anodized (Fig. 7.5b). Although the measures taken did reduce the amount of
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RUPTURE DISC
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Fig. 7.5. (a) Pressurized sample cell assembly rated for hydrostatic pressures up
to 370 MPa and suitable for neutron diffraction of aligned biomimetic systems. (b)
Neutron sample cell assembly constructed from 7075-T6 Al alloy. The sample cell
was hard anodized to reduce corrosion and fitted with helicoils, on both ends, to
reduce stretching of the threads. A Zn sacrificial anode was used to further retard
the corrosion process much evident at elevated temperatures. For further details
please refer to [65]
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Fig. 7.6. Lamellar repeat spacings, d, as a function of temperature and a given
hydrostatic pressure for fully hydrated dilauroyl phosphatidylcholne (DLPC) and
DMPC multibilayer stacks. The insets to the figures depict so-called “rocking
curves,” a direct measure of the samples alignment. The open and closed symbols
were obtained upon cooling and heating, respectively. The solid lines are the best
fits to the equation d − d0 ∝ (T − T �)−ψ. For further details please see [65,68]

corrosion, nevertheless the maximum attainable temperature at 370 MPa of
hydrostatic pressure, was ≤60◦C.

Figure 7.6 shows the relationship between d and T at a given pressure for
dilauroyl phosphatidylcholine (DLPC) and DMPC aligned multibilayers [68].
The data were fitted to the power law form proposed by Lemmich et al. [53]
namely d − d0 ∝ (T − T �)−ψ where d0 is the repeat spacing well into the
liquid crystalline phase (high T ), and ψ, the critical exponent, is 1. It was
interesting to note that as a function of increasing pressure there is a definite
decrease in the amount of anomalous swelling taking place in DMPC bilayers
and that the power law form of anomalous swelling is preserved up to 240 MPa
of hydrostatic pressure. The anomalous swelling of DMPC bilayers is found
to decrease with increasing pressure, but the functional form of Kc near TM

is preserved even at the highest pressure used.
An important result from these studies was that in DLPC bilayers com-

plete unbinding may take place at hydrostatic pressures in excess of 290 MPa
[68]. Presently, we have been unable to carry-out the requisite experiments
to test this prediction as our sample cell has proven, due to corrosion, in-
capable of attaining the necessary hydrostatic pressures. However, we are
in the process of designing and constructing a new cell made out of cop-
per/beryllium.
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7.3.2 High Pressure Neutron Scattering Experiments:
Other Examples

Czeslik et al. [46] studied the lateral organization of the binary lipid mixture,
DMPC/DSPC (distearoyl phosphatidylcholine) at hydrostatic pressures up
to 100 MPa. What was observed was an increase of 22◦C/100 MPa of applied
pressure of the two phase coexistence region. They also noted the existence
of fractal-like membrane morphologies within the gel–liquid crystalline coex-
istence region and not the kind of phase separation that one would anticipate
on the basis of the thermodynamic equilibrium phase diagram. Compared to
ambient pressure, the fractal exponent of coexistence mixture changed slightly
at 100 MPa.

Worcester and Hammouda [69] studied, as a function of temperature and
pressure, the behavior of PC lipids with C20 (diarachidoyl, DAPC) and C22
(dibehenoyl, DBPC) hydrocarbon chains. Worcester and Hammouda observed
that DBPC formed interdigitated bilayers at pressures <60 MPa while DAPC
formed a similar phase at 60 MPa of pressure showing that the minimum pres-
sure for interdigitation changes systematically with the length of the hydro-
carbon chains. Other disaturated PCs, such as DPPC and DSPC (distearoyl
phosphatidylcholine) have also been observed to form such interdigitated
phases [70].

Doster and Gebhardt [71] reported on the dynamics and stability of myo-
globin. As a function of pressure, the evolution of the protein–solvent bonds
and the unfolding transition were observed. The pressure-induced unfolding
of the protein took place above 300 MPa with ≈40% of the protein’s helical
structures being preserved in the unfolded state. Doster and Gebhardt con-
cluded that pressure enhanced protein–solvent interactions may be a factor in
destabilizing the native state of the protein.

Loupiac et al. [72] reported on horse azidometmyoglobin (MbN3) at pres-
sure up to 300 MPa. As a function of pressure the protein’s radius of gyration
remained unaltered up to 300 MPa. From the second virial coefficient of the
protein solution the authors determined that the protein–protein repulsive
forces, although diminished, were never overcome even at 300 MPa while the
specific volume of MbN3, compared to atmospheric pressure, decreased by
5.4% at 300 MPa.

Köhling et al. [73] studied the phase behavior of dioctyl sulfosuccinate
sodium (AOT)-n-octane–water mesophases as a function of pressure (0.01–
300 MPa). The incorporation of the water-soluble enzyme α-chymotrypsin
with the surfactant mixtures resulted in significant changes to the structure
and phase behavior of the various surfactant mesophases with the observed
changes enhanced with increasing pressure. The application of pressure re-
sulted in fluid lamellar and bicontinuous surfactant phases. Ultimately, the
changes in α-chymotrypsin activity, as a function of pressure, were attributed
to changes in the surfactant mesophase structure and not to any changes in
tertiary or secondary protein structure.
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7.4 Shear Flow Induced Structures
in Biologically Relevant Materials

Some of the earliest reports of the use of shear flow to study soft materials were
by Scheraga and Backus [74], and Ackerson and Clark [75]. Since then, the use
of shear has allowed the observation of shear-induced structural transforma-
tions in a wide variety of soft materials [76]. Shear-induced transformations
in complex fluids include: micellar elongation and alignment [77], isotropic to
nematic transitions [78] and the formation of multilamellar vesicles [79–81].
In the case of biologically relevant materials shear has been used to crystallize
various fats (e.g., milk fat, cocoa butter) [82], study the aggregation of casein
micelles in undiluted skim milk [83], measure the extent and rate of adhesion
of leukemia cells [84], and the alignment of lecithin reverse micelles [85], to
name a few. In all of the above-mentioned studies, shearing devices of different
geometries have been developed to induce the necessary shear.

7.4.1 Shear Cells Suitable for Neutron Scattering

Over the years, a variety of shear cells have been developed for the study of
shear-induced structures using X-ray [86–90] and neutron [91–98] scattering
techniques. Shear gradients >103 s−1 needed to study colloidal particles and
micellar solutions are readily achievable by either Poiseuille or Couette type
cells (Fig. 7.7). Generally, Couette flow is preferable because the cell diameter
(d) is much smaller than the gap width (r) resulting in a constant gradi-
ent across the gap, whereas the characteristic flow in a Poiseuille cell has a
parabolic velocity profile [99].

The first widely used Couette type cell suitable for neutron scattering was
constructed by Lindner and Oberthur at the Institut Laue-Langevin (ILL). In
the Couette geometry the sample is sheared between two concentric cylinders,
usually made out of polished quartz. The inner cylinder, the stator, is station-
ary while the outer one rotates (rotor). The difference in velocity between the
outer and inner cylinders divided by the gap separating them, gives rise to the
average applied shear experienced by the sample. Although the basic Couette
design has remained relatively unaltered since its inception, nevertheless in
the last couple of years improvements to the basic design have been made.
One such improvement has been made by Porcar et al. [98], whereby they
have designed a cell capable of operating at shear rates up to 15,000 s−1 with-
out liquid losses due to evaporation. The cell, like many others of its type,
is temperature controlled and capable of accepting sample volumes as low as
7 ml.

A shear cell suitable for the study of liquid–solid interfaces by neutron
reflectometry and SANS was designed a decade ago by Baker et al. [94]. The
shear rates were altered by changing, over three orders of magnitude, the
volume flow through the cell under laminar flow conditions. Recently, a new
type of shear cell designed for the study of interfaces was described by Kuhl
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Fig. 7.7. (a) Poiseuille flow cell made out of quartz. (b) A typical concentric cylinder
Couette type shear cell. Couette flow results in a constant gradient across the gap,
whereas the characteristic in a Poiseuille cell is that shear rate tends to zero toward
the center of the flow cell. Both the Poiseuille and Couette type shear cells are
capable of being interrogated in the radial and tangential directions. For further
information the reader is referred to [95] and [98]

et al. [97]. This shear cell, suitable for neutron reflectometry, has the ability
to control surface separation (i.e., gap) and alignment under applied loads.
The gap size is variable from millimeters to <100 nm and capable of exerting
steady shear rates from 0.001 to 20 s−1. The difference between the two above-
mentioned reflectometry shear cells is that the one by Kuhl et al. [97] achieves
shear by the lateral motion of the lower substrate relative to the stationary
upper substrate. Throughout the shearing process the substrates maintain a
defined gap separation. The difference between the Baker et al. [94] and Kuhl
et al. [97] shear cells is that for the latter case, the shear is occurring at the
substrate interface rather than the solvent flow/sample interface as in the case
of the cell by Baker et al.

7.4.2 Shear Studies of Biologically Relevant Systems

Shear cells have traditionally been used to examine polymeric systems,
however, over the years there have been examples of studies investigating bio-
logically relevant materials. Schurtenberger et al. [85] studied the alignment of
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lecithin/isooctane solutions using a Couette type shear cell and SANS. They
obtained, as a function of shear rate, direct evidence of water-induced cylin-
drical (anisotropic) growth in reverse micelles in a 1 mm gap. The amount of
sample required was only 8 ml.

Renard et al. [100] studied the effect of shear on the structure of a protein–
polysaccharide mixture, namely bovine serum albumin (BSA)/hydroxyethyl
cellulose (HEC) or BSA/carboxymethyl cellulose (CMC). SANS measure-
ments carried out under static and shear conditions (0.5 mm gap and shear
rates between 0.1 and 100 s−1) indicated that shear aligned the various mix-
tures, with some preferential alignment taking place along the direction of
flow. This anisotropy, however, disappeared at elevated shear rates.

There is a growing interest in hierarchical molecular self-assembly as such
nanostructured materials may have commercial potential. For example, cer-
tain peptides exhibit a variety of supramolecular structures as a function of
increased peptide concentration in water [104]. Recently, Mawer et al. [105]
studied the possible mesoscopic structures responsible for the nonlinear rhe-
ology of self assembling peptide fibrils and fibrillar networks. As a function
of shear rate (0–500 s−1), the orientation of the nematic director in the fluid
and gel phases was studied using SANS. In the velocity direction (radial),
self assembled fibril structures consisted of 8–10 single β-sheet tapes (single
molecule thick) which upon gelation increased to between 10 and 12 tapes. At
moderate shear rates, SANS data was found to be consistent with that of an
oriented nematic gel network formed of semiflexible fibrils, while at high shear
rates the linkages between the fibrils broke leading to a reduction in sample
viscosity.

7.5 Comparison of a Neutron
and X-ray Sample Environment

Under any circumstance, the study of materials in difficult environments is
not trivial. However, because of their penetrating power (interact weakly)
with many commonly available materials, particularly aluminum and its
alloys, neutrons have a distinct advantage over X-rays in construction sim-
plicity and cost. Besides aluminum, other commonly used materials for sam-
ple cell environments are vanadium and Ti66:Zr34 commonly used as a null
scattering alloy. As mentioned previously, Cu–Be alloy and Maraging steel
are suitable for high pressure studies, while for high temperatures sapphire
and Inconel have been used [106]. All of these materials have almost no trans-
parency to X-rays. Here we present an example of a neutron and X-ray sample
cell capable of fully hydrating aligned lipid multibilayer stacks.

7.5.1 100% Relative Humidity Sample Cells

In elucidating structure, there are advantages of studying aligned lipid multi-
bilayer stacks as opposed to isotropic multilamellar vesicles. The problem was
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that when the lipid bilayers aligned on a solid support were hydrated in a
100% relative humidity (RH) environment, the lamellar repeat spacing, d,
was found to be consistently smaller that the same MLV material immersed
in bulk water [107–109]. This posed a serious problem as in equilibrium, the
chemical potential of water vapor at 100% RH and that of bulk water, are
the same. Since these results are paradoxical, this discrepancy between sam-
ples hydrated from 100% RH and bulk water came to be known as the vapor
pressure paradox (VPP) [110]. Moreover, in 1997 a theory was published to
explain the underlying mechanism of VPP [111].

The theory by Podgornik and Parsegian [111] stated that lipid bilayers
aligned on rigid supports experience a global suppression of bilayer fluctua-
tions, not just at the sample interfaces, as a result of the rigid substrate and
the lipid/water vapour interface. This reduction in bilayer fluctuations results
in smaller entropic repulsion pressures and concomitantly, reduced d. A some-
what less elegant explanation was that all of the data contributing to the VPP
were obtained from experiments utilizing sample cells that were incapable of
attaining 100% RH.

To elucidate this discrepancy between theory and experiment, a sample
environment suitable for neutron diffraction was designed with the following
characteristics: (a) Reduce temperature gradients. (b) Minimize the volume
around the sample. (c) Have an “evaporative surface” in close proximity to
the sample. A sample cell, similar the one in Fig. 7.8a, was designed and
built at Chalk River Laboratories (Canada). The neutron diffraction results
conclusively demonstrated that VPP was an artifact due to poorly designed
sample cells over a period of three decades [112].

The concepts of the 100% RH neutron cell (Fig. 7.8a) were transferred to
a sample cell suitable for X-ray diffraction (Fig. 7.8b) [64]. Comparing the
two cells (Fig. 7.8), one can easily come to the conclusion that the X-ray
cell is a much more complicated device. This was necessary as X-rays are
generally not highly penetrating and require special, nonabsorbing “win-
dow” materials. These windows possess different thermal properties than the
other materials used in constructing the sample cell, leading to the pos-
sibility of thermal gradients and the reality of RHs <100%. Nevertheless,
the X-ray sample cell, shown in Fig. 7.8b, was able to achieve the requisite
humidities and yielded results indistinguishable from those obtained from
neutrons scattering experiments. However, the costs of design, construc-
tion, and implementation of the X-ray cell were ≈20 times that of the
neutron sample environment.

7.6 Conclusions

It is the hope of the authors that this brief review has provided the reader
with comprehensive information to the various sample environments, suitable
for biologically relevant studies, and presently used by the various neutron
scattering laboratories worldwide. It should be said that there are few, if
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Fig. 7.8. Comparison of (a) 100% relative humidity (RH) cell suitable for neutron
scattering and (b) similar cell suitable for X-ray diffraction. Because X-rays are easily
absorbed, choosing the materials to construct various parts of the sample cell is not
trivial and results, in comparison to the neutron sample cell, in a rather complicated
design with concomitant costs. Moreover, and unlike the X-ray sample cell, the one
for suitable neutrons can be filled with liquid water. For further information with
regards to these two samples environments the reader is referred to [64,112,113]

any, sample environments that exist for neutron scattering that cannot be
replicated for use with X-rays. Generally speaking, however, because the
interaction of neutrons with many commonly used materials is weak, the de-
sign of a particular sample environment, compared to the one for use with
X-rays, is simplified.

Up to now there have not been an abundance of biologically relevant stud-
ies that have used the sample environments described in the present review.
However, the hope is that the benefits presently experienced by the colloidal
and polymer communities will become evident to those studying biomimetic
materials especially, the use of shear to align systems as shear cells are ubiq-
uitous in neutron scattering laboratories.

The use of hydrostatic pressure is another potential growth area as the
interest in protein unfolding is ever increasing. Future samples cells capable
of routinely exerting 500–600 MPa of hydrostatic pressure are not out of the
question.
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Small-Angle Neutron Scattering
from Biological Molecules

J.K. Krueger, G.D. Wignall

8.1 Introduction

The technique of small-angle neutron scattering (SANS) has developed into a
powerful tool for the study of biological macromolecules in solution. SANS is
applicable over a wide range of length scales (∼10–1000 Å) and yields infor-
mation about size, shape, and domain orientations, conformational changes
and/or flexibility, as well as molecular associations in solution – all of which
can be key to discerning molecular interactions that are essential for intra-
cellular function. Using SANS, the contrast of individual components within
a macromolecular complex can be manipulated systematically through ei-
ther isotopic labeling (deuteration) and/or an appropriate choice of solvent.
Thus, SANS is a unique technique offering the only available method for
extracting structural information on each component within a composite of
interacting biomolecules under near physiological conditions. In combination
with advances in molecular biology techniques (and the increasing number
of high-resolution data on component structures), substantial improvements
in neutron sources, and instrumentation at leading neutron scattering insti-
tutions have broadened the potential impact of SANS in modern structural
molecular biology.

This article will discuss instrumentation, theory, and practical aspects with
biological examples to highlight the power of the SANS technique, and will
attempt to explain the physics of scattering with the minimum of unnecessary
detail and mathematical rigor. The aim is to aid potential users who have
a general scientific background, but no specialist knowledge of scattering to
apply the technique to provide new information in areas of their own particular
research interests.

8.1.1 Why Neutron Scattering is Appropriate and Comparison
with Other Low-Q Scattering Techniques

Neutron scattering had its origin in 1932, the year that marked the discovery
of the neutron by Chadwick [1]. Initially, the technique of neutron scattering
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was used mainly for the study of “hard” crystalline materials. Such studies
continue to give important structural information [2], though during the last
two decades, the technique has been used increasingly by scientists from other
disciplines, including those with “soft” matter applications, such as organic
polymers and biological macromolecules. Many of these systems contain co-
pious amounts of hydrogen, either in their molecular constitution or when
suspended in aqueous or H1-containing solvents, thus they are particularly
suitable for applying deuterium-labeling techniques.

Scattering techniques have been employed for decades to provide infor-
mation on the spatial arrangements of macromolecules and for those that
crystallize, most high-resolution structures have been determined by X-ray
diffraction via Bragg’s law

λ = 2d sinφ/2, (8.1)

where d is the distance between crystallographic planes, λ is the wavelength
and φ is the angle of scatter. In the literature, 2θ is widely used as an al-
ternative symbol for φ, the angle of scatter. For elastic scattering, where the
energies of the incident and scattered radiation (neutrons, X-rays etc.) are
the same, the intensity, I(Q), is measured as a function of the momentum
transfer, Q

Q = 4πλ−1 sinφ/2. (8.2)

Combining equations (1) and (2) gives

d = 2π/Q. (8.3)

Although Bragg’s law (Eq. 8.1) does not apply to noncrystalline materials,
a Fourier or inverse relationship between the structure in real space (r) and
the scattering in Q-space, means that Eq. 8.3 may be applied to first order for
all types of scattering. Thus, data at small-Q probe longer distances, and in
order to study the length scales (∼101–103 Å) that are important for biomole-
cules, we need to work at low Q-values (10−3– 10−1 Å−1) and collect data at
small angles (2θ = φ < 15◦), using long wavelength (5 < λ < 20 Å) or “cold”
(i.e., low energy) neutrons. These measurements are conventionally referred to
as small angle scattering, although it is the Q-range which determines the size
of objects studied, and radiations with other wavelengths (e.g., light, X-rays)
can obviously provide complementary information in different angular ranges.
For example, light scattering (LS), with wavelengths in the range 2–6×103 Å,
probes a much smaller Q-range (∼10−6 < Q < 10−3 Å−1) than small-angle
X-ray scattering (SAXS), even though the angular range can be quite large
(up to 2θ = φ ∼160◦). Hence, LS measurements probe distance scales, via
Eq. 8.3, up to ∼ 10 µm and the technique has been used extensively since the
1940s to determine the molecular weights and global dimensions of macro-
molecules and aggregates, for example in dilute solution [3].
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X-ray scattering using Cu Kα (λ = 1.54 Å) probes the interatomic length
scales of ∼101–103 Å over a larger Q-range (∼10−3 < Q < 10−1 Å−1) than
LS. Neither SAXS nor LS can be applied to the condensed state or to concen-
trated solutions, due to the difficulties of separating the intermolecular and
intramolecular contributions to the structure. However, SANS eliminates this
limitation and has been widely used to study macromolecules in overlapping,
“crowded” environments. By deuterium-labeling a fraction of the molecules,
it is possible to measure the individual molecular dimensions [4–6] and such
“high-concentration labeling” methods are important for synthetic polymers
in the condensed state. However, they are not particularly relevant to biologi-
cal samples, which are often very dilute solutions (typically in the micromolar
range), so biopolymers are usually studied in the limit of zero concentration.
In principle, SANS measurements in dilute solution offer the same information
as SAXS, which permit the elucidation of molecular dimensions via the elec-
tron density contrast between a macromolecule and solvent. However, even
in this limit, SANS has distinct advantages. Greater signal to noise may be
obtained with the neutron technique since it is less sensitive to dust particles
than is LS. Also, contrast for LS depends on the refractive index difference,
while that for X-rays depends on the electron density difference. These differ-
ences between organic biomolecules and their contaminants are not great, so
in general the signal-to-noise is less than for neutrons, where strong contrast
may be achieved by means of deuterium labeling.

For LS, the scattering patterns are dependent on the polarization direc-
tions, yet chemical bonding has little effect on SAXS or SANS where there
is negligible influence of the differences between the directions of radiation
polarization and molecular orientation [7]. Hence, polarization effects can be
neglected in SAXS and SANS experiments.

Neutrons demonstrate convincingly the wave–particle duality of matter
and scattering experiments exploit both aspects of neutron behavior. A typical
“cold” neutron with incident particle velocity, vo, of 750 m/s, has a wavelength
of 5.3 Å (via the de-Broglie relation, λ = h/mvo where h is Planck’s constant
and m is the neutron mass), which is the same order as the nearest neighbor
spacing between biological macromolecules. The neutron lifetime is 885.7 ±
0.8 s [8], and as the maximum length of neutron scattering instruments is ∼
102 m for SANS (and even less for other instruments), the time of flight during
an experiment is typically � 1 s.

The kinetic energy, E0, is given by E0 = mv2
o/2 = 0.003 eV or 4.7 ×

10−15 ergs [9], which are much lower than X-ray photons (∼10 keV). If no
energy change takes place in the scattering process, the energies of the incident
and scattered beam are equal and the scattering is termed elastic. If energy is
transferred, there is a finite difference (∆E �= 0) between the energies of the
incident (E0) and scattered (E1) beams, which may be regarded as a Doppler
shift in the scattered wavelength due to thermal motion of the nucleus, and
the process is termed inelastic. If ∆E is small compared to the incident energy
(E � E0), the scattering is termed quasi-elastic.
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Most neutron scattering measurements on biomolecules have involved scat-
tering at small values of the momentum transfer (Q → 0) and as mentioned
above, this type of measurement is conventionally referred to as small-angle
(rather than small Q) neutron scattering though the terms are equivalent for
the long wavelengths or “cold” neutrons (λ > 5 Å). It may be shown [10] that
for such long wavelengths, Q → 0 implies E1 → E0 and the scattering is
predominantly elastic, as any neutron scattered with a large energy transfer,
E, could not satisfy both energy and momentum conservation at small-Q.

For most applications discussed in this chapter, neutron and X-ray scat-
tering are examples of predominantly elastic scattering, where the incident
and scattered radiation have the same energy or wavelength. Such experi-
ments give information on the time-averaged structure of the system. There
has been work involving inelastic processes, where there is a change of energy
on scattering and the incident and scattered radiation have different wave-
lengths. This technique gives valuable information on dynamics [11], though
this methodology is beyond the scope of this article, which will seek to il-
lustrate how SANS has complemented and expanded the information from
other scattering techniques, while emphasizing the analogies and differences
between neutron and photon scattering.

8.1.2 Complementary Aspects of Light, Small-Angle Neutron
and X-ray Scattering for Solution Studies

Light scattering is useful for studying the state of association or conformation
of biological macromolecules in solution [12]. Both static (elastic) and dynamic
(quasi-elastic) light scattering techniques are generally easy to perform and
can be done on solutions with relatively low concentrations of analyte. The
static light scattering (SLS) experiment monitors the total light scattering
intensity averaged over time and can provide information on the “apparent”
molecular weight (Mapp) and the radius of gyration (Rg) of the macromolecule
in solution.

Dynamic light scattering (DLS) experiments monitor fluctuations in the
intensity of light scattered by small volume elements in solution, which is
directly related to the Brownian motion of the solutes thereby providing in-
formation on the hydrodynamic radius, RH, which also can be related to an
apparent molecular weight. In either case, light scattering techniques can be
used as an initial probe of biopolymer (protein, DNA) conformations to mon-
itor aggregation or conformational changes in varying solution environments.

Light scattering can be utilized to effectively screen for previously de-
fined conformational changes in macromolecules. For example, Vogel and
co-workers [13] used DLS to assess the influence of different synthetic pep-
tides, each comprising the calmodulin (CaM)-binding domains from various
CaM-binding proteins on the structure of apo-CaM (calcium-free) and Ca2+-
bound CaM [13]. The large scale conformational changes in Ca2+-CaM upon
binding a few archetypal peptides had previously been well-characterized by
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small-angle X-ray and neutron scattering [14], NMR [15] and X-ray crystal-
lography [16]. Thus, interpretation of the light scattering results, as reflected
by an increase in the RH, proved to be useful as a rapid screen for peptides
that induced the previously characterized conformational changes in CaM.

Similarly, light scattering experiments may detect major conformational
changes in proteins that can be used as a guide to design experiments to fur-
ther characterize those changes using small-angle X-ray and/or neutron scat-
tering. More detailed structural information may be obtained from analysis
of the pair-distance distribution function, P (r). The P (r) represents the fre-
quency of vectors connecting small-volume elements within the entire volume
of the scattering particle and is calculated from an inverse Fourier transfor-
mation (FT) of the scattering data (see below).

Small-angle scattering (SAS) experiments yield information on the overall
shapes and electron (or nuclear) density distribution within macromolecules in
solution (for a review see [17–19]). In addition, the different neutron scattering
properties of the isotopes of hydrogen, combined with the ability to uniformly
label biological macromolecules with deuterium, allow one to characterize the
conformations and relative dispositions of the individual components of an
assembly of biomolecules. There are several examples now of neutron scatter-
ing experiments that have used solvent matching or the more rigorous meth-
ods of contrast variation to provide a unique view of the interactions within
molecular complexes where one component within the complex is deuterated.
The results from these experiments have provided insight into many dynamic
processes, such as enzyme activation, as well as into the highly regulated and
coordinated interactions of complex systems such as muscle. Several of these
experiments will be discussed at the end of this paper or elsewhere in this
volume. High-resolution techniques such as X-ray crystallography have the
capability of providing detailed structural views of these protein:protein com-
plexes, however, SAS techniques are applied in solution and can give insights
into systems in which inherent flexibility may cause problems for crystalliza-
tion.

8.2 Elements of Neutron Scattering Theory

8.2.1 Coherent and Incoherent Cross-Sections

As pointed out in the contribution by Harroun et al. in this volume, the
neutron scattering cross-section (σs) splits into coherent (σc) and incoherent
(σi) components. Only the former contains information on interference effects
arising from spatial correlations of the nuclei in the system, i.e., the struc-
ture of the sample. The incoherent cross-section contains no information on
interference effects and forms an isotropic (flat) background which must be
subtracted off in SANS structural investigations. The incoherent component
of the scattering does however contain information on the motion of single
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atoms (particularly hydrogen) which may be investigated via energy analysis
of the scattered beam.

While most of the atoms encountered in neutron scattering from biopoly-
mers are mainly coherent scatterers (e.g., carbon, oxygen), there is one
important exception. In the case of hydrogen (1H), the spin-up and spin-
down scattering lengths have opposite sign (b+ = 1.080 × 10−12 cm; b− =
−4.737 × 10−12 cm), and

σc = 1.76 × 10−24 cm2; σi = 79.7 × 10−24 cm2. (8.4)

For photons (SAXS or LS), there is no strict analog of incoherent scattering
of neutrons due to nonzero spin in the scattering nucleus. Compton scatter-
ing, which occurs for X-rays, is similar in that it contains no information on
interference effects, i.e., the structure of the sample, and forms a background
to the coherent signal. However, to a good approximation, this background
goes to zero in the limit Q → 0 and is usually neglected in SAXS studies.
Table 1.1 in the contribution by Harroun et al. in this volume gives the cross-
sections and scattering lengths for atoms commonly encountered in synthetic
and natural materials. These cross-sections refer to bound protons and ne-
glect inelastic effects arising from interchange of energy with the neutron.
For coherent scattering, which is a collective effect arising from the interfer-
ence of scattered waves over a large correlation volume, this approximation is
reasonable, especially at low Q where recoil effects are small. However, for in-
coherent scattering, which depends on the uncorrelated motion of individual
atoms, inelastic effects become increasingly important for long wavelength
neutrons with the result that the 1H-incoherent cross-section is a function
of both the incident energy and sample temperature [20]. Thus, the trans-
mission of H2O is a function of both these variables, and the 1H-incoherent
cross-section (σi = 79.7×10−24 cm2), almost never applies to real biopolymer
systems.

Figure 8.1 dramatically shows that the total (σ) scattering cross-section
(scattering plus absorption) of a light water molecule (H2O) is a strong func-
tion of the energy of the incident neutrons (E0). For high E0, the energies
associated with the vibrational and translational motion of water molecules
are negligible and the cross-section approaches the sum of the free atom
cross-sections for the hydrogen and oxygen atoms (σFREE ∼ 44 × 10−24 cm2

or 44 barns). However, as E0 → 0, the scattering does not plateau at the
bound atom cross-section (∼167 barns) and varies continuously with energy.
This variation is due mainly to inelastic processes affecting the incoherent
scattering which is the main component of the cross-section. Also, because
of inelastic effects due to torsion, rotation, and vibration, the effective 1H
incoherent cross-section is also a function of the particular chemical group
(methyl, hydroxyl, etc.) in which the proton is situated [21]. The total 1H atom
cross-section is dominated by the incoherent component (σinc), and hence is a
strong function of λ (Fig. 8.1) and only approaches ∼80 barns at λ ∼ 4.5 Å [9].
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Bound atom cross section,
ss for H2O molecule
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Fig. 8.1. Total cross-section for water molecule (H2O) vs. neutron wavelength at
T = 293 K according to Brookhaven National Laboratory Tables (top) The basic
scattering experiment (bottom)

There is a large difference in the coherent scattering length between deu-
terium (bD = 0.667× 10−12 cm) and hydrogen (bH = −0.374× 10−12 cm) and
the latter value is actually negative. This arises from a change of phase of the
scattered wave and results in a marked difference in scattering power (con-
trast) between molecules labeled with deuterium or hydrogen, or suspended
in light–heavy water. The basic experiment [9] consists of an incident neutron
beam (wavelength, λ), which is scattered by an assembly of nuclei through an
angle φ = 2θ into a solid angle dΩ (Fig. 8.1), and for both SANS and SAXS
it is assumed that any change in energy on scattering is small compared to
the incident energy, E0. The coherent component of the scattering contains
information on the correlations between different nuclei [9] and hence reflects
the relative spatial arrangement of atoms in the system (e.g., the structure).
Thus, the angular or Q-dependence of the scattering is related inversely, via
a Fourier transform, to the spatial variation of the structure Eq. 8.3.

In principle, the incoherent cross-section contains information on the cor-
relations between the same nucleus and hence gives information on the time
dependence of the position of an individual atom (e.g., vibration, diffusion,
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etc.). However, extracting such information would require an energy analy-
sis of the scattered beam, which has not hitherto been performed for the
vast majority of SANS experiments. These are conventionally undertaken by
integrating the scattered neutrons over all energies, so information on the
time dependence of the structure is not normally obtained in practice, and
the incoherent component of the cross-section forms an isotropic (flat) back-
ground which must be subtracted off in SANS structural investigations. This
signal arises from nuclei with nonzero spin (e.g., hydrogen) and due to multi-
ple scattering, effects, this background is a function of the sample dimensions,
transmission, etc. and thus cannot be expressed as a true cross-section [22,23].
However, it is usually smaller than the coherent signal and may be subtracted
off to good accuracy by empirical methods [24].

8.2.2 Scattering Length Density

In general, radiation incident on a medium whose scattering power is inde-
pendent of position is scattered only into the forward direction (φ = 2θ = 0).
For every volume element (S) which scatters through an angle φ = 2θ > 0,
there is another volume element (S′) which scatters exactly (180◦) out
of phase, (see Fig. 8.2 where PS − S′S = λ/2). Therefore, all scatter-
ing cancels unless the scattering power is different at S and S′, i.e., fluc-
tuates from point-to-point in the sample. X-rays and light photons inter-
act with electrons in the sample and hence are scattered by fluctuations
in electron density. Neutrons do not interact with electrons (apart from
unpaired spins, where the interaction arises from the magnetic moment of
such elements as rare earths, transition metal, etc.). In general, biopoly-
mers and solvents do not contain such elements, so the only interaction
is via nuclear scattering. Because each nucleus has a different scattering
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Fig. 8.2. For every point S which scatters radiation through an angle 2θ > 0, there
is another point S′, which scatters radiation exactly 180◦ out of phase. Therefore, all
scattering cancels unless the scattering power is different at S and S′, i.e., fluctuates
from point to point in the sample
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amplitude, the scattering length density (SLD) is defined as the sum of
coherent scattering lengths over all atoms lying in a given volume, V , divided
by V [9, 23]. Table 1.2 in the contribution by Harroun et al. this vol-
ume gives representative values of the scattering lengths and volumes of
some common amino acids and proteins. The SLD is the ratio of these
quantities and is typically in the range 1.4–5.4 × 1010 cm−2, though the ac-
tual volumes (and hence the associated SLDs) are not universal constants
and differ according to conditions (e.g., solvent, salt concentration, envi-
ronment, etc.). For a discussion of such effects, see D. Svergun et al. [29].
For X-rays or light, the (photon) SLD is the electron density multiplied
by the Thompson scattering factor of one electron, rT = 0.282 × 10−12 cm
[23,26].

8.2.3 Contrast Variation

Contrast variation methods have found wide application in structural biol-
ogy, where they can be used to distinguish the scattering due to individual
components within a macromolecular complex; provided the components have
different neutron scattering densities. In the case of a multiprotein complex,
selective deuteration of an individual protein component provides an approach
to selectively altering that component’s neutron scattering density. Subse-
quently, by changing the deuterium level in the solvent, the neutron scattering
contrast of each component is varied. Under certain conditions where the mean
solvent density matches that of one of the components, the solvent matched
component becomes “invisible” in the neutron experiment and any measured
scattering intensity is due primarily to the non solvent-matched component.
The concepts underlying solvent matching are most easily demonstrated by
an equivalent experiment with visible light, illustrated in Fig. 8.3, made by
D.M. Engelman (Yale University). Both tubes contain two Pyrex beads em-
bedded in (borosilicate) glass wool, which has a different refractive index to
the beads. When light shines on the tube at right, both the beads and glass
wool scatter light, but only the glass wool can be seen because it dominates
the scattering. In order to observe the beads, the tube on the left has been
filled with a solvent which has the same refractive index as the glass wool.
Thus, the electron density and hence the scattering power of the glass wool
has been matched with that of the solvent, thus eliminating this component
of the scattering and making the wool transparent to light.

This principle can be used in SANS experiments via isotopic solvent mix-
tures (e.g., H2O–D2O), as light water (H2O) has an SLD of −0.562×1010 cm−2

(or −0.00562 × 10−12 cm Å−3) while that of heavy water (D2O) is 6.404 ×
1010 cm−2 (or 0.06404 × 10−12 cm Å−3), so the SLD of a mixture is a linear
function of the percentage of D2O and is zero for 8 vol% D2O. Because of
proton exchange, the SLD of a biological unit (e.g., protein) will vary even if
it is not specifically deuterated at nonexchangeable position, by immersion in
a solvent containing D2O, and is therefore a function of the H2O–D2O ratio.
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A B

Fig. 8.3. Two tubes containing Pyrex beads in glass wool and solvent: (A) Refrac-
tive index of solvent matches that of glass wool. (B) Refractive index of solvent is
different to that of glass wool or Pyrex beads and scattering from the glass wool
dominates (reproduced with permission of D.M. Engelman)

Solvent matching thus provides a means for extracting structural information
on the individual components within a complex. The effectiveness of the sol-
vent matching experiment depends upon having uniform density components
such that the internal density fluctuations can be ignored, as well as on very
precise matching of the component and the solvent densities, which can be
tricky.

A more robust approach to utilizing contrast variation methods with neu-
tron scattering for extracting structural information from macromolecular
complexes is to measure a “contrast series” in which the solvent deuteration
level is systematically varied over the widest range possible. For a complex of
two components with different mean neutron SLD, the total scattering can be
written as:

I(Q,∆ρA,∆ρB) = ∆ρ2
AIA(Q) + ∆ρA∆ρBIAB(Q) + ∆ρ2

BIB(Q). (8.5)

The subscripts A and B refer to each component and ∆ρX = ρX − ρS where
ρX is the mean SLD for the individual components (A or B) and ρS is the
mean SLD for the solvent. Equation 8.5 assumes the difference between mean
scattering densities for the individual components is much greater than any in-
ternal density fluctuations within each component. The three terms in Eq. 8.5
correspond to the three basic scattering functions. IA(Q) and IB(Q) rep-
resent the scattering of components A and B, respectively, while IAB(Q) is
the cross-term which is due to interparticle scattering thus its inverse Fourier
transform (IFT) provides information about vector distances between the two
scattering particles and the first moment of this transform gives the separation
of the centers-of-mass. A set of neutron scattering measurements with different
D2O:H2O ratios in the solvent gives a set of equations in the form of Eq. 8.5



8 SANS from Biological Molecules 137

which can be solved to give the three basic scattering functions from which
one can derive the structural parameters for each component as well as in-
formation on their relative dispositions. Contrast variation using neutrons for
studies of biological molecules was demonstrated by Ibel and Stuhrmann [27]
and there are number of excellent reviews on the topic [18, 28–31]. Specific
examples on the use of both solvent matching as well as contrast variation to
obtain unique information will be presented for SANS structural studies of
protein/protein complexes at the end of this paper.

8.3 Practical Aspects of SANS Experiments
and Data Analysis

8.3.1 SANS Instrumentation

The first instrument [32, 33] suitable for the study of biopolymers was built
in the early 1970s at the FRJ2 reactor at the Forschungszentrum Jülich, Ger-
many, and pioneered the use of long wavelength neutrons and large overall
instrument length (> 20 m). It was also the first to boost the flux of the
long wavelength (λ > 5 Å) or “cold neutron” component of the Maxwellian
spectrum by moderating the neutrons to a lower temperature by means of a
cold source containing a small volume of liquid hydrogen at T ∼20 K. This
gives flux gains of over an order of magnitude at λ ∼10 Å, and it was on this
instrument that the initial SANS experiments on biopolymers were performed.
The D11 facility, built on the High Flux Reactor (HFR) at the Institut Laue-
Langevin (ILL), Grenoble, France, incorporated many of the features of the
FRJ2 instrument, including a cold source and long (∼80 m) dimensions [34].
The FRJ2 and HFR facilities have both been subsequently upgraded [35, 36]
and expanded to be among the most productive SANS facilities worldwide.
At the time of writing, the most effective SANS facilities for biological stud-
ies in the US are at the National Institute for Standards and Technology
(NIST) [37].

Currently, over 30 SANS instruments are now in operation or under con-
struction worldwide, most of which are reactor based, and a schematic diagram
is shown in Fig. 8.4. Fission neutrons are produced in the core, which is sur-
rounded by a moderator (e.g., D2O, H2O) and reflector (e.g., Be, graphite)
which reduce the neutron energy. Because of the λ−4 factor which enters into
the calculation [33] of the scattering power for a given resolution (∆Q/Q),
it is highly advantageous to use long wavelengths and to increase the flux in
this region. This may be accomplished by further moderating the neutrons
to a lower temperature by means of a cold source containing a small volume
of liquid or superfluid hydrogen, placed near the end of the beam tube. The
neutrons are transported from the source to the instrument by neutron guide
tubes. These are often coated by natural Ni or isotopic 58Ni, and operated by
total internal reflection to transport the neutron beam from the cold source to
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Fig. 8.4. Schematic of a reactor-based SANS facility

the sample, in a manner analogous to the way that light may be transported
by fiber optics. The guide system (Fig. 8.4) provides a gap for the insertion
of a velocity selector to define the wavelength (5 < λ < 30 Å) and bandwidth
(∆λ/λ ∼ 5–35%) of the neutron beam. In addition to fixed neutron guides,
most instruments have translatable guide sections and apertures that may be
moved in and out of the neutron beam to define the incident beam collimation.
This is followed by an accessible section (1 – 2 m) at the sample position to
accommodate temperature-controlled sample changers, flow cells, etc. Thus,
when all the moveable guides are removed from the beam, the source slit is
typically ∼10 – 20 m from the sample, and this distance is reduced to 1 –
2 m, when all the guides are translated into the beam to increase the sample
flux. An area detector (typically a 64× 64 cm2 or 100× 100 cm2 proportional
counter) is often positioned via a motor-driven carrier mounted on rails [32–38]
in the post-sample flight-tube, ∼1 – 20 m in length. Like the incident neutron
guides, this is normally evacuated to reduce air scatter, which would otherwise
be strong, given overall instrument lengths ∼20–40 m.

The majority of area detectors are multiwire proportional counters [34,39],
with active areas up to 1 m2, and an element (cell) size ∼0.5 – 1 cm2, which
is chosen to be of the same order as the sample size to equalize the various
contributions to the instrumental resolution [33, 34]. In general, the detector
response function, R(Q), is Gaussian with a full width at half maximum ∼0.5 –
1 cm and the spatial variation of the detector efficiency (ε) is usually measured
via an incoherent scatterer (e.g., light water), which has an angle-independent
intensity in the Q-range measured [23,40].

Reactor sources also produce appreciable background (e.g., fast neutrons,
γ-rays). By introducing some curvature into the guides, it is possible to sep-
arate out this component, which is not reflected as efficiently as cold (λ ∼ 5
– 30 Å) neutrons. Alternatively, the beam may be deflected by supermir-
rors [41,43] and such mirrors may be designed to reflect up to 3 – 4 times the
critical angle for internal reflection that can be achieved by natural Ni guide
coatings (θc = 0.1λ (Å)).

The size of the beam at the sample is defined by slits (irises) made of
neutron absorbing materials (e.g., Li6, cadmium, boron), for which the ratio
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of scattering to absorption is virtually zero. This has the result that neutron
beams can be very well collimated [10,32] and the ratio of parasitic scattering
to the main beam intensity is very small (typically <10−5 within ∼1 mm
from the beam stop). For X-rays on the other hand, materials which have
high absorption (to define an SAXS beam) also have high scattering power,
as both parameters are a strong function of the atomic number, and parasitic
scattering is usually higher for SAXS.

At the time of writing there are over 40 neutron sources around the world
operating as user facilities [42]. Of these sources, 36 are reactor facilities,
the majority of them are commissioned more than 30-years ago and conse-
quently now have increasingly finite lifetimes. A forward survey [43] estimated
that over the next two decades, the installed capacity of neutron beams for
research could decrease substantially. Fortunately, the expected decline in
the availability of reactor-based SANS instruments has been offset by two
competing trends. First, several new reactors are under construction world-
wide [44], along with upgrades to existing sources (e.g., at the ILL in the mid-
1990s, NIST during 1995–2002 and Oak Ridge National Laboratory during
2000–2006). In addition, a range of accelerator-based SANS instruments have
been developed over the past 15-years, and in particular, a “next generation”
Spallation Neutron Source is under construction at Oak Ridge [45] and at
Tokai-mura [46]. Similarly, the second target station for the ISIS-pulsed facil-
ity [47], currently under construction, and a proposed [48] European Spallation
Source will do much to assure the availability of SANS facilities in the future.

The spallation process involves bombarding a heavy metal (e.g., Ta, W, or
Hg) target with high-energy protons, thus placing those nuclei into a highly
excited state. These lose energy by “evaporating” nuclei, and in the case of
a tungsten target, each proton results in the production of ∼15 neutrons.
The protons are usually accelerated in pulses and so neutron production also
occurs in pulses, which allows the use of time-of-flight (TOF) techniques.
Shorter wavelength neutrons travel faster and arrive at a detector earlier than
longer wavelength neutrons, so there is thus no need to employ a velocity
selector to monochromate the incident beam. Another benefit of the TOF
approach is that any given point on a detector corresponds to several different
Q values, determined by the wavelength of the neutrons arriving there. Hence,
a greater the range of Q values can be measured with any given configuration
of [49] instrument. Pulsed-source SANS instruments therefore have a greater
dynamic range in Q than reactor-source instruments, though the latter can
be increased by moving the detector “off axis” [37,50].

As the main applications of the SANS technique have been undertaken
on reactor sources, these instruments have been optimized over the past sev-
eral decades, and the flux of instruments planned on new or upgraded reactor
sources will either be less than or equal to the current state of the art instru-
ments (e.g., the D22 instrument at the ILL [50]). However, this is not the case
for pulsed facilities, which have not yet begun to reach their full potential so
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we can still expect order of magnitude gains over the current facilities. Thus,
it seems likely that pulsed sources will make a greater contribution to SANS
studies of biopolymers in future than they have in the past.

8.3.2 The Importance of Absolute Calibration
and Having Well-Characterized Samples

This section will emphasize the importance of placing intensity data on an
absolute scale, typically in the form of a differential scattering cross-section
dΣ/dΩ(Q), in units of cm−1. While the use of absolute units is not essential
for the measurement of the spatial dimensions (e.g., determining the radius
of gyration, Rg, of a molecule or particle), it forms a valuable diagnostic
tool for the detection of artifacts to which scattering techniques are often
vulnerable [23]. Because the cross-section varies as the sixth power of the
dimensions [51], it is a sensitive indicator of whether an appropriate structural
model has been chosen. For example, SANS studies of colloidal solutions may
be modeled by core–shell spherical micelles as a function of a set of parame-
ters describing the particle structure and interactions [52]. On an arbitrary
intensity scale, Hayter and Penfold have pointed out that it is possible to
produce excellent fits of the particle shape, which may be in error by as much
as 3–4 orders of magnitude in intensity [53]. Thus, absolute calibration allows
such artifacts to be recognized, and the model parameters may be restricted
to those, which reproduce the observed cross-section.

In view of the maturity of the SANS technique, it is surprising that data
are still published in arbitrary units which are functions of the time scale of the
experiment and/or the sample dimensions (e.g., thickness). Conversion to an
absolute scale may be accomplished by multiplying by a calibration constant
and the absolute cross-section [dΣ/dΩ(Q)], is defined [54] as the ratio of the
number of neutrons (neutrons s−1) scattered per second into unit solid angle
divided by the incident neutron flux (neutrons cm−2 s−1) and thus has the
dimensions of area (cm2). On normalizing to unit sample volume, dΣ/dΩ(Q)
has units of cm−1. For all systems discussed in this chapter, the scattering is
azimuthally symmetric about the incident beam, i.e., dΣ/dΩ(Q) is a function
only of the magnitude of the scattering vector |Q| = 4πλ−1 sin θ. Thus, the
relationship between the cross-section and the measured intensity or count
rate I(Q) (counts s−1) in a detector element with area, ∆a, and counting
efficiency, ε, situated normal to the scattered beam at a distance, r, from the
sample, is given by

dΣ/dΩ(Q) =
I(Q)r2

εI0∆aAtT
, (8.6)

where I0 is the intensity (counts s−1 cm−2) on a sample of area A, thick-
ness t, and irradiated volume = At. The measured transmission T is given
by T = e−µt where µ is the linear attenuation coefficient and accounts for
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the attenuation of the beam on passing through the sample. For SANS it is
assumed that the attenuation factor is the same for all scattered neutrons and
this approximation is reasonable for φ = 2θ < 10◦. Similarly, Eq. 8.6 assumes
that the solid angle subtended by a detector element is independent of 2θ and
this approximation again holds for small angles where cos 2θ is close to unity.
Since the time dimension cancels in both the numerator and denominator of
Eq. 8.6, absolute calibration reduces to measuring the constant KN = εI0∆a,
which may be determined by comparison with a standard of known cross-
section, run in the same scattering geometry for the same time. If an incident
beam intensity monitor is employed, as is normally the case, comparisons are
made for the same number of monitor counts, i.e., the same number of inci-
dent neutrons. Various calibration measurements have been used to measure
the calibration constant, both for SANS [22, 55, 56] and SAXS [57], includ-
ing direct measurement of the beam flux, calibration via a predominantly
incoherently scattering material (e.g., vanadium or water) and various other
standards.

Specific factors that must be considered in SANS calibrations have been
discussed [9] and in particular, multiple scattering and sample preparation
are important when using vanadium, which has virtually no coherent cross-
section. One disadvantage of this standard is that the cross-section is low and
also isotropic, so the run times for calibration are relatively long. Due to lim-
ited beam-time allocations, arising from the high demand for SANS facilities,
users are naturally reluctant to devote a significant fraction of their instru-
ment time for calibration runs. For this reason, it has been a matter of policy
at many SANS facilities, to provide strongly scattering precalibrated samples
to allow users to perform absolute scaling with brief calibration runs, which do
not detract significantly from the available beam time. The scattering from
light water (H2O) is predominantly incoherent and because the absorption
cross-section is small, this system has the advantage of much higher intrinsic
scattering for calibration purposes [55,58], and hence has lower sensitivity to
statistical errors and artifacts than vanadium. One disadvantage is that, for
1–2 mm samples, the multiple scattering is much higher (>30% than for vana-
dium (∼10%) and cannot be calculated to the same degree of accuracy [22],
because an appreciable fraction of neutrons are scattered inelastically. Such ef-
fects are very difficult to model [59–61] and moreover, the detector efficiency
is a function of the wavelength and this introduces sample-dependent and
instrument-dependent factors, depending on how a given detector responds
to the inelastically scattered neutrons [59]. The use of Eq. 8.6 would lead to
apparent cross-sections, which are functions of wavelength and are also detec-
tor dependent. Also, because of the strong multiple scattering, the intensity
for water or protonated (1H-labeled) polymer samples is not proportional
to the product, tT , as in Eq. 8.6, and hence it is not possible to define a
true cross-section which is a material (intensive) property, independent of the
sample dimensions. The scattering is a nonlinear function of the thickness,
though such samples may still be used for calibration, provided the thickness is
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minimized (∼1 mm) and they are calibrated against primary standards for a
given instrument to take advantage of the intrinsically high signal-to-noise
ratio for light-water samples [9, 55, 56]. However, even with the higher cross-
section of water or protonated biopolymers, such isotropic scatterers cannot
be used at low Q values (long sample-detector distances, r) as the intensity
falls as (1/r2), and standardization requires a measurement at a low sample-
detector distance, followed by scaling to the r-value of the measurement via
the inverse square law [23].

The spatial variation of the detector efficiency (ε) is measured via an
incoherent scatterer such as water or a protonated polymer (e.g., polymethyl-
methacrylate) and despite the fact that multiple scattering in such materials
is not fully understood, the data are independent of angle to a good approxi-
mation [23, 40]. Thus, the variation in the measured signal is proportional to
the detector efficiency, and may be used in the data analysis software to cor-
rect for this effect on a cell-by-cell basis. Second-order corrections representing
departures from isotropic scattering and unequal path lengths through differ-
ent regions of the active gas are usually wavelength-dependent, instrument-
dependent and, even detector-dependent, and Lindner and co-workers have
discussed how such adjustments may be customized for a particular facil-
ity [58].

Extraction of structural information on individual macromolecules or
macromolecular complexes in solution from scattering data requires samples
that are rigorously aggregation free. The zero angle or forward scattering,
I(0), is directly proportional to the molecular weight squared of the scattering
particle and hence is extremely sensitive to aggregation [57]. For X-ray exper-
iments, most proteins in aqueous solution have essentially the same contrast.
Therefore, by using a standard protein of known concentration that is also
known to be monodisperse in solution, its I(0) can be used to calculate very
precise concentration values. Alternatively, if the concentrations are known,
the I(0) of the standard can be used to check for sample aggregation. The
relationship used for these types of analyzes, for proteins of molecular weight
MX and in solution at a concentration cX, given in milligrams/milliliter, is:

I(0)X/MXcX = I(0)STD/MSTDcSTD. (8.7)

For neutron scattering experiments, the best method for determining that
samples are not aggregated is by comparing the measured I(0) values at the
each of the contrasts with the expected I(0) values based on the calculated
contrasts and this is only possible if the I(0) values have been put on an
absolute scale using an appropriate calibration standard [23,57].

8.3.3 Instrumental Resolution

Experimentally measured scattering data differ from the actual (theoretical)
cross-sections because of departures from point geometry in a real instru-
ment [62–66]. In general, instrumental resolution effects are smaller for SANS
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than for SAXS. This is because most SANS experiments are performed in
point geometry whereas a significant proportion of X-ray experiments have
used long slit sources (e.g., Kratky cameras), where smearing effects are larger,
particularly at small angles [67,68]. Less attention has been paid to resolution
effects in SANS experiments, largely because the corrections are in general
smaller for point geometry. However, the corrections are not always negligi-
ble, particularly for sharply varying scattering patterns and large scattering
dimensions.

In a pinhole SANS instrument (Fig. 8.4), there are essentially three contri-
butions to the smearing of an ideal curve: (i) the finite angular divergence of
the beam, ∆θ/θ = ∆φ/φ, (ii) the finite resolution of the detector, R(Q) and
(iii) the polychromatic nature of the beam, ∆λ/λ. As mentioned above, for
all systems discussed in this chapter, the scattering is azimuthally symmetric
about the incident beam, i.e., dΣ/dΩ(Q) is a function only of the magnitude
of the scattering vector |Q| = 4πλ−1 sin θ. In this case, once the instrumental
parameters are well characterized, it is possible by numerical techniques not
only to smear a given ideal scattering curve, but also to desmear an observed
pattern by means of an indirect Fourier transform to obtain the actual Q
dependence [62–66].

A dramatic example of smearing effects is illustrated by SANS data from
Kilham rat virus (KRV), which has a core–shell structure, and was modeled
by a hollow-shell form factor [65, 69]. KRV may be prepared either “empty”
or “full” of nucleic acid and a scattering from the former is shown in Fig. 8.5,
which compares the actual measured scattering pattern in a pinhole SANS
instrument with the simulated curve in the absence of instrumental resolution
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Fig. 8.5. Smeared and desmeared SANS data from KRV empty capsids in D2O
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effects using IFT methods [69]. Although SANS data are routinely analyzed
without reference to smearing effects, it is clear from Fig. 8.5 that this omission
can sometimes lead to gross errors.

Another model system which has sharp features and is ideal for investigat-
ing instrumental resolution effects is monodisperse protonated poly(methyl
methacrylate) (PMMA-H) latex particles, suspended in an H2O–D2O sol-
vent [67, 70, 71]. The scattering from a homogeneous sphere is a Bessel func-
tion [72], with sharp maxima and minima which are averaged by instrumental
smearing effects to produce a smoothly varying curve. Desmearing via IFT
methods, using an algorithm due to Moore [63], leads to a sharply varying
desmeared curve and a particle diameter calculated from the positions of the
maxima and minima of D = 990 Å. This may be compared with a value of
D = 992 Å calculated from the particle radius of gyration (Rg = 384 Å) de-
rived from the desmearing procedure. The desmearing algorithm [63] used a
set of transformed size functions whereas Glatter [64,66] has employed a set of
cubic splines. The latter procedure leads to D = 988 Å [73] and thus both rou-
tines give dimensions and extrapolated Q = 0 intensities which agree within
1%. These data have also been analyzed via an algorithm employing analytical
expressions for the wavelength and angular smearing in a pinhole SANS cam-
era [74]. This simplification allows a rapid on-line least-squares desmearing
analysis to be performed which leads to D = 996 Å, in good agreement with
the above determinations. Similar agreement has been achieved for hollow
(core–shell) polymer latex scattering [70, 71]. As mentioned in Section 8.3.2,
IFT methods also give rise to a length distribution function, P (r), which
represents the frequency of vectors connecting volume elements within the
scattering particle and goes to zero at a value corresponding to the max-
imum dimension of the particle. P (r) is more readily interpreted in terms
of structural information than the scattering profile and is sensitive to the
overall shape and to the relationships between domains or repeating struc-
tures.

Where the assumption of azimuthal symmetry cannot be made, the above
smearing and desmearing procedures are not applicable, and alternative pro-
cedures based on Monte Carlo (MC) techniques have been developed, which
simulate the experimental smearing of a given theoretical scattering pattern
that can be expressed analytically or numerically [62]. This procedure permits
the estimation of resolution effects even in anisotropic systems, but cannot
facilitate the desmearing of the observed pattern. Taken together, MC and
IFT methods permit a realistic evaluation of the circumstances where reso-
lution effects warrant correction. Both procedures have been illustrated via
a range of results of experiments performed on a typical pinhole SANS fa-
cility [62], where it was shown that for experiments with scattering dimen-
sions <200 Å smearing effects are small (<5%) and that dimensions up to
∼1000 Å may be resolved after proper evaluation of resolution effects. Smear-
ing effects may be reduced by decreasing the wavelength range (∆λ/λ) or the
angular spread (∆θ/θ), though the measured intensity is a strong function
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of the resolution and Schelten has pointed out that a reduction of a factor
of two in ∆Q/Q will reduce the scattered intensity by over three orders of
magnitude [33].

8.3.4 Other Experimental Considerations and Potential Artifacts

For sample containment, there are several materials (e.g., quartz, single-
crystal Si), which have very little absorption or scattering for neutrons. For
SAXS on the other hand, materials which have high absorption (to define a
SAXS beam) also have high scattering power, as both parameters are a strong
function of the atomic number, and parasitic scattering is usually higher for
SAXS. Thus, the high penetrating power of neutrons makes it relatively easy
to contain samples with a minimum of instrumental backgrounds.

For singly scattered neutrons, the intensity I(Q) is proportional to the
sample thickness (t) and transmission (T = e−µt) and is maximized for µt
= 1, where µ is the linear attenuation coefficient. Thus, the optimum sam-
ple thickness is ∼1–2 mm for H2O and ∼1 cm for D2O. Measurements in the
intermediate-angle scattering range (∼0.1 < Q < 0.6 Å−1) are particularly
sensitive to the incoherent background, which can be of the same order of
magnitude as the coherent signal. This is because the coherent scattering
falls rapidly with angle (e.g., as Q−2 for Gaussian coils or as Q−4 in the
Porod regime [23]). The coherent intensity of singly scattered neutrons, I(Q)
is proportional (Eq. 8.6) to the sample thickness (t), transmission (T ) and
sample area (A). Thus, measurements on samples with different dimensions
(t, A) and transmission (T ) may be normalized to the same volume to give a
(coherent) cross-section which is an intensive (material) property, independent
of the sample dimensions. This is based on the assumption that neutrons are
scattered only once before being detected and this has been shown to be a
reasonable approximation for coherent SANS from polymeric [77] and other
materials [76], with cross-sections dΣ/dΩ(0) typically <103 cm−1, which in-
cludes most biological materials. For samples with higher cross-sections that
exhibit substantial coherent–coherent multiple scattering, a common way to
recognize and minimize this artifact is to measure the cross-section as a func-
tion of the sample thickness and to extrapolate to t = 0.

For incoherent scattering, 1–2 mm samples containing hydrogen (H2O, pro-
tonated polymers, etc.) give rise to appreciable multiple scattering [22,23]. The
difficulties in estimating an incoherent background to subtract from a given
“sample” and thus isolate the residual coherent cross-section are illustrated
in [77] where the apparent cross-section produced of protonated PMMA-H
blanks, after normalizing via Eq. 8.6 was shown to vary by >50% over a
typical range (∼0.2–1.2 mm) of sample thicknesses. Similarly, the scattering
of light water contains appreciable multiple scattering [22, 23, 55, 56, 58–61],
which is not proportional to the thickness or transmission, and cannot be
normalized to a true cross-section which is independent of the sample dimen-
sions. Moreover, as explained above, the bound-atom cross-section cannot
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be used to calculate the background, because the hydrogen incoherent cross-
section (σinc = 79.7 × 10−24 cm2), although widely quoted in the literature,
almost never applies to real biological or aqueous-based systems. However,
the incoherent scattering is independent of Q to a good approximation, and
empirical methods have been developed to subtract this background [24].

8.3.5 Data Analysis: Extracting Structural and Shape Parameters
from SANS Data and P (r) Analysis

Several comprehensive reviews and books have been published describing the
application of SAS to biological systems [66,78,79] and current examples are
given in this volume (e.g., see contribution by S. Krueger et al.). In com-
bination with advances in molecular biology techniques that facilitate pro-
duction of large amounts of pure protein using bacterial expression systems,
substantial improvements in neutron sources and instrumentation [35–37] have
broadened the impact of SAS in modern structural molecular biology. The ab-
solute cross-section is proportional to the scattered intensity Eq. 8.6 and an
initial analysis of the data may be performed to determine the scattering
molecule’s Rg, along with values of the forward cross-section dΣ/dΩ(0), in a
model-independent way [51] via the Guinier approximation:

dΣ/dΩ(Q) = dΣ/dΩ(0)e−Q2R2
g/3. (8.8)

A plot of ln dΣ/dΩ(Q) versus Q2 gives a straight line with a slope of −R2
g/3

and an extrapolated intercept ln dΣ/dΩ(Q) in the region where QRg ≤ 1
(the precise upper limit of QRg for which the Guinier approximation is valid
is dependent on particle shape).

For a dilute solution of monodisperse, identical particles the scattered
intensity I(Q) (which is proportional to the absolute cross-section dΣ/dΩ)(Q)
is related to the distribution of interatomic distances P (r) in the scattering
particle by a Fourier transformation:

I(Q) = 4π
∫

P (r)[sin (Qr)/Qr]dr. (8.9)

Eq. 8.9 assumes that the electron density of the particle is homogeneous which
means that P (r) is a continuous function of r. The sin (Qr)/Qr term comes
from a spatial average of all particle orientations and assumes that they are
random. The inverse relationship of Eq. 8.9:

P (r) =
r2

2π2

∫
I(Q)Q2[sin (Qr)/Qr]dQ, (8.10)

can be used to derive the P (r) function from the experimental scattering
profile. Several algorithms exist for calculating the P (r) from the scattering



8 SANS from Biological Molecules 147

cross-section or intensity [63,64,80], that have also been used to model instru-
mental resolution effects (see above).

P (r) gives a real-space representation of the structure and thus, is more
readily interpreted in terms of structural information than the scattering pro-
file, dΣ/dΩ(Q). P (r) is sensitive to the overall shape of the scattering particle
and to the relationships between domains or repeating structures. Several spe-
cific pieces of structural information can be extracted from the P (r) analysis:
(i) The P (r) goes to zero at a value corresponding to the maximum dimen-
sion of the particle, Dmax. (ii) The zeroth moment of P (r) gives the forward
or zero-angle scattering, I(0), which as mentioned earlier, is proportional to
the square of the molecular weight of the scattering particle. I(0) is there-
fore a very sensitive test for monodispersity in a protein solution of known
concentration. Alternatively, it can be a sensitive indicator of macromolecular
association and polymerization. Additionally, (iii) a value for Rg can be cal-
culated using the entire angular range of the scattering profile by calculating
the second moment of the P (r) distribution Eq. 8.11.

R2
g =

∫
P (r)r2d3 r

2

∫
P (r)d3r. (8.11)

Shape information in the form of electron (or nuclear) density distribution
is contained within all SAS data. Extraction of that shape information has
become more and more sophisticated in the past decade and one should be
familiar with the various approaches and limitations so as to avoid the pen-
chant of over-interpreting their data. A significant limitation of this approach
to the interpretation of solution scattering data arises from the fact that the
molecules are randomly oriented and hence there is an inherent spherical aver-
aging. Three-dimensional data is being extracted from a one-dimensional data
set. Nonetheless, given enough constraints, for example from a complete set of
contrast data and/or additional structural information from complementary
biophysical techniques, the resultant shape models can be highly informative.

One common approach to extracting shape information has been to begin
with a general shape assumption, usually based on known shape information
for the system under study. For example, most enzyme structures are globular
and to a good approximation uniformly packed with atoms so a reasonable
shape assumption would be an ellipsoid of uniform density. To model the
neutron scattering data collected on this enzyme, one would start with an
ellipsoidal structure randomly filled with points of uniform neutron scatter-
ing length density. When more than one geometric shape is used to build a
model structure, each can contain points of a different, uniform SLD. After
allowing the geometric parameters of the structure to vary and calculating a
distance distribution for each new set of parameters, one then searches for the
parameters that result in a model that best fits the experimental scattering
data. There are several programs that have used this approach, each newer
version of which continues to build in sophistication and degree of user friend-
liness [81–84]. In general each of these programs begin by generating scattering
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points, via a MC method, to fall within a given volume (e.g., sphere, ellipsoid,
cylinder, etc.). To simulate a uniform SLD within the given sub volume, the
total number of points is proportional to that volume.

Other types of shape restoration from SAS data hold the promise of
providing more detailed structural information than the geometric modeling
approach described above because there are no assumptions about the basic
shape. A number of shape restoration methods have become available in recent
times; e.g., using spherical harmonics [85–92] or aggregates of spheres [93–97].
Many current methods use a larger number of degrees of freedom to recon-
struct the shape of a scattering object in more detail. Again, though, one
must bear in mind that the problem of shape restoration for solution scat-
tering data is particularly complex because the rotationally isotropic nature
of the samples results in a one-dimensional (1D) scattering intensity profile.
For this reason, the uniqueness of a three-dimensional (3D) structure associ-
ated with a 1D scattering profile cannot be guaranteed and multiple shapes
that fit the data equally well can result from shape restoration methods. One
shape restoration approach that addresses the issue of multiple solutions is
GA STRUCT [98]. The method for calculation of SAS intensity differs from
the Debye formula for calculating the SAS intensity of a collection of non-
overlapping spheres [99] because the spheres used by GA STRUCT are al-
lowed to overlap, there by eliminating the internal gaps in the particle volume
and providing a truly uniform interior density. The scattered intensity profile
is calculated using an MC approach implemented previously [100] that first
calculates P (r). Then, I(Q) is calculated by the Fourier transform defined
in Eq. 8.9. Several independent runs of the minimization process are auto-
matically performed to generate a family of structures. This family is then
characterized for similarity, and a consensus envelope is produced from the
set of structures that represents the most common structural features of the
family. GA STRUCT characterizes the reproducibility of the shape restora-
tion and provides an “average” shape, called the consensus envelope. The
consensus envelope is not necessarily the “best fit” model to the scattering
data, it simply represents those features most frequently emerging in the pop-
ulation of best fit models. An evaluation of how well the consensus envelope
represents this family is made by reviewing the individual members of the
family.

The following section describes a series of neutron scattering experiments
that were performed, over the past decade, on a biological complex between
the protein calmodulin and the skeletal muscle isoform of myosin light chain
kinase (or, in some cases, a smaller peptide representing the portion of the
kinase that contains a CaM-binding sequence). The structural information
that was acquired from small angle scattering data has revealed new insights
and understanding on the calcium-dependent regulation of muscle contrac-
tion. An underlying theme behind these pioneering experiments is that
there is a continuous enhancement and confidence in the interpretation of
the scattering data as the analysis and modeling methodologies improved.
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Additionally, instrumentation improvements and the cold-source upgrade at
neutron facilities were absolutely essential to their success.

8.4 SANS Application:
Investigating Conformational Changes
of Myosin Light Chain Kinase

8.4.1 Solvent Matching of a Specifically Deuterated CaM Bound
to a Short Peptide sequence

Calmodulin is the major intracellular receptor for Ca2+, and is responsible
for the Ca2+-dependent regulation of a wide variety of cellular processes via
interactions with a diverse array of target enzymes including a number of
kinases. The Ca2+/calmodulin (CaM)-dependent activation of myosin light
chain kinase (MLCK) is a model for CaM-kinase interactions that has been
investigated extensively. All isoforms of MLCK include a conserved catalytic
core homologous to that of other protein kinases, followed immediately by a
carboxyl-terminal regulatory segment consisting of both an auto-inhibitory
sequence and a CaM-binding sequence [101]. In its inhibited conformation,
the regulatory segment of MLCK maintains numerous contacts with the cat-
alytic core, thus preventing substrate binding and its subsequent phospho-
rylation [102–104]. CaM has an unusual dumbbell-shaped structure with two
globular lobes connected by an extended helix, each having two Ca2+-binding,
aka. “EF hand” motifs [105]. A ribbon representation of the peptide backbone
structure of 4Ca2+-CaM from its crystal structure is shown in Fig. 8.6a. When
Ca2+ binds to calmodulin, hydrophobic clefts on each globular lobe that are
important in target enzyme recognition and binding are exposed (reviewed
in [106,107]).

Small-angle X-ray and neutron scattering [14] were the first experiments
to demonstrate that CaM undergoes a dramatic conformational collapse upon
binding a 25 amino acid peptide with a sequence homologous to the CaM-
binding region from MLCK. Figure 8.6c shows the P (r) that was determined
from a SANS “solvent-matching” experiment on perdeuterated CaM and a
nondeuterated MLCK-I peptide in a buffer containing 37% D2O. Deuterated
calmodulin has a neutron SLD that is greater than that of 100% D2O, while
the nondeuterated peptide has a SLD approximately equal to that of the
buffer in 37% D2O. Thus, in the 37% D2O buffer, deuterated CaM is strongly
contrasted against the solvent but nondeuterated MLCK-I peptide has the
same mean SLD as the solvent and hence does not contribute to the scat-
tering. The maximum linear dimension of CaM in the complex (where the
P (r) goes to zero) is approximately 50 Åversus 68 Å for CaM without the
peptide present, which could only be achieved if the two globular domains
of CaM come into close contact. This observed collapse of CaM was pro-
posed to be achieved via flexibility in the interconnecting helix region that
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Fig. 8.6. (a) Ribbon representation of the backbone structure of CaM in the crys-
tal structure [16] and (b) in its complex with the peptide MLCK-I derived from
the NMR data [15]. (c) P (r) functions, each scaled to the square of the molecular
weight, calculated from the crystal structure of 4Ca2+/CaM (solid line) and mea-
sured using solution scattering from CaM (dashed line), 4Ca2+/CaM (open circles),
and the solvent-matched 4Ca2+/CaM from the neutron scattering experiment on
perdeuterated CaM bound to the MLCK-I peptide (closed circles)

allows the two lobes of the dumbbell-shaped CaM to come into close contact,
encompassing the peptide as the hydrophobic clefts in the globular lobes of
CaM interact with hydrophobic residues in the helical target peptide. Later,
this collapse was confirmed and further detailed by higher resolution studies
using NMR [108] (see Fig. 8.6b) and X-ray crystallography [16] on complexes
of CaM with isolated peptides based on CaM-binding sequences from smooth
and skeletal muscle MLCKs.

8.4.2 Contrast Variation of Deuterated CaM Bound
to MLCK enzyme

It has been proposed that the regulatory segment of MLCK, which in-
cludes both autoinhibitory and CaM-recognition sequences, folds back on the
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catalytic core to inhibit kinase activity [104]. This idea is consistent with the
crystal structure of the autoinhibited form of CaM-dependent protein kinase
I [109]. In addition, selected-site mutagenesis studies collectively show that
the autoinhibitory sequence of MLCK forms an extensive network of con-
tacts with the surface of the catalytic core [102,103,110]. The effect of CaM-
binding to MLCK had been proposed to involve release of autoinhibition of the
kinase via some sort of movement of the autoinhibitory sequence [111, 112].
Neutron scattering studies with contrast variation provided the first direct
structural evidence in support of the autoinhibitory hypothesis for MLCK
activation [113].

While there has been an abundance of structural data on calmodulin–
peptide complexes, until the neutron scattering contrast variation studies
mentioned herein, there was very little structural data on CaM complexed
with a functional enzyme. Specifically, in the case of the CaM–MLCK inter-
actions, this situation led to speculation about whether the MLCK C-terminal
regulatory region could be released from its interactions with the surface of
the catalytic core such that the CaM-binding sequence would be sterically
unrestricted and able to form the tight interaction with the conformationally
collapsed CaM as was observed for the CaM–peptide structures. SANS con-
trast variation experiment on the complex formed between deuterium-labeled
CaM bound to a catalytically active MLCK revealed the surprising answer.
The basic scattering functions for the individual components of each complex
were extracted from the contrast series yielding the Rg and P (r) distributions
for the CaM and MLCK components as well as the distances between the cen-
ters of mass of the two components in each complex. The results showed that
indeed CaM undergoes an unhindered conformational collapse upon bind-
ing MLCK that is very similar to that observed with the isolated CaM-
binding peptides. An MC integration modeling procedure, BIOMOD [114],
was used to systematically test against the scattering data all possible two-
ellipsoid uniform-density models for the complex within the set constrained
by the known structural parameters. Figure 8.7 (left) shows the resultant two-
ellipsoid model of the scattering data that led to an autoinhibitory hypothesis
for MLCK activation. It was clear from the model that CaM binding to the
enzyme must induce a significant movement of the kinase’s CaM-binding
and autoinhibitory sequences away from the surface of the catalytic core.
Major factors that were critical to the success of this contrast variation ex-
periments include: (i) working at low concentrations (∼1 – 2 mg ml) to avoid
time-dependent aggregation of the complex, (ii) collecting a complete contrast
series to extract basic scattering functions as the concentration of the CaM
component was so low that the 40% D2O solvent-matched contrast was very
weak, and thus, (iii) the higher intensity of the neutron beam as a result of
the cold source upgrade at NIST [37].

Neutron contrast series data were collected for deuterated CaM bound to
MLCK in the presence of substrates (a nonhydrolyzable analog of adeno-
sine triphosphate, AMPPNP, and a peptide substrate that includes the
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Catalytic Cleft

MLCK

MLCK-I
peptide

CaM

Plus AMPPNP and
peptide substrate 

Fig. 8.7. Two ellipsoid models derived from the neutron scattering data for the
4Ca2+–CaM–MLCK complexes with (right, [115]) and without (left, [113]) sub-
strates. The conserved portion of the inhibited kinase catalytic core [117] and the
NMR structure of CaM complexed with MLCK-I peptide [15] are fit within the di-
mensions of the larger and the smaller ellipsoids, respectively. The upper and lower
lobes of the catalytic core, with the catalytic cleft (labeled) between them, are rep-
resented as gray and black ribbon drawings. CaM is represented as a gray ribbon
drawing, with its bound MLCK-I peptide in black, and a CPK representation of
its hydrophobic Trp residue near the N-terminal end. This Trp residue is key to
recognition and binding by the C-terminal CaM domain. This figure is adapted
from [115]

phosphorylation sequence for myosin regulatory light chain) [115]. Compar-
ison of the Rg values determined for the complex with bound substrates
(31.6 ± 1.2 Å) to that without substrates present (34 ± 0.7 Å) indicated that
there are significant structural differences. As would be expected, Rg and
P (r) analysis of the basic scattering functions determined for the CaM com-
ponent was similar for the two complexes (18.1 ± 1.5 vs. 17.3 ± 0.4 Å). The
Rg determined from the basic scattering function for the MLCK component
decreases by almost 3 Å upon binding substrates indicating a compaction of
MLCK that is also reflected in the P (r) analysis. This observed compaction
of MLCK upon substrate binding is similar to that arising from the closure of
the catalytic cleft in cAMP-dependent protein kinase upon binding pseudo-
substrate. In addition, the distances between the centers-of-mass of the two
components in each complex were determined from the basic scattering func-
tion cross-terms to be 57 ± 9 and 49 ± 10 Å.

A newer version of the MC integration modelling procedure, SASMODEL
[82], was used to systematically test uniform-density two-ellipsoid models for
the CaM–MLCK complexes against all of the scattering data. This two-
ellipsoid modelling exercise was ideal for this system because there was
good evidence that both CaM and MLCK had compact globular structures.
Figure 8.7 shows how the known high-resolution structure of CaM com-
plexed with the 20 residue MLCK-I helical peptide [116] and the conserved
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catalytic core of the kinase (based on the cAMP-dependent protein kinase
structure [117]) fit within the ellipsoid shapes derived from the scattering
data. The empty spaces in the ellipsoid representing MLCK most likely are
occupied by N-terminal and C-terminal sequence segments whose structures
have not yet been determined. The center-of-mass separation between the two
ellipsoids in the models are 57 Å for the minus substrate complex and 45 Å for
the plus substrates complex. These values are consistent with those values de-
termined from analysis of the basic scattering function of the cross-terms.

The models show that CaM binds to the kinase such that there must be a
significant movement of the CaM-binding and autoinhibitory sequences away
form the surface of the catalytic core. Upon binding substrates there is a move-
ment of CaM approximately 12 Å closer to the catalytic cleft. Additionally,
the models suggests that there is a reorientation of CaM with respect to the
kinase that results in interactions between the N-terminal sequence of CaM
and the kinase that were not observed in the complex without substrates.

The neutron scattering and contrast variation data presented a structural
view which follows sequentially the conformational transitions in the CaM-
dependent activation of MLCK in solution. These studies provided important
structural data that defined the mechanistic steps in the release of autoinhibi-
tion of MLCK by CaM, as well as subsequent substrate binding and activation.

8.4.3 Mechanism of the CaM-Activation Step:
SAXS/SANS Studies of a (Deuterated) Mutant CAM

Neutron scattering and contrast variation experiments on the CaM-dependent
activation of MLCK in solution have elucidated the sequential conformational
transitions involved in the CaM-dependent activation mechanism of MLCK.
Structural data determined from solution scattering experiments in combi-
nation with high resolution structural data on the individual components
have defined the mechanistic steps responsible for the release of autoinhibi-
tion of MLCK by CaM, as well as subsequent substrate binding and activation.
Additionally, a 2Ca2+ intermediate had been proposed based on spectroscopic
studies [118,119] and this was further supported by small-angle X-ray scatter-
ing [120]. The purpose of such an intermediate could be to restrain the CaM
from diffusing away in rapidly cycling functions such as muscle contraction
and relaxation. Since the Ca2+ affinities of CaM are strongly affected by its
different target binding sequences, it has been further suggested that CaM-
binding sequences in different enzymes may serve the purpose of “tuning” the
calcium affinities of the Ca2+-binding sites so as to optimize for the forma-
tion of such intermediates when needed. CaM’s N-terminal lobe would possess
the regulatory function, alternately binding and releasing the autoinhibitory
sequence of MLCK in response to the Ca2+ signal.

The modeling program GA STRUC was used to generate low-resolution
models for three complexes; 2Ca2+–CaM/MLCK, 4Ca2+–CaM/MLCK, and



154 J.K. Krueger et al.

Fig. 8.8. Results of shape restoration for 2Ca2+–CaM/MLCK SAXS data [115].
Three orthogonal views of consensus envelope from GA STRUCT (top). The con-
served catalytic core for protein kinases in the open cleft conformation [117, 121]
and collapsed CaM (2BBK [108]) structures have been docked by hand into the
consensus envelope. The high-resolution structures resulting from the docking of
the extended cPKA structure and collapsed CaM structure (2BBK) are shown in
two views (the 2Ca2+–CaM/MLCK (grey) and 4Ca2+–CaM/MLCK (black) (bot-
tom). The two complexes are overlaid such that the cPKA structures are coincident.
The resulting view shows how far the CaM translocates away from the catalytic cleft
of skMLCK when all four Ca2+ binding sites are occupied

4Ca2+–CaM/MLCK with bound substrate. These models were used in con-
junction with high-resolution structures of the protein components to better
understand the interactions between them (Fig. 8.8 [98]). In the case of the
2Ca2+–CaM/MLCK, the consensus envelope is consistent with CaM in a fully
collapsed state with its two globular lobes in close contact with each other
while the catalytic cleft of the kinase is open. The consensus envelope for
the 4Ca2+–CaM/MLCK indicates that the collapsed CaM has swung further
away from the open catalytic cleft of the MLCK compared to the 2Ca2+ com-
plex, and further that substrate binding to this complex results in closure
of the kinase catalytic cleft, in agreement with previous neutron scattering
results. Most importantly, the GA STRUCT models indicate that activation
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of MLCK by CaM can only occur once CaM is fully translocated away from
the catalytic cleft, which is presumably linked to full release of the pseudo-
substrate/inhibitory sequence and this step is completed only when all four
calcium binding sites are loaded.

All amino acid residues in CaM make up the two globular Ca2+-binding
domains with the exception of residues 76–81 found in the central helix and
residues 1–8 (A1DQLTEEQ8) at the N-terminus, hereinafter referred to as the
N-terminal leader sequence. It has been shown that deletion of the N-terminal
leader sequence results in a CaM mutant (DNCaM) capable of recognizing and
binding to MLCK yet incapable of activating this kinase [122].

SANS contrast variation data on a specifically deuterated DNCaM mutant
bound to MLCK has been collected. It is anticipated that analysis of this data
will provide a more detailed atomic description of the binding events between
CaM and MLCK prior to the kinase activation step, providing a molecular de-
scription of the regulatory mechanism for an archetypal calmodulin-mediated
Ca2+ response in the cell. A high-resolution model of the DNCaM–MLCK
complex has to be built from available atomic-resolution structures of CaM
and the catalytic core of MLCK within the confines of the molecular envelope
shapes, boundaries and relative dispositions. A docking procedure can then
be used to develop “best fit” models of the complex similar to the proce-
dure report recently by Tung et al., [123] that was used to develop a struc-
tural model of the catalytic subunit-regulatory subunit dimeric complex of the
cAMP-dependent protein kinase (Fig. 8.9). The detailed “atomic” modeling
presented in this article is an example of how the shape constraints pro-
vided by SANS can be combined with high-resolution crystal or NMR struc-
ture information and further constrained by other biophysical measurements.
Higher detail models built from high-resolution crystal and NMR data of var-
ious substructures within the molecular dimensions determined from SAS and
constrained by interresidue distances determined, for example, from chemical
cross-linking and peptide mapping or FRET distances or mutagenesis data, is
poised to become an important tool for an integrated structural approach to
visualizing the protein:protein interactions that are essential for intracellular
function. Approaches to modeling protein complexes with hybrid experimen-
tal data will become increasingly important as crystallographers continue to
rapidly grow the structural data base with domain and subunit structures
and we begin to turn our attention to understanding how these substructures
function in the complex interactions within the cell.

8.5 Conclusions and Outlook

Neutron scattering with contrast variation can provide unique views of the
interactions within molecular complexes involved in dynamic processes such
as enzyme activation as well as in the highly regulated and coordinated in-
teractions of complex systems such as muscle. The ability to selectively label
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components in an assembly and extract information about their conforma-
tions within that assembly can be quite powerful. SAS techniques are applied
in solution and hence can give insights into systems in which inherent flexibil-
ity may cause problems for crystallization. Importantly, the techniques can be
applied to systems over a wide range of sizes, from 10 to 1000s of Å. Neutron
scattering does suffer the limitation that it requires access to large, expensive
facilities of which there are a limited number. Thus, the techniques should
only be applied when they can contribute unique information on an impor-
tant problem. Understanding the molecular mechanisms underlying motility
in biological systems and its regulation is one such problem. The complexity
and the dynamic nature of motile function make it a very compelling system
for study using neutrons.

As mentioned in the contribution by Harroun et al. in this volume, biology
can be an educational outreach tool, that can connect with the public and
policy makers in ways that many physics experiments cannot, particularly
if they have some relevance to advances in medicine. This has had the ef-
fect that new instruments devoted to biological sciences such as the dedicated
biological Advanced Neutron Diffractometer/Reflectometer (AND/R) at NIST
are coming on line. In addition, a new 35 m SANS facility at ORNL [42] is
being constructed as part of a Center for Structural and Molecular Biology
(CSMB).

Finally, it may be worth re-emphasizing a point made initially in the con-
text of SANS studies of synthetic polymers [124]: “The greatest limitation for
SANS experimentalists is the securing of suitable samples. To take full advan-

A

B

Fig. 8.9. Best fit model for the R–C heterodimer of the cAMP-dependent protein
kinase shows the dimer poised for dissociation. C (catalytic) subunit is shown as
surface representation and the R (regulatory) subunit is shown as a cartoon repre-
sentation of the backbone structure with some residues identified to be at interface,
in ball-and-stick, labeled
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tage of the power of SANS, samples should be selectively deuterated in des-
ignated places.” Similarly, deuteration, partial or full, of biological molecules
such as proteins, nucleic acids, lipids, sugars, is essential to exploit fully the
techniques of neutron scattering and to highlight and analyze selected parts
of macromolecular structures in situ. The commitment of a small fraction of
the planned large investments in instrumentation to an in vivo labeling pro-
gram will dramatically increase the overall impact and productivity of future
research on biopolymers. The ILL in collaboration with European Molecular
Biology Laboratory, has established a laboratory for the deuteration of bio-
logical molecules [125]. Similarly, as part of its strategy for the expansion of
neutron scattering in the life sciences, the CSMB is planning a Deuterium
Labeling Facility at ORNL. The provision of deuterated macromolecules will
greatly enhance both the quality and quantity of experiments that can be
done using neutron scattering, and in many cases will make feasible new and
more sophisticated experiments than can presently be performed.
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Small Angle Neutron Scattering
from Proteins, Nucleic Acids, and Viruses

S. Krueger, U.A. Perez-Salas, S.K. Gregurick, D. Kuzmanovic

9.1 Introduction

This chapter will focus on SANS applications to complex biological
macromolecules such as proteins, nucleic acids, viruses, micelles, and vesicles.
Because of its sensitivity to the biologically important light elements such
as H, C, N, and O, SANS can provide unique information on the structure
and function of biological macromolecules. Recent advances in biochemistry,
crystallography and structural NMR have made it possible to prepare greater
quantities of deuterium-labeled proteins and to determine an ever-increasing
number of high-resolution structures. Thus, SANS has also come into wider
use as a complementary tool for comparing the structures in crystal and solu-
tion phases and for elucidating the unresolved regions in a crystal structure.
Since the measurements are performed in solution, SANS gives unique struc-
tural information under conditions that more closely mimic the molecule’s
natural environment, and thus can provide critical insights in a number of
bioengineering areas.

The SANS experimental method has been described previously. Detailed
information on SANS from biological macromolecules can be found in this
book and in several review articles [1–3]. In the case of complex systems
such as viruses, nucleic acids, and proteins, it is often far easier to obtain
data than to interpret what the data mean. One simple, model-independent
analysis of the scattered intensity, I(Q), that is normally performed is the
Guinier approximation [4], given by,

I(Q) = I(0) exp
[
−QRg

2

3

]
, (9.1)

where Rg is the radius of gyration, I(0) is the forward scattered intensity and
Q = 4π sin(θ)/λ, where λ is the neutron wavelength and 2θ is the scattering
angle. This approximation is only valid in the region where QRg ≈ 1. A real-
space representation of the data can be obtained from the distance distribution
function, P (r), which is related to I(Q) by
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I(Q) = 4πVo

∫ Dmax

0

P (r)
sin(Qr)

Qr
dr, (9.2)

where Vo is the volume of the scatterer. The integral is carried out to a value
Dmax, defined as the maximum distance beyond which there is no significant
scattering mass of the biological sample. A number of indirect Fourier trans-
formation methods exist [5–7] for calculating P (r) from I(Q). Typically, data
are analyzed by first using Eq. 9.1 on the low-Q portions of the data to obtain
initial values for Rg and I(0). An indirect Fourier transformation method,
which makes use of all of the data, rather than a limited data set at small Q
values, is then used to determine P (r), Rg, I(0), and Dmax. Dmax is chosen
to obtain the best fit to the I(Q) vs. Q data with a Rg value that agrees well
with that found using Eq. 9.1. While P (r) can help reveal the shape of the
scatterer, further structural analysis requires comparison to model structures.

9.1.1 Modeling SANS Data

High Resolution Starting Structure is Available

When the X-ray crystal or NMR structure of the biological macromolecule is
known, it is possible to calculate a model SANS intensity and Rg which allows
for a direct comparison with the experimental data. One widely used program,
cryson, calculates SANS intensities using spherical harmonics [8]. Because
SANS is a low-resolution technique, atomic resolution is lost. However, if each
residue in the protein were to be treated as a sphere of appropriate scattering
length density and size, related to the particular amino acid sequence, then it
is possible to gain back some structural resolution. Appropriate size beads are
simply strung along the backbone to represent the protein. Then a scattering
curve is calculated by using a Monte Carlo simulation [9]. Currently, such
a program, XTAL2SAS, is being developed in collaboration with NIST and
UMBC. XTAL2SAS is based on the original work of Glenn Olah, which relied
on the method reported by Heidorn and Trewhella [10] to calculate a scatter-
ing profile from protein crystal structures. In the original program, a protein
crystal structure (PDB file) is read into the program and each Cα carbon is
taken as the center of a scattering sphere. The radius, molecular weight, vol-
ume, and neutron scattering length density (SLD) of each scattering sphere
is dependent on the residue type [11]. In order to simulate the scattering pro-
file, I(Q) vs. Q, the calculation of the distance distribution function, P (r), is
first performed. This is generated by a Monte Carlo simulation of the scatter-
ing experiment whereby the spheres are randomly filled with points of known
SLD dependent upon the residue type. P (r) is then calculated by summing all
possible distances between all possible pairs of points in the total structure,
weighted according to the neutron SLD for each point. Rg and I(Q) are then
calculated from an integration of the P (r) function as shown in Eq. 9.2.

However, if the solution structure deviates from the crystal structure, then
the calculation of a reasonable model to fit the experimental scattering data is
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extremely difficult, as was illustrated for the case of the conformational change
in cAMP Receptor Protein (CRP). Recent studies found that when CRP is
complexed with cAMP and DNA, it undergoes a rather drastic conformational
change, as evident by the large increase in the protein radius of gyration and
a shift in the neutron scattering curve [12]. To model this conformational
change, a method of a constrained walk along well-defined conformational
coordinates was developed. This was the first application of such a procedure
to SANS and it enabled the calculation of a best fit structural model to the
experimental data [12].

A solvent accessible surface area (SASA) like approach to treat the effects
of protein hydration, as determined by SANS, has also been developed as
part of the XTAL2SAS program. A sphere of radius 6.5 Å is traced along the
protein surface. A determination is made as to whether each surface residue
is polar or nonpolar. For each polar surface residue, up to 5.0 Å of bound
water is fit into the volume of the corresponding probe sphere. The scattering
length density inside this hydration layer is that of bound water [13]. The
scattering profile, I(Q) vs. Q, is then calculated as above by first determining
the distance distribution function, P (r), by a Monte Carlo simulation of the
scattering experiment. The scattered intensity is then calculated by Eq. 9.2.

High Resolution Starting Structure is Not Available

When a high resolution structure is not available, a low resolution structure
can be built from one or more simple geometric shapes. The solid geometric
structure is then randomly filled with points of uniform neutron SLD, each
representing the average SLD of the molecule of interest. When more than one
geometric shape is used to build a model structure, each can contain points
of a different, uniform, SLD. By optimizing the geometric parameters of the
structure to best fit experimental scattering data, a low resolution model is
obtained. This is the basis behind the LORES program [14]. The first part of
the program, involving the generation of a geometric model, relies on the same
procedure as described in [9] for the generation of a set of scattering points
within a given sub-volume. However, this original work has been extended to
include many different shapes and to include an optimization procedure to
determine the best fit geometric shape to inputted experimental data. The
scattering points are generated, via a Monte Carlo method, to fall within a
given volume (e.g., sphere, ellipsoid, cylinder, etc.). To simulate a uniform
SLD within the given sub-volume, the total number of points is proportional
to that volume. This method will ensure a uniform distribution of random
points within a structure. It was found in the original work that the number
of Monte Carlo points must be at least 1,000 in order to obtain a distribution
that is indeed uniform [9].

Once a candidate structure is selected, the starting parameters and a given
range for each parameter must also be input. During the course of the geom-
etry optimization new parameters are generated randomly, subject to this
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chosen range. The scattered intensity, I(Q) vs. Q, is calculated and compared
with the experimental scattering profile. This is accomplished by calculating
the distance distribution function, P (r), by making a histogram representa-
tion of all possible distances between all possible pairs of scattering points
within the given structure, weighted according to the neutron SLD for each
point. A radius of gyration, Rg is also calculated. The Monte Carlo opti-
mization algorithm strives to minimize the χ2 distribution, in a least squares
manner. For each model, a regression coefficient, R2, is also calculated. The
Monte Carlo optimization will minimize the χ2 value and maximize the R2

value simultaneously. Values of Rg and volume can be input as additional
optimization parameters. The program output consists of a family of possible
models (in PDB format) as well as scattering profiles to best fit the data.

Last, an on-line, user friendly web based software package is being devel-
oped for the molecular modeling of small angle scattering data of biological
macromolecules. This interface is composed of a front end with html-like doc-
uments. The back-end interfaces to XTAL2SAS, LORES, and other useful
programs via a series of PERL wrappers, one for each program of interest. A
prototype website is also available at [15].

9.1.2 Contrast Variation

Often advanced modeling techniques will be used in addition to the contrast
variation technique, in which the isotopic substitution of D for H is routinely
used to change the scattering length density of the macromolecule or sol-
vent, in order to separate the scattering from the individual components in a
multicomponent complex and model them independently [16]. Thus, the con-
formation of a particular component bound in the complex can be directly
compared to that of its counterpart free in solution. For a two-component
system, the scattering from the two components can be written as:

I(Q) = ∆ρ2
1I1(Q) + ∆ρ1∆ρ2I12(Q) + ∆ρ2

2I2(Q), (9.3)

where I(Q) is the measured scattered intensity of the complex and the con-
trast, ∆ρ = (ρ − ρs), is the difference between the mean scattering length
density of the molecule, ρ, and that of the solvent, ρs. I1(Q) and I2(Q) are
the scattered intensities of components 1 and 2, bound in the complex. I12(Q)
is the cross term between the two components. The Q value at which the cross
term first reaches zero can be used to approximate the separation of the cen-
ters of masses of the two components, D = 2π/Q. If scattered intensities of
the complex are measured in solvents with different H2O/D2O ratios, then
a set of simultaneous equations can be solved in order to determine the un-
knowns, I1(Q), I2(Q) and I12(Q). Here, the measured scattered intensities,
I(Q), as well as the contrasts, ∆ρ1 and ∆ρ2 are the known quantities. Specific
examples of the use of contrast variation to obtain unique information will be
presented on SANS structural studies of protein/protein and protein/RNA
complexes.
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9.1.3 Experimental Examples

Three specific examples of using SANS to study the structure of biological
systems are presented here. The systems are quite diverse, RNA, to pro-
tein/protein and protein/RNA complexes. In each case, different tools are
used to model the structures measured by SANS. Although the RNA system
is seemingly the simplest, its measured I(Q) curves cannot be fit to sim-
ple model shapes. Rather, a high resolution model structure is compared to
the data using the CRYSON program [8]. For the protein/protein complex
and protein/RNA complex, or phage, the contrast variation technique was
used to separate the scattering from the two components. Then, the compo-
nents and the complexes were modeled separately using both the LORES and
XTAL2SAS programs.

All SANS measurements shown in the following examples were performed
on the 30-m SANS instruments at the NIST Center for Neutron Research
in Gaithersburg, MD [17]. Typical neutron wavelengths, (λ), were 5 or 6 Å,
with a wavelength spread, ∆λ/λ of 0.15. Raw counts were normalized to
a common monitor count and corrected for empty cell counts, ambient room
background counts and nonuniform detector response. Data were placed on an
absolute scale by normalizing the scattered intensity to the incident beam flux.
The two-dimensional data were then radially averaged to produce I(Q) vs. Q
curves. The one-dimensional scattered intensities from the samples were then
corrected for buffer scattering and incoherent scattering from hydrogen in the
samples. Guinier radii were found using Eq. 9.1 and the GNOM program [6]
was used to calculate P (r).

9.2 Nucleic Acids: RNA Folding

9.2.1 Compaction of a Bacterial Group I Ribozyme

Like proteins, certain RNA molecules fold into unique three-dimensional struc-
tures that are essential for their biological activity. Ribozymes, RNA frag-
ments that have enzymatic activity, are an example of this class of molecule.
Typically, a precursor RNA (pre-RNA) fragment contains two coding exons
separated by a noncoding intron (the ribozyme). The ribozyme must fold into
a unique conformation in order to join the two exons together that form a full
coding sequence, and then remove itself by self-splicing. The mechanism by
which the folded structures form from the unfolded or denatured, state has
become the subject of intense investigation, [32–34, for example]. In contrast
to proteins, where hydrophobic interactions drive the collapse of the polypep-
tide chain, RNA folding requires counterions to neutralize the electrostatic
repulsion between phosphate groups. The collapse of RNA chains to interme-
diate (non-native) structures in the presence of counterions is of fundamental
importance because this determines the probability of forming biologically
active structures in a short time.
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Theoretical and experimental studies of DNA and RNA show that counte-
rion condensation around nucleic acids reduces the effective phosphate charge
by 75–90% [35, and references therein]. Theoretical models of polyelectrolytes
suggest that counterion condensation initially produces an ensemble of com-
pact forms that contain both native and non-native interactions that slowly
diffuse to the native state [33].

The presence of collapsed intermediates in RNA folding has been de-
tected by biochemical [36, 37] and small angle X-ray scattering (SAXS) ex-
periments [38, 39] and has demonstrated that counterions induce compact
structures at concentrations below what is required to stabilize the native
structure. Furthermore, in accordance with theoretical predictions [33], struc-
tural studies have shown that the initial collapse can occur in 1–10 ms [40][and
references therein], which is a much shorter time than required to form the
native RNA.

An important question is the extent to which the native interactions stabi-
lize these compact folding intermediates. To address this question, SANS was
used to measure changes in the global dimensions of a 195-nucleotide ribozyme
of the Azoarcus bacterium [41] (Fig. 9.1) that is responsible for forming the
RNA sequence that matches to the amino acid isoleucine (tRNAile). The col-
lapse transition detected by SANS was compared with two conformational
phase transitions previously defined by biochemical probes of RNA struc-
ture [41]: a transition from unfolded (U) RNA to a more ordered intermediate
(IC) at low counterion concentrations that involve the assembly of helices in
the core of the ribozyme, and a second transition from IC to the native ter-
tiary structure (N) in higher Mg2+ concentrations that coincides with the

P5

P4

P6

P2
P8

P3

P7
5'

5'

P9

triple
helix

P6a

Fig. 9.1. The model structure of the Azoarcus group I ribozyme. The secondary
and tertiary structure [41, and references therein] was modeled from comparative
sequence analysis. Base-paired (P) regions in the ribozyme are indicated
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appearance of catalytic activity [37]. A variation of the latter is a transition
from IC to IF in higher Na+ concentrations where the resulting structure is
folded but inactive [42].

The Azoarcus ribozyme was transcribed in vitro, gel separated and purified
following standard protocols [41, 42, and references therein]. RNA solution
(2 mg/ml) was made in H2O buffer containing 0–20 mM MgCl2 or 0–2 M NaCl
and maintained at 32◦C during the SANS measurements [43]. This was the
highest RNA concentration attainable for which the scattering profile showed
no evidence of particle–particle interactions, particularly when in buffer alone.
The distance distribution functions, P (r), for the Azoarcus ribozyme in so-
lution were compared to two standard analytic P (r) models: the Gaussian
polymer chain and the sphere [43]. In addition, the P (r) corresponding to the
sample with highest Mg2+ concentration (20 mM) was compared to the P (r)
computed from the 3D atomic model of the Azoarcus ribozyme [8], as shown
in Fig. 9.1.

Change in RNA Conformation

SANS curves for the ribozyme in increasing concentration of MgCl2 (0–
20 mM)and NaCl (0–2 M) are shown in Fig. 9.2a, b respectively. In both panels,
the scattering curves are observed to fall into two distinct classes. The change
in the scattering at low Q suggests that, for the lower counterion concentra-
tions, the particles have a relatively larger Rg than for the higher counterion
concentrations. Comparing Fig. 9.2a, b it is clear that for the Mg2+ titra-
tion series the transition between the two types of scattering curves occurs
abruptly between 1.6 and 1.7 mM MgCl2, whereas the transition for the Na+

titration series is more gradual as the salt concentration varies between 0 and
450 mM NaCl. The fact that higher concentrations of Na+ are required to
condense the RNA is consistent with the monovalent counterions being less
efficient at charge neutralization [37,42].

P (r) functions, determined from the scattering curves shown in Fig. 9.2
are shown in Fig. 9.3. It is evident from Fig. 9.3 that the two classes of P (r)
functions relate to two distinct particle shapes: an extended shape at low
counterion concentrations and a significantly more compact state at
higher counterion concentrations. The variation in the maximum extension
of the particles, Dmax, for both the extended and the compact shapes was ap-
proximately 7%. Rg, which can be computed from P (r) [43], decreased from
an average of 53 ± 1 Å below 1.6 mM MgCl2 to 31.5 ± 0.5 Å above 1.7 mM
MgCl2 and to 33.4 ± 0.2 Å in 2 M NaCl.

To evaluate the nature of the unfolded state, the P (r) functions at low
counterion concentrations were compared to a standard Gaussian chain model
(random coil) with an equivalent Rg. This is shown in Fig. 9.4, where it is clear
that the mass of the RNA measured in H2O buffer with no added salts is dis-
tributed over shorter distances than predicted by the random coil model. The
experimental data also show that the value of P (r) is greater over distances
of 90–130 Å than what would be expected for a random coil model. This
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Fig. 9.2. (a) Mg2+ concentration dependence for RNA in H2O buffer with no
added salts (filled square), 1 mM Mg2+ (diamond), 1.3 mM Mg2+ (x), 1.5 mM Mg2+

(circle), 1.6 mM Mg2+ (+), 1.7 mM Mg2+ (square), 4mM Mg2+ (triangle), 20 mM
Mg2+ (filled circle). (b) Na+ concentration dependence for RNA in H2O buffer with
no added salts (filled square), 100 mM Na+ (x), 450 mM Na+ (circle), 750 mM Na+

(+), 2 M Na+ (square)

suggests that RNA is more rigid than a Gaussian chain and this local stiffness
is presumably due to double helical segments in the unfolded RNA.

Comparing the corresponding P (r) curve for the 20 mM Mg2+ sample,
where the ribozyme is in its native conformation, to the predicted real space
density correlation function for the 3D model of the ribozyme shown in
Fig. 9.1, P (r)3D, and to the real space density correlation function for a sphere,
P (r)sphere, it is clear that the experimental P (r) curve for the 20 mM Mg2+

sample has a greater resemblance to P (r)3D than to P (r)sphere, especially for
r < Rg. This is reinforced by the fact that the computed scattering curve
from the 3D model of the ribozyme, I(Q)3D, is similar to the SANS data for
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Fig. 9.3. P (r) distributions were obtained from the SANS data in Fig. 9.2 according
to Eq. 9.2 and scaled by Icalc(0)−1. Symbols are as in Fig. 9.2. (a) Mg2+ titration. (b)
Na+ titration. Insets: Scattering curves computed from P (r) distribution functions
are compared with neutron scattering data from samples containing 0 and 20 mM
MgCl2 or 0 and 2M NaCl, respectively

the 20 mM Mg2+ sample (inset in Fig. 9.4), except that the 3D model yields a
smaller Rg of 30 Å compared to the experimental Rg of 31.5±0.5 Å. This dif-
ference cannot be attributed to experimental error. The difference in the most
probable value of r between the P (r) curve for the 20 mM Mg2+ sample and
P (r)3D could be due to either conformational fluctuations in the native state
or errors in the model, which is based on comparative sequence analysis [41] .
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Fig. 9.4. P (r) functions obtained from SANS data for RNA in H2O buffer with
no added salt (filled squares); 20 mM Mg2+ (filled circles). The curves represent
Prandomcoil(r) for a random coil (solid line), Rg = 53 Å; Psphere(r) for a uniform
sphere (long dashed line), Rg = 31.5 Å; P3D(r) for the 3D atomic model (dashed
line), Rg = 30 Å. Inset: SANS data for RNA in H2O buffer plus 20 mM Mg2+.
The continuous curves correspond to Icalc(Q) computed from the experimental P (r)
(solid line) and I3D(Q), computed from the 3D model (dotted line)

Differences in the size of the compact states formed in Mg2+ and Na+

are small, with a deviation in Rg at the largest salt concentrations of about
2 Å (Fig. 9.3). A slightly less compact shape is attained in 2 M NaCl (Rg =
33.4 ± 0.2 Å) than in 20 mM MgCl2 (Rg = 31.5 ± 0.5 Å). If saturation was
not reached even at 2 M NaCl, it is possible that at higher concentrations
the difference in Rg becomes smaller. The similarity of Rg values obtained
in Mg2+ and Na+ is consistent with biochemical results showing that the
ribozyme forms many tertiary interactions in monovalent salts, lacking only
a few within the active site [42].

9.2.2 RNA Compaction and Helical Assembly

Counterion-mediated Collapse

Multivalent cations drive the compaction of RNA chains more efficiently than
monovalent cations [37, and references therein]. In the case of the Azoarcus
ribozyme, a 100-fold lower concentration of Mg2+ than Na+ is required to in-
duce compaction. Because electrostatic repulsion of the phosphates is a major
force opposing RNA folding, the Rg of an approximately spherical folded RNA
is expected to correlate with its residual net charge after counterion conden-
sation. The Azoarcus ribozyme forms a compact structure in the presence of
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counterions when approximately 90% of the phosphate charge is neutralized,
which is qualitatively consistent with previous work [44, 45]. The idea that
the collapse transition of the RNA is not driven by site-specific coordination
of metal ions is supported by the fact that the net charge per phosphate is
roughly equal in Na+ and Mg2+.

Collapse Correlates with Helix Assembly

Because of nearly complete neutralization of the backbone charges due to
nonspecific counterion condensation, an important question is whether the
metal ion induced decrease in Rg of the ribozyme correlates with the degree
of native structure. Two macroscopic conformational transitions in the Azoar-
cus ribozyme occur with increasing Mg2+ concentration [41]. Under conditions
with no added salts, only the P2, P4, P5, and P6a stem-loops are detected
by protection of guanine nucleotides from RNase T1 digestion, and the RNA
appears largely unfolded (U). At moderate concentrations of monovalent or
divalent salts, the double helices in the core of the ribozyme (IC) are stabilized,
including the P3/P7 pseudoknot and a triple helix that mediates interactions
between the P4–P6 and P3–P9 domains (Fig. 9.1). Higher Mg2+ concentra-
tions are required to form the native tertiary structure (N) and for catalytic
activity [41]. Similar transitions are observed with other monovalent and di-
valent counterions, except that the resulting structure is folded but inactive
(IF) [42].

To determine which of these transitions (U → IC or, correspondingly, IC
→ N in Mg2+ or IC → IF in Na+) correlate with compaction of the RNA,
the secondary structure of the ribozyme was probed by partial digestion with
RNase T1 and splicing assays under the conditions of the SANS experiments.
In partial RNase T1 digestion assays, RNase T1 reacts with solvent accessible
guanine (G) residues of 5′-32P-labeled ribozyme. Separation of the products,
done through a standard sequencing gel, maps the specific G nucleotides along
the RNA sequence affected by RNase T1 digestion [41, 42, and references
therein]. Self-splicing assays indicate that the amount of catalytic activity in
32P-labeled pre-tRNA. Using a standard size exclusion gel, catalytic activity
is quantified by the amount of spliced product [41,43, and references therein].

Addition of counterions resulted in the protection of G nucleotides in the
core of the ribozyme. The midpoint of base pairing in the core is close to
the counterion concentration at which the collapse of the RNA was observed
(1.7 mM Mg2+ and 450 mM Na+, respectively). By contrast, a splicing assay
showed that fivefold higher Mg2+ concentrations were required for self-splicing
activity under these conditions, the midpoint of the transition to the native
structure being 4.5 mM Mg2+, with maximal activity above 20 mM Mg2+.
That the assembly of helices in the ribozyme core occurs at low Mg2+ con-
centrations and precedes tertiary folding is suggested in previous and recent
experiments [43, and references therein]. Even after this fivefold increase in
Mg2+ concentration, no further compaction of the ribozyme is observed by
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SANS, indicating that changes in the size and shape of the ribozyme during
the transition from the intermediates to the native state are smaller than the
1 Å error of these measurements.

Taken together, these experiments provide strong support for the idea
that counterions induce the collapse of polynucleotide chains, but that col-
lapse alone is not sufficient to produce the native state. That the collapse
transition of the Azoarcus ribozyme produces an IC state with near-native
Rg values suggests that Mg2+ leads to a specific collapse, in agreement with
biochemical assays [41]. In contrast, other RNAs, both smaller and larger
than Azoarcus, have been found to form intermediates that are about 5–15%
less compact than their native structures [38, 39]. More expanded intermedi-
ates could reflect the increased presence of non-native interactions or greater
structural dynamics of the folding intermediates compared with the collapsed
intermediates formed by the Azoarcus ribozyme.

This example shows how SANS, in combination with biochemical assays
and structural modeling techniques, can provide insight into the collapse of
RNA molecules. The overall structural information provided by SANS can be
directly related to biochemical activity if the biochemical assays are performed
under the same conditions as the SANS experiments. Such analyzes can also
be applied to protein folding problems.

9.3 Protein Complexes:
Multisubunit Proteins and Viruses

9.3.1 Conformation of a Polypeptide Substrate
in Model GroEL/GroES Chaperonin Complexes

The role of molecular chaperones in mediating and controlling intracellular as
well as in vitro protein folding has broad implications for biotechnology. There
is now considerable insight into the possible mechanisms whereby chaperone
proteins recognize, stabilize, and release non-native polypeptide chains in a
manner whereby they are able to productively refold. However, there are a
number of important, fundamental gaps in the understanding of chaperone
action, that remain to be resolved. Among the growing list of chaperone fam-
ilies, which are thought to play essential roles in a variety of fundamental
cellular processes, are the chaperonins GroEL and GroES, which have been
intensively studied. Knowledge of how misfolded protein substrates physi-
cally interact with GroEL should provide vital clues necessary to unravel the
process by which GroEL mediates the proper folding of a wide variety of un-
folded and misfolded protein substrates. The ultimate goal is to determine
the mechanism by which GroEL transforms its substrate proteins and then
releases them in a form able to refold to their native conformation.

One of the key issues in establishing a molecular mechanism for GroEL is
to describe in structural terms the conformations of polypeptide substrates
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when bound to various chaperonin complexes. Any mechanism for chaper-
onin action will require the answer to several questions. For example, does a
non-native polypeptide substrate unfold further upon binding to GroEL? On
the other hand, when a chain is released from GroEL in the presence of the
co-chaperonin GroES, does it adopt a more folded, or unfolded conformation?
These questions are difficult to resolve with naturally occurring proteins since
they refold so readily when released from chaperonin complexes. One approach
to address these issues, however, is to utilize a family of mutationally altered
protein substrates that are unable to adopt their native conformation. A num-
ber of such protein systems are readily available, one of which is a non-native
subtilisin variant (PJ9) that is unable to refold when released [47].

Wild-type and Single-ring GroEL

In order to evaluate any changes in polypeptide conformation in association
with models of chaperonin complexes, it is necessary to describe a model
for the solution conformation of the single ring GroEL variant (srGroEL)
used in this study. Data were obtained from srGroEL in both H2O and D2O
buffers and compared to data obtained from wild-type GroEL under the same
conditions. Analysis of these data were enhanced by parallel studies with
a mutational variant of GroEL for which 16 C-terminal residues have been
deleted [48] as well as by using information obtained from previous SANS
studies on GroEL and chaperonin complexes [49, 50]. These additional data
sets enabled an assignment of the crystallographically disordered C-terminal
domain of GroEL, and were also helpful in modeling studies of the solution
structure of the single ring chaperonin.

The scattering curve for srGroEL in D2O buffer is presented in Fig. 9.5
along with the corresponding curve for the wild type GroEL. The solid line in
Fig. 9.5 represents the scattered intensity calculated, using XTAL2SAS, from
just one of the rings of the double-ring crystal structure [51] with the added
SANS-derived model for the disordered C-terminal domain. The best fit to
the data was obtained when the disordered C-terminal domain is positioned
along the inner wall of the GroEL ring, a possibility also suggested in [50], and
when no adjustments are made to the location of the flexible apical domains.
Equally good fits to the data can still be obtained if the apical domains are
allowed to rotate up to 10◦ in a similar manner to that described in [49]. Thus,
the solution structure of srGroEL can be described well using one ring of the
double ring crystal structure and by positioning the disordered C-terminal
domain along the inner wall of the ring.

GroEL Complexes with Substrate

Single-ring GroEL mutants have been shown to assist in the refolding of non-
native polypeptide chains [52, 53] and they form unusually stable complexes
with GroES upon the addition of nucleotides. This attribute was exploited to
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Fig. 9.5. SANS data of the srGroEL variant (diamond), compared with that of
wild-type GroEL (filled squares). The solid line represents the scattered intensity
calculated from one ring of the wild-type GroEL crystal structure, including the
SANS-derived model for the disordered C-terminal residues

obtain a low-resolution structure for a non-native variant of the serine protease
subtilisin polypeptide (PJ9) when bound to GroEL. The subtilisin was 86%
deuterated (dPJ9) so that its SLD contrasted sufficiently with the chaperonin,
allowing the contrast variation technique to be used to separate the scatter-
ing from the two components bound in the complex. The srGroEL mutant
assured that dPJ9 and GroES were each bound in a 1:1 stoichiometry with
the single ring of GroEL, providing an advantage over previous SANS exper-
iments [49] which included mixed stoichiometries of GroEL. For comparison,
a complex between dPJ9 and wild-type, double-ring GroEL was also studied.
Care was taken to ensure that two dPJ9 molecules were bound to each GroEL
molecule, in order to maintain the 1:1 stoichiometry between dPJ9 and each
ring of GroEL.

SANS contrast variation data for the wild-type GroEL/dPJ9 and single
ring srGroEL/dPJ9 complexes are shown in Fig. 9.6. Measurements were made
in 0%, 20%, 70%, 85%, and 100% D2O buffers in each case [54]. The exten-
sive data set in Fig. 9.6 allows the scattering from each of the components
in the complex to be separated using Eq. 9.3. Here, I1(Q) and I2(Q), re-
fer to the GroEL (or srGroEL) component and the dPJ9 component of the
GroEL/dPJ9 complexes, respectively. The cross-term, I12(Q), represents the
interference function between the GroEL and dPJ9 components. Fig. 9.7 shows
the scattered intensities for the wild-type GroEL and dPJ9 components, as
determined from the contrast variation data. The peak in the dPJ9 curve at
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Fig. 9.6. Contrast variation data from (a) GroEL/dPJ9 and (b) srGroEL/dPJ9
complexes measured in 100% (filled circle), 85% (square), 70% (+), 20% (circle),
and 0% (filled square) D2O. The data in 20% and 0% D2O solution are shifted by
the factor 0.1, as indicated, for clarity
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Fig. 9.7. Scattered intensities IEL(Q) (circle) and IdPJ9(Q) (filled square), the
GroEL and dPJ9 components, as bound in the complex, respectively

Q ≈ 0.05 Å−1 is due to the interaction between the two dPJ9 molecules at
each end of the GroEL/dPJ9 complex. A comparison of the scattered intensity
for bound GroEL and that measured free in solution (Fig. 9.5) indicates that
little or no change in GroEL conformation occurs upon binding the substrate
polypeptide. The separation of the centers of masses of the two dPJ9 mole-
cules in the complex is approximately 125 Å, determined from the location of
the peak in IdPJ9(Q), using D = 2π/Qpeak.
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A similar analysis for the srGroEL/dPJ9 contrast variation series of data
revealed that the Rg value for dPJ9 bound in the srGroEL/dPJ9 complex is
19.0 Å. However, its maximum extent is 55 Å, as determined from the P (r)
function, suggesting that the molecule is very asymmetric. Modeling was ac-
complished by a Monte Carlo method (LORES) in which a large number of
models (>10,000, and >100,000 in some cases) are generated within the con-
straints of the SANS data and the minimum volume possible for dPJ9, as
calculated from its known molecular weight and assuming a partial specific
volume of 0.73 cm3 g−1. The models were then tested to determine how well
the calculated scattered intensities and P (r) functions fit the data. After ini-
tially testing simpler ellipsoidal and cylindrical models, and finding them to
be a poor fit to the data, mushroom models for the dPJ9 were explored. Such
a model lends itself well to the geometry of the srGroEL molecule and is also
suggested for rhodanese in [49].

Fig. 9.8 presents two views of a complete model for the srGroEL/dPJ9
complex. The significant result is that the dPJ9 component has an asymmetric
shape and that part of the polypeptide must beyond the cavity inside the
srGroEL ring and up into the space above the GroEL. Note that the bottom
portion of the dPJ9 mushroom penetrates the srGroEL cavity and the top
portion sits above the cavity. The srGroEL portion was obtained from the
crystal structure with the added SANS-derived model for the disordered C-
terminal domain, which is seen at the bottom the complex in the side view.

Single-ring GroEL/GroES Complex with Substrate

Because physiological protein folding is thought to depend on both GroEL
and GroES, it was of interest to investigate the conformational changes in a

Side view Top view

Fig. 9.8. Top and side view of the best-fit mushroom model for dPJ9 bound in
the srGroEL/dPJ9 complex, constructed from SANS contrast variation and crys-
tallography data. The srGroEL is represented by the ribbon structure, the dPJ9 is
represented by the light spheres and the disordered C-terminal residues are repre-
sented by the dark spheres
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polypeptide substrate within an active chaperonin complex. In this way, it
would be possible to detect any changes in the conformation of the substrate
under conditions that either promote, or do not promote, protein folding.
However, because chaperonin complexes are in a dynamic equilibrium linked
to the ATPase activity of GroEL, a simpler model of these components was
needed for the relatively long times needed to collect adequate neutron scat-
tering data. Thus, the single-ring GroEL variant was used to trap dPJ9 within
GroEL by GroES upon the addition of ADP (adenosine diphosphate) or ATP
(adenosine triphosphate).

Unlike ATP, ADP does not cause dissociation of dPJ9 from GroEL. If
dPJ9 is no longer covalently bonded to GroEL, would its location in the
GroEL/GroES complex change? To answer this question, two contrast varia-
tion series of measurements were performed on the srGroEL/GroES/dPJ9
complex [54]. One set of measurements was obtained with ADP present
and the other with ATP present. Measurements were made in 0%, 20%,
70%, 85%, and 100% D2O buffers in each case. The scattering from each
of the components in the complex were then separated into IELES(Q) and
IdPJ9(Q), for the srGroEL/GroES component and the dPJ9 component of
the GroEL/GroES/dPJ9 complex, respectively, using Eq. 9.3.

Using this method, the location and approximate shape of dPJ9 in the sr-
GroEL/GroES/PJ9 + ADP complex was determined as modeled in Fig. 9.9.
The significant result is that the dPJ9 component retains its asymmetric
shape and, again, part of the polypeptide must extend beyond the cavity
inside the srGroEL ring and up into the space surrounded by GroES. The sig-
nificant difference in the srGroEL/GroES/dPJ9 complex formed from ATP
is that the shape of the bound dPJ9 molecule changes from an asymmet-
ric shape such as that shown in Fig. 9.9 to a more symmetric shape. Fig-
ure 9.10 shows the distance distribution functions for bound dPJ9 in both the

Fig. 9.9. Side view of a model for the srGroEL/GroES/dPJ9+ADP complex
constructed from SANS contrast variation and crystallography data. The sr-
GroEL/GroES complex is represented by the ribbon structure and the dPJ9 is
represented by the light spheres. The disordered C-terminal residues are not shown
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Fig. 9.10. Normalized distance distribution functions, P (r) vs. r, for dPJ9 bound
to srGroEL (solid line), srGroEL/GroES + ADP (dotted line) and srGroEL/GroES
+ ATP (dashed line)

srGroEL/GroES/dPJ9 + ADP and srGroEL/GroES/dPJ9 + ATP complexes.
The most probable distance increases from approximately 22 to 30 Å , with a
similar increase in the radius of gyration, Rg, from 19.0±0.5 Å to 21.0±0.5 Å.
The shape in the presence of ATP is clearly more symmetric, as indicated by
the greater symmetry of the distance distribution function. This suggests that
dPJ9 is transformed into a more expanded form in the ATP complex. This
conformational change either was not supported by the complex formed from
ADP or was insufficient to generate a lasting change in shape in that case,
and dPJ9 instead relaxed back to a form close to its original conformation.
This important observation reflects the relative ability of ATP to promote
refolding of protein substrates relative to ADP.

9.3.2 Spatial Distribution and Molecular Weight of the Protein
and RNA Components of Bacteriophage MS2

The MS2 bacteriophage is a model organism for a number of important areas
of research including viral replication, infection, and assembly [56]. Recently,
noninfectious, genetically modified forms of the MS2 phage that contain vary-
ing amounts of RNA (compared to the wild-type phage) have been developed
for use as biological standards [57, 58]. These commercially available recom-
binant particles, Armored RNAs, are used as reference material in research
assays for the HIV, Ebola, Borna, Hepatitis A, C, and G, Dengue, Enterovirus,
West Nile, and Norwalk viruses, among others [59].

The clinical use of these particles as biological standards in public health
screening of humans and livestock has been hampered by the lack of rapid
quantitative methods to analyze the physical properties of this family of par-
ticles. As these particles are not found in nature, they cannot be scientifically
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characterized by traditional methods. Specifically, these MS2-like biomarkers,
because of their small size and the necessity that they be noninfectious, cannot
be rapidly or reliably counted. As a result, this new generation of biological
reference material cannot be cheaply characterized for general use in public
health laboratories. This is solely due to the fact that their physical properties
in solution cannot be quantified or confirmed. Thus, there is a need for instru-
mentation that can count biological particles, about which nothing is known,
and that also can provide structural information about their properties in
solution.

The creation of these new forms of MS2 has made it increasingly important
to both understand the relationship of the indigenous MS2 RNA to its protein
shell and to measure the molecular weight (Mw) of the wild-type RNA mole-
cule in vivo under biological conditions. For practical purposes, the analysis of
biological materials by SANS is almost exclusively used for structural analysis
of molecules in combination with a variety of other techniques and not for the
characterization of unknown viruses [3]. This is due in part because of the
technical challenges associated with accurately determining particle concen-
tration. Typically, particle number is measured by optical density (OD) in
milligrams per milliliter using conventional spectrophotometry. Optical den-
sity measurements are possible only if the molar absorption coefficient of the
sample is known. The molar absorption coefficient is a constant unique to
the sample under study and assumes that the molecular weight of the sam-
ple is known [60]. Thus, characterization of an unknown virus or phage can
only be accomplished by combining SANS with a novel virus counting instru-
ment, the Integrated Virus Detection System (IVDS). The use of the IVDS
instrument for virus counting is required because there is no other method to
rapidly count small (<100 nm) biological particles with unknown properties
in solution in the absence of viral infectivity or information about the particle
Mw.

Purified MS2 phage was isolated by cesium chloride equilibrium gradient
using a protocol similar to that described by Sambrook and Russell [61]. The
measured density of the MS2 particles was 1.38 ± 0.01 g cm−3, which is the
same density value reported by [62]. Samples for SANS measurements were
made in buffers containing 0%, 10%, 65%, 85%, and 100% D2O. The purity
of the samples was confirmed by SDS polyacrylamide gel electrophoresis. The
samples were dialyzed in the appropriate buffers for 2 h at room temperature,
with two changes of buffer, then transferred to sample holders.

Since MS2 can be approximated very well by a spherical shell at the res-
olution level of the SANS measurements, the data were also fit to a core-
shell sphere model [4] in order to obtain the radius of the protein shell
and RNA core. The neutron scattering length density of the RNA core
was an additional fitting parameter that allowed the amount of water, ver-
sus RNA, in the core to be calculated. The scattered intensities from the
MS2 protein/RNA complex were decomposed into the scattering from their
components, IPROT(Q) and IRNA(Q) using Eq. 9.3. The Mw values of the
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protein and RNA components of MS2 were calculated in a similar manner as
described in [63]. It is important to note that I(0) must be on an absolute
scale, usually in cm−1, in order to obtain accurate Mw values.

Number density determinations were made using two methods: (1) the
concentration was measured by optical density (OD) using a conventional
spectrophotometer and then the number density was estimated using this
information and (2) the number density was obtained directly using the Inte-
gratedVirusDetectionSystem(IVDS)which isaparticle countingmethod [64].

Molecular Weight of the Protein and RNA Components

To obtain the Mw of the protein and RNA components of MS2, the number
density, n, must be known. Both OD and IVDS methods were used to obtain
this information, and the resultant number densities agreed very well. IVDS
analysis thus makes possible a novel use of SANS as a tool for the identification
and physical characterization of unknown viruses or phage. The Mw of the
MS2 RNA and coat protein components, calculated from the number density
information [63], are 1.0 × 106 ± 0.2 × 106 g mol−1 and 2.5 × 106 ± 0.3 ×
106 g mol−1, respectively. MwPROT agrees well with expected value from the
2.8 Å resolution crystal structure [65]. The total Mw of the MS2 bacteriophage
is 3.5×106±0.5×106 g mol−1, in good agreement with total Mw measurements
using other techniques [63, and references therein]. These results show that the
use of SANS in combination with IVDS makes possible quantitative physical
characterization of viruses and phage.

Spatial Distribution of the Protein and RNA Components

The SANS data for a typical contrast variation series of measurements are
shown, on an absolute scale, in Fig 9.11. At the resolution of the SANS mea-
surements, the shape of an MS2 particle can be approximated very well by a
spherical shell, with inner radius, R1, outer radius, R2, and shell thickness,
t = R2 − R1. A sample model fit, made with and without correcting the
model for instrumental resolution effects, is shown for the 100% D2O data in
Fig. 9.12. In all cases, the outer radius of the shell, R2, consistently falls be-
tween the values of 134 and 144 Å. The (core) inner radius, R1, falls between
110 Å and 118 Å, except for the 10% D2O buffer sample, which consistently
shows a much smaller R1 value for both experiments. The RNA in the core
scatters strongly in comparison with the protein shell under these solvent con-
ditions. Thus, at this contrast, the lower value for R1 could be an indication
that the RNA is actually packed compactly and does not completely fill the
core region, with the remainder of the core being mostly solvent. The amount
of water in the core was calculated from the fitted scattering length density
of the core region for the data at each contrast [63]. The average fraction of
water in the core region was found to be 0.81± 0.04. If the values obtained in
10% D2O are excluded, the average parameters obtained from the core-shell
model fit are R1 = 115 ± 1 Å, R2 = 136 ± 1 Å, t = 21 ± 1 Å.
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Fig. 9.11. MS2 contrast variation series of scattered intensity curves from samples
in 100% (circle) 85% (filled circle), 65% (square), 10% (diamond), and 0% D2O
(filled square). The scattered intensity curves for 10 % D2O and 0% D2O have been
multiplied by 0.01, for clarity
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Fig. 9.12. A sample core-shell model fit for MS2, with (solid line) and without
(dashed line) correcting the model for instrumental resolution effects, for the 100%
D2O data (circle)

Distance distribution functions, P (r), were obtained from the data and
are plotted in Fig. 9.13. The P (r) functions are normalized so that the peak
value is equal to 1.0 in each case. The maximum distance, Dmax, in all cases
was found to be 300 Å, which is larger than 2×R2. By definition, Dmax is the
distance at which P (r) goes to zero. Thus, Dmax suggests a sharp boundary
between the particle and its surroundings. Since the shape of the MS2 coat
protein region is actually icosahedral, this boundary is not sharp and the
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Fig. 9.13. Distance distribution functions, P (r) vs. r, from the MS2 data for sam-
ples in 100% (solid line), 85% (dot-dashed line), 65% (long dashed line), 10% (dashed
line), and 0% D2O (dotted line)

P (r) functions suggest that the particle does actually extend beyond 2×R2.
However, the number of probable distances beyond 2 ×R2 drops sharply.

The P (r) function for the 65% D2O sample is consistent with that of a
hollow spherical shell. In this case, the peak of the distance distribution is at
200 Å, consistent with the fact that the most probable distances are occurring
beyond 2 × R1. On the other hand, the peak of the distance distribution
function occurs at values smaller than 2×R1 for the data obtained at the other
contrasts. The RNA component is contributing more to the total scattering
in 0% and 10% D2O and this is reflected as a shift in the peak in P (r) to
smaller r values. In 85% and 100% D2O, the RNA component is contributing
to the total scattering, but the scattering from the protein component is much
stronger. Thus, the peak in P (r) falls in between the 65% D2O case and the
0% and 10% D2O cases.

The scattered intensities from the RNA and protein components were sep-
arated from each other using Eq. 9.3. The resultant P (r) functions are shown
in Fig. 9.14. While Dmax for the protein shell remains at 300 Å, Dmax for the
RNA core was found to be 165 Å. Thus, the RNA component appears to be
confined mostly within a radius of ≈83 Å. The peak of the RNA P (r) distri-
bution is also around this value. These results agree very well with the R1
values from the core-shell model fits for the samples measured in 10% D2O.
Recall, that the 10% D2O solvent condition is where the RNA scattering is the
strongest relative to that of the protein. Indirect genetic and biochemical re-
sults hint that a variety of mechanisms may act in concert to fold and compact
the MS2 genomic RNA. This body of in vitro experiments suggests strongly
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Fig. 9.14. Distance distribution functions, P (r) vs. r, for the protein (solid line)
and RNA (dashed line) components of the MS2 particles

that the MS2 RNA is tightly compacted and that the degree of packing is
important for transcriptional regulation and genomic integrity. This work is
the first study to directly measure the spatial distribution of the MS2 genomic
RNA under indigenous conditions and to confirm that it is indeed compact in
vivo.
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Structure and Kinetics of Proteins Observed
by Small Angle Neutron Scattering

M.W. Roessle, R.P. May

10.1 Introduction

Proteins are the machines of life. These molecules, composed of several hun-
dred to thousands of atoms, are involved in all the processes and reactions
inside a living organism. Depending on their functions and tasks, proteins can
be classified into two major groups: First the structural proteins, which are
responsible for the formation of passive overall structures such as hair fibres
or the cytoskeleton of the cell. The second group are the function-related pro-
teins, which facilitate the cell metabolism and regulation. Each protein has
at least one three-dimensional structure in which it is stable and active under
biological conditions. However, proteins are no rigid bodies, and a stable pro-
tein structure can be transformed to other stable states [1, 2]. The transition
between the distinct protein conformations is induced thermally or by specific
binding of ligands or substrates, and several structural intermediates can be
adopted. It is evident that transient intermediates can be more easily identi-
fied if one observes a signal that is related to structure, and rate constants can
be derived very simply. Simultaneously, direct information about the protein
structure during the reaction cycle can be obtained.

10.2 Solution Scattering

Protein structures can be analyzed at high resolution with several methods.
X-ray crystallography and nuclear magnetic resonance (NMR) are able to
resolve protein structures at the level of atomic sizes (1−3 Å), whereas elec-
tron microscopy (EM) provides a resolution of about 10−20 Å. A wealth of
structural and functional information of proteins has been obtained by these
methods.

Small angle scattering, a method that allows one to study macromolecular
scattering in solution, is an attractive alternative, with in principle no restric-
tions such as size of the protein or its ability to form single crystals [3,4]. The
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price to be paid is limited resolution (similar to EM) and the observation of
structures that are averaged over all orientations. On the other hand, there
is practically no limitation to the composition of the scattering solution and
the conditions applied to it, e.g., pressure, temperature, etc.

Since the zero-angle scattering is proportional to the square of the mole-
cular mass of a molecule in solution at a fixed concentration, this parameter
allows one to follow the formation of a complex of a macromolecule with an-
other one; the decrease in concentration of the free second molecule (which is
proportional to its concentration) diminishes the scattering less than the gain
due to square term mentioned before.

The zero-angle scattering cannot be observed directly, due to the direct
beam intensity that usually needs to be hidden behind a beamstop, but it can
be calculated by extrapolation using the Guinier or Zimm approximations that
are valid in a small angular range, in which also the radius of gyration RG of
the scattering particles can be obtained. This radius of gyration is equivalent
to the radius of inertia in mechanics and is a measure for the elongation of
the particles.

Scattering intensities are plotted vs. the momentum transfer Q rather than
the scattering angle 2Θ. Q is defined as Q = (4π/λ) sinΘ, where λ is is the
neutron wavelength. The Guinier and Zimm approximations are valid in a
range of Q < 1/RG.

Beyond this range, the shape of the scattering curves becomes specific for
the shape and composition of a particular molecule. For example the particular
symmetry of a sphere can be recognized by characteristic minima and maxima
of the scattering curve.

In many cases, however, the scattering properties of a molecule are bet-
ter understood if one transforms the scattering curve I(Q) by a sine Fourier
transformation into a pair distance distribution function p(r) according to

p(r) =
1

2π2

∫ ∞

0

I(Q)Qr sinQr dQ. (10.1)

Since this transform is infinite with respect to Q, an indirect Fourier transform
(IFT) method has been proposed by Glatter [5]. IFT uses a least-squares fit
of the amplitudes ci of a set of N Fourier-transformed equidistant B-spline
functions φi to the measured scattering curves for obtaining the smoothest
p(r) function that is compatible with the scattering data.

I(Q) = 4π
∫ Dmax

0

p(r)
sinQr

Qr
dQ, where p(r) =

N∑
i=1

ciφi(r). (10.2)

As can be seen in Eq. 10.2, the integral over r is limited to Dmax, i.e., the
system must consist of noninteracting particles with a maximal dimension
Dmax at low concentration. Since in general the number of splines used for
the fit exceeds the number of free parameters, a regularization procedure is
required that will not be discussed here.
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10.2.1 Specific Aspects of Neutron Scattering

Due to the particle and wave duality, neutrons can be used like X-rays as a
probe for the internal structure of matter. Contrary to X-rays which are sen-
sitive to the electric field of the atoms, neutrons are deviated by interactions
with the nuclei. The strength of this interaction is different for every single
isotope. In particular, neutrons “see” natural abundance hydrogens (1H or
H) completely different from deuterons (2H or D; hydrogens that contain an
additional neutron in their nucleus). Due to the difference in mass of hydrogen
and deuterium, “heavy water” can be enriched by physical methods. Chemi-
cally, hydrogen and deuterium can often be hardly distinguished. This opens
the way for the contrast variation method.

In the first instance, this means that the different components of biologi-
cal material, namely proteins, lipids, sugars, and nucleic acids, can be distin-
guished by neutrons varying the percentage of D2O in a mixture of H2O and
D2O. This is due to the fact that the scattering amplitude, also called scatter-
ing length, of H is negative and about half as big as that of D or O (oxygen).
Lipids, proteins, sugars, and nucleic acids contain different and decreasing
amounts of hydrogen. If one defines a scattering length density as the sum of
all scattering lengths in a volume, divided by that volume, one can observe
that the different scattering lengths can be matched by specific H2O/D2O
mixtures, about 0% D2O for the fatty acid chains, 40% for proteins, about
50% for sugar, and 70% for nucleic acids.

Second, one can grow microorganisms relatively easily, in particular bac-
teria and yeast, in heavy-water containing media, using either deuterated
rich carbon sources or minimal media forcing the microorgnisms to intro-
duce the deuterium by metabolic pathways, and thus produce perdeuterated
or partially deuterated proteins, etc. [6, 7]. Perdeuterated proteins even ex-
ceed the scattering length of D2O, partially deuterated protein can be tai-
lored such that they are matched by a chosen level of D2O. In Fig. 10.1 the
different contrast ∆ρ (= ρprotein − ρsolution) of H-proteins and D-proteins is
shown.

Finally, the interaction of neutrons with most matter is very weak, allowing
one to use bulky sample environment without major effect on the scattering.
The weak interaction also means that biological molecules do not get dam-
aged by irradiation with long-wavelength “cold” neutrons, contrary to what
happens with X-rays or electrons.

10.3 Time-Resolved Experiments:
Dynamics vs. Steady State

In general, the high resolution techniques mentioned in Sect. 10.2 are able to
characterize stable conformations of proteins, for instance the initial confor-
mation before a reaction starts and the final conformation after the reaction
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Fig. 10.1. Contrast ∆ρ of protonated, perdeuterated and 75% deuterated protein
as a function of the D2O content in the buffer solution. The scattering length density
of protonated (natural) protein is matched by a solvent containing about 40% D2O,
that of 75% deuterated protein by nearly pure D2O, while the perdeuterated protein
remains always “visible” for neutrons

is finished. But time-resolved methods have to be used in order to trace the
reaction between the two conformations. Table 10.1 shows that the confor-
mational changes of proteins can occur on a wide range of time scales and
spatial extents. The investigation of these structural changes requires suit-
able time-resolved methods such as time-resolved crystallography, NMR, or
cryo-EM. However, several experimental parameters such as the size of the
protein, time scale of the reaction and the triggering of the reaction [8, 9]
restrict the use of these techniques. For instance, time-resolved Laue crystal-
lography monitors conformational changes in the nanosecond time range with
atomic resolution [10,11], but is restricted to smaller proteins. Evidently, the
crystal lattice itself must be maintained during the observation of the reac-
tion, a condition that is not easily fulfilled, but also the conditions required for
obtaining protein crystals may be prohibitive for studying a given reaction.
Electron microscopy allows one to investigate larger molecules [12,13], but the
solution must be frozen at discrete reaction steps [14]. Finally, NMR proofs
time-dependent structural changes in detail, but it is also restricted to small
proteins [15].

10.3.1 Protein Motions and Kinetics

The protein can perform work if energy is released by these processes. These
protein dynamics occur on different time scales with different spatial extents.
The different parameters of protein movements are listed in Table 10.1.
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Table 10.1. The spatial extent and the time scales of movements which occur in
proteins (adapted from S. Cusack in [16])

motion spatial extent characteristic
(Å) time scale (s)

vibrations of bonded atoms 2–5 10−14−10−13

elastic vibration of globular regions 10–20 10−12−10−11

rotation of side chains at surface 5–10 10−11−10−10

relative motions of globular regions 10–20 10−10−10−7

allosteric transitions 5–50 10−4−100

protein folding 10−5−101

A special group of function-related proteins are the motor proteins. In
contrast to enzymes, which catalyze chemical reactions, working or motor
proteins are able to provide mechanical energy. These molecules bind nucle-
oside triphosphate (NTP) and convert it into nucleoside diphosphate (NDP)
by hydrolysis of one phosphate. The released energy is used for processive
or continuous motions [17, 18]. During these processive motions mechanical
work can be performed. The more general term working protein is used if the
protein can provide mechanical work; the motion itself is rather stepwise than
continuous [19].

If the transition between the stable protein states requires a cascading
process with several structural intermediates, a regulatory process has to be
introduced. The simplest regulation is obtained by binding ligands that in-
duce the transition between the inactive and the active conformation to the
protein. The ligand acts as an activator for the transition inactive → active
conformation, or it can act as an inhibitor for the conversion from the active
state to the inactive state. This regulation process is possible for monomeric
proteins with one ligand binding site. If the protein is assembled from several
identical subunits, a more complicated process takes place. One speaks of an
allosteric regulation process, if every subunit of a multimeric protein can bind
the ligand, but the whole protein multimer is only functional if all the sub-
units have bound the ligand. This allosteric regulation is often characterized
by special kinetics of the ligand binding [20,21].

10.3.2 Cooperative Control of Protein Activity

As mentioned above, allosteric regulation is found in multimeric protein as-
semblies. If these proteins provide more than one ligand binding site, but all
binding sites have to bind the ligands before the whole protein is converted
into the active state, a regulatory scheme is needed. A so-called allosteric
regulation scheme was proposed 1965 by Monod et al. [22]. Its main feature
is the enhancement of the affinity for ligand binding after the first ligand is
bound. This behavior is called cooperative binding of ligands. The opposite
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of this behavior, where the binding of a ligand inhibits the binding of other
ligands, is called negative or anticooperativity . In large protein assemblies,
consisting of several subunits, the allosteric regulation can cause large confor-
mational changes that may even involve the whole protein [23]. In addition,
cooperative and anticooperative behavior can occur at the same protein using
the same ligand. In these reactions the cooperative binding favors subunits
to bind the ligand (which are forced in the tense T state), while it inhibits
ligand binding on the other subunits (which stay in the relaxed R state) [23].
The biological advantage of allosteric regulation is that no additional control
mechanism for the ligand is needed, because structural changes of the protein
upon ligand binding control the reaction. The transition between the T and
the R state can occur concerted, sequentially or by a combination of both.
Since the analysis of cooperative and allosteric protein activity gives insights
into the reaction mechanism and its regulation scheme, the investigation of
these processes is of major interest in biophysics and biochemistry.

A typical representative of a cooperatively driven reaction is the chap-
eronin GroEL from Escherichia coli. Chaperonins assist protein folding and
facilitate the repair of misfolded proteins as a part of the shock response of
bacteria. For performing this task proteins of the chaperonin family are able to
bind denatured proteins as substrates after recognizing hydrophobic patterns
on the protein surface [24–26]. GroEL is a multimeric protein that consists
of 14 identical subunits with a sevenfold symmetry revealing three different
subdomains. The entire GroEL is build of two rings of seven subunits, that are
stacked together back to back forming the typcial cylindrical shape of class II
chaperonins. The regulatory scheme of this large protein assembly (800 kDa)
and its 14 ATP binding sides exhibits an remarkable interplay between coop-
erative and anticooperative nucleotide binding. Only one of the GroEL rings
can bind nucleotides, whereas the binding of the same nucleotide type is inhib-
ited at the second ring. This behavior controls the substrate binding as well
as the binding of the smaller co-chaperonin GroES to one end of the GroEL
cylinder. Figure 10.2 shows the crystal structure and a low resolution model
of the GroEL–GroES complex based on SANS data.

Cooperative protein kinetics is often investigated by biochemical steady-
state methods. For instance, the steady-state formation rate of molecules in
the T state can be measured as a function of ligand concentration using ra-
dioactive or fluorescence markers. From this analysis the Hill coefficient, a
parameter for cooperative ligand binding can be obtained. Systems far from
equilibrium, where the assumption of steady state is no longer valid, need
to be studied using transient-state kinetics. For the analysis of a transient
reaction mechanism, time-resolved techniques have to be used.

10.4 Protein Kinetic Analysis
by Neutron Scattering Experiments

For kinetic studies of protein–protein interactions the reaction can be trig-
gered by rapidly mixing the reaction partners [27–30], or by rapidly changing
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(a) (b)

Fig. 10.2. Structures of the GroEL in complex with the co-chaperonin GroES
(bound on one side of the GroEL cylinder), (a) Envelope reconstruction based on
SANS data [7], (b) X-ray crystallographic data (Protein Data Bank entry: 1AON)

environmental conditions such as pH or ionic strength [31]. Beyond this ap-
proach, reaction intermediates can be stalled by introducing ligand substitutes
that block the further reaction pathway. In special cases the reaction can be
slowed down by cooling or by using viscous solutes, and the reaction interme-
diates can be investigated.

A typical approach for the substitution of a ligand is the exchange of adeno-
sine triphosphate (ATP) by a nonhydrolysable equivalent (see Fig. 10.3). Such
substitutes bind in many cases as specifically to the protein and can facilitate
a structural change in the same way as ATP. However, the subsequent se-
cession of the triphosphate during the hydrolysis reaction is inhibited. Thus,
these kinetically stalled structures are reaction intermediates just before the
hydrolysis reaction takes place.

10.4.1 Trapping of Reaction Intermediates:
The (αβ)-Thermosome

The trapping approach was used for the investigation of a chaperonin from the
archaebacterium Thermoplasma acidophilum. The thermosome is a member of
the chaperonin family (see Section 10.3.2) It consists of two different subunits
(α and β) that are alternating in an eightfold ring. Two of these rings bind
back-to-back forming the typical double donut structure of the chaperonins.
The ADP-bound form facilitates the binding of the misfolded substrate pro-
tein. ADP is replaced by ATP and the subsequent hydrolysis of ATP to ADP
triggers the refolding process. The thermosome exists in at least two different
conformations; an open cylindrical and a closed ball-like structure were ob-
served by protein crystallography [32] and cryo-electron microscopy [33, 34],
respectively (see Fig. 10.4). The two structures are considered as reaction in-
termediates in the reaction cycle of the chaperonin. The open conformation
corresponds to the substrate acceptor state and the closed state to one of
maybe several refolding intermediates.
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Fig. 10.3. (a) ATP and substitutes: (b) ATP-γS, (c) AMP-PNP

Fig. 10.4. Structures of the thermosome as derived by protein crystallography and
cryo-electron microscopy

The energy gained in the ATP hydrolysis reaction is mainly used for trig-
gering the chaperonin into a new reaction intermediate where the refolding
of the substrate protein takes place. The SANS investigation of the reac-
tion intermediates was facilitated by using different ligand substitutes and
conditions. From other chaperonins such as the GroEL/GroES system from
E. coli it is known that the structure of the reaction intermediates depends
on the nucleotide bound to the protein. In contrast to the GroE system the
thermosome does not possess a co-chaperonin. Thus, the necessary closing
of the refolding vessel must be accomplished by the different domains of the
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thermosome. The SANS approach with trapping the reaction intermediates
can be used in this case for stepping through the reaction.

The ATP-binding structure was observed by mimicking ATP with its
nonhydrolysable analogue AMP-PNP, whereas the subsequent hydrolysis step
was investigated by adding ADP together with an excess of phosphate to the
thermosome. The phosphate-ADP condition drives the protein back to the
state shortly after the hydrolysis reaction where the phosphate is no longer
covalently bound, but still not ejected from the binding site. In order to
probe the temperature dependence of the nucleotide-driven structural changes
the experiments were performed by scanning different temperatures and nu-
cleotides. Since the thermosome is found in an archea, which can stand high
temperatures, a temperature range up to 50◦C was chosen. These extreme
experimental parameters are easily accessible to small-angle scattering.

The scattering curves corresponding to the closed and open states of the
thermosome are shown in Fig. 10.5. The difference of the two states can be
clearly distinguished by SANS. The experiments were performed on proto-
nated thermosome in a buffer containing D2O in order to enhance the scat-
tering signal-to-noise ratio. As can be seen in Fig. 10.1, the contrast of natural
protein is highest in D2O, and at the same time, the incoherent scattering from
D2O is significantly lower than from H2O.

The results listed in Table 10.2 show the transition of the open thermosome
conformation to the closed state upon the ATP hydrolysis. Only at 50◦C, the
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Table 10.2. Conformation of the thermosome under different nucleotide conditions
at 50◦C

nucleotide conformation

AMP-PNP closed
ADP-AlF open
ADP-Pi closed
ADP open
Pi (control) open

thermosome a closed thermosome-ATP structure was observed, i.e., the ther-
mosome behaved like GroE, while at lower temperatures, thermosome-ATP
remained in an open conformation. It would be very difficult to observe this
important finding with another method than solution scattering. Based on
the structural data of this archebacterial chaperonin the individual reaction
intermediates of the complete reaction cycle were identified [34,35]. The pro-
posed reaction cycle is shown the next Fig. 10.6.

The comparison of these results together with biochemical data and struc-
tures found by cryo-EM allowed to round off the understanding of the ther-
mosome ATPase activity cycle, and the ADP-Pi state was found to be the
rate-limiting step of the reaction.

10.4.2 Quasi-static Analysis of Reaction Kinetics–The Symmetric
GroES–GroEL–GroES Complex

A standard method for the investigation of reaction kinetics are steady-state
titration experiments in which the amount of formed reaction product is
measured depending on the concentration of one reaction partner [36]. This

Thermosome ADP+Pi

Thermosome ADP

Thermosome

Thermosome ATP

 Activated thermosome ATP

Pi
ADP

ATP

Fig. 10.6. Proposed reaction cycle for the thermosome upon nucleotide binding and
hydrolysis [34]
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approach can also be used in SANS, simply by measuring the overall scat-
tering power, which is proportional to the molecular mass of the scattering
particle (see Sect. 10.2).

However, much more information can be obtained by taking advantage of
the different contrast of protonated and deuterated proteins. Let us look at
the formation of the symmetric chaperonin complex GroEL–GroEL–GroES,
a reaction intermediate that is found in the presence of high concentrations of
ATP [37]. Although the physiological relevance of the symmetric complex for
substrate folding is not proven, it is interesting for the study of the cooperative
interactions of the GroE/nucleotide system

For the steady-state titration analysis, ATP was substituted by its non-
hydrolysable analogue AMP-PNP. In order to override the anticooperativity
of the GroEL the concentration of ANP-PNP was in a 100-fold excess with
respect to GroEL. Under these conditions the second GroEL ring is switched
into the GroES acceptor state. Protonated GroEL was matched by 40%
D2O, and the concentration of perdeuterated GroES was increased stepwise.
Figure 10.7 shows the p(r) functions derived from the scattering data.

As described above, only the deuterated GroES protein contributes to the
scattering signal. Thus, the first maximum in the p(r) function is due to the
increasing amount of GroES; it stems from all distances within single, bound
or unbound, GroES molecules. Besides this dominant maximum a smaller
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Fig. 10.7. Formation of the symmetrical GroES–GroEL–GroES complex. With
increasing GroES concentration the amount of symmetric complex increases
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peak at 210 Å indicates the binding of a second GroES to the opposite side of
the GroEL cylinder; it is due to all distances linking a volume element in one
GroES molecule to a volume element of another GroES at a fixed position
at the opposite end of a GroEL molecule. This signal can be used to derive
kinetic data for the formation of the symmetric GroES–GroEL–GroES com-
plex. Since the integral of the p(r) function is directly related to the molecular
mass, the integral of the peak at 210 Å reflects the amount of formed symmetri-
cal complex. The integral of the first maximum can be used for normalization.
The data can be fitted by solving the equation for a reaction over an activated
complex:

GroES + GroEL =⇒ GroES–GroEL =⇒ GroES–GroEL–GroES

In order to solve the differential equation of this reaction one can assume the
following conditions:

– In the presence of a high amount of AMP-PNP every GroEL has bound
at least one GroES

– For cEL:cES ≤ 1 all GroES is bound to GroEL in the asymmetric or sym-
metric complex

Under these assumptions the time-dependent concentrations of the symmetric
complex are determined by the two differential equations [36]:

cEL = casym.comp + csym.comp, (10.3)

cES = casym. comp + 2 · csym. comp + cfree ES. (10.4)

By defining a dissociation constant KD

KD = k−1
k1

= csym. comp cES
casym. comp

, (10.5)

the equation has to be solved for casym. comp, the parameter derived from the
analysis of the peak integral:

casym. comp = 1
2cES + 1

2KD −
√

cEL + cELcES + 1
4c

2
ES + 1

2cESKD + 1
4KD.

(10.6)
The data fit is shown in Fig. 10.4 (right-hand side).

A value of 2× 10−7 M is derived for KD, corresponding to a rather stable
binding of the second GroES to GroEL. The analysis of the tangential behavior
of the fit function allows one to determine the binding ratio of GroEL and
GroES. The crossing point at a ratio of 1:2 indicates that no excess of GroES
is necessary for the formation of the symmetric complex. It is interesting to
note that during the expression of the chaperonins in the cell GroEL and
GroES are expressed exactly in this ratio.
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10.4.3 Chasing Experiments (Slow Kinetics)

An elegant way of employing the contrast matching technique is materialized
in so-called “chasing” experiments. GP31 a protein found in the bacteriophage
T4 [38], is able to substitute itself for GroES in bacteria and to bind in its
place to one end of the GroEL cylinder. Despite a low sequence homology
the two high-resolution crystal structures available for GP31 and GroES are
rather similar. Like the co-chaperonin GroES, GP31 consists of seven identical
subunits arranged in a ring. GP31 has a larger molecular weight (12 kDa;
GroES 9 kDa), and the elongated flexible loops of GP31 could help to enlarge
the refolding cavity after binding to the GroEL cylinder. The replacement of
GroES by GP31 is maybe necessary for the folding of GP23, an important
protein for the assembly of the T4 phage head that folds only in the presence
of GP31 into its active conformation. In Fig. 10.8 a comparison of GroES
and GP31 exhibits the different structures derived by high-resolution protein
crystallography.

Chasing can be observed when an excess of partially deuterated GroES is
added to GroEL that is prebound with GroES or GP31 in a buffer solution
containing an excess of ADP and that matches the scattering-length density of
the partially deuterated GroES, rendering the latter “invisible” (see Fig. 10.9).
Varying the relative concentration of GroES and GP31 allows one to determine
their binding constants, since the scattering intensity of the sample decreases
with time, as the apparent scattering mass of the H-GroEL–D-GroES complex
is lower than that of the initial H-GroEL–H-GroES or H-GroEL–H-GP31 [41].

The data can be fitted with a double-exponential revealing two differ-
ent dissociation constants (see Fig. 10.9). For the fast reaction a value of
1.3 × 10−3 s−1 for the chasing of protonated GroES by deuterated GroES
(control) and 4.9 × 10−4 s−1 for the corresponding GP31 experiment. The
second constants were 2.3 × 10−5 s−1 for the chasing of GP31 by GroES and
3.9× 10−5 s−1 for the control. The double exponential behavior indicates two
different reaction mechanisms. First, in the fast reaction the real chasing of

Fig. 10.8. Crystal structures of GP31 (outer left) [39] from phage T4 in comparison
with GroES (inner left) [40]. The “chasing” principle is shown at the right picture
(see text)
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Fig. 10.9. Pair-distance distribution function of protonated GroEL and protonated
GP31 with partially deuterated GroES in 80% D2O (left), and data fitted with
double-exponential (right)

bound GroES or GP31 by invisible GroES takes place. The already chased
GroES or GP31 starts to compete with the invisible GroES. This competi-
tion slows down the apparent dissociation constant and can be described by a
second exponential decay function. The different dissociation constants in the
fast process indicate a higher stability of the GroEL –GP31 complex than the
native GroEL –GroES assembly. GP31 is necessary for the folding of GP23,
a special protein in the phage cycle one can argue that the higher stability
of the GroEL –GP31 complex indicates an enhanced folding rate of the GP23
in the phage-infected bacteria. These higher stability and binding affinity are
facilitated by the different binding sites of GP31 and GroES to the interface
of GroEL.

10.4.4 Time Resolved Small-Angle Neutron Scattering

Since the advent of third-generation synchrotron sources (e.g., ESRF, APS,
Spring 8) time resolved small-angle scattering (TR-SAS) was used success-
fully for solution scattering of biological macromolecules. In general, the time
resolved small-angle scattering technique is not restricted to X-rays, but the
limiting quantity is the flux of scattered particles. While third-generation
synchrotron sources produce a flux of 5× 1012 ph s−1 (at λ = 1 Å), the SANS
instrument D22 at the Institut Laue-Langevin in Grenoble, France, provides
a neutron flux of 3×107 s−1 cm−2 (λ = 8 Å, collimation length 4 m). The flux
can be significantly higher if smaller proteins are to be examined, because
then shorter collimation lengths and/or wavelengths can be used. Another
difference between TR-SAXS and TR-SANS is the size of the neutron and
X-ray beams. The beam size at the SAXS beamline ID02 of the ESRF is
0.6 × 0.2 mm2 while the beam size of D22 is 55 × 40 mm2. For the optimal
use of these neutron beam parameters a flat cell has to be employed, and the
experiment has to be repeated several times.
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Fig. 10.10. Schematic design of a stopped flow apparatus for time resolved
small angle neutron scattering: (A) mixing and filling step; (B) rinsing step with
buffer/washing solution; (C) emptying of the cell for the next experiment

These special geometrical constrains of the TR-SANS approach have to be
considered for the experimental setup. In Fig. 10.10 a schematic design of a
stopped-flow apparatus is shown. It takes into account that – unlike the thin
flow-through capillaries for X-ray scattering – the flat cell has to be emptied
and rinsed after every experiment by separate steps. For proper rinsing two
valves can be employed that allow first to empty the cell with a vacuum pump
and second to switch to a washing step.

The rinsing and emptying steps ensure the same starting conditions for
every new mixing experiment and do not use sample volume for emptying
as used in TR-SAXS experiments where due to the use of thin flow-through
capillaries the remaining sample is pulled out by next sample volume. How-
ever, in order to minimize the consumption of protein the exposure times of
one time frame were restricted to a minimum of 1 s, and averaging over ten
independent experiments led to sufficient statistics of the scattering data (see
Fig. 10.11).

Frequently, the large difference in the scattering-length density between
protonated and deuterated protein is used such that the scattering contribu-
tion of the protonated protein moiety in a complex is made equal to zero (at
zero angle), while the deuterated protein is still (well) visible. Another option
in TR-SANS is to enhance the signal for the protein–protein interaction by
performing scattering experiments of H-protein and fully deuterated protein
in 99% D2O buffer.

In this experiment, the protonated protein has a strong negative scatter-
ing contrast while the deuterated protein has a positive contribution [30].
The interference cross-term of the scattering in this case is also negative, so
that the radius of gyration of the H-GroES–D-GroEL complex is smaller than
that of a homogeneous (protonated or deuterated) GroEL–GroES complex.
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The decrease of the Rg value with time can be used to follow the binding
reaction of the two proteins. This stratagem is safer than following an in-
crease of intensity that can also be due to aggregation. In Fig. 10.12 the time
dependence of radius of gyration for the binding of H-GroES to D-GroEL in
the presence of a high concentration (30 mM) of the nonhydrolysable ATP
analogue AMP-PNP is shown. Under these conditions the symmetric GroES–
GroEL–GroES complex is formed. The time progression can be fitted to a
double exponential function, indicating the successive binding of the second
GroES molecule to GroEL.
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10.5 Conclusions and Outlook

Small-angle scattering is a convenient and powerful tool for the investigation
of protein–protein and protein–nucleic acid interactions. The lower flux of neu-
tron sources compared to the high brilliance of third-generation X-ray sources
is partially compensated by the higher contrast (= scattering power) of pro-
teins in D2O. The main advantages of (“cold”) neutrons compared to X-rays
are the absence of radiation damage and the benefits of contrast variation.
Solvent contrast-variation and specific deuteration allow one to dissect biolog-
ical macromolecules into partial structures. Novel approaches for the analysis
of small-angle scattering data using these techniques are promising a rapid
structure determination in the low-resolution regime [42]. Time-resolved neu-
tron small-angle scattering is emerging as a tool for unique information con-
cerning the structure of products and intermediates in the reaction of proteins.
Since the derived kinetic data can be directly pinned down to specific confor-
mational rearrangement processes, time-resolved small angle scattering per-
mits the structural analysis of single reaction steps in protein interactions.
Complete sets of such kinetic data would be an important step towards sys-
tems biology. The recent development of high-count-rate neutron detectors
and of neutron-focusing optics will permit to measure the structures and
kinetics of smaller molecules. The advent and further improvement of new
pulsed neutron sources with higher fluxes will in future allow one to study
more rapid reactions of macromolecules in solution and/or to use less of the
sometimes very precious material.
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11

Complex Biological Structures:
Collagen and Bone

P. Fratzl, O. Paris

11.1 Introduction

Biological materials such as wood, bone, or tendon are hierarchically struc-
tured and extremely complex. Properties have been shown to depend on a
large extend on all size levels. For a better understanding of structure–function
relations it is, therefore, necessary to get a better insight into their structure
at all levels. The molecular and supramolecular levels are, in principle, acces-
sible to electron microscopic or scattering techniques. However, the progress
was slow mostly because of the difficulty to disentangle the contributions of
the various size levels. One of the advantages of neutron and X-ray diffraction
(or scattering) is the fact that information can be collected at the nanometer
level in mostly intact macroscopic specimens. This advantage has been used in
recent years to advance considerably the understanding of structure–function
relations in collagen and bone. There are also some specific aspects where the
use of (synchrotron radiation) X-rays was superior and others were the ap-
plication of neutrons proved advantageous. These aspects will be worked out
in more detail in the following sections. Roughly speaking, the high brilliance
of synchrotron radiation is the key for position-resolved and/or time-resolved
experiments. Position resolution is essential if one aims at exploring quanti-
tatively the hierarchical nature of the structure (scanning X-ray diffraction
or scanning small-angle scattering). Time resolution allows to focus on mech-
anisms of deformation, for example, because the material structure can be
monitored during the deformation. Neutrons, on the other hand, profit from
the fact that the scattering length densities are not directly linked to electron
densities. In particular, for organic/inorganic mixtures such as bone, infor-
mation can be collected on the structure of the organic component, even in
fully mineralized tissue. With X-rays on the contrary, the huge signal from
the inorganic phase can completely cover the scattering contribution from the
organic component. Another strength of neutron scattering in this context is
the possibility of contrast variation with D2O/H2O mixtures, which allows to
highlight specific components in the structure, such as covalent cross-links in
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collagen for example. Inelastic (or quasielastic) neutron scattering can also
give information on protein dynamics in such systems or can be used as a
spectroscopic tool to identify phase compositions. Of course, there are further
applications of neutrons not related to scattering, such as neutron activation
analysis of bone to study the calcium–phosphorus ratio [1]. In this chapter,
we will restrict ourselves to the applications of scattering (or diffraction) of
neutrons and X-rays to study the complex biological materials, collagen and
bone. Progress in this field has been closely linked also to the combined use of
X-rays and neutrons which clearly emphasizes the complementarities of these
two scattering approaches.

11.2 Collagenous Connective Tissue

11.2.1 Structure and Dynamics by Neutron Scattering

Collagen is among the most abundant proteins in vertebrates and a major
constituent in many hierarchically structured biological tissues. It is found
in tendon, bone, cartilage, cornea, skin, blood vessels, and other connective
tissue and its function is mainly mechanical. A typical example is the tendon
consisting mostly of collagen type I shown schematically in Fig. 11.1. Collagen
molecules are triple helices with a length of about 300 nm. Two chains in this
triplet (called type 1) are associated with a third chain (called type 2), which
is similar but not identical. Molecules are assembled into fibrils by an axial
staggering with a periodicity of 67 nm (Fig. 11.1d). Fibrils typically have a
diameter of a few hundred nanometers. They are decorated with proteogly-
cans, which form a matrix between fibrils (Fig. 11.1b,c). Fibrils are assembled
into fascicles and finally, into a tendon (Fig. 11.1a). While the axial stagger
of the molecules in the fibrils (Fig. 11.1d) is well established, the full three-
dimensional arrangement is still a matter of debate. There is a predominant
liquidlike order with some degree of long-range molecular ordering on a quasi-
hexagonal lattice in the cross-section of fibrils [2,3]. The outstanding mechan-
ical properties of tendons are due to the optimization of their structure (see
Fig. 11.1) on many level of hierarchy. One of the challenges is to work out the
respective influence of these different levels. Only a few covalent cross-links are
connecting each of the collagen molecules to its neighbors [4]. Nevertheless,
these cross-links are crucial for the mechanical functioning of the collagenous
tissue. Indeed, when the cross-link formation is inhibited, the strength of the
tissue reduces dramatically and the mechanical behavior resembles more a vis-
cous fluid than a solid [3]. One of the strengths of neutron scattering is that –
using the methodology of contrast variation by D2O/H2O substitutions – the
position of cross-links may be studied within the collagen tissue. Using neutron
scattering, Wess and co-workers determined two positions of natural cross-
links within the axial period of the collagen fibrils structure [5,6]. In addition,
pathological cross-linking by glycation may occur in diseases such as diabetes.
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Fig. 11.1. (a) Simplified tendon structure (from [3]). Tendon is made of a number
of parallel fascicles containing collagen fibrils (marked F), which are assemblies of
parallel molecules (marked M). (b) The tendon fascicle can be viewed as a composite
of collagen fibrils (having a thickness of several hundred nanometres and a length
in the order of 10 µm) in a proteoglycan-rich matrix. (c) Proteoglycans are coating
the fibril surfaces and connecting adjacent fibrils (F). (d) Triple-helical collagen
molecules (M) are packed within fibrils in a staggered way with an axial spacing of
D = 67nm. Since the length of the molecules (300 nm) is not an integer multiple
of the staggering period, there is a succession of gap (G) and overlap (O) zones.
The lateral spacing of the molecules is around 1.5 nm. The full three-dimensional
arrangement is not yet fully clarified, but contains both elements of crystalline order
and of disorder [2]

X-ray diffraction reveals that the electron density distribution along the
period of the collagen fibrils changes in a systematic way with glycation [7].
Using neutron scattering and contrast variation, the glycation could be stud-
ied in even greater detail [8], giving additional information on the density and
position of the cross-links along the period of the collagen fibril.

Collagen is not only the major constituent of tendon, but also of the cornea.
Cornea is a tissue where collagen fibrils of uniform diameter are regularly
arranged within a matrix of proteoglycans. In contrast to tendon, the fiber
direction is not uniform, but the cornea consists of a succession of superposed
layers with different fiber orientation each. The collagen fibrils in each indi-
vidual layer are parallel, but not touching each other laterally as in tendon.
They are kept at a significant distance from each other (probably by a thick
proteoglycan layer [9]), which is essential for the transparency of the tissue
(for reviews, see [10, 11]). While most structural information about cornea
stems from electron microscopy and X-ray scattering, some details of the col-
lagen structure in cornea could be better addressed by neutron rather than
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X-ray scattering [12,13]. More recently, the attachment of chlorine ions to the
cornea was studied by neutron scattering and contrast variation [14].

Inelastic and quasielastic neutron scattering can generally be used to study
the dynamics of crystals and molecules giving information on vibrations and
on diffusion. Quasielastic scattering makes generally use of the incoherent
scattering cross-section which is particularly large for the hydrogen atom.
Hence, in the case of collagen, the quasielastic spectrum is dominated by the
protons in the structure which comprise those associated to water but also to
the protein itself. First evidence of proton-dominated vibrations from colla-
gen were reported in [15]. The dynamics of the protein associated water was
studied later in more detail by quasielastic neutron scattering [16, 17]. How-
ever, due the complexity of the system with many different vibration modes
superimposing in the neutron diffraction spectrum, it was not possible until
now to reach a quantitative description of vibrational modes in the protein
itself.

11.2.2 Elastic and Visco-elastic Behavior of Collagen
from In situ Mechanical Experiments
with Synchrotron Radiation

The outstanding mechanical properties of collagenous tissues are directly
related to their hierarchical structure (Fig. 11.1). For instance, the stress–
strain curve of tendon collagen shows a region of low stiffness at small strains
(toe region), followed by an upward bending (stiffening) of the curve (heel re-
gion) and finally a linear region with high elastic modulus at large strains [18].
It is generally agreed that these different regions in the stress–strain curve are
due to structural changes at the different hierarchical levels (Fig. 11.1), and
X-ray diffraction using synchrotron radiation and simultaneous tensile testing
has revealed different strains at different levels in the same tendon [19–24].
The toe region can be attributed to the removal of a macroscopic crimp with a
period of roughly 100 µm, being visible also in the light microscope [25]. In the
heel region, an entropic mechanism has been deduced from in situ synchrotron
radiation studies of the equatorial scattering, which explains the increasing
stiffness by straightening out molecular kinks in the gap region of collagen
fibrils [20]. The linear region is thought to be due to the stretching of the col-
lagen molecules themselves, as well as the cross-links between the molecules
(Fig. 11.1), implying also a side by side gliding of the molecules [21–27]. The
unique quality of such in situ experiments lies in the possibility to measure
strains at different hierarchical levels such as the macroscopic strain of the
whole tendon (εT), the strain of the collagen fibrils (εF) and the strain of
the collagen molecules (εM). The finding that εM < εF < εT underlines the
importance of the cross-links as well as the influence of the proteoglycan ma-
trix, which contributes presumably to the total tendon extension through a
shear deformation. This could very recently be demonstrated by systemati-
cally investigating the strain rate dependence from tendons with normal and
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cross-link deficient collagen and a simple visco-elastic model was set up to
qualitatively describe the observed effects [24]. In this respect, we also see a
great potential for in situ neutron diffraction as a complementary tool to in
situ X-ray studies. In situ tensile testing in different D2O/H2O solutions could
further help to clarify the role of cross-links for the mechanical properties of
tendon collagen.

11.3 Bone and other Calcified Tissue

11.3.1 Structure of Mineralized Collagen:
Contributions from Neutron Scattering

Bone consists mainly of collagen type I and mineral particles deposited inside
this organic matrix. The mineral is carbonated hydroxyapatite (dahlite) in the
form of extremely small particles (about 2–4 nm thickness [28,29]) containing
many crystal defects. The basic building block of bone is the mineralized
collagen fibril as shown in Fig. 11.2. The collagen fibrils are similar to those
in tendon (except for a different cross-link pattern [4]) and show a succession
of gap and overlap zones along the axial direction of the fibril (see Fig. 11.2).
It is believed that the mineral particles nucleate inside the gap zones [30] and
then grow also into the overlap regions.

The earliest evidence for this picture of the mineralized collagen fibril came
from neutron scattering investigations [31–33]. As shown in Fig. 11.2, the fact
that mineral is located primarily in the gap regions changes the electron den-
sity distribution along the fibril axis from a situation where the electron den-
sity is lower in the gap (U) to one where it is higher (M). In both cases, one
expects Bragg reflections along the meridional direction and they are, indeed,
observed for both mineralized and un-mineralized collagen by small-angle
X-ray diffraction (see, e.g., [34]). When neutron are used, however, the scatter-
ing length density of the mineral is not totally dominating the signal from the
protein and – using contrast variation principles – it could actually be proven
that mineral particles are deposited with a periodicity corresponding to the
gap-overlap succession [31, 33]. This general picture was later confirmed by
transmission electron microscopy and three-dimensional reconstruction [28].

In addition to the axial structure, neutron scattering has also been op-
erational to determine the meridional packing of collagen molecules in fully
mineralized tissues [35–41]. In fact, the precise packing of collagen molecules
in the fibrils has not yet been fully clarified [2,3]. Most probably, it consists of
regions of three-dimensional order [42] and others with more liquid-crystalline
character. A possible arrangement of molecules reconciling these aspects of or-
der and disorder [43] is shown in Fig. 11.3. Obviously, there is a typical spacing
between neighboring molecules which gives rise to a broad peak in the X-ray or
neutron diffraction pattern (Fig. 11.4). In this respect, it is very advantageous
to use neutrons, when fully mineralized collagen tissues are to be investigated,
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Fig. 11.2. Sketch of the location of mineral particles inside a collagen fibril. The
un-mineralized fibril (U) is similar to the collagen fibrils found in tendon (except the
covalent cross-links between the molecules which might be different [4]), see Fig. 11.1.
Due to the axial stagger of the molecules there is a succession of gap (G) and overlap
(O) zones. Mineral is thought to nucleate in the gaps and the plate-like crystals then
spread into the collagen matrix. As a consequence, mineral particles are disposed
according to the succession of gap and overlap zones inside the mineralized fibril
(M). The drawing of mineral particles in collagen was adapted from Landis [30].
As a consequence, the axial trace of projected electron densities (right) is roughly
periodic for both the un-mineralized (U) and the mineralized (M) tendon: For U
the density is smaller in the gap regions and for M it is larger

since the (comparatively weak) signal from the collagen molecules can still be
seen on top of the small-angle scattering from the mineral. When X-rays are
used, the large electron density from the mineral can completely dominate the
signal. The intermolecular spacing is in the order of 1.1 nm for fully dry fibrils.
In un-mineralized collagen, the intermolecular distance can grow up to 1.6 nm
and the diffraction peak shifts accordingly (see Fig. 11.4). In mineralized tis-



11 Complex Biological Structures 211

Fig. 11.3. Model for the cross-section through a collagen fibril according to [43].
Each dot corresponds to a collagen molecule. The lighter dots are molecules with the
same axial stagger position. The darker spots are molecules with any of the other
four axial stagger positions. The structure is dominated by short-range ordering (as
in a two-dimensional liquid) with some elements of long-range ordering, possibly
such as in grains of a polycrystal

sues, neutron scattering has shown that the swelling is limited by the amount
of mineral in the fibril (see Fig. 11.5). This kind of data was essential to prove
that the mineralization process of the bone matrix corresponds essentially to
a replacement of water by mineral [39,40]. Therefore, the largest possible min-
eral contents seems to be defined by the original water content of the tissue
(Fig. 11.5). Moreover, these data also show that the collagen molecules are not
enclosed individually inside a mineral “wall”. They are being compressed by
extra-fibrillar or interfibrillar mineral, perhaps in the way sketched in Fig. 11.4
(line IV).

Quite recently, there is a renewed interest in the actual composition of the
bone mineral, which is close to, but not quite hydroxyapatite (Ca10(PO4)6OH).
It is well known that the mineral is deficient in phosphate which is partially
substituted by carbonate. The availability of very large neutron-scattering
intensities from the nuclear-spin incoherence in hydrogen has permitted the
determination of atomic motion of hydrogen in synthetic hydroxyapatite and
in de-proteinated isolated apatite crystals of bovine and rat hone without the
interference of vibrational modes from other structural units [44]. From such
studies it was claimed initially that virtually all OH groups are also substi-
tuted by carbonate in bone mineral [44]. More recent data suggest, however,
that this substitution is not complete and that at least 50% of the OH are
present in bone mineral [45,46].
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Fig. 11.4. (a) Meridional X-ray diffraction peak as a function of the length of the
scattering vector q from turkey leg tendon with different degrees of hydration from
fully wet (I) to dry (III). The peak is seen to shift to larger q-values indicating that
molecules come closer with drying. (b) shows a simulated arrangement of molecules
with a calculated diffraction pattern as shown in (c). The last line (IV) is a proposed
arrangement for mineral particles in bone. The data (IVa) are from the mineralized
part of the turkey leg tendon (figure taken from [34])

11.3.2 Investigating the Hierarchical Structure of Bone

Bone is a hierarchical tissue which adapts its detailed structure to the func-
tional needs [47]. As an example, Fig. 11.6 shows several hierarchical levels in
the shaft of a typical mammalian long bone (femur, tibia, etc.). The outer
shells of such bones are made of compact bone which has typically a lamellar
character (Fig. 11.6b). The lamellae consist of layers of parallel mineralized
collagen fibrils (Fig. 11.6c). The typical diameter of collagen fibrils is in the
range of a few hundred nanometers and they are reinforced by platelets with
a thickness of 2–4 nm. These fibrils are arranged in parallel to form layers,
whose orientations turn in a plywood-like manner [48, 49]. Since the mineral
particles are crystalline, their Bragg reflections can be used to determine the
crystallographic orientation distribution of the mineral particles in the entire
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Fig. 11.5. Equatorial diffraction spacing (derived from the position of the maxi-
mum of a diffraction signal such as in Fig. 11.4a) as a function of mineral content
(expressed in terms of the macroscopic density) for wet and dry tissue (from [37]).
The molecular spacing in dry tissue is always around 1.1 nm irrespective of the min-
eral content. The higher the mineral content, however, the smaller the intermolecular
spacing in wet tissue

tissue. Such texture investigations have been carried out by X-ray diffrac-
tion [50–52], and also by neutron scattering [53–56]. In the case of long bones,
it was generally observed that the crystals are oriented with their longest
dimension parallel to the long axis of the bone (which corresponds to the
crystallographic c-axis of the hydroxyapatite). Moreover, this orientation gets
more pronounced with age, which points to a continuous optimization of the
bone’s nanostructure to withstand bending loads. Neutrons were useful in
particular for anatomical studies with the aim to correlate the local min-
eral orientation to the stress patterns produced by specific loading situations
in different types of bones [56]. In contrast to diffraction using neutrons or
X-rays – including also small-angle diffraction to study for instance the axial
periodicity of collagen – small-angle scattering (SAS) is usually understood
as diffuse scattering, being sensitive to weakly ordered structures in the range
from about 1 nm to about 100 nm [57–59]. Hence, structural parameters from
the mineral particles in the collagen matrix of bone may be derived from SAS
measurements. Small-angle X-ray scattering (SAXS) has been established and
applied systematically in recent years to study size, shape, and orientation of
mineral particles in bone [51, 59–66] and other mineralized tissue [29, 67–69],
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(a)

50 mm

~320 nm

~5 nm

(b)

(c)

Fig. 11.6. Hierarchical structure of compact bone in mammalian long bones. It
consists typically of mineralized collagen fibrils (c, see also Fig. 11.2) which are
assembled into a lamellar structure (b). The fibril orientation is typically rotating
inside the lamellae in a plywood-like fashion [48, 49]. The typical size of mineral
particles is a few nanometers, the diameter of fibrils a few hundred nanometers, the
thickness of lamellae a few micrometers and the thickness of the cortical bone shell
a few millimeters

and in the meantime it is a well-recognized analytical tool to study for instance
medical questions related to bone diseases [70–77].

One of the consequences of the hierarchical architecture of bone (Figs. 11.6
and 11.7) is the fact that nanometer sized features such as the size and orien-
tation of mineral particles may vary systematically throughout the tissue on
a larger (typically micrometer-sized) scale. This introduces the technical diffi-
culty that the nanometer-scale structures need, in principle, be characterized
in a position-resolved way.

As an example, three distinct hierarchical levels are shown in Fig. 11.7 for
human cancellous bone, i.e., the macroscopic anatomy of the vertebral body
(mm), the size of single trabeculae (∼200 µm) and the scale of single lamellae
within the trabeculae (∼20 µm). A very important impact of SAXS in recent
years was indeed the possibility to use a beam size adapted to the hierarchy
level of interest, allowing a position-resolved analysis by scanning of bone sec-
tions across the X-ray beam [59, 62, 64]. The principle of a scanning SAXS
or scanning XRD experiments is very simple and is depicted schematically in
Fig. 11.8. The specimen can be moved in two directions (x and y) perpendicu-
lar to the incoming X-ray beam. Scanning the sample through the beam while
successively recording scattering patterns yields a two-dimensional image of
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Fig. 11.7. Hierarchical structure of mammalian cancellous bone. As compared to
compact bone (Fig. 11.6), cancellous bone such as vertebra exhibits one more hi-
erarchical level, namely a foam-like structure with struts of 100 – 300 µm – the so
called trabeculae – pointing preferentially into the direction of principal stresses.
The structures at the nanometer scale can be investigated by small-angle scattering
(SAS) and diffraction techniques. Combination with scanning techniques using a
beam adapted to the hierarchical level of interest (shown for three examples by the
white circles) permits to image the nanostructure with a resolution corresponding
to the beam size

these patterns. The lateral size of the beam – together with the specimen
thickness, which should be adapted to the beam size – defines the spatial res-
olution of the scanning image. The scattering patterns are usually recorded
in transmission geometry using a high resolution area detector as depicted
in Fig. 11.8, allowing in some cases to record even both, the XRD and the
SAXS signals simultaneously [78,79]. The evaluation of the scattering patterns
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Fig. 11.8. Schematic picture of a scanning SAXS/XRD setup. An X-ray microbeam
of lateral size D penetrates a sample with thickness D, defining an interaction volume
of D3. The sample is scanned in two dimensions perpendicular to the primary beam
with a step width of D, and successive SAXS and/or XRD patterns are collected
for any scanning step using a high resolution area detector. To keep measurement
time reasonable, scanning regions of interest at the sample can be selected with the
help of an optical microscope. Data reduction to obtain one or several nanostruc-
tural parameters from every SAXS and/or XRD pattern, and matching of these
parameters with real space images of the specimen (e.g., a light microscopy image)
is presently done offline after the experiment. In principle, fully automated data re-
duction, matching, and visualization may be possible online for certain application
and will be a challenge for future developments

provides structural parameters from the nanometer level at every position of
the scan. Such parameters may then be superimposed on a micrograph of
the specimen, for instance on an X-ray scanning absorption image which has
been taken prior to the scattering experiment [62,64,80]. Other options are to
use an online, off-axis microscope such as in Fig. 11.8, or an off-line, on-axis
microscope at a calibrated position with respect to the X-ray beam [79]. A
scanning resolution in the order of about 200 µm can be achieved using labora-
tory X-ray sources [62], but the most promising development is due to the high
brilliance of third generation synchrotron radiation sources. X-ray microbeams
of some micrometers diameter are nowadays available routinely at many ded-
icated microfocus beamlines (for instance at the beamline ID13 at the Euro-
pean Synchrotron Radiation Facility, ESRF, in Grenoble [79]), and current
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developments permit to reach the 100 nm regime in the near future. By build-
ing up scanning devices in combination with X-ray (or neutron) scattering it
is thus possible, in principle, to cover the size-ranges from atomic dimensions
to about 100 nm (by XRD and SAXS in reciprocal space) and above 100 nm
(by moving the specimen stepwise across the beam in real space) in a single
experiment. Moreover, the capability of imaging a specimen in the micrometer
range opens the possibility of combining several experimental approaches. For
instance, the combination of scanning SAXS with light microscopy and scan-
ning electron microscopy (SEM) [63, 65], with FTIR-Microspectroscopy [81],
and even with local imaging of mechanical properties using nano-indentation
[67] has been demonstrated for the analysis of mineral particles in calcified
tissue.

Scanning SAXS with 200 µm Resolution:
Case Example of Cancellous bone

As shown in Fig. 11.7, the trabeculae in the spongiosa of human cancellous
bone have a thickness of a few hundred micrometers. Thus, the mineral crys-
tals in individual trabeculae can be investigated by scanning SAXS using a
laboratory X-ray source with a beam diameter of about 200 µm [62]. Fig-
ure 11.9 shows a typical result for a 200 µm thick section of human vertebra
embedded in polymethylmethacrylate. Figure 11.9a shows a scanning X-ray
radiography taken by scanning the sample through the beam and measuring
the transmitted intensity through the specimen at each position. The trabecu-
lae appear as darker regions (higher absorption) in the radiography. Scattering
patterns from selected areas on the sample are shown in Fig. 11.9b, where the
scattered intensity is presented in a pseudo-gray scale, dark corresponding to
low and bright to high intensity. Two of the scattering patterns taken at po-
sitions within the trabeculae have an elliptical shape, the third pattern (top
left of Fig. 11.9b) was recorded in a region outside the trabeculae and shows
isotropic background scattering from the resin.

An important nanostructural parameter derived from the SAXS patterns
(Fig. 11.9b) is the ratio between the total volume and the total surface of
mineral per unit volume of bone matrix, respectively [61]. It can easily be
shown that for constant composition (around 50 vol% mineral content) this
so called T -parameter is a measure for the smallest particle dimension, i.e.,
the thickness of the mineral platelets in bone. Figure 11.9c shows the values of
the T -parameter obtained at various positions in the vertebra section. Smaller
values of T at some outer trabecular regions can be attributed to younger
bone formed by remodeling processes [63]. Two further parameters, which can
directly be deduced from the orientation and the eccentricity of the elliptically
shaped SAXS patterns, are the main orientation of the plate shaped mineral
particles and their degree of alignment, respectively [61]. Particle orientation
and degree of alignment are indicated by the direction and the length of the
bars in Fig. 11.9d, respectively. It is seen that the long axis of the mineral
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(a)

(c)

(b) 4 nm-1

(d)
1 mm

Fig. 11.9. Example of scanning SAXS results from trabecular bone using an X-
ray beam of 200 µm size (from [62]). (a) shows scanning absorption image with the
trabeculae in dark (high absorption) embedded in resin (bright = low absorption).
SAXS patterns are shown in (b) for selected regions (indicated by circles) of the
trabecular structure and in the resin. The length scale for the scattering vector q
is also indicated and the scattered intensity is presented in a logarithmic pseudo-
gray scale (dark = low intensity, bright = high intensity). (c) shows the contours
of the trabeculae with the “average thickness” T of the plate-like mineral particles
superimposed. T is calculated from the integrated intensity and the Porod constant
P of the azimuthally averaged SAXS patterns, T = 4Ĩ/πP = 4Φ(1 − Φ)/σ, where
Φ and σ are the total volume and surface of mineral per unit volume of bone ma-
trix, respectively. Triangles: T > 3.5 nm, circles: 3.5 nm < T < 3.0 nm, diamonds:
T < 3.0 nm. (d) shows the orientation (direction of the bars) and the degree of align-
ment ρ (length of the bars) of the mineral particles with respect to the trabecular
structure. The degree of alignment is a parameter varying between 0 and 1, where
0 corresponds to random orientation and 1 to a perfectly parallel alignment of the
mineral platelets. The longest bars in (d) correspond to ρ ≈ 0.5

particles points preferentially into the direction of the trabeculae and such a
behavior is found typical for human cancellous bone [63,65].

Knowing that the trabecular orientation corresponds also to the prin-
cipal stress directions, the optimization of the material bone with regard
to its mechanical function at all levels is impressively demonstrated by the
results in Fig. 11.9. A number of fundamental [63, 65, 66, 81], and medical
questions [74, 75, 77] have in turn been studied on calcified tissue with the
laboratory equipment providing 200 µm scanning resolution. Very recently,
the experiments on human cancellous bone have been extended to local 3D
SAXS measurements within single trabeculae by applying an additional sam-
ple rotation [51]. This allows one to construct so called SAXS pole-figures,
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which quantify the 3D distribution of the local average habit plane of mineral
platelets with respect to an external coordinate system (e.g., the trabeculae
direction). By combining this SAXS pole-figure analysis with classical pole-
figure analysis using wide angle X-ray diffraction from the bone mineral on
exactly the same specimen positions, complementary information about the
crystallographic texture (XRD) and the morphological texture (SAXS) could
be gained [51].

Towards One Micrometer Position Resolution:
Lamellar Bone and Other Calcified Tissue

While for the investigation of the trabecular structure of bone a spatial reso-
lution of about 200 µm is sufficient, many other structural features require a
smaller beam size and consequently, synchrotron radiation comes into play. A
first dedicated synchrotron setup for scanning SAXS of bone was designed to
have a standard beam size of 20 µm by using simple pinhole collimation [80].
Even though this was a rather inefficient way to create a microbeam, a flux of
about 108 photons per second could be reached at the synchrotron radiation
source ELETTRA, permitting SAXS scans on bone and other calcified tis-
sues within some hours by carefully selecting small regions of interest [80]. An
example for scanning SAXS with 20 µm resolution is depicted in Fig. 11.10,
showing an overlay of two scanning images from human cortical bone: in the
background a backscattered electron image, and in the foreground an image
of SAXS patterns from the same specimen positions exactly matched to the
BE image [69, 80]. The different gray levels in the BE image correspond to
different local mineral density (brighter gray level means higher mineral den-
sity) [82]. It is obvious that the mineral density is clearly lower in the osteons,
which are the regions surrounding the elliptical holes [83]). The 2D image of
SAXS patterns is overlaid to part the backscattered electron image, with the
contours of the osteons indicated for better visualization. The SAXS intensity
is clearly lower in the regions of the osteons, in qualitative agreement with
the BEI images. The elliptical shape of the iso-intensity gray levels in the
SAXS patterns indicates a preferred orientation of the mineral particles also
in cortical bone, and their changing orientation suggests local changes of the
morphological texture. It could indeed be shown that the particles are aligned
in a cylindrical manner around the osteons [64]. Other examples where a
position resolution of 20 µm was used to study mineralized tissue concern the
investigation of the interface region between bone and different types of min-
eralized cartilage [69] or the region near the edge of the mineralization front
in mineralized turkey leg tendon [68]. Beside scanning SAXS, some first po-
sition resolved X-ray diffraction experiments on calcified tissue with highest
position resolution around – or even below – 1 µm have recently been re-
ported from the European Synchrotron Radiation Facility (ESRF) in Greno-
ble, such as for instance local investigations of archeological bone samples [84]
or studies of reconstructed bone near prosthetic surfaces [85]. It has also been
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(a)

(b)

100 mmm

Fig. 11.10. Scanning SAXS imaging of cortical bone. The background image (a)
shows a backscattered electron image (BEI) from a 20 µm thick section of cortical
human bone (cross-section from a long bone such as in Fig. 11.6). The gray-levels
in the BE image can be used to quantify the mineral density locally (qBEI) [82].
The overlaid image (b) consists of 2D SAXS patterns measured at exactly the corre-
sponding specimen positions with 20 µm beam size, and matched to the BE image.
For clarity, the hollow channels and the borders of the osteons are indicated by black
and gray colors in the image (b), respectively

demonstrated that local texture analysis in bone tissue is possible down to
a few micrometers spatial resolution [86, 87]. In combination with scanning
SAXS/XRD, this will open fascinating new possibilities to investigate the
complex 3D-structure of lamellar bone at the level of single lamellae.

Scope for Position Resolved Neutron Scattering

The success and the rapid development of X-ray microbeams is a direct con-
sequence of the extremely high brilliance of wiggler and undulator sources on
the one hand, and the rapid development of X-ray optics on the other hand
(see e.g., [79]). While the brilliance of neutron sources is generally low and will
not increase considerably in the near future, all the focusing principles used
for X-rays may in principle be applied with neutrons as well. When compar-
ing different focusing devices, a quantitative description of the efficiency of a
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certain optical system to produce a small beam is given by the so called gain
factor. This value describes essentially the ratio between the integrated flux
in the focus of the optical system and the flux one would obtain by preparing
a beam with the same size and divergence properties using conventional slit
collimation. Several neutron optical devices were tested in recent years with
similar gains as compared to X-ray optics, allowing thus to prepare sufficiently
intense neutron beams with a diameter below 100 µm. For instance, a neutron
beam of about 80 µm diameter with a gain of 25 was reported using tapered
capillaries [88] and similar gains were obtained by using compound refractive
lenses [89]. Moreover, neutrons can be deflected in magnetic fields due to their
magnetic moment. This has led to the construction of magnetic neutron lenses
and focusing of a neutron beam with a gain of 35 using a permanent sextupol
magnet has been reported [90]. Finally, even the feasibility of a sub-micron
sized neutron (line) focus has been demonstrated recently by using a thin
film wave-guide [91]. All these developments suggest that neutron beams with
diameter in the order of 50–100 µm may well be feasible in the future with
sufficiently high flux and low divergence for neutron diffraction and for SANS
experiments. We propose that such neutron “microbeams” could be used to
establish scanning SANS as a complementary tool to scanning SAXS on a
length scale of about 50–100 µm. In particular the sensitivity of neutrons to
the organic part of mineralized tissue would make position resolved neutron
scattering on bone an attractive technique. In cancellous bone for instance, the
detailed structure and arrangement of the collagen fibrils at the level of single
trabeculae could be studied by this means with neutrons and complemented
with the detailed structure of the mineral as obtained from X-rays.
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Structural Investigations of Membranes
in Biology by Neutron Reflectometry

C.F. Majkrzak, N.F. Berk, S. Krueger, U.A. Perez–Salas

12.1 Introduction

Membranes are an essential part of every living cell. Determining the
nanometer scale structure of these partitions is of interest for the understand-
ing of important cellular processes on a molecular level, including, for example,
transport mechanisms into and out of the cell interior and the functioning of
protein sensors embedded in the membrane [1].

In “real” space, probes such as atomic force and electron microscopies,
at present, can provide localized images of a material surface with nanome-
ter scale resolution. However, scattering techniques employing neutrons and
X-rays have proven to be especially well-suited for “viewing”, in comparable
detail, the distribution of matter beneath the surface. The reasons for this
subsurface sensitivity are manifold, but principally are a consequence of the
wave nature of the radiation, the relative strengths of interaction (between
photon and atomic electrons or between neutron and nucleus), and the ability
to accurately measure and analyze the diffraction pattern that the material
density distribution of the film gives rise to.

The sensitivity of diffraction as a probe of membrane structure is consid-
erably enhanced if a homogeneous specimen of the film can be constrained to
lie on a flat surface (either a solid or liquid substrate). A membrane so con-
fined is, effectively, a quasi two-dimensional scattering object. Treating the
neutron as a plane wave, having a wavevector k proportional to its momen-
tum, the coherent (in phase), elastic (no energy transfer) reflection of that
neutron from a flat film can be then separated into two distinct types, specu-
lar and non-specular. Specular scattering refers to the condition in which the
glancing angle θ between the reflected neutron wavevector and the surface is
equal to that of the incident wave. In this case the momentum transfer is
exactly perpendicular to the surface. Analysis of the specular reflectivity
reveals the depth profile of the film’s density along the surface normal. If
there are no variations in the composition or material density within the
plane of the film, then only specular scattering can occur. In a case where
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in-plane fluctuations of the density are present, the specular component of
the reflected intensity is caused by a film density that is averaged, at a given
depth, over the in-plane area for which the neutron plane wavefront is coherent
(typically of the order of microns). In addition, however, in-plane fluctuations
produce non-specular scattering wherein the momentum transfer has a com-
ponent parallel to the surface. Non-specular scattering data thus contains
information about in-plane structure. Non-specular reflectometry has great
potential for the study of biofilms, for example, in determining the sizes and
distribution of various entities, such as cholesterol “rafts”, within the plane
of a membrane. However, research in this area is not yet as developed as that
involving specular reflectometry. The reasons for this involve a number of tech-
nical difficulties, including the preparation of specimens of sufficient size and
homogeneity and the theoretical interpretation of the non-specular scattering,
particularly at wavevector transfers where the Born approximation (discussed
below) is not valid. The present chapter is concerned primarily with spec-
ular reflection. The interested reader is referred elsewhere for discussions of
non-specular scattering, e.g., [2, 3].

The resolution of a material distribution in real space deduced from dif-
fraction data is, ultimately, inversely proportional to the range in wavevec-
tor transfer Q over which the reflected intensity is measured. The wavevector
transfer for the reflected beam is kf−ki = −2k sin(θ) = −4π sin(θ)/λ = −2k0z,
where k0z is the component of the incident wavevector normal to the film.
We will always define Q = 2k0z, so that the reflected wavevector trans-
fer is −Q. For instance, the spatial resolution in the compositional depth
profile obtained from analysis of the specular reflectivity (defined as the re-
flected intensity divided by the incident intensity) measured out to a wavevec-
tor transfer of 0.7 Å−1 corresponds to a spatial resolution of the order of
0.5 nm. Given the strength of available neutron sources, sample areas of
several square millimeters or more are therefore necessary in practice to
obtain sufficiently accurate data. Reflectivity experiments (i.e., “reflectom-
etry”) conducted over a range of wavevector transfers similar to that just
given are to be distinguished from diffraction studies performed at higher
wavevector transfers corresponding to interatomic scale resolution.

The purpose of this contribution is to provide an overview of the
experimental and theoretical methods now employed in the study of mem-
brane structures by specular neutron reflectometry. Nonetheless, a reasonable
amount of detail is included here so that the researcher new to the technique
can better judge what structural information is obtainable from reflectometry
and can assess what actually is required to prepare a suitable specimen, per-
form measurements, and subsequently analyze the data. Reviews of current
research in which neutron reflectometry has been applied to the study of bio-
logical or biomimetic membrane structures, including systems with embedded
proteins and peptides, are given in other contributions of this volume by Lu,
Gutberlet et al., Salditt et al., and elsewhere [4]. However, a representative
example of a neutron reflectometry study of a lipid bilayer membrane into
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which the peptide melittin has been introduced is included here, to further
illustrate the technique.

12.2 Theory

The theory of neutron reflectivity and diffraction is well-established [5–10],
although there have been relatively recent developments in methods for phase
determination and inversion (see, for example, the review [11] and references
therein). This section summarizes key features of the theory pertinent to the
study of thin films and membranes.

12.2.1 The Exact (“Dynamical”) Solution

The specular reflectivity from a flat surface or film effectively reduces to a
one-dimensional wave mechanics problem (see Merzbacher [13], for example)

−∂2ψ(z)
∂z2

+ 4πρ(z)ψ(z) = k2
0zψ(z) , (12.1)

where k0z is the wavevector of the neutron in vacuum and ρ(z) is the the scat-
tering length density (SLD) “profile,” which describes the neutron interaction
with the film and its surrounding media everywhere along the z-axis, nor-
mal to the film surface. For neutrons with wavelengths of the order of several
Ångstroms, the SLD at any “point” is the compositionally weighted average
of the coherent neutron scattering lengths in a volume element having linear
dimensions on the order of the neutron wavelength, divided by the volume
of the element. Scattering length densities thus have dimensions of inverse
area. Scattering lengths are the fundamental measure of the neutron–nucleus
interaction and vary from one isotope to another in an essentially random but
fixed manner. Coherent, in this context, refers to the component of the inter-
action that enables neutrons scattered by nuclei at different points in the film
to interfere, much as ripples on a pond. It is such interference which makes
the scattering dependent on spatial structure.

We have assumed the ideal situation for specular scattering where the SLD
varies only along the surface normal. In general the SLD ρ(x, y, z) can vary in
all three directions in the film, so that the true reflection problem is inherently
three-dimensional. Thus, the SLD ρ(z) appearing in Eq. 12.1 is defined as

ρ(z) = lim
S→∞

1
S

∫∫
S

ρ(x, y, z) dS ≡ 〈ρ(x, y, z)〉xy , (12.2)

where S denotes the surface area of the film. In-plane variations of the SLD
give rise to non-specular scattering. In the most extreme case, the specular
reflection caused by ρ(z) and the non-specular reflection caused by ∆ρ(x, y, z)



228 C.F. Majkrzak et al.

interfere with one another, so that the resultant reflectivity cannot be ex-
pressed as two distinct contributions. However, in many cases of interest, ei-
ther the non-specular component is negligible or the two contributions are
separable. When lateral variations of the SLD are random, the measured
reflectivity represents a “thermodynamic” average of the reflectivity over a
suitable ensemble of such configurations. For cases where ρ(x, y, z) is “self–
averaging,” i.e., where 〈ρ(x, y, z)〉xy = 〈ρ(x, y, z)〉therm, it can be shown that
the specular reflection determined by ρ(z) and the non-specular reflection in-
duced by the residual ∆ρ(x, y, z) are decoupled from one another [14]. Even
then, however, we need to know how to separate them. The specular re-
flectivity is defined as the ratio of the specularly reflected intensity to the
incident intensity; the non-specular intensity affects both. When the instru-
ment is configured to collect the specular signal (i.e., on the specular ridge),
some fraction of the non-specular intensity is also counted and, therefore,
must be subtracted. At the same time, non-specular intensity in other di-
rections diminishes incident intensity which would otherwise cause specular
reflection.

For both computational and analytic purposes, an SLD profile ρ(z) of any
shape can be accurately represented, for measurements up to a finite maximum
Q = Qmax, by a piecewise continuous subdivision, ρpwc(z), into a sufficient
number of rectangular slices, or “bins”’ of widths ∆z � π/Qmax, where the
SLD within each slice is taken to be constant, as depicted schematically in
Fig. 12.1. The fundamental quantity describing the specular reflection of the
neutron by the membrane is the spectrum (as a function of Q) of the reflection
amplitude r, a complex number, r = |r| eiφ of modulus |r| and a phase φ.
Similarly, the transmitted wave is characterized by a transmission amplitude
t, but it turns out that all of the relevant information is contained in the

D z

r

z

Fig. 12.1. Scattering length density depth profile, along the surface normal, of
arbitrary shape represented by rectangular bins or slices over each of which the
density is taken to be constant



12 Membranes in Biology by Neutron Reflectometry 229

spectrum of r. To set up equations which describe the relationship between
r, t, and ρ, we first make the piecewise continuous rendering of ρ(z) explicit
with

ρpwc(z) =

{
ρj if (j − 1)∆z ≤ z < j∆z,

0 otherwise,
(12.3)

where j = 1, · · · , N . Thus ρpwc(z) is a “histogram” of N bins of uniform
width ∆z = L/N , where ρpwc(z) = ρj in the jth bin. Next, we partition
the z-axis (along the film normal) into three contiguous regions: region I, the
“fronting,” where z < 0; region II, the “film of interest,” where 0 ≤ z ≤ L;
and region III, the “backing,” where z > L. The fronting is defined as the
region containing the incident and reflected beams, while the backing is the
region of the transmitted beam, regardless of how the film is mechanically
supported. In region I, ρ(z) = ρI, and in region III, ρ(z) = ρIII, where ρI

and ρIII are known constants (typically, the SLD values for air or vacuum,
silicon, sapphire, and mixtures of water and heavy water, as appropriate to
the experiment). With each of the regions of constant SLD, viz., I and III and
in the slabs comprising ρpwc in II, we can associate a wavevector component
along the z-axis

kI,II,III
z = k0z

√
1 − 4πρI,II,III/k2

0z ≡ nI,II,III
z k0z . (12.4)

(From now on we will suppress the “z” subscript on k.) Note that in region II,
where ρ = ρpwc has values ρj , kII

z has the corresponding values kII
j . In regions

I and III, the physical solutions of Eq. 12.1 have the simple plane wave forms

ψI,III(z) =

{
eikIz + re−ikIz for z < 0,

teikIIIz for z > L.
(12.5)

These solutions (and their derivatives) are “transferred” across region II by
the matrix equation [11,15],(

t
inIIIt

)
eikIIIL = M

(
1 + r

inI(1 − r)

)
, (12.6)

where the transfer matrix M =
(
A B
C D

)
is a 2 × 2 real-valued matrix having

unit determinant, AD −BC = 1. For ρpwc, this is the matrix product

M = MNMN−1, · · · ,Mj , · · · ,M2M1 , (12.7)

where Mj is the transfer matrix for the jth bin,

Mj =
(

cos(kII
j ∆z) sin(kII

j ∆z)/nII
j

−nII
j sin(kII

j ∆z) cos(kII
j ∆z)

)
. (12.8)
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In general Eq. 12.7 can represent any useful decomposition of ρ(z) into N
contiguous, non-overlapping segments.

Equation 12.6 stands for two simultaneous linear equations, which are
straightforwardly solved for r and t as a function of the matrix elements
A,B,C, and D as functions of k0z. For the case of a “free” film, i.e., a film
in contact with vacuum fronting and backing, the result for the reflection
amplitude is

r =
B + C + i(D −A)
B − C + i(D + A)

=
B2 + D2 −A2 − C2 − 2i(AB + CD)

A2 + B2 + C2 + D2 + 2
, (12.9)

while the reflectivity, |r|2 = r∗r, is most simply represented by

2
1 + |r|2
1 − |r|2 = A2 + B2 + C2 + D2 . (12.10)

While it is straightforward to compute the reflectivity for a given model
SLD profile, the so-called “direct problem,” deducing ρ from reflectivity data,
the “inverse problem,” is much more problematic and inherently ambiguous
because of the “lost” phase angle φ. Indeed, we see from Eqs. 12.9 and 12.10
that full knowledge of r needs three combinations of A,B,C, and D, viz.,
A2 + C2, B2 + D2, and AB + CD (because AD − BC = 1,these are not
completely independent); while knowledge of |r|2 implies only the sum of
squares combination, A2 + B2 + C2 + D2. In practice, the determination of
an SLD profile from reflectivity data employs fitting schemes based on either
model-dependent or model-independent methods (see [17, 18], for example).
Figure 12.2 shows SLD profiles for a pair of model thin film structures, having
thicknesses and SLD values typical of those of interest to us here (Fig. 12.2a),
and the corresponding specular neutron reflectivities (Fig. 12.2b), which are
nearly identical and thus demonstrate the importance of phase information
– or its absence. Even though it might not be possible to deduce from the
reflectivity alone which of two or more SLD profiles is the veridical one, i.e.,
the one that actually produced the data, it can be concluded whether or not
a given model SLD profile is at least consistent with the measured reflectivity.
Furthermore, a priori knowledge of the SLD in part of the film or the adjacent
substrate can be used to recover, in effect, some of the phase information: this
can also be accomplished by controlled manipulation of the SLD in certain sec-
tions of the film, i.e., by exchanging hydrogen for deuterium [19]. Such partial
phase information can significantly reduce the number of acceptable solutions.

Methods have been developed to recover phase information through the
use of various reference structures – either adjacent films or surrounding me-
dia [20–25]. For some of these, the reflection amplitude for the unknown part
of the film can be obtained “locally” (i.e., independently at any k) and ex-
actly [22, 24]. It has been shown, that the reflection amplitude and the SLD
profile are in one-to-one correspondence for a large class of film potentials.
This means that the given profile produces a unique spectrum of r and that a
given r, if known for all Q, produces a unique SLD profile, when using the ap-
propriate mathematical tools to retrieve it [26]. Figure 12.3 shows the real part
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Fig. 12.2. Top: (a) Model SLD (neutron) profiles similar to two of the profiles
considered for X-ray reflection (Fig. 12.3 of [44]). Both profiles share a common
“reference” or known segment between z = 20 Å and z = 60 Å. Bottom: (b) Corre-
sponding neutron reflectivity curves calculated for the two composite SLD profiles.
The two curves are practically indistinguishable from one another (after Fig. 12.10
of [16])

of r (multiplied by Q2) for each of the two model SLD profiles of Fig. 12.2a.
In stark contrast to the two corresponding reflectivity curves of Fig. 12.2b,
there is a marked, clearly distinguishable difference. An actual example which
demonstrates the phase inversion technique is given in Sect. 12.5. In practice,
the solution of the inverse problem is limited by the finite range of Q over
which it is possible to measure the reflectivity, but ambiguities introduced by
data truncation are systematic and to a limited extent, treatable [12,27].

The reflection amplitude has a number of useful theoretical representa-
tions. If we know the solution ψ of Eq. 12.1 in region II, then an alternative,
and quite general, expression for the free film r can also be derived [28] using
the wave equation in Eq. 12.1,
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Fig. 12.3. Q2Re r(Q) for the (reversed) film structures of Fig. 12.2a (not including
the backing but incorporating the known or reference sections of the films). These
Re r(Q) correspond to what would be retrieved, for example, by phase-sensitive
reflectivity experiments (for each of the two SLD profiles) in which the backing
SLD was varied according to the methods discussed in the text. In contrast to the
situation illustrated in Fig. 12.2b, these curves are markedly different over a wide
range of Q. (after Fig. 12.9 of [16])

r =
4π

2ik0z

∫ ∞

−∞
ψ(z)ρII(z)eik0zz dz . (12.11)

Because ψ depends on r, Eq. 12.11 actually represents an implicit equation
for r, but it does provide a useful starting point for formal analysis and for
some practical approximation schemes.

12.2.2 The Born Approximation

In general, as seen from Eq. 12.11, the weaker the potential and the higher
the wavevector transfer, the smaller the reflectivity becomes. For reflectivities
of the order of a few percent or less, the neutron wave function within the
scattering medium is not significantly distorted from its free space, plane wave
form. In this case, ψ(z) in Eq. 12.11 can be approximated by the incident wave
function, leading to the Born approximation (BA) or so-called “kinematic”
result,

rBA(Q) =
4π
iQ

∫ ∞

−∞
ρII(z)eiQz dz . (12.12)

Thus, QrBA(Q) and ρII(z) are related by Fourier transformation. The factor
of Q−1 multiplying the integral in Eq. 12.12 does not result from the BA;
it is the same factor appearing in Eq. 12.11, the general expression, and is
inherent in the effective one-dimensionality of the specular reflection problem
(i.e., the infinite-slab geometry of the 3D problem). The essential difference is
that the exact ψ(z,Q) approaches zero as Q goes to zero, unlike its plane wave
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approximation, thus keeping r(Q) finite at Q = 0 in Eq. 12.11. Of course, it
is to be expected that the BA will fail as Q → 0, since, as |r(Q)| → 1 at the
origin, ψ(z,Q) becomes poorly approximated in region II by the “undistorted”
incident wave. Figure 12.4 shows a model SLD profile for a lipid bilayer similar
to that deduced in a neutron reflectivity study of DOPC multilayers by Wiener
and White [29]. In Fig. 12.4 the specular neutron reflectivity |r|2 for the SLD
profile is plotted as a function of Q, calculated using the exact theory and
in the Born approximation for a freely standing single bilayer surrounded by
vacuum. Also shown is the reflectivity for the same bilayer on a substrate
(thick enough that it is effectively semi-infinite) as predicted by the exact
theory. In the latter case the Born approximation would fail not only at the
origin, but also in the neighborhood of the critical angle for total external or
mirror reflection (below which the reflectivity is unity).

12.2.3 Multilayers

In certain cases it is advantageous to reflect from a repeating or multilayered
assembly of membrane films instead of a single membrane unit. Since the
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Fig. 12.4. Model SLD profile for a lipid bilayer as discussed in the text (inset).
Specular reflectivity for the SLD profile calculated according to the exact theory
as well as in the Born approximation, assuming the bilayer to be free standing.
Also plotted is the reflectivity calculated according to the exact theory for the same
bilayer film but on a semi-infinite substrate of Si. The reflectivities according to the
exact theory and the BA are virtually indistinguishable on a logarithmic scale for the
free standing films, except in the neighborhood of the origin. Only the reflectivity
for the film on the substrate has a region of total external reflection (long-dashed
curve)
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reflection from such structures tends to be concentrated at higher Q-values
than for single-layer thin films, the Born approximation can be particularly
valuable in analyzing reflection from them. For a periodic multilayer structure
(assuming ideally flat, parallel layers of uniform density and thickness), the
reflection amplitude in the BA is given by ( [28], for example)

rBA
ML(Q) =

4π
iQ

[
sin(MQD/2)
sin(QD/2)

]
ei(M−1)DQ/2

∫ D

0

ρ(z)eiQz dz , (12.13)

for M repeats of a unit film (e.g., the bilayer) of thickness D. The integral over
ρ(z) is limited to the unit film. The effect of the M repeats appears only in the
prefactor, where (using L’Hospital’s rule) the ratio of sine functions in brackets
acts as a concentrator of reflection about the Nyquist lattice points, Q = Qm,
as M increases, where Qm = 2πm/D for integer m. Thus, for M large (but not
so large as to invalidate the BA), rBA

ML(Q) is strongly peaked on the Nyquist
points, in the manner of Bragg peaks in crystallography. Figure 12.5 com-
pares the reflectivities, calculated with the exact and kinematic formulas, for
M = 50 bilayers having the SLD profile of Fig. 12.4 (and assuming no sub-
strate). Note how the reflected intensity of the multilayer is localized about the
Nyquist lattice, in contrast to being more uniformly distributed over the entire
Q-range, as evident in Fig. 12.4. Clearly the kinematic theory can give a good
account of multilayer reflection.

Now the SLD profile of Fig. 12.4 is centrosymmetric along the z-axis and
can, consequently, be represented by a Fourier cosine series [30]

ρ(z) = A0 + 2
∞∑

m=1

Am cos (Qmz) , (12.14)
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Fig. 12.5. Comparison of the reflectivities, calculated according to the exact and
kinematic formulas, for M = 50 bilayers having the SLD profile of Fig. 12.4 (assum-
ing no substrate)
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where the Am are real numbers. From the reflectivity curve plotted in Fig. 12.5
(corresponding to the bilayer of Fig. 12.4, with M = 50), the peaks up to the
10th order, inclusive, were used to determine the Fourier series of Eq. 12.14,
truncated at m = 10. The resulting ρ(z) is plotted in Fig. 12.6, along with the
original SLD profile of Fig. 12.4 for comparison. The agreement displayed in
Fig. 12.6 is qualitatively good. But even ten perfectly “measured” orders do
not provide all the detail in the veridical ρ(z).

12.2.4 Scale of Spatial Resolution

In assessing the value of SLD profiles inferred from reflection measurements,
we must know how much spatial detail is meaningful to expect from the
analysis; i.e., we can ask, what is the scale of spatial resolution – let us quantify
this as a length l – of the resulting ρ(z)?

Let us say that we have perfect knowledge of the reflection amplitude r(Q)
up to a maximum value of Q = Qmax. (The experimental factors determining
Qmax will be discussed in a later section.) The dominant factor limiting the
spatial resolution � of ρ(z) inferred from this knowledge is the value of Qmax,
according to � = π/Qmax [11,12]. For our purposes, this holds that the number
of spatial degrees of freedom N in ρ(z) for a film of thickness L, when r(Q) is
known for |Q| ≤ Qmax is given by (the integer part of) N = QmaxL/π, referred
to variously as the Nyquist or the Slepian number. Associating the correspond-
ing scale of spatial resolution with � = L/N , one has � = π/Qmax directly. In
addition [12], � also emerges explicitly from wavelet representations of ρ(z),
where � is identified with the scale length of its most rapidly varying “detail,”
and N is the number of wavelets needed to fully describe ρ(z) on this length
scale. Indeed [11], as a special case, if we model ρ(z) by N bins of uniform SLD
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Fig. 12.6. SLD profile of Fig. 12.4 (dashed curve) compared to that obtained by the
Fourier series analysis of the reflectivity curve (exact result) in Fig. 12.5 described
in the text
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and equal widths �, as in ρpwc(z) of Eq. 12.3, then rBA(Q) in Eq. 12.12 is ex-
actly invertible for ρpwc(z) over the Q-range, |Q| ≤ Qmax, where Qmax = π/�.

Now in general [12], let r(Q) be perfectly known for |Q| ≤ Qmax, and
call this conditional knowledge the function r(Q|Qmax). Then the
inversion of r(Q|Qmax) by a fixed procedure – namely the one we would use
for Qmax = ∞, but setting r(Q|Qmax) = 0 for Q > Qmax – determines a
distorted or “smeared” version of the veridical ρ(z), say ρ(z|Qmax), which ef-
fectively parameterizes ρ(z) on the spatial scale �. The maximum Q of the
measurement thus inherently limits the spatial resolution of ρ(z) that can be
reliably determined; the larger the value of Qmax, the smaller the scale � of
detail we can know reliably.

What if our knowledge is limited to the reflectivity |r(Q|Qmax)|2? If we
consider the Born approximation, Eq. 12.12, as an adequate basis for analysis,
then we may appeal to the well-known result that the Fourier transform of
Q2|rBA(Q)|2 directly determines the auto-correlation function

γ(z) =
∫ ∞

−∞
ρ(z − z′)ρ(z′) dz′ , (12.15)

which describes the smearing of ρ(z) by itself. This implies that for given Qmax,
if ρ(z|Qmax) is resolved to scale �, then γ(z|Qmax) is resolved to scale 2�. More
carefully, if ρ(z) is supported on an interval of length L, then γ(z) has support
of length 2L. Thus applying the same number of spatial degrees of freedom
to ρ(z|Qmax) and to γ(z|Qmax) leads to a scale of resolution 2� = 2π/Qmax

for the latter. The loss of phase information thus leads to a loss of spatial
resolution for finite Qmax.

12.3 Basic Experimental Methods

Neutron reflection can be done at both pulsed and continuous neutron sources.
The only essential differences between them in regard to instrumental tech-
nique involve the means by which neutrons of different wavelengths are uti-
lized and identified. With pulsed sources, the broad spectrum of wavelengths
present in each pulse can be used because, for elastic scattering, the wave-
length distribution of the beam can be determined by time-of-flight mea-
surement. For continuous sources, a relatively narrow band of wavelengths, as
defined by a crystal monochromator, is typically employed. The discussions to
follow assume a continuous beam; for the most part, however, the experimen-
tal methodology described is applicable to pulsed beam reflectometers as well.

Another relatively general classification of neutron reflectometers can be
made. For studying interfaces between solid and another solid, fluid, or gas,
a sample can be oriented with its reflecting surface(s) vertical (and with the
scattering plane, as defined by nominal incident and reflected wavevectors,
horizontal). On the other hand, practical study of gas–fluid interfaces needs
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the liquid to be horizontal. The primary difference between these two types of
reflectometers involves the mechanisms employed to direct the incident beam
onto the sample and subsequently detect the reflected beam. For the sake of
conceptual simplicity, we will assume the reflecting surface(s) of the sample to
be vertical so that the nominal direction of the incident beam remains fixed
relative to its source. Again, this choice does not limit, in any essential way,
the relevance of the discussion to the one configuration.

12.3.1 Instrumental Configuration

Figure 12.7 is a schematic diagram of a typical neutron reflectometer, which is
representative of the NG-1 reflectometer at the NIST Center for Neutron
Research. The polarizing and spin flipping devices shown can be ignored for
the present discussion, but are essential for magnetization depth profile mea-
surements performed with polarized beams [32]. Within the core of the reac-
tor, neutrons are produced by nuclear fission. The relatively high energies of
these neutrons are subsequently moderated by collisions with heavy water
at room temperature, resulting in a characteristic distribution of wave-
lengths with a peak in elastically reflected intensity (for Q = 0.1 Å−1,
and ∆Q/Q = 0.05) occurring at a wavelength about 1.5 Å. The energy
distribution is further moderated by the liquid hydrogen “cold source,”
shown schematically in Fig. 12.7, shifting the peak in elastically reflected
intensity to approximately 5 Å. The beam of cold neutrons is transported
through an evacuated rectangular guide, the smooth, flat interior walls of

Liqiud hydrogen cold source

Sample

Incident beam
intensity monitor

Vertically focusing
PG(002)

triple crystal
monochromator

Fe/Si supermirror
polarizer

Fe/Si supermirror
polarization

analyser

Neutron
spin-flipper

Vertical slit

Detector

Higher-order
wavelength

be filter

NG-1 Reflecting
Guide tube

Fig. 12.7. Schematic of a typical neutron reflectometer (representative of the NG-1
polarized beam reflectometer at the NIST Center for Neutron Research; the polar-
izing and spin flipping devices are used in the determination of the vector magneti-
zation depth profile in magnetic films and can be ignored for this presentation)
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which are coated with a Ni film which gives a relatively large critical an-
gle for total external or mirror reflection of about 0.1 deg Å−1 of incident
wavelength.

This beam then impinges upon a pyrolytic graphite monochromating crys-
tal array which Bragg reflects a vertically focussed beam onto the sample.
The (002) atomic planes of the graphite crystal reflect a beam with a nominal
wavelength λ = 4.75 Å for the chosen 90o scattering angle 2θM(λ = 2d sin θM),
where d is the (002) atomic plane spacing, approximately 3.354 Å, and θM

is the glancing angle of incidence measured from the crystal surface. The
pyrolytic graphite consists of microcrystallites, which are essentially perfect
single crystals of hexagonally arrayed carbon atoms, having dimensions of
hundreds to thousands of Ångstroms, both along the (002) direction and per-
pendicular to it.

The beam reflected onto the sample by the monochromating crystal has
a wavelength distribution determined mainly by the angular distribution of
neutrons within the guide, the FWHM of the angular distribution of the
graphite crystal’s mosaic blocks, the interplanar spacing of the (002) graphite
atomic planes, and the horizontal angular collimation of the beam (defined by
the pair of vertical slits preceding the sample, as shown in Fig. 12.7.) A typical
horizontal angular divergence is between 1 min and 10 min of arc, and because
this is relatively small compared with that in the guide and the crystal mosaic
angular spread, the wavelength resolution, ∆λ/λ, principally depends on the
latter two fixed quantities and is about 1 %.

As pictured in Fig. 12.7, each finger of a vertically focusing monochromator
array is a stack of several graphite crystals, slightly inclined relative to one
another, so as to create a broader (but effectively anisotropic) mosaic, thereby
widening the wavelength band (to increase the intensity within the limits
allowed by a given Q-resolution). At the NCNR NG-1 reflectometer, the 15 cm
beam height in the guide is focused down to about 3 cm at the sample position
so that the vertical angular divergence is approximately 2.5o. For specular
reflectivity measurements, this relatively relaxed vertical angular divergence
has a negligible effect on the Q-resolution.

Downstream of the sample position is a second pair of slits before the
detector which are primarily used to suppress incoherent scattering back-
ground. For specular reflectivity measurements, the wavelength distribution
and angular divergence of the incident beam, in conjunction with the glancing
angle of incidence that the beam makes with the surface of a flat sample, de-
termine a nominal value of Q and its associated resolution width. In addition,
the slit just before the detector is needed to properly shape the instrumental
resolution function in performing non-specular scattering scans perpendicu-
lar to the specular direction. In the latter case, the slit before the detector
is significantly narrowed as the sample angle is rotated with the detector at
a fixed scattering angle (this results in a trajectory in reciprocal space that
is nearly orthogonal to the specular direction for sufficiently small angles).
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For a sample that is distorted enough from perfect flatness, slits following the
sample may block contributions to the reflected intensity from certain dis-
torted regions of the sample surface from reaching the detector, thereby effec-
tively improving the Q-resolution for specular reflection.

12.3.2 Instrumental Resolution
and the Intrinsic Coherence Lengths of the Neutron

The theory of neutron reflection discussed in Section 12.2 assumed that each
neutron in a beam of noninteracting, independent particles could be described
by a single plane wave of infinite spatial extent. Generally, a neutron is more
accurately described as a superposition of component plane waves, commonly
known as a wave packet [13]. The wave packet description follows from local-
ization of the neutron in space and imparts characteristic coherence lengths,
both parallel and perpendicular to the direction of propagation defined by a
nominal neutron wavevector k. These lengths – a measure of the combined
uncertainties in position and momentum that must be associated with an
individual neutron – determine the effective volume of the scattering medium
with which the neutron wave packets coherently interact, and, consequently,
they are important to interpret specular reflectivity data. However, because
the neutrons constituting the incident beam originate from different, uncorre-
lated points within the source, there is an additional component of uncertainty
in a distribution of nominal neutron wavevectors. This incoherent component
can dominate the coherent, wave-packet-spread component, ultimately leading
to the familiar “instrumental resolution” distribution in Q. In-depth, quanti-
tative treatments of neutron coherence and instrumental resolution are given
in several places [33–38]. Nonetheless, it is worthwhile here to consider these
points further, at least qualitatively.

Incoherent vs. Coherent Effects

Figure 12.8 shows a liquid hydrogen moderator which acts as an incoher-
ent source of neutrons for a specular reflectivity experiment to be performed
downstream in a geometrically well-defined beam. Each of two neutrons, “A”
and “B”, radiates from a separate region of the liquid hydrogen cold source, as
a result of an incoherent scattering event involving a single hydrogen nucleus.
In general, all the coherent interactions of either neutron with objects along
its path to the sample – e.g., the guide walls, a particular monochromator
microcrystallite, and the pair of rectangular apertures preceding the sample
– contribute to redefining the size and shape of the wave packet representing
that neutron when it eventually encounters the sample. Nonetheless, let us
assume that neutrons A and B are represented by wave packets of the same
size and shape. Each neutron wave packet then possesses the same character-
istic coherence lengths related to the uncertainties in position (∆x,∆y,∆z)
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Fig. 12.8. Schematic representation of two independent, noninteracting neutrons,
“A” and “B”, emanating from different places in the cold source and passing through
common instrumental optical elements en route to the sample. The size and shape
of the wave packet describing neutron A is similar to that of B, but each packet has
a different nominal wavevector direction. See the discussion in the text regarding
coherent vs. incoherent components of the effective instrumental resolution

and wavevector (∆kx,∆ky,∆kz) of the neutron, that, as mentioned above,
define a volume over which the neutron interacts with the sample. Any size
and shape wave packet is an appropriately weighted superposition of plane
waves [13]. The two neutrons travel in different directions, defined by their
nominal wavevectors, so that each neutron is Bragg reflected from a separate
monochromator crystal segment (but through the same pair of apertures) onto
the sample. The latter fact means that the values of the normal component
of the incident wavevector k0z = Q/2 for the two neutrons differ from one
another.

For specular reflection, we need only consider the z-axis normal to the
plane of the film. In practice, at a continuous source, specular reflection
measurements are performed with neutrons having nearly the same
nominal k0 incident at different glancing angles θ, so that the resulting range
of k0z = k0 sin θ values are obtained by changing the angle of incidence. Then,
the relevant longitudinal coherence length effectively is the projection of the
neutron wave packet coherence length along z. (See [39] for the case of nor-
mal incidence with ultra-cold neutrons.) The reflectivity, |r|2, which results
for a single plane wave incident on a perfectly flat and homogeneous Ni film
1,000 Å thick is plotted in Fig. 12.9. As is well-known, the oscillations evi-
dent in Fig. 12.9, the so-called “Kiessig fringes”, are produced by interference
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Fig. 12.9. Specular neutron reflectivity for a free-standing Ni film, 1,000 Å thick.
The oscillations are a result of the interference which occurs in the simultaneous
scattering of the wave from front and back surfaces of the film, as discussed in the
text. The period of the oscillations is approximately 2π/L

between parts of the wave that are scattered from front and back film surfaces;
the period of the oscillations is approximately 2π/L. Such interference requires
that the incident plane wave interact with both interfaces “coherently,” i.e.,
simultaneously.

For a one-dimensional incident wave packet with a finite characteristic co-
herence length along the z-axis Eq. 12.1 must be solved. We can describe the
incident wave function as a wave packet ψWP(z)coh consisting of a superposi-
tion of plane waves, each component having a well-defined value of kz, viz.,

ψcoh
WP(z) =

∫ ∞

−∞
φ(kz|k0z)eikzz dkz , (12.16)

where the normalized weighting φ(kz|k0z) might, for instance, be represented
by a Gaussian distribution centered on the nominal k0z, viz.,

φ(kz) =
2

Γcoh

√
ln 2
π

e
−4 ln 2
Γ2
coh

(kz−k0z)2

, (12.17)

where Γcoh is the FWHM of the distribution. For such a Gaussian wave packet,
the relationship between uncertainties ∆kz and ∆z of wavevector and position,
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respectively, along z is given by the Heisenberg uncertainty relation

∆z∆kz =
1
2
. (12.18)

Although we will not explicitly solve the wave equation for the case of an
incident wave packet here, let us call the result of that calculation for the
reflection amplitude rcoh

WP(k0z), where k0z denotes the nominal kz for the wave
packet. To a first approximation, rWPcoh is a superposition of “components”
r(kz) with the same weighting φ(kz|k0z) as in Eq. 12.16. The resulting specu-
lar reflectivity for the case where the incident neutron is described as a wave
packet with a coherence length L′ << L along z does not display the pro-
nounced Kiessig fringes appearing in Fig. 12.9 because the degree to which the
neutron can coherently interact with front and back surfaces is significantly
diminished.

Let us now consider a collection of neutrons which constitute an incident
beam. Let us assume that every neutron in the beam is described by the
same one-dimensional wave packet and coherence length, but that there now
exists a distribution of different nominal wavevector magnitudes, k0z, distinct
from the distribution of kz about a given k0z in a wave packet. We can,
for convenience, choose this distribution also to be Gaussian. However, the
distribution of k0z describes an incoherent association of our “test” neutrons
A and B, in the sense that each neutron in the beam reflects from the film
independently. Thus, the measured reflectivity RM(QM), at nominal Q = QM,
for an incident beam of such neutrons is the average over Q = 2k0z of the
wave packet reflectivities |rcoh

WP(Q)|2; viz.,

RM(QM) =
2

Γinc

√
ln 2
π

∫ ∞

−∞
|rcoh

WP(Q/2)|2e−
4 ln 2
Γ2
inc

(Q−QM)2

dQ , (12.19)

where Γinc is the FWHM of the Q-distribution. The convolution in Eq. 12.19
is the “instrumental resolution” commonly employed – but usually with rcoh

WP

replaced by r for the ideal case of an incident plane wave – and also contributes
to smearing the fringes in Fig. 12.9. Thus, instrumental resolution should be
as tight as reasonably possible, especially where eventual knowledge of rcoh

WP

is the goal of the measurement.
Thus, the source of the neutrons and their interactions with instrumental

components, which combine to define the size, shape and direction of each
neutron wave packet, determine both coherent and incoherent distributions
of possible wavevector components in the measurements. The coherent con-
tribution characterizes the wave packets describing individual neutrons, our
A or B, while the incoherent contribution emanates from the pathways taken
by different neutrons, A and B. For example, diffraction by a sufficiently nar-
row slit aperture may significantly distort the nominal neutron plane wave,
leading to a coherent distribution of wavevectors (common to A and B), while
the mosaic structure of the monochromator induces an incoherent spread of
wavevectors incident on the sample, distinguishing A from B.
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12.3.3 In-plane Averaging

In-plane structure causes non-specular reflection, as previously mentioned, but
even when this is weak enough to be ignored, the observed specular reflection
will be influenced by lateral variations of the depth profile. The common
assumption is that the laterally averaged scattering length density produces
the specular “component” of reflection. That is, if the SLD profile is described
everywhere in the film by ρ(x, y, z), then the reflection amplitude r(Q) is
caused by its lateral average ρ(z) = 〈ρ(x, y, z)〉xy, as introduced in Eq. 12.2
and the related discussion. This can be true, however, only to the extent that
the neutron beam is laterally coherent over the surface of the film, so that
such an average is meaningful.

In three dimensions, we can ascribe two coherence lengths to the inci-
dent neutron wave packet: a longitudinal coherence length �cohz , which is the
coherence length we had in mind in discussing the immediate implications of
Eq. 12.18 in terms of film thickness; and a lateral or in-plane coherence length
�cohxy , which limits the size of the surface the incident wave packet “coherently
sees.” Note that the coherence lengths discussed here are the projections of
the neutron wave packet coherence lengths, parallel and perpendicular to its
nominal wavevector, projected onto the coordinate axes of the sample.

Now in Eq. 12.19 we implicitly assumed that the film was laterally homoge-
neous. More generally, however, the reflectivity

∣∣rcoh
WP

∣∣2 appearing in the “inco-

herent” convolution integral must be replaced by a lateral average
〈∣∣rcoh

WP

∣∣2〉
xy

.

For example, a sample characterized by partial coverage might comprise a film
composed of two (fully and partially covered) components and a correspond-
ing scale of inhomogeneity �xy equal to the larger of the dimensions associated
with the fully and partially covered regions. In cases where �cohxy � �xy, the
film appears to the neutron beam as homogeneous, and the specular reflectiv-
ity is caused by the corresponding lateral average, 〈ρ(x, y, z)〉xy, as in Eq. 12.2.
However, when �cohxy � �xy, the film appears, instead, as a collection of several
types of films, each of which reflects the neutrons according to their “local”
ρ(z). Then the measured reflectivity is an areally weighted average of reflec-
tivities from several different films. That is,

〈∣∣rcoh
WP

∣∣2〉 �
{∣∣rcoh

WP

∣∣2 for �cohxy >> �xy,∑
j wj

∣∣rcoh
WP,j

∣∣2 for �cohxy << �xy ,
(12.20)

where wj is the weighting for the jth type of in-plane component. In the
second case, unlike the first, there is no single physically defined ρ(z), so any
attempt to analyze the reflectivity in terms of one such SLD profile must fail,
unless wJ ≈ 1 for some j = J .

Thus we must ask, how do we know which case of Eq. 12.20 is the correct
one for a given experiment? In some cases a visual inspection of the sample
may suffice to say; if we can literally see, i.e., with visible light, evidence for
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lateral homogeneities much greater than the neutron coherence length, then
the much shorter wavelength neutron beam can “see” it too. However, a film
may appear visibly homogeneous while still behaving as if �cohxy << �xy and
thus acting as an inhomogeneous collection of reflectors.

Now consider the specific case in which regions of two different SLDs are
distributed within the plane of the film as shown in Fig. 12.10a, b. If the lin-
ear dimensions of the area of either SLD is much smaller than the in-plane
projection of the neutron coherence length, as schematically represented by
the straight line in Fig. 12.10a, then the neutron wave effectively averages over
the SLDs of the two regions; i.e., the measured specular reflectivity is that
for the areally weighted average, as plotted in Fig. 12.11a. However, if the
linear dimensions of either SLD component are much larger than the in-plane
coherence length, the measured reflectivity is the incoherent sum of two are-
ally weighted reflectivities, as in Eq. 12.20, each corresponding to one region
of SLD, as plotted in Fig. 12.11b (assuming equal weightings). This suggests
that use of samples with known in-plane SLD distributions, such as might be
fabricated by lithographic techniques, could be used to infer neutron coher-
ence lengths independently, to some degree, of the incoherent instrumental
resolution.

12.3.4 Q-Resolution for Specular Reflectivity,
Assuming an Incoherent Beam

It is instructive and practical to consider the common situation where the wave
packets are well approximated by ideal plane waves (wave packets having a
very narrow distribution of wavevectors), so that resolution in fact is domi-
nated by an incoherent distribution of mean wavevectors. The instrumental
Q-resolution for specular reflection is then determined by applying the simple
laws of geometrical optics for reflection and refraction to the reflecting guide,
the mosaic crystal monochromator (for which Bragg’s law is also imposed),
the pair of slits preceding the sample, and the surface of the sample itself
(since the flatness of the sample also affects the measured value of Q).

Figure 12.12 resolves the incident and reflected wavevectors, ki and kf ,
respectively, into their rectangular components. From the diagram we can
write

small-scale heterogeneity laterally averages SLD profile large-scale heterogeneity laterally averages reflectivity
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Fig. 12.10. Schematic representation of neutron coherence length and in-plane
dimensions of homogeneous sample areas
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Fig. 12.11. Specular reflectivity: (a) corresponding to picture in Fig. 12.10a; and
(b) corresponding to picture in Fig. 12.10b. It is assumed that the two different SLDs
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Fig. 12.12. Incident and reflected neutron wavevectors resolved into their respective
rectangular components

kµx = k cosαµ cos θµ,

kµy = k sinαµ,

kµz = k cosαµ sin θµ,

(12.21)

where µ = i, f and k = 2π/λ. For specular reflection θi = θf , and, given that α
typically is at most a few degrees, the expression for Q (i.e., Q = −Qz = ki−kf ,
as defined in Sect. 12.1) reduces, to a good approximation, to the familiar

Q = 2k sin θ . (12.22)

In terms of wavelength λ and the grazing angle θ, the fractional uncertainty
in Q then is

δQ
Q

=
δλ
λ

+
δθ

tan θ
, (12.23)
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which, for the typically small angles in reflectivity experiments, is approxi-
mately

δQ
Q

≈ δλ
λ

+
δθ
θ

, (12.24)

since tan θ ≈ sin θ ≈ θ. As mentioned earlier, the angular divergences of the
beam impinging on the monochromator crystal and the monochromator’s mo-
saic distribution are normally significantly greater than the divergence defined
by the slits which determine δθ. In this case, the fractional wavelength uncer-
tainty is nearly independent of θ, and the two contributions to the fractional
uncertainty in Q can be taken to be independent, so that

δQ
Q

≈
√(

δλ
λ

)2

+
(

δθ
θ

)2

. (12.25)

Usually in specular reflectivity measurements, the slits preceding the sample
are opened proportionally with θ, once the sample has fully intercepted the
entire width of the incident beam, so that δQ/Q (as well as the “footprint”
of the beam on the sample) remain approximately constant with θ and Q (in
the small angle approximation). A typical value of δQ/Q is 0.025.

12.3.5 Measurement of the Reflectivity

To obtain the specular reflectivity, the reflected intensity is first measured as a
function of wavevector Q – at a continuous source, by varying the incident an-
gle θ at fixed wavelength and using Eq. 12.22 – up to a maximum value Qmax

at which the signal to noise ratio S/N becomes prohibitively low. Background
from incoherent scattering within the sample, substrate, or surrounding me-
dia, as well as from external sources must be measured and then subtracted
from the measured reflected intensity. The resultant signal next must be di-
vided by the incident beam intensity (which is also a function of θ if the slits
are opened with increasing reflection angle). Corrections to the reflectivity
spectrum also must be applied at values of Q below which the sample does
not fully intercept the width of the incident beam (the so-called “footprint”
correction). Finally, at least in principle, the instrumental resolution function
needs to be deconvolved from the measured reflectivity data, when the res-
olution correction is significant enough to warrant it. However, in practice
deconvolution is a mathematically problematic operation on finite data sets.
In the following sections, some of the practical aspects of data reduction are
discussed.

Sample Alignment

In order to obtain quantitatively accurate reflectivity data, proper sample
alignment is essential. The procedure for accomplishing this is straightforward
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but can be complicated by substrates deformed from perfect flatness. The goal
is to align the sample surface such that it is parallel to and bisects the width of
the incident beam, viewed as a ribbon. (It is presumed that the centers of the
beam and sample surface coincide.) A rough orientation of the sample can be
obtained optically by translating the reflecting surface close to the center of
the beam defined by the slit apertures and rotating the sample to be parallel
with the beam. Any angular tilt of the sample away from vertical, about the
horizontal axis of the incident beam, can be eliminated either using a laser
beam reference or even a mechanical plumb line.

Then, the detector can be set at zero scattering angle (for specular reflec-
tion, the detector is always positioned at a scattering angle twice the reflection
angle of the beam relative to the sample surface) with the pair of slits preced-
ing the sample set so that the horizontal divergence is relatively tight, of the
order of a minute of arc. The slit immediately following the sample can be set
wide enough to accept the entire divergent width of the beam, but the last slit
before the detector should be set to a width comparable to that of the first
two slits in order to be sensitive to rotations of the sample. The sample is then
translated across the incident beam in a scan in which the transmitted inten-
sity is measured at each step. Once the translational position of the interface
is located the sample is rotated in θ at this position with the detector still
at zero scattering angle. The occurrence of a central peak corresponds to the
position of the sample face being approximately parallel to the incident beam;
regions of minimum intensity on either side correspond to the incident beam
being reflected by the surface of the sample at a finite scattering angle (and,
therefore, away from the detector which is at zero scattering angle). The two-
step procedure just described can be repeated iteratively until convergence.

With the nominal zero of the sample angle θ defined, the sample can be
rotated to a finite angle corresponding to a Q of 0.005 Å−1 (θ ≈ 0.1o for λ =
4.75 Å) with the detector at twice that angle (slit apertures unchanged). Now
a sequence of three scans can be performed: a rotation of the sample in theta
(about the vertical axis through the sample surface), referred to as a “rocking”
curve; a translation of the sample through the incident beam; an angular
tilt of the sample about a horizontal axis through the center of the sample
surface. This sequence of scans is performed iteratively until convergence of
the sample rotation (to a peak position in θ that occurs at half the scattering
angle), translation, and tilt angle are each achieved. This process can also be
carried out at negative reflection and scattering angles, which corresponds to
the beam being incident from within the substrate (which is possible for the
case of a single crystal Si substrate which is highly transparent to neutrons).
Although no critical angle for total reflection may exist in going from the
denser (Si) medium to air for certain films on the surface, the reflectivity is
typically high enough.

A flat sample surface should result in a smoothly shaped rocking scan
curve resembling a Gaussian with a FWHM close in value to the angular
divergence defined by the pair of slits upstream. Any significant deviation
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from this (assuming that the tilt was properly optimized), especially manifest
as asymmetric or multiple peak shapes, is indicative of a non-flat sample
surface. As already discussed, a non-flat surface results in a broadened Q-
resolution which must be accounted for. If the broadening is acceptable, in
terms of resolution, precaution must still be taken that the slits downstream
of the sample open sufficiently to fully accept the increased divergence of the
specularly reflected beam on its path to the detector. This can be accomplished
in a straightforward manner by measuring the reflected intensity at a given θ
as a function of slit opening until a plateau is achieved. If a critical angle exists
for the sample being examined, also a longitudinal scan (i.e., the specular θ–
2θ scan) can be performed. If the sample is long enough, a plateau is reached
below the critical angle, where the reflectivity is practically unity.

Geometrical Beam Footprint Correction

If the sample is not long enough to fully intercept the width of the incident
beam, at lower reflection angles, then a decreased reflectivity is measured.
If the sample has a critical angle, θc, above the point at which the surface
intercepts the full width of the incident beam, then the correction below that
point is trivial; the reflectivity simply is defined as unity for 0 < θ ≤ θc.
However, if a critical angle is too small or nonexistent, then another sample
of the same size, but with a critical angle that lies above the point of full
interception, can be measured under identical conditions to obtain the proper
geometrical scaling as a function of glancing angle. However, if the sample is
not flat enough, an accurate footprint correction may not be achievable.

12.3.6 Sample Cell designs

Material Fronting Medium and Beam “Side” Entry

Taking advantage of the near transparency to neutrons of Si, sapphire, or
quartz single crystals, the reflectivity of films deposited on such substrates
can be measured with a beam incident upon the film from within the sub-
strate. This makes it possible for a film of interest to be in contact with a
neutron-attenuating aqueous reservoir or other fluid medium, as shown in
the following subsection on cell design. In practice, incidence from within a
substrate typically requires the beam to enter through a surface of the sub-
strate perpendicular to the film, i.e., through a side of the crystal, as shown
in Fig. 12.13. The beam incident from vacuum on the left enters the fronting
medium (single crystalline Si, for example) through a face which is perpen-
dicular to the plane of the film. The regions about the side boundary face
and the film surface (schematically indicated in the figure by the rectangular
perimeters in the figure) are assumed to be sufficiently separated that the
neutron wave packet does not interact with both interfaces simultaneously.
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Fig. 12.13. Side-entry geometry typically employed in the case of a beam incident
through material (non-vacuum fronting)

As described in Sect. 12.1, for vacuum fronting, the value of the wavevector
transfer 2kz in specular reflection, as measured in the laboratory, satisfies

2kz = |kf − ki| = 2kM sin θM = 2k0z = Q . (12.26)

Here the subscript M denotes quantities measured on the instrument in
the laboratory, as indicated in Fig. 12.13 (since, for vacuum, there is no side
interface to cross through). On the other hand, for nonvacuum fronting, a
refractive bending occurs as the neutron crosses the side boundary, which,
from Snell’s law, is

sin θM = nf sin θ, (12.27)

where nf is the refractive index of the fronting medium

nf =

√
1 − 4πρf

k2
M

, (12.28)

where ρf = ρI. The index of refraction is not to be confused with nI
z, defined

in Eq. 12.4. Using Eq. 12.27, the value of kz inside the fronting medium then
is

kz = k sin θ = kMnf
sin θM

nf
= kM sin θM . (12.29)

The value of kz in the fronting is the value kMz measured on the instrument
by measuring θM and by computing kM = 2π/λ. However, according to the
1D description in Eq. 12.1, for a given k0z, the wavevector incident on the
film is kI of Eq. 12.4, as if side entry of the incident beam had not occurred.
Therefore, to adapt Eq. 12.1 to side entry, its wavevector parameter k0z, or
the corresponding Q, must be identified in terms of the measured kz, as given
in Eq. 12.29. With Eqs. 12.4 and 12.29
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kI
z =

√
k2
0z − 4πρf =

2π sin θM

λ
, (12.30)

so that, solving for k0z,

Q = 2k0z =

√(
4π sin θM

λ

)2

+ 16πρf . (12.31)

Therefore, for nonvacuum fronting and with side entry, in comparing the re-
flectivity measured at an angle θM to a reflectivity calculated for a model SLD
profile, the value of Q at which the theoretical expression for r(Q) (or |r(Q)|2)
must be computed is given by Eq. 12.31.

Sample Cell Designs with Liquid Reservoirs

In the study of biomimetic films, it is often required that the film be in contact
with an aqueous reservoir. As already discussed, the high transparency of
neutrons through single crystalline materials such as Si, Al2O3, and SiO2

make it possible to construct fluid cells in which the single crystal serves both
as substrate and fronting medium for the neutron beam. In principle, the
design of a fluid cell is straightforward but, as is discussed in the following
section, contributions to the background from the media surrounding the film
can be the predominant factor which limits the maximum Q at which the
reflectivity can be measured and consequently, the spatial resolution of the
SLD depth profile.

Figure 12.14 shows face and end-on views of a liquid cell that has evolved
as a standard piece of equipment for reflectivity measurements. The single
crystal fronting and backing are assembled from 7.62 cm diameter discs of
various thicknesses. Under the correct conditions, such a cell, in which the in-
cident, transmitted, and reflected neutron beams in the vicinity of the sample
are entirely within the single crystal media, typically allows maximum Q in
the range Qmax ≈ 0.3 Å to Qmax ≈ 0.4 Å. The single crystal discs are normally
polished on one side. The thickness of the reservoir next to the film is defined

compression spring
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Fig. 12.14. Schematic views, face-on and end-on, of fluid reservoir cell used in
neutron reflectivity measurements as described in detail in the text



12 Membranes in Biology by Neutron Reflectometry 251

by an annular gasket (e.g., nitrile or other similarly impervious material).
This dimension can be as small as about 25 µm without any significant effect
on the measured film reflectivity from the face of the backing crystal, but for
reservoirs that are too thin, the possibility of coherent contributions from the
face of the backing crystal needs to be considered. Fluid is introduced through
a hole (e.g., ultrasonically drilled through the single crystal Si or Al2O3 and of
diameter 1–2 mm) near the bottom of the backing disc; a similar hole diamet-
rically opposed at the top of the disc serves as an outlet. A cylindrical “top
hat” made of aluminum can be placed around the sample and the volume sur-
rounding the cell filled with argon gas, which scatters neutrons significantly
less than air. Brass or copper heating/cooling blocks can be attached to the
aluminum cell frame at top and bottom. Temperature control (over a range
from about −10◦C to 80◦C) can be maintained by a combination of fluid flow
through the blocks and electrical resistance heater cartridges.

It is difficult to overemphasize the importance of using substrates that have
been polished smooth and flat and of maintaining flatness in the compressed
sandwich of the cell. A root mean square (RMS) roughness about 3–5 Å is
obtainable and desirable since this ultimately limits the spatial resolution in
the measured SLD depth profile. Flatness, on the other hand, as commonly
used, is associated with in-plane areas comparable to or greater than the
coherence length (of order micrometers); the normals to these areas should
not deviate more than about 0.01o from the nominal direction. As discussed
earlier, deviations from perfect flatness also degrade the effective instrumental
Q-resolution for specular reflection measurements.

For a lipid bilayer on a Au film (thickness ≈100 Å) deposited on a 0.5 mm
thick Si substrate and placed next to a D2O reservoir of thickness ≈25 µm
(in this case defined by a gasket and another 0.5 mm Si crystal as backing),
specular neutron reflectivities have been measured for Qmax = 0.73 Å−1 [40].

If the sample film can be exposed to a humid atmosphere instead of an
aqueous reservoir (e.g., water vapor in Ar), then it is advantageous for reduc-
tion of background to deposit the film of interest on a thin (e.g., 0.5 mm) single
crystalline substrate. The humidity can be controlled either by saturated salt
solutions or mechanical humidity generators.

12.3.7 Sources of Background

Normally, a single lipid bilayer membrane is itself a negligible source of inco-
herent scattering background. For a well-shielded instrument, external sources
of background can also be relatively insignificant. The major contribution to
the background in a specular reflectivity measurement most often originates
in the media surrounding the film which is exposed to an incident beam that
can be relatively intense at larger Q-values, where the slits are opened wide.
For polycrystalline substrates, even though the wavelengths are often long
enough that no Bragg scattering can occur (e.g., aluminum at λ = 5.0 Å),
small angle scattering from the crystal grains, as well as incoherent and in-
elastic scattering, can contribute. Single crystalline substrates can produce
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a significant amount of incoherent and inelastic scattering, as well, but are
usually preferred to polycrystalline or amorphous (e.g., glass) materials. If
the substrate contains a neutron absorber, e.g., boron in pyrex glass, the
scattering that contributes to the background can be reduced, although the
presence of significant absorption requires that the substrate be used only as
a backing medium and that an imaginary component of the scattering length
density for the substrate be taken into account in the analysis of the mea-
sured reflectivity. In any event, one way to judge the potential of a substrate
for producing background, absent absorption, is to measure its transmission.
Away from the critical angle, specular reflection falls rapidly with Q, at least
as fast as Q−4 at large Q. Thus, at large Q, most of the beam should be
transmitted through the backing with a transmission close to unity. Measur-
ing a reduced value of the transmission, say, about 0.85 for a Si single crys-
tal substrate 7.5 cm thick, implies that a substantial number of non-reflected
neutrons are scattered elsewhere, some fraction of which enter the detector as
background.

In addition to substrates, an aqueous reservoir adjacent to the sample film
can also contribute a substantial amount of incoherent background, especially
if it contains H2O . Where possible, it is advantageous to use D2O in place
of ordinary water and to minimize the reservoir thickness. Note that single
scattering of a neutron from a hydrogen nucleus is most often an incoherent
event, resulting in an angularly isotropic distribution of scattered radiation.

Even when it is possible to use a thin single crystalline substrate, the air
surrounding the sample which is intercepted by the incident and transmitted
beams and simultaneously viewed by the detector can be a substantial source
of background. This background can be eliminated by placing the sample in
an evacuated chamber or by replacing the air with He or Ar gas, which scatter
significantly less than nitrogen and oxygen.

Background Measurement

To measure the background at a given Q, the detector angle 2θ is set close
to the specular condition but offset far enough to miss the specular signal.
The amount of offset for given slit openings and beam width can be deter-
mined by performing a transverse scan along a direction perpendicular to the
film normal (z-axis) and with the horizontal width of the aperture in front
of the detector sufficiently tight; a rocking curve is normally a satisfactory
approximation. Note, in particular, that non-specular reflection is not back-
ground, which is more or less isotropic, but is scattering from in-plane varia-
tions in SLD in the sample. As discussed earlier, the observation of significant
non-specular scattering requires proper evaluation of the validity of the use of
the one-dimensional specular scattering theory. Figure 12.15 is a plot of inten-
sity vs. rocking angle θ at a fixed scattering angle for a metallic Ni/Ti multi-
layered sample having a relatively large number of interfaces with roughnesses
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Fig. 12.15. Plot of intensity vs. rocking angle (θ) at a fixed scattering angle for
a multilayer Ni/Ti sample with significant in-plane SLD variations, as described in
the text

that could be correlated from one layer to another, thereby manifesting some
degree of three-dimensional order.

Background Suppression

In our discussion above, we already mentioned that background can be sup-
pressed by using thin single crystal substrates to support the film and to
replace the surrounding air with vacuum, He, or Ar gas. It was also men-
tioned how the pair of slits downstream of the sample have no effect on the
specular reflectivity measured from a flat sample. Instead, the slits following
the sample act to discriminate the specular-reflected signal from scattering
having a wider angular divergence. However, it can happen that the distance
between the two slits which define the incident beam angular divergence is
greater than that for the pair of slits which precede the detector. In such a
case, opening the slits after the sample just enough to allow the full width of
the specularly reflected beam through to the detector can result in a wider an-
gular acceptance than that defined by the incident beam slits. Consequently,
more of the isotropic incoherently scattered background is allowed into the
detector. To remedy this, a set of parallel channels, called a “Soller” collima-
tor, can be used to accept a wider beam at a narrower angular divergence
more closely matched to that of the incident beam. Either a Soller collimator
with reflecting partitions or one with nonreflecting, absorbing walls can be
employed for the purpose.

Alternatively, a mosaic crystal with an appropriate angular distribution
of mosaic blocks can be used to discriminate against a more widely divergent
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incoherent background. Unfortunately, a Soller collimator or analyzer crystal
produces transmission and reflectivity losses for the specular signal, which
typically range between 20% and 50%. Therefore, proper analysis of the signal
to noise ratio, including efficiency, counting statistics, and error propagation
considerations, is required for the proper use of these devices.

Signal Enhancement

To improve the signal to noise ratio, it can be important to boost the signal,
as well as reducing the background. One method of signal enhancement that
has proven useful in the study of single lipid bilayer systems is to deposit a
Au layer, about 100 Å thick, onto a Si substrate. Then the film of interest is
affixed to the gold layer: e.g., an alkane thiol layer followed by a phospholipid
layer, with a D2O reservoir as a backing [40]. Because the reflectivity can be
calculated for a model of such a system, it can be relatively straightforward
to determine a feasible combination of the film of interest and signal boosting
layers, or surrounding media, that significantly increase the sensitivity of the
measurement.

12.3.8 Multilayer Samples: Secondary Extinction and Mosaic

In discussing the theoretical treatment of multilayer reflectivity within the
Born approximation, it is implicit that the reflectivity is sufficiently low that
the reflectivity of a given reflection order is proportional to the square of the
number of bilayers M , as we derived above. However, in practice, multilayer
samples of lipid bilayers actually form structures similar to mosaic crystals,
having an angular distribution of coherently scattering blocks, each consisting
of a stack of bilayers. This angular distribution typically is centered about the
mean surface normal of the substrate, with the normal of an individual block
perpendicular to the plane of the lipid bilayers in that stack. As the incident
beam penetrates such a sample, its intensity can be diminished by successive
reflections from various stacks, so that a given reflection peak intensity no
longer is proportional to M2. This troublesome effect, called secondary extinc-
tion [5,29,41,42], introduces further complications into the multilayer analysis.
It is necessary to recognize and take into account secondary extinction when
it occurs so that an error is not made in determining relative reflection peak
intensities. Recently, multibilayers of biofilm materials have been made with a
well-defined, relatively small number of bilayer repeats which are appropriate
for analysis using the dynamical theory outlined in Sect. 12.2.1 [43].

12.3.9 Data Collection Strategies for Time-Dependent Phenomena

In measuring specular reflectivity from thin film systems which may undergo
structural changes with time, specular scans must be performed over a given
range of Q in a time less than that required for any significant changes to
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occur. This can be directly determined by superimposing reflectivity plots for
successive scans; successive runs can be added together to improve statistical
accuracy once equilibrium has been achieved. Whether the film under study
exhibits time-dependent behavior or not, it is prudent to perform rocking
curves in between specular or other scans, such as background, to verify correct
alignment of the sample.

12.4 Phase Determination Techniques

Earlier in the chapter we discussed the connection between the phase of the
complex reflection amplitude and the uniqueness of SLD profiles. Here we
continue discussion of phase-sensitive specular reflectometry techniques, out-
lining practical methods for determining the phase of reflection for a film of
interest using reflectivity measurements of composite film structures, i.e., film
sandwiches composed of the “unknown” film adjacent to a reference layer or
to a known surrounding medium. These methods have been recently reviewed
in depth [11].

12.4.1 Reference Films

Figure 12.16a illustrates the measurements which are performed to deter-
mine the SLD profile of a film, in this case a Cr/Au layer deposited on a
Si substrate. The reference layer consists of a ferromagnetic Fe layer with a
magnetization which is saturated in the plane of the film. For a polarized
neutron in the “+” spin state (one of two possible spin eigenstates), the SLD
of the Fe layer is a sum of two parts, one associated with the nuclear in-
teraction and the other with the magnetic potential which exists between
the magnetic moments of the neutron and the Fe atoms. In contrast, a neu-
tron polarized in the “−” state sees a SLD which is the difference of the
nuclear and magnetic components. By measuring two reflectivity data sets,
one with a beam of neutrons in the “+” spin state and the other in the “−”
state, plotted in Fig. 12.16a, the imaginary part of the reflection amplitude
for the the Cr/Au film, can be determined uniquely, exactly, and indepen-
dently at each Q [48]. The result is shown in Fig. 12.16b. The imaginary part
of the reflection amplitude can then be inverted by a first principles calcula-
tion [26, 46, 47]. (More formally, either Re r(Q) or Im r(Q) suffices for most
of the SLD profiles of interest to biology.) The result of inverting Im r(Q) of
Fig. 12.16b is also shown in the figure. The SLD profile so obtained is unique,
to the extent allowed by the finite wavevector range over which the origi-
nal reflectivity data was collected. In solving for Im r(Q) of the unknown,
two roots of a quadratic equation are obtained, only one of which is phys-
ical [25, 48]. The physical branch Im r(Q) can be determined, in principle,
because Im r(Q) must be a continuous function of Q with known behavior
at the origin, viz., Im r(Q) ← 0 from negative values for an overall posi-
tive SLD. However, it can happen in practice that the separation of the two
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Fig. 12.16. Diagram illustrating the measurements which are performed to deter-
mine the SLD profile of an “unknown” film, in this case a Cr/Au layer deposited on
a Si substrate (a). By measuring two reflectivity data sets the imaginary part of the
reflection amplitude for the “unknown” film of interest, in this example the Cr/Au
layers, can be determined uniquely at each value of Q; the result is shown in (b). The
upper right corner inset of (a) shows the SLD profiles corresponding to independent
fits of the reflectivities for the two composite film systems. The imaginary part of
the reflection amplitude can then be inverted by a first principles calculation, as
discussed in the text, the result of which is also shown in (b). (after Figs. 12.2 and
12.3 of [48])

branches is problematic, especially for noisy data. The use of three reference
layers eliminates this problem – and in fact, was the first of the exact refer-
ence techniques for specular reflection [22, 23, 49] – but three references are
difficult to achieve using a single magnetic layer. Furthermore, in any finite
reference layer method for phase determination, the entire SLD density profile
of each reference layer used must be known with an accuracy commensurate
with the spatial resolution desired in the sample film profile. And of course,
magnetic references, in particular, require the availability of polarized neutron
beams.
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12.4.2 Surround Variation

A reference method closely related to that employing different layers of
finite thickness, as described above, involves varying the surrounding media,
fronting or backing. This “variation on a theme” has the important advan-
tage that only two constant SLD values, for either the fronting or backing, are
required to obtain Re r(Q) corresponding to the sample film, independently
at each Q, and without branch ambiguities [24], since, the resulting surround
variation equations are linear. One approach that has been successfully em-
ployed involves depositing the sample film on two different substrates, e.g.,
Al2O3 and Si, simultaneously and under identical conditions [27]. Care must
be taken to limit any differences between the two samples which could be
present, such as the presence of a native oxide layer on the Si or a layer of
different SLD on the Al2O3 due to the effects of surface polishing.

A less cumbersome approach employs a single sample and an adjacent liq-
uid reservoir of variable SLD. Figure 12.17a contains a schematic of a surround
variation method for phase determination in which the backing medium SLD
can have (at least) two values, in this particular example that of D2O and
Si-(SLD) matched water – i.e., an H2O and D2O mixture with approximately-
38% D2Oby volume. Figure 12.17 also shows the corresponding composite re-
flectivity curves for these two backing media adjacent to the Cr/Fe/Au/alkane
thiol film indicated in the upper right hand corner of the figure. This is similar
to the film structure of Fig. 12.16, except that the Fe “+” and “−” layers are
now treated as part of the “unknown” film. Included in Fig. 12.17a is Re r(Q)
for the unknown film, one in which the SLD of the saturated magnetization
of the ferromagnetic Fe layer is that seen by a spin “+” state neutron beam.
Last, Fig. 12.17b shows the SLD profile obtained by direct inversion of the
Re r(Q) of Fig. 12.17a. For comparison, the SLD profile obtained for the “−”
state neutron beam is also shown [45]. Note the consistency of the two results;
the Au layer SLD is virtually identical in both sandwich structures, the one
with the Fe “+” layer and the other with the Fe “−” film.

Given the importance and ubiquity of aqueous solutions in the study of
biomembranes, the method of choice in phase-sensitive reflectivity measure-
ments would very likely be variation of the backing medium using a suitable
fluid, except for one crucial concern. If the fluid differentially penetrates the
adjacent film of interest, then the reference measurement is destined to fail,
since an essential premise of the technique is that the film of interest be in-
variant to the change in references. This restriction therefore precludes the
use of variation by D2O /H2Osubstitution if water penetrates the membrane,
which indeed is known to occur. This problem can be solved if an aqueous
solution could be found in which a suitable solute is the agent of SLD varia-
tion without interfering with the film: possibly, for example, a sugar in D2O ,
where sugar molecules – of variable concentration – do not penetrate or mod-
ify the film, whether or not the constant D2Ocomponent is integral to the
film. This would indeed be a “sweet solution” for surround variation in some
problems.
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Fig. 12.17. Schematic representation of a surround variation method for phase
determination in which the backing medium SLD can have (at least) two values, in
this particular example that of D2Oand Si-SLD-matched water (a). (a) shows plots
of the corresponding composite reflectivity curves for these two backing media SLD
values adjacent to the Cr/Fe+/Au/alkane-thiol film; note that this is similar to the
film structure of Fig. 12.16 except that the Fe “+” layer is now treated as part of
the “unknown” film. (a) also shows Re r(Q) for the “unknown” film, one in which
the SLD of the saturated magnetization of the ferromagnetic Fe layer is that seen by
a spin “+” state neutron beam. Last, (b) shows the SLD profile obtained by direct
inversion of Re r(Q) of (a). For comparison, the SLD profile obtained for the “−”
state neutron beam is also shown. (after Figs. 12.1 and 12.2 of [45])

12.4.3 Refinement

The formal inversion methods alluded to earlier begin with a Fourier trans-
form of Re r(Q) and thus require this information at all values of Q for
exact implementation. Thus, the resulting SLD profiles are distorted by un-
avoidable data truncation, the effect decreasing systematically with increasing
Qmax. This means that the ρ(z|Qmax) obtained by inverting Re r(Q|Qmax) will
not exactly reproduce Re r(Q|Qmax) without additional refinement. Useful
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approaches to this problem [12, 18, 51] take ρ(z|Qmax) as a starting point for
model independent fitting procedures designed to accept only spatial detail
consistent with the spatial resolution, l = π/Qmax. The resulting refinement,
say ρ̃(z|Qmax), effectively represents the most that can be said about the
veridical ρ(z) at the given resolution.

Only the real part of the reflection amplitude, Re r(Q), is necessary to
obtain the SLD profile by first-principles inversion for most films of interest,
as mentioned in our discussion of surround variation in Sect. 12.4.2. Now the
same information which gives Re r(Q) also predicts Im r(Q), but only up to
a quadratic branch ambiguity, similar to that discussed in Sect. 12.4.1 for the
technique using two finite references layers. This ambiguity is of no concern
to obtaining ρ(z), but the ancillary, if incomplete, knowledge of Im r(Q) that
also results from surround variation happens to be a useful diagnostic of film
quality, because of a seemingly arcane mathematical property of r(Q). It turns
out that for a perfect but arbitrary film of thickness L, the spectrum of Im r(Q)
must possess a more-or-less uniform sequence of zeros near multiples of Q =
2π/L, suggestive of the Kiessig fringes seen in the reflectivity, as described in
Sect. 12.3.2 [45]. On the other hand, Re r(Q) need display these zeros only if
the film is perfectly centrosymmetric. So, in fact, the Kiessig fringes observed
in |r(Q)|2 normally are not the manifestation of zeros in r(Q) but rather
of Im r(Q) alone. In physical terms, these zeros are a property of coherent
reflection from laterally homogeneous film and are readily detectable even in
the presence of branch ambiguities. The absence of zeros, i.e., the presence of
branch “splittings” in Im r(Q), thus is a strong indication that the film under
study is defective in these terms.

For example, as discussed in Sect. 12.3.2, if a film is laterally inhomoge-
neous on a scale large compared to the neutron coherence length, then the
measured specular reflectivity is an average of areally weighted reflectivities
from the separate inhomogeneous components, as given in Eq. 12.20. In this
case, there is no single SLD profile associated with the measured reflectivity,
and any attempt to extract one, whether by inversion or fitting techniques,
will produce unphysical results. The absence of Im r(Q) splittings, beyond
those consistent with noise effects, is a good indication of acceptable film
quality [27].

12.5 An Illustrative Example

To illustrate the application of neutron reflectometry to the study of biofilms,
we consider the recent structural investigation of a hybrid bilayer membrane
(HBM) and its interaction with melittin [40]. In this particular study, spec-
ular neutron reflectometry was used to probe the interactions of the pep-
tide toxin, melittin, with supported bilayers of phospholipid (d54-dimyristoyl
phosphatidycholine or dDMPC) and octadecanethiol (HS(CH2)17CH3) or thi-
ahexa(ethylene oxide) alkane (HS(C2H4O)6(CH2)17CH3 or THEO-C18) on
gold. This supported lipid bilayer consisting of adjacent “leaflets” of alka-
nethiol and phospholipid forms a model biomimetic membrane. The primary
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objectives of the study were to locate the position and orientation of the melit-
tin within the membrane and also to determine whether the ethylene oxide
moieties are hydrated when the HBM is in contact with water. Sample prepa-
ration and other details of the experiments and analysis can be found in the
original work [40].

Figure 12.18 shows the SLD profiles of the THEO-C18/dDMPC HBMs
next to a D2Oreservoir with and without melittin, as obtained from model-
independent fitting of the corresponding reflectivity data shown in the in-
set [40]. Note Qmax ≈ 0.73 Å−1, corresponding to a spatial resolution about
0.5 nm.

In order to verify that profiles so obtained were physically meaningful,
phase-sensitive neutron reflectivity measurements were performed [27] on an
almost identical pair of samples: self-assembled THEO-C18 on a Cr/Au metal-
lic bilayer, predeposited on Si and Al2O3 single crystal substrates, followed by
the dDMPC layer. In this case, the Si and Al2O3 substrates served as two dif-
ferent fronting media, with a common backing of Si SLD-matched water, for
collection of the pair of composite reflectivity data sets shown in Fig. 12.19.
Re r(Q) for the common film sandwich determined from that reflectivity data
by the surround variation solution is also shown in the figure, along with a
schematic for the phase-sensitive reflectivity measurements [27]. Figure 12.19
shows the ρ(z) obtained by first-principles inversion of the Re r(Q) using the
techniques of Sect. 12.4.2. This unique solution is compared to the prediction
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Fig. 12.18. SLD profiles of the THEO–C18/dDMPC HBMs described in the text
next to a D2Oreservoir with and without melittin (darker shaded thick curve) as
obtained from model-independent fitting of the corresponding reflectivity data (filled
symbols without melittin) plotted in the inset [40]. (The Cr/Au metal layers, Cr,
20 Å thick, and Au, 65 Å thick, on Si, are not shown.) Note that Qmax ≈ 0.73 Å−1,
corresponding to a spatial resolution about 0.5 nm
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of a molecular dynamics simulation [31]. The close similarity of the SLD pro-
files of Fig. 12.18 (without melittin) and Fig. 12.19, gives confidence in the
results.

The neutron reflectivity study described above indicates that melittin
strongly perturbs the phospholipid headgroup region, but also affects the
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data at Qmax) of the Re r(Q) is shown below [27]. This unique solution is compared
to the prediction of a molecular dynamics simulation (other solid curve) [31]
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alkane chain region of the bilayer. Among other findings [40], these results
demonstrate the utility of neutron reflectometry in determining subnanometer
structural changes in biomimetic membranes caused by biologically relevant
molecules.
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13

Protein Adsorption and Interactions
at Interfaces

J.R. Lu

13.1 Introduction

Protein adsorption at interfaces is a complicated molecular process occurring
in many technological applications [1,2]. The need to manipulate protein ad-
sorption mainly comes from two strands of interest. There is a range of techno-
logical processes where protein adsorption is undesired. In bioseparation and
purification, for example, protein deposition can block membrane pores, lead-
ing to the fast decline of permeate flux and the halt of the separation process.
Protein adsorption is also a major source for cross-contamination of protein
related diseases (e.g. prions) through reusable medical devices. Thus removal
of surface-deposited blood proteins on reusable medical devices is a major
challenge requiring extensive knowledge of the interfacial interaction between
surface-bound blood protein and surfactant. In contrast to the undesired pro-
tein deposition, protein adsorption is strongly encouraged in many biomed-
ical and biotechnological applications. Examples include biosensors such as
the fertility test system working on the principle of surface immobilization of
bioactive proteins and their specific recognition of hCG, a hormonal protein.
In these cases, however, it is the specific protein recognition that is desired.
Furthermore, the performance of the biosensors strongly hinges on the struc-
tural conformations of surface immobilized proteins. Protein interaction with
biomaterials also implicates the success of the integration of cardiovascular
implants and the progress of tissue engineering [3, 4].

A number of physical techniques have been developed to reveal different
aspects of information from adsorbed protein layers, concerning the adsorbed
amount and structural conformations [5–8]. These include X-ray reflection,
surface plasmon resonance spectroscopy (SPR), spectroscopic ellipsometry
(SE), FTIR-ATR, and the more recently developed infrared-visible sum fre-
quency generation (SFG) vibration spectroscopy [9]. Techniques such as small
angle neutron scattering (SANS), circular dichorism (CD), and NMR are very
appropriate for revealing useful information about proteins adsorbed on par-
ticulate surfaces [10–14]. The combined use of these techniques has provided
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a rich list of information about the vast amount of details relating to ad-
sorbed protein layers. There are, however, some common drawbacks of exist-
ing techniques. For example, they are largely insensitive to a single protein
layer and ineffective for performing in situ measurements under water. Fur-
thermore, they cannot distinguish water from polypeptides inside the protein
layer. These limitations can be well alleviated by neutron reflection.

In the past five years, we have explored the feasibility of application of
neutron reflection in studying protein adsorption and the interfacial interac-
tions between protein and surfactant [15–19]. These studies have been carried
out at the air–water and solid–water interfaces. The neutron reflection work
has revealed new structural features from protein layers adsorbed under differ-
ent surface and solution conditions and the patterns of interactions between
different proteins and surfactants. As protein adsorption and interactions be-
tween proteins and protein-binding species such as lipid, peptide, anesthetic
are of strong interest both fundamentally and technologically, the exploratory
experiments we have undertaken so far will have a profound impact to the
future exploitation of this technique in a wide range of biointerfacial studies.

In this chapter, a number of recently studied protein systems will be used
to demonstrate the typical structural information that can be revealed from
neutron reflection. Lysozyme has been mainly used as a model protein because
it has well defined globular structure and stability, and many studies have
already been carried out to characterize its adsorption. The adsorption of
proteins on the surface of water will be shown first to illustrate how structural
information can be optimized from selective application of isotopic contrasts
of the solvent. Protein adsorption at the solid–solution interface will then be
shown to demonstrate how different surface chemistry affects the deformation
and unfolding of protein molecules. Finally, examples of surfactant binding
to proteins adsorbed at the solid–solution interface will be given to show
neutron’s strength in studying interfacial mixtures.

13.2 Neutron Reflection and Concept
of Isotopic Contrast Variation

The technical advantage of neutron reflection is well illustrated in its ability in
revealing useful structural information at the solid–solution interface. Under
this condition, the deposited protein layer is buried; it is also heavily mixed
with water and often less than 100 Å in the overall layer thickness. Although
many optical techniques can perform the measurement, their sensitivity to
the structure and composition of the protein layer is very limited. Because
of the difficulties associated with the direct measurement under water, it is a
widely adopted practice to try to estimate the adsorbed amount at the air–
solid interface instead. The associated sample rinsing, drying, and treatments
such as staining may alter the amount and biophysical state of the adsorbed
protein. The results measured from the dry surface may have little correlation
with the in situ structure and composition at the solid–solution interface.
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Another important feature from neutron reflection is its ability to distinguish
individual components across the interface through partial deuterium labeling,
making it a unique tool for revealing the in situ structural profile of individual
components.

In our previous studies of interfacial adsorption of surfactants and syn-
thetic polymers, we demonstrated that neutron reflection was capable of
detecting volume fraction distribution of any species present along the surface
normal direction [15, 16]. When applied with selective isotopic substitution,
the technique is sensitive to a given species across the interfacial layer with
depth resolution at the level of 1–2 Å. Unlike synthetic polymers, proteins are
not easily deuterated and this limits isotopic contrast variation to either the
solvent or the support surface in the case of solid–solution interface. The con-
cern arises as to how much useful information can be derived from neutron
reflection under such circumstance.

An important structural feature of protein molecules is their secondary and
tertiary structures. The key issue is whether neutron reflection can provide
any, useful structural information that is indicative of conformational changes
arising from either interfacial adsorption or from binding and complexation
with another compound, e.g., coenzyme. The examples to be shown in the fol-
lowing will focus on addressing this issue. Lysozyme adsorption on the surface
of water will be first shown to illustrate how the choice of isotopic contrast
can lead to the optimal derivation of structural information. The measure-
ment of lysozyme adsorption at the air–water interface allows us to address
two very fundamental issues. First, we would like to know if the adsorption
gives rise to deformation or unfolding given that air is a hydrophobic solvent.
The adsorption of lysozyme onto the polarized surface may deteriorate the
globular framework although lysozyme is very robust. Second, lysozyme has
a rather hydrophobic outer surface with an uneven distribution of charged
groups. It is interesting to know if the whole adsorbed molecule is staying
afloat or immersed in the aqueous solution.

To address the first issue, we have selected an H2O and D2O mixture
containing 8.1 vol% D2O. This mixed water has a zero scattering length and
is called null reflecting water (NRW). When neutron reflectivity is measured
at the air–NRW interface, the only specular signal comes from the adsorbed
protein layer [20,21].

Figure 13.1 shows the reflectivity profiles measured at three different
lysozyme concentrations, all at pH 7. It can be seen from Fig. 13.1 that the
level of the reflectivity increases with increasing concentration, indicating a
clear correlation with surface adsorbed amount (surface excess). While the
profiles corresponding to the two low lysozyme concentrations are parallel,
the third one decays faster indicating a much thicker layer formation at the
highest concentration. Although the common approach to extract quantita-
tive information from the measured reflectivity is to perform model fitting
based on the optical matrix formula, a useful alternative is via kinematic ap-
proach and structural information is then obtained through model fitting to
the partial structure factors [15,16].
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Fig. 13.1. Lysozyme adsorption on the surface of null reflecting water (NRW) at
10−3 (×), 0.1 (•) and 1 (+) g dm−3 at pH 7

In the kinematic approximation, neutron reflectivity (R) can be analyt-
ically related to area per molecule (A) and layer thickness (τ). If lysozyme
adsorption forms a uniform layer on the surface of NRW, this relationship can
be expressed as

hppQ
2 =

RQ4

16π2b2p
=

4
A2τ2

sin2(
Qτ

2
), (13.1)

where hpp denotes the partial structure factor for protein and Q is the mo-
mentum transfer and is equal to 4π sin θ/λ (where θ is the beam incidence
angle and λ is the wavelength). Since changes in A and τ affect the level and
shape of reflectivity differently the model fitting to the measured reflectivity
profiles leads to a reasonably reliable decoupling of the two parameters. The
continuous lines shown in Fig. 13.1 represent the best uniform layer fits ob-
tained from Eq. 13.1. The results show that at the lowest concentration the
lysozyme layer is about 30 Å thick and is consistent with the formation of
sideways-on monolayer and the lysozyme molecule is adsorbed with its short
axis perpendicular to the surface. This is consistent with the area per mole-
cule of 2800 Å2 and is greater than the required minimum of 1350 Å2. At the
intermediate concentration the layer increases to 34 Å. This is accompanied
by the decrease of A to 1300 Å2 and is within the experimental error compa-
rable to the limiting value for sideways-on adsorption. These changes together
with the electrostatic repulsion within the layer suggest the possible tilting of
the lysozyme toward headways-on adsorption, that is the molecules adsorbed
with its long axis perpendicular to the surface. At the highest concentra-
tion of 1 g dm−3, the layer is 47 Å thick and is comparable to the long axial
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length of the globular structure, indicating that the molecules adopt an en-
tirely headways-on conformation. The area per molecule is 950 Å2 and is close
to the limiting value of 900 Å2 required for headways-on adsorption. These
results suggest a progressive transition of conformation of adsorbed lysozyme
molecules with increasing bulk concentration.

A common concern in the data analysis of neutron reflectivity is the sensi-
tivity of the model fit to the shape of the layer distribution. It is unlikely that
the true protein layer distribution in this case follows the exact uniform layer
model. However, the data may not be of sufficiently high quality to distin-
guish one shape from another. It is possible that the lysozyme layer resembles
a Gaussian layer distribution more closely. Under the Gaussian model, Eq. 13.1
becomes

hpp =
RQ2

16π2b2p
= Γ 2 exp

(
−Q2σ2

8

)
. (13.2)

Figure 13.2 compares the best Gaussian model fit from Eq. 13.2 with that cal-
culated from Eq. 13.1 based on the uniform layer model. Clearly, the Gaussian
model represents the measured data better over the entire Q range. This is
in contrast to the lower values calculated from the uniform layer model over
the higher Q range. The better representation from the Gaussian model is
reasonable given that the packing density in the middle of the lysozyme is
likely to be higher than the two edges.

To address the second issue of the extent of immersion of the layer, re-
flectivity profiles were also measured in D2O and a mixed D2O and H2O in
the ratio of 1:1. Under these conditions, the reflectivity contains contributions
from the protein layer, the water interface and the interference between the
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Fig. 13.2. Comparison of the best uniform layer model fit (continuous line) and
the best Gaussian model fit (broken line)
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two, thereby providing unique information about the relative location between
the two distributions. It is worthwhile to note that under the 1:1 mixed water,
the scattering length density of the water phase (ρw) is 2.9 × 10−6 Å−2 and
is almost identical to that of lysozyme. Thus the portion of lysozyme layer
immersed in water is indistinguishable from the water subphase. The measure-
ment under this condition provides a unique sensitivity to the portion of the
layer staying out of the water in the airside. This isotopic contrast together
with the simultaneous measurements under NRW and D2O offers a reliable
determination of the extent of layer immersion and lysozyme conformation at
a given solution condition. The outcome of this study is depicted in Fig. 13.3
where the shaded background indicates the surface of water. This study shows
that the surface adsorption of lysozyme has not resulted in the breakdown of
its globular framework and that in contrary to previous assumption the ad-
sorbed layer is only partially immersed in water. Figure 13.3 also shows that
the degree of its immersion is also dependent on surface conformation and
packing. The shade area on the back of lysozyme molecules as indicated in
Fig. 13.3 denotes the more hydrophobic region where less charge groups are
present. Over the low surface concentration, it is plausible that this side stays
out of water but under the high-surface packing this region is forced into
water.

13.3 Adsorption of Other Proteins at the Air–Water
Interface

The neutron reflection from lysozyme adsorption offered a useful experimental
methodology for revealing molecular features relating to surface adsorption of

(a)
1x10 g/L-3

(b)
1x10 g/L-1

(c)
1 g/L

15 Å

15 Å

10 Å

24 Å

8 Å

39 Å

Fig. 13.3. Schematic representation of the change of orientation and packing of
lysozyme molecules at the air–water interface with bulk concentration. Note that
the darkend edges represent the surface of water and the shaded patch on the back
of lysozyme donates the region where less charge groups are found
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other proteins. We have carried out a systematic assessment of human serum
albumin HSA and bovine serum albumin BSA adsorption and found that over
a wide concentration range these proteins adopt sideways-on adsorption with
their short axial length projected normal to the surface [22, 23]. Both mole-
cules have a short axial length close to 40 Å. Below 1 g dm−3, the adsorbed
layers are between 25 and 40 Å thick and are reasonably well represented by
a uniform layer model, indicating a strong deformation upon surface adsorp-
tion. However, no indication of further structural deterioration leading to the
structural characteristics of polypeptide adsorption was detected.

An interesting common feature of surface adsorption of proteins is their
pH dependence. This feature is shown in Fig. 13.4 for lysozyme, BSA, and
HSA. Maximal surface excess occurs at their respective isoelectric points (IP)
at which the net charge within the protein molecule is zero [21–23]. This
shows that the lateral charge repulsion plays an important role in governing
the total amount of adsorption. As the solution pH is shifted away from the
IP, the adsorbed amount goes down, but the rate of decrease varies with the
size and stability of the protein. This clearly reflects the apparent “damping”
effect arising from the structural flexibility of larger but less rigid proteins.

13.4 Adsorption at the Solid–Water Interface:
The Effect of Surface Chemistry

The bare silicon oxide is hydrophilic with contact angle close to zero. As
its weak negative charge over the normal pH range does not cause any major
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Fig. 13.4. The general trend of pH dependent adsorption HSA (o), BSA (∆), and
lysozyme (+) at a fixed protein concentration of 1 g dm−3
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complication, the SiO2 surface has been used as a standard to check the repro-
ducibility of adsorption. These experiments rely on the polishing of optically
flat silicon oxide surface with a layer of native oxide layer of 12–15 Å thick
and at the same time to regenerate the surface hydrophilicity [24]. From these
SiO2 surfaces, we have been able to anchor self-assembled monolayers (SAM)
bearing terminal CH3, NH2, COOH, and phosphorylcholine (PC) groups using
silane chemistry. Using the high-structural resolution of neutron reflection, it
was possible to control layer uniformity and density by fine-tuning the surface
coating conditions. This approach of combining surface coating with stringent
surface characterization allows to reproduce high-quality SAM layers with dif-
ferent terminal functions and is in contrast to the vast literature work in this
area where organic monolayers are often poorly formed due to the lack of ade-
quate characterization technique. In the contribution by Gutberlet and Lösche
in this volume further approaches to establish and refine organic layer-coated
interfaces for studying structure and interaction with proteins are considered.

Figure 13.5 shows the neutron reflectivity measured at the hydrophilic
SiO2–solution interface at 1 g dm−3 lysozyme and pH 7 under (a) D2O, (b) the
solution contrast matched to a scattering length density (ρ) of 4.0×10−6 Å−2

(CM4) and (c) contrast matched to silicon, with ρ = 2.1 × 10−6 Å−2 (CMSi)
[25, 26]. The adsorbed layer is highlighted from different water contrasts
and the combined measurements clearly improve structural sensitivity. Si-
multaneous fitting of all the reflectivity profiles gives a two-layer model with
30 Å each. The inner layer contains more protein than the outer layer and the
total adsorbed amount is around 3.7 mg m−2. Lysozyme has an approximate
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Fig. 13.5. A two-layer fit to the reflectivity profiles at pH 7 in the presence of
1 g dm−3 lysozyme: (a) (�) D2O, (b) (∆) CM4 (ρ = 4 × 10−6 Å−2), (c) (+) CMSi
(ρ = 2.1× 10−6 Å−2). The continuous lines were calculated using surface-adsorbed-
amount of 3.6 mg m−2; τ1 = τ2 = 30 Å
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dimension of 30× 30× 45 Å3, and the formation of the two 30 Å layers at the
interface suggests the adoption of two sideways-on molecular sublayers. Other
information obtained from this work supports the retaining of globular entity
of the protein after adsorption.

An important characteristic of the adsorbed protein layer is the extent of
reversibility with respect to its solution concentration and pH. Hysteresis can
be caused by many contacts between protein and the surface [27,28]. Although
the fraction of segments in contact with the surface may be small and typi-
cally less than a few percent, the adsorption energy can easily be in excess of
100 kJ mol−1 because of the large total number of contacts. Thus, irreversible
adsorption is not necessarily associated with denaturation of the protein. Since
lysozyme is robust in bulk solution over a wide pH range, we have measured
the effect of pH on the adsorbed lysozyme structure [25,26]. The effects of pH
on lysozyme adsorption at the hydrophilic SiO2–water interface are schemat-
ically shown in Fig. 13.6. The surface coverage decreases with decreasing pH
as a result of increased repulsion between the molecules inside the monolayer
and this increased level of repulsion is also reflected in the reduced adsorp-
tion. The model depicts the formation of a sideways-on bilayer at pH 7 and
at the higher bulk concentration, but only monolayer adsorption occurs at
pH 4. This trend indicates a strong effect of electrostatic repulsion within the
protein layer.

In comparison with the adsorption at the solid–solution interface, the
adsorption at the air–water interface as described previously may be treated
as a model for assessing the interfacial effect in the absence of the interference
from the solid surface. We recall that at pH 7, lysozyme adsorption progres-
sively changes from sideways-on to end-on conformation as the bulk protein
concentration increases [20,21]. The changeover clearly enables the surface to
accommodate more protein molecules. The end-on monolayer gives a thickness
of 45 Å, but such a change is not observed at the silica–water interface at the
high coverage at pH 7. It should be noted that neutron reflection is sensitive
to the difference between 30 and 45 Å. The conformational difference appears

SiO2

pH4 pH7

30Å 30Å

60Å35Å

SiO2 SiO2

SiO2

(a)

(b)

Fig. 13.6. Schematic diagram to illustrate the variation of surface coverage and
structural conformation of lysozyme adsorbed at the silica–water interface with so-
lution pH and bulk concentration. The lysozyme concentrations are (a) 0.03 g dm−3

and (b) 1 g dm−3
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to lie in the interaction with the solid substrate, but the subtlety is more
likely to arise from the fine balance between the lateral interaction within the
protein layer and the interaction with the surface. At both interfaces, proteins
retain their globular framework.

The effect of surface hydrophobicity was assessed using the SiO2 sur-
face chemically anchored with a dense and well-defined monolayer of oc-
tadecyltrichlorosilane (OTS). Partial labeling to the OTS layer (e.g., using
C6H13C12D24SiCl3) was found to help highlight the protein layer [29]. At
the hydrophobed solid–solution interface, lysozyme adsorption was found to
be irreversible to solution pH. In all cases, the interfacial layers were well
represented by two main regions, a dense layer of 12–15 Å on the inner sur-
face containing some 80% polypeptide and an outer diffuse layer of 50–80 Å
containing some 20% polypeptide. The inhomogeneous distributions of the
polypeptides, as shown schematically in Fig. 13.7, clearly indicate the unfold-
ing of the globular framework of lysozyme caused by the strong interaction
with the support substrate. Similar trend was also observed for BSA.

To assess the effect of surfaces with intermediate hydrophobicity, a SiO2

surface grafted with C15OH was used to perform the same protein
adsorption [30]. The advancing contact angle (θa) for the hydroxy surface
was 53◦ and was intermediate between bare silicon oxide (ca. 0◦) and OTS
(ca. 110◦). In many polymeric hydrogels, monomers with short alkyl chains
bearing hydroxyl groups are readily incorporated to facilitate the water up-
take, which is essential for many biomaterials applications such as contact
lenses. It is thus useful to examine how this type of surface implicates protein
adsorption. It was found that the amount of lysozyme adsorbed was substan-
tially reduced in comparison with the bare SiO2 and OTS surfaces. However,
an interesting observation was the formation of a dense but rather uniform
protein layer of some 20 Å around 1 g dm−3 lysozyme concentration, indicating

Hydrophobic OTS substrate

80 A

15 A

Fig. 13.7. Schematic diagram to illustrate the distribution of unfolded lysozyme at
the hydrophobic OTS–water interface.
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a substantial structural deformation. The structural deformation is consistent
with the large extent of irreversible adsorption observed. These structural
features may lead to clues as to why traditional hydroxy-based methacrylate
polymers are not the best candidates as biomaterials for contact lenses and
implant coatings.

In the course of studying protein adsorption on SAMs bearing usual ter-
minal chemical functions, we also developed synthetic schemes for chemical
attachment of SAMs bearing terminal phosphorylcholine (PC) groups. Ad-
sorption at PC monolayer–solution interface [31] was pursued in parallel to
the PC polymer films [32–34] carried out in collaboration with Biocompati-
bles UK Ltd. A particular version of PC molecules used for surface chemical
grafting onto SiO2 surface is shown in Fig. 13.8. The coated surface gave a
typical advancing contact of some 30◦ and was found to be very effective at
reducing protein adsorption. These SAM surfaces were found to be as effective
as ultrathin PC polymer films at reducing protein adsorption. However, when
compared with other more conventional polymeric materials, the reduction
of nonspecific protein deposition by PC materials is more substantial. While
these features can be attributed to the chemical nature of different materi-
als, they set challenges for us to seek more appropriate explanations. It is
relevant to note that while both PC and C15OH surfaces reduce protein ad-
sorption substantially, the structural conformations of the adsorbed protein
layers were different. The C15OH–water interface induces strong deformation
of lysozyme, but this is in contrast to the loose lysozyme distribution over
80–100 Å at the PC monolayer–water interface, indicating reduced contacts
between the protein molecules and the PC surface. This feature is thought
to arise from the high-surface hydration of PC groups, creating a hydration
barrier. This structural characteristic is in agreement with the high degree of
reversibility of adsorption on this surface.

Adsorption of other proteins such as BSA, HSA, and IgG were found to
show similar behavior to lysozyme, e.g., the attainment of maximal adsorption
at the solution pH close to their IPs [35,36]. However, as the size goes up and
stability goes down, the influence of pH becomes less obvious. It was also
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observed that upon adsorption onto PC monolayer surface, the greater the
protein size, the further reduced the adsorption. This trend is opposite when
proteins are adsorbed on surfaces such as OTS and SiO2. However, the exact
nature of this behavior remains unclear. As the size increases, the extent of
reversibility decreases, as expected. The experimental methodology developed
here will add to the concerted effect in the understanding of the molecular
mechanistic processes underlying surface biocompatibility [37–42].

Exchange of labile hydrogens in protein molecules with bulk D2O is an
issue that deserves some proper discussion. Uncertainty in the extent of in-
complete exchanges would affect the surface excess although this has no effect
on layer thickness. When proteins retain their globular structures, some labile
hydrogens on the amino acid side chains and the backbones may be inhibited
to exchange because of hydrogen bonding and hydrophobic encapsulation [43].
We have shown that for both lysozyme and BSA, the exchanges with bulk D2O
are complete within a few percent. We have further supported this verdict by
comparing the protein surface excesses before and after structural unfolding
induced by sodium dodecyl sulphate (SDS) [44,45]. Since H/D exchanges have
been widely used as a probe for detecting structural perturbations, this exper-
iment shows that neutron reflection has the potential for following the H/D
exchanges with time when this effect is sufficiently slow (in the timescale of
10 min and beyond).

In summary, the main advance we have made in this part of study is the
demonstration of simultaneous determination of in situ protein layer struc-
ture and composition at the solid–solution interface. This information to-
gether with the known three-dimensional structures of proteins allows reliable
assessment of the extent of protein deformation and unfolding to be made.
Although the deuteration of proteins is difficult, we have shown that by appro-
priate use of solvent isotopic contrasts, different parts of the interfacial layer
can be highlighted and their structural distributions measured with sufficient
resolution. We can summarize the main observations as follows:

– Protein molecules retain their globular frameworks at the hydrophilic
solid–water interface but unfold completely at the hydrophobic solid–water
interface. The amount of adsorption on these interfaces may however be
comparable.

– Surfaces with intermediate hydrophobicity show substantially reduced ad-
sorption, but the structural conformations of the adsorbed protein layers
are different between the hydroxy (−C15H30OH) and phosphorylcholine
(PC)-terminated surfaces, indicating the subtle effects of the nature of
surface chemistry.

– Adsorption tends to reach maximum around the isoelectric point (IP) of
the protein.

– The extent of structural deformation and degree of irreversibility of ad-
sorption increases with the size of proteins.

– Labile hydrogens within globular proteins are completely exchanged when
adsorbed at the interfaces.
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13.5 Interaction Between Surfactant and Protein

In this section first the coadsorption of protein and surfactant at the air–
water interface will be introduced, again because this surface can be used as
model to examine the nature of the interaction without the interfering ef-
fect from the solid surface. An extensive work carried out previously [2] has
indicated the effect of surfactant head groups on the mode of differing inter-
actions. The representative data from the coadsorption of nonionic surfactant
is shown. Although our previous work has shown that the binary mixture of
lysozyme and nonionic C12E5 produced a typical model of competitive adsorp-
tion, structural deformation of lysozyme was revealed during the coadsorption
at the surface [46]. The structural detail concerning lysozyme deformation was
probed using hydrogenated C12E5 adsorbed from NRW. Under this isotopic
contrast the reflectivity obtained arose from the lysozyme layer with little
contribution from the hydrogenated C12E5.

When anionic SDS was used, completely different interfacial processes were
observed [47]. Surface tension measurements indicated a rather complicated
interfacial event. Just relying on surface tension alone, it would be impossible
to unravel the key interfacial molecular processes and be able to outline the
main picture. The surface tension shown in Fig. 13.9a is marked by a maxi-
mum around 1 mM SDS, followed by a break point well below the CMC of
pure SDS. It is useful to comment that in the absence of the neutron data
the apparent discontinuity at the low SDS concentration would be attributed
to the onset of formation of micelles on the protein. The neutron reflection
measurement, however, shows that over this region there is a steady increase
of adsorbed amount of both lysozyme shown in Fig. 13.9b and SDS shown in
Fig. 13.9c, with increasing SDS concentration. Thus the discontinuity is associ-
ated with the formation of highly surfaceactive SDS–lysozyme complexes and
has nothing to do with the micellization on the protein. The almost constant
surface tension over the SDS concentration between 0.05 and 0.5 mM conceals
a more complex surface behavior, which is clearly indicated by the dramatic
variation of the adsorbed amount of both SDS and lysozyme (Fig. 13.9b, c),
as revealed by neutron reflection. These results together show that electro-
static interactions determine the low-surfactant concentration behavior and
hydrophobic interactions prevail over the high surfactant concentration range.
The combination of interactions over the crossover region can give rise to a
range of quite different effects, including multilayer formation. The neutron
data is able to reveal the role of the electrostatic interactions very clearly,
not just by monitoring the composition of the surface but also by leading
to the complex structure of the composite layer. The density profiles for the
protein itself over the lowest SDS concentration region are approximately
uniform and comparable with lysozyme on its own, indicating that no major
structural deformation occurs. Thus, it appears that, in this case, the strong
electrostatic interaction has a large effect on the thermodynamic behavior
but is not strong enough to induce loss of tertiary structure. Further SDS
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Fig. 13.9. (a) Surface tension for pure SDS (•) and SDS–lysozyme mixture (�), (b)
surface excess for lysozyme and (c) surface excess of SDS measured on the surface
of binary mixture (•) as compared with its excess in pure form (�)

addition into the “hydrophobic” region leads to the breakdown of the lysozyme
framework as the hydrophobic interactions build up enough to dominate the
electrostatic interactions.

Interactions at the solid–solution interface have mainly been done using
the hydrophilic SiO2, using preadsorbed protein layers in contact with pure
surfactant solution. This experimental process mimics the cleaning of medical
devices well. The results show that while nonionic surfactant such as C12E5

shows little tendency of association with preadsorbed proteins, both anionic
and cationic surfactants interact strongly, resulting in different extent of pro-
tein removal. The high sensitivity of neutron reflectivity is well demonstrated
from SDS binding to preadsorbed BSA, and this study was performed in con-
junction with SDS labeling [44,45]. The modeling of reflectivities clearly shows
that the interfacial mixtures are unevenly distributed, with SDS distributions
skewed towards the bulk water. The studies also show that the removal of the
adsorbed protein does not start until a critical SDS concentration is reached,
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that the critical concentration varies with pH and salt concentration and that
binding of SDS induces structural unfolding of the preadsorbed protein.

SDS binding to the immobilized lysozyme was also studied to compare
the effect of the nature of protein [48]. A significant difference was observed
between the extent of surfactant bound to BSA and lysozyme. For SDS–BSA
system, the amount of SDS bound to each gram of protein adsorbed at the
interface (weight ratio) was 0.43, close to that found by Tanford et al. [49]
for the binding carried out under similar bulk solution conditions. This is in
contrast to the observed weight ratio of 0.1 for SDS–lysozyme. This difference
is clearly attributable to the nature of the proteins, although Tanford et al.
have shown that in bulk solution these differences, if any, are much smaller.
These results together enforce the view that the interactions at the interface
are very different from bulk solution. This statement is consistent with the
fact that the surfactant–protein interaction is nonideal and that the interfacial
structure and composition is not expected to be the same as in bulk solution.

Figure 13.10 depicts the pattern of protein removal from the hydrophilic
SiO2 surface using anionic SDS and cationic C12TAB (dodecyltrimethyl am-
monium bromide) [50]. Clearly, when C12TAB is used, it can progressively
remove lysozyme, but the extent of removal never reaches completion. Also,
with the increasing lysozyme removal, the interfacial excess of C12TAB tends
to increase, indicating the preferential binding of C12TAB to the interface.
The results shown in Fig. 13.10 clearly show the effect of surfactant head
groups and the underlying differences in the molecular processes of interfacial
interactions.

These examples and other related preliminary work show that neutron
reflection can provide better explanations of the molecular processes involved
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Fig. 13.10. Comparison of protein elution capabilities of SDS (�) and C12TAB (•)
shown as the variation of surface excess of lysozyme (a) and surfactant (b) with
bulk surfactant concentration
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in protein–surfactant complexation. The complexity of the interactions both
at the surface and in bulk solution is such that no reliable model can be
established in the absence of a correct description of the complexation at the
interfaces. This statement lends its support from further neutron reflection
studies of surfactant complexation with protein at the hydrophobed solid–
solution interface where the pattern of interactions is very different from the
data obtained at the hydrophilic SiO2–solution interface.

13.6 Future Prospects

Although extensive studies have been made on the interactions between pro-
teins and surfactants in bulk solution, less is known about their behavior at
the interfaces. It is important to realize that the nonideal behavior of pro-
tein adsorption and protein–surfactant interactions at the interfaces cannot
be predicted by understanding their behavior from bulk solution because of
interfacial effects and more importantly, because of our inability in predict-
ing how and when a protein molecule deforms and unfolds when it arrives at
a given interface. The current work provides a useful experimental method-
ology for further research into the understanding of molecular mechanistic
processes related to surface-induced structural deformation and denatura-
tion. The strong relevance of this research to a wide range of conventional
and emerging technological applications will stimulate computational effort
and theory development to attempt to corroborate the structural information
obtained in neutron reflection with macroscopic behavior.
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Complex Biomimetic Structures
at Fluid Surfaces
and Solid–Liquid Interfaces

T. Gutberlet, M. Lösche

14.1 Introduction

One major contributor to the recent success of nanotechnology is its profoundly
interdisciplinary nature, involving supramolecular chemistry, biotechnology,
bioinspired materials science, large-scale computational methods, and physi-
cal characterization techniques. One important role of physics in this context
is the development of characterization methods that are sufficiently sensitive
for the investigation of ever smaller sample sizes – down to monomolecular
sensitivity – and ever smaller sample dimensions, as well as techniques that
probe directly the relevant intermolecular and intramolecular interactions. A
variety of surface and interface sensitive techniques, such as scanning force
and fluorescence microscopy, FT-IRRAS, XPS, surface plasmon spectroscopy
and surface-sensitive X-ray and neutron scattering have been developed in the
past 15 years to reveal such information on nanoscopic systems. Planar lipid
membrane mimics, such as floating monolayers on aqueous surfaces or immo-
bilized bilayers on solid supports, have been established to correlate structural,
functional and dynamic aspects of biomembrane models [1].

Neutron and X-ray scattering in nanotechnology share common grounds.
The two techniques closely related to each other not only in terms of the
underlying physics – neutrons scatter from the nuclei of a molecular species
while X-rays scatter from their electron clouds – but also the formalisms that
quantitate the optics of these processes are very similar. Neutrons and X-
rays are also largely synergistic in their application to the characterization of
interfacial structures [2,3]. Neutrons feature distinctive advantages over X-rays
due to the possibility of isomorphic contrast variation and their penetration
into condensed matter for the characterization of deeply buried interfaces [4,5].
Following the advent of third-generation synchrotron sources [6], however, in
particular X-ray techniques have been an indispensable tool that has driven
the development of nanoscience. Current perspectives of significant increases
in neutron flux at sources under construction or in the planning stage [7,8] on
the other hand, is expected to boost the application of neutrons in nanoscience
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considerably and will thus increase the overall capabilities of surface-sensitive
scattering even further.

In this chapter, we review recent achievements in the molecular-level char-
acterization of bioinspired interface and surface architectures using surface-
sensitive neutron scattering and will briefly describe practical aspects of the
application of reflectivity techniques. Then we will survey recent work with
the aim of exemplifying the capabilities of neutrons in the elucidation of sub-
molecular structures. For a deeper discussion of experimental and technical
aspects of neutron scattering at interfaces, we refer to the contribution by
Majkrzak and coauthors in this volume. For a review on aspects of protein
adsorption and their interactions at interfaces, the reader is referred to the
contribution by Lu, in this volume.

14.2 Surface-Sensitive Scattering

As reviewed elsewhere [9], surface-sensitivity in a scattering experiment, i.e.,
the discrimination of scattering from an interface-associated layer of (organic)
material of nanometer thickness against the vast background of molecules
contained in the adjacent bulk phase, is generally achieved by impinging the
beam at grazing angles. Near the critical angle for total external reflection,
this creates an evanescent wave which penetrates the bulk phase only by a
few 10 nm [10]. This enables three classes of experiments: (i) specular and
(ii) off-specular reflection, as well as (iii) grazing-incidence (“in-plane”) dif-
fraction (GID) (Fig. 14.1). Of these generic interface-sensitive scattering tech-
niques, only specular reflection plays a role in the neutron scattering from
organic monolayers, as the cross-sections for nonspecular scattering and for
GID are orders of magnitude lower than that for specular scattering. The lat-
ter experiments are thus currently limited to synchrotron X-ray experiments
(grazing-incidence X-ray diffraction GIXD). Specular reflection of neutrons
at interfaces, however, is developing into a work horse in biologically oriented
nanoscience.

14.2.1 Specular Reflectivity

As discussed by Majkrzak et al., in this volume, specular reflectivity reveals
only one-dimensional (1D) information on the scattering length density (SLD)
at an interface. Another limitation is that the method does not provide atomic-
scale information on the system, comparable to, e.g., X-ray crystallography.
Advanced structure-based data analysis techniques, however, provide a quasi-
2D structural assessment of the investigated system, as delineated below. In
addition, such techniques provide a framework for the consistent mapping
of different contrasts onto each other. Thus, the simultaneous evaluation of
neutron data taken from samples with different deuteration patterns or of
neutron and X-ray data sets from identically prepared systems enhance greatly
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Fig. 14.1. Surface-sensitive scattering experiments at grazing incident angles [2]

the “virtual” resolution. One of the most striking advantages, reflectivity mea-
surements do not require crystalline samples to obtain high resolution, and
are thus capable of probing membraneous systems in their native, disordered
state.

To achieve the highest possible resolution of a structure in reflectivity
measurements, there are strict requirements on the sample with respect to
the quality of the interface and to in-plane sample homogeneity. Clearly, to
achieve subnanometer resolution on a sample film, the substrate has to be
of ideal geometry down to the nanometer scale: interfaces with residual rms
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roughnesses in the Ångstrom regime are generally required. Moreover, a mi-
croscopically smooth but macroscopically curved sample surface also reduces
resolution. This is one of the reasons why reflectivity measurements from sys-
tems at fluid surfaces have been relatively successful. Due to the action of
gravity, a free water surface is “by definition” perfectly flat on the macro-
scopic length scale. On the microscopic length scale, thermally excited capil-
lary waves, controlled by a competition between surface tension and thermal
excitation, define the quality of the fluid substrate. For water with its high
surface tension, the residual roughness is on the order of 3 Å – perfectly suited
for high-quality reflection measurements. A second reason fluid surface mono-
layers have been frequently studied with neutron scattering is that the free
fluid surface permits easy access and control of most relevant systems pa-
rameters, such as molecular density within the film and subphase chemistry
and temperature, etc. Moreover, in situ manipulation, e.g., the injection of
peptides or proteins underneath a previously prepared and characterized lipid
film, is straight-forward as shown further below.

Another concern is in-plane homogeneity of the samples. Solid-substrate
borne monolayer systems – so-called “Langmuir–Blodgett” films [11] – as well
as lipid surface monolayers, particularly within a first-order phase transi-
tion [12], show frequently domain structures on the micrometer scale [13].
Since phase information is lost in the determination of the scattered inten-
sity, the experimentally measured reflectivity cannot be directly inverted to
obtain an SLD profile. The usual work-around is data modelling, i.e., to pa-
rameterize the SLD and optimize parameters by fitting to the experimental
data. For this process to be tractable, in-plane heterogeneities have to be
avoided, as they increase largely the number of model parameters that de-
scribe the microstructure. It is thus important that the sample preparation
protocol ensures that films are homogeneous on the length scale of the in-plane
coherence length of the probe beam. In angle-dispersive reflectivity measure-
ments, this coherence length is determined by the geometry of the instrument
and is typically largely anisotropic within the film plane – on the order of
105 Å in the projected direction of the beam onto the sample and on the or-
der of 100 Å perpendicular to this direction. If one takes a geometric mean
of these numbers as a criterion, then the sample needs to be homogeneous
on the micrometer length scale. This quantification suggests that optical mi-
croscopy [14] is an appropriate technique to check routinely the suitability of
samples for reflectivity characterization.

Given in-plane homogeneity of the sample and optimal substrate geome-
try, the ultimate limitation to resolution derives from the steep drop of the
scattered intensity as a function of momentum transfer, Qz (see e.g., Majkrzak
et al., in this volume). The reflected intensity R drops as Q4

z for Qz � Qc
z, the

critical momentum transfer of total reflection. This results in R being vanish-
ingly small, on the order of 10−6–10−8 once Qz ≥ 0.3 Å−1 for X-ray or neutron
measurements of aqueous surface films. Clearly, X-ray probes, particularly
at high-brilliance third-generation synchrotron sources, have great advantage
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over neutrons as it comes to determining this one scattered probe particle out
of 106 incident probes! Ultimately, however, the limits of resolution cannot be
indefinitely pushed to ever higher Qz values by using ever-increasing primary
beam intensities. Not only is beam damage a serious issue in X-ray scattering
at synchrotron sources, but also both near-specular scattering from capillary
waves [15] and incoherent scattering from the bulk phase – excited by the
impinging beam which penetrates deeply into the bulk at high Qz, and hence
high incident angles – limit the detection of the minute number of specularly
reflected probes in practical terms.

Typical maximum Qz values amount to ∼0.8 Å−1 in X-ray reflection and
0.3–0.6 Å−1 in neutron reflection measurements, largely depending on the iso-
topic nature of aqueous bulk phase and design of the sample cell. To reduce
incoherent background subphase thickness needs to be kept at an absolute
minimum [16, 17]. As the sample theorem would suggest, such Qmax

z values
correspond to a “canonical” [18] resolution of ∆z = π/Qmax

z ≈ 5–10 Å. The
practical consequences are illustrated in Fig. 14.2. Based on a single neutron
reflectivity measurement that spans the range out to Qz ≈ 0.25 Å−1, it is not
even possible to determine the thickness of the hydrophobic slab within a lipid
surface monolayer to any reasonable certainty – even as the methylenes are
fully deuterated.

14.2.2 Structure-Based Model Refinement

Fortunately, this situation has been remedied by the development of structure-
based model refinement techniques [18–21]. “Composition-space refinement”
[18] takes the parameterization from a level where one describes 1D SLD
profiles to a level where one parameterizes the molecular structure of the in-
terface architecture [18, 19]. This can be implemented in terms of the atomic
content of the slabs in a box model [19] or, more directly, in terms of ther-
mally broadened distributions of molecular subfragments. One realization of
the latter approach is a “volume-restricted distribution function” (VRDF)
parameterization [20,21], in which the molecular fragments are subject to the
condition that they just fill the available space. Thus, volumetric information
on the molecular subfragments is essential and is usually derived from mole-
cular dynamics simulations [22]. Since this approach determines the packing
of molecular subfragments within the plane of the monolayer, the retrieved
information is “quasi-2D” in character.

There are various benefits of the VRDF approach to modelling reflectivity
data:

– At a resolution of π/Qmax
z better than ≈5 Å, the description of a monolayer

even of the simplest phospholipid in terms of a homogeneous headgroup
slab breaks down within the conventional box model: significant discrep-
ancies between models and data that are frequently encountered at high
Qz [21]. VRDF models reconcile these discrepancies.
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trum. Shown is a typical neutron reflectivity data set, R/RF (chain-perdeuterated
DPPC-d62 on D2O at π = 42 mN m−1 [19]) (a) in comparison with various model
reflectivities (b). A scheme of the molecular arrangement at the interface is shown
to the right. In a combination of X-ray and neutron reflection measurements, the
hydrophobic layer thickness has been determined to be dhphob = 16.0 Å. The corre-
sponding scattering length density (SLD) profile is shown as a bold line. To assess
the information content of the single neutron reflection data set shown, detuning of
dhphob by ±2 Å and readjusting the corresponding SLD and surface roughness to fit
the DPPC-d62/D2O data leads to models – shown as dashed lines – that cannot be
discriminated within the resolution of the single experiment. However, a combina-
tion of X-ray and neutron scattering is very well capable of resolving the structure,
even as the resolution of every single experiment is insufficient. Adapted from [21]
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– The parameterization of the system chemistry permits a strict coupling of
different data sets – obtained for various isotopic contrasts or neutron and
X-ray measurements on isomorphic systems – thus boosting the effective
resolution greatly.

– Finally, even if only one data set for a single contrast is available (e.g., one
single high-resolution X-ray reflectivity data set), the chemically intuitive
parameterization permits an intuitive molecular-level interpretation of the
results – an advantage over multilayer box models which do not generally
lend themselves to a straight-forward interpretation in terms of a chemical
structure.

In Section 14.4, below results on various classes of supramolecular systems
at aqueous surfaces and interfaces are collected to enable the reader to judge
what information may be retrieved with surface-sensitive neutron scattering
in various areas of bioinspired materials science.

14.3 Floating Lipid Monolayers:
Structural Investigations and the Interaction of Peptides
and Proteins with Lipid Interfaces

Amphiphilic molecules, such as phospholipids, self-assemble into free-floating
monolayers (“Langmuir monolayers”, LM) at the air–water interface due to
their hydrophilic headgroup linked to hydrophobic acyl chains. As mentioned
above, LMs are physicochemically well-controlled model systems, which pro-
vide unique opportunities for the investigation of structure and interaction
of a biomembrane mimic with biomolecules, e.g., peptides and proteins [23].
Consequently, LMs have been early on studied in X-ray and neutron scatter-
ing experiments [24, 25] that have revealed their SLD distribution along the
surface normal, indicative of their time-averaged thermally broadened struc-
ture.

The relatively low resolution in neutron reflectivity experiments is com-
pensated for by isomorphic contrast variation via exchange of protons with
deuterium in biomolecules, which exploits the large difference in neutron scat-
tering length of the two isotopes (see also contribution by Lu, in this volume).
Molecular subunits within a monolayer, embedded or adsorbed molecules –
such as surfactants, peptides or proteins – or phase separation within the
layer plane can be characterized by choosing appropriate contrasts in mul-
tiple scattering experiments. In pioneering work using neutron diffraction,
this was utilized for the localization of methylene segments in the hydropho-
bic region and headgroup orientation of selectively deuterated phospholipid
bilayers [26,27].
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14.3.1 Single Phospholipid LMs

The structure and organization of single phospholipid monolayers on aqueous
subphase using different SLD contrasts have been investigated in several stud-
ies with neutron reflectometry [19,28–31]. The most convenient way to achieve
contrast variation in LM systems is by preparation of the monolayer aqueous
subphase with either H2O or D2O. The adsorption of protonated molecular
species at the monolayer–D2O interface decreases the SLD there substantially
and is sensitively detected in a reflectivity experiment. Thus, the electrosta-
tic coupling of poly-l-lysine to DMPC monolayers and to DMPC–dimyristoyl
phosphatidylglycerol (DMPG) mixed monolayers was studied on D2O sub-
phase. Similarly, the penetration of the protein spectrin into the monolayer
headgroup region was characterized [32] and the adsorption of F-actin fila-
ments to cationic LMs of dimyristoyl trimethylammonium propane (DMTAP)
was investigated [33].

Another convenient method to vary the contrast in LM systems is by using
lipids with perdeuterated hydrophobic chains. The interaction of hisactophilin
with the lipid interface was explored [34]. The protein, which has a myristic
acyl chain anchor attached, binds tightly to negatively charged membranes.
Changes in the SLD profile upon penetration of the protonated myristic acid
anchor into the deuterated lipid matrix, distinguished adsorption of protein
from penetration of protein into the lipid interface, thus discriminating elec-
trostatically and hydrophobically driven lipid–protein interaction. With acyl-
deficient hisactophilin only the formation of a protein layer adsorbed was
observed beneath the charged phospholipid monolayer that retained its SLD
at the value prior to protein exposure. For a fully synthetic system, the orien-
tation of a palmitoylated diα-helical peptide with different deuterium-labeled
positions beneath a LM of dilaurylphosphatidylethanolamine (DLPE) was
examined [35] in combined X-ray and neutron reflectivity experiments. Sim-
ilarly, the interaction of myoglobin with lipid monolayers was investigated
with a combination of neutron and X-ray reflection and GIXD [36, 37]. Un-
derneath mixed monolayers of DPPC/PSIDA, a diacylglycerol lipid with a
metal-chelating imino diacetate headgroup, the formation of a densely packed
monolayer of myoglobin was observed with thickness and density consistent
with crystallographic data for myoglobin. With Cu2+ ions in the subphase,
the protein adsorbed in a side-on orientation at low packing density but tilted
to an end-on orientation at high packing density. With Ni2+ ions, on the
other hand, myoglobin was observed to adsorb in an end-on orientation at all
densities. These differences were attributed to a stronger interaction of the
histidine moieties with the imino diacetate anchor mediated by Cu2+.

A number of studies have been conducted to understand the structure
and function of components lining the interface of the alveoli, known as lung
surfactant [38]. The lipid layer consists mainly of a mixture of DPPC and
the anionic lipid dipalmitoylphosphatidylglycerol (DPPG) and forms a ma-
trix for four surfactant-associated proteins (SP-A, SP-B, SP-C, and SP-D).
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X-ray reflectivity measurements on surfactant-associated protein monolayers
have been performed in conjunction with pressure–area isotherms and mod-
elling to suggest that the protein undergoes changes in its tertiary structure
at the air–water interface under the influence of surface pressure variations,
indicating the likely role of such changes in surfactant squeeze out as well as
lipid exchange between the air–alveoli interface and the underlying subphase.
Recent neutron reflectivity data on bovine SP-B monolayers on aqueous sub-
phases are consistent with the exchange of a large number of labile protons as
well as the inclusion of a significant amount of water, which is partly squeezed
out of the protein monolayer at elevated surface pressures [38]. In a mixed
SP-B and DPPC system, squeeze out of the protein and re-adsorption upon
compression and re-expansion was observed, with most of the protein mater-
ial predominantly associated with the interface. Only small quantities of lipid
followed the protein on leaving the monolayer at compression as shown by
comparison of SLD profiles with protonated and deuterated DPPC [39].

Bacterial S-layer proteins [40] crystallize at a wide range of interfaces and
surfaces, including phospholipid membranes [41]. The microscopic interactions
between recrystallizedbacterial S-layers andfloatingphosphatidylethanolamine
(PE) LMs have been analyzed using FT-IRRAS spectroscopy, X-ray reflectiv-
ity and grazing-incidence diffraction, and neutron reflectivity at air-water in-
terfaces [42–44]. A slight increase of the lipid acyl chain order was observed in
GIXD upon protein adsorption, indicative of an increase in local lipid density.
Corefinement of X-ray and neutron reflectivity data suggested that protein
interpenetrates the lipid monolayer only in the headgroup region. Since only
a small amount of protein material is observed within the headgroups, it was
inferred that structural intact protein motifs enter the PE headgroups at lo-
calized, and possibly repetitive, interaction points within the S-layer crystal
lattice – rather than a laterally homogeneous interaction of the protein occur-
ring with the lipid surface monolayer [45].

14.3.2 Functionalized Phospholipid LMs

Various studies utilized the strong specific binding of biotin to streptavidin
to probe protein interactions with functionalized lipid monolayers on aque-
ous subphases [46–49]. Fluorescence microscopy using FITC-labeled strepta-
vidin showed that the protein forms – presumably crystalline – domains and
established preparation conditions where these domains covered the surface
quantitatively. Neutron reflection experiments showed the formation of a
monomolecular protein layer with an effective thickness of 44 ± 2 Å. Quanti-
tative binding was observed already at ultralow biotin surface concentrations.
A combination of X-ray and neutron scattering experiments subsequently re-
vealed distortions of the LM by the tightly bound protein (Fig. 14.3) [47].
Introducing a spacer between the functionalized lipid surface anchors and the
biotin moiety resulted in a hydration layer between streptavidin and the lipid
monolayer [49], concomitant with a reduction of monolayer distortion.
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The binding dynamics of the recombinant protein, lumazine synthase at
biotinylated lipid monolayers were studied with neutron reflectometry [50].
The protein was biotinylated and coupled to streptavidin. The binding of
these constructs to biotinylated LMs was monitored by following the neutron
reflection. A model including a densely adsorbed protein monolayer and pro-
gressively more dilute protein layers was used to describe the experimental
data.

Recently neutron reflectometry was applied to characterize the structure of
ganglioside GM1-functionalized LMs upon binding of cholera toxin (CTαβ5)
and its β subunit (CTβ5) [51]. Structural parameters such as the density and
thickness of the lipid layer, extension of the GM1 headgroup, orientation and
position of the protein upon binding were inferred from the data. As shown
in Fig. 14.4, the α subunit of the toxin was observed to be located underneath
the pentameric ring of the B subunit and the CTβ5 is not penetrating into
the lipid layer.

14.4 Lipopolymers

The grafting of water-soluble polymers to phospholipid membranes offers an
opportunity for a targeted modification of the surface properties of, e.g.,
liposomes. Depending on the grafting density, the organization of polymer
chains at interfaces may vary between a “mushroom”-like conformation and an
extended, ‘brush’-like configuration of the molecules (“polymer brush”) [52].
Such polymer brushes might act as soft, flexible cushions between adsorbed
biomolecules and solid interfaces in applications that depend on surface-
modification with biopolymers.

The most prominent and best studied examples of such polymer brushes at
lipid interfaces are comprised of polyethylene glycols (PEGs) as water soluble
polymers that are chemically grafted to a phospholipid headgroup. Neutron
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Fig. 14.4. Neutron reflectivity of GM1/d-DPPE monolayer, monolayer with bound
CTβ5, and monolayer with bound CTαβ5 (a). Lines indicate the fits corresponding
to the SLD profiles from box-model fits in (b). The α subunit resides below the β
pentamer, facing away from the lipid layer. An alternate set of SLD profiles from a
model-independent spline fitting routine is shown in (c). The corresponding fits to
the data were slightly better than the box-model fits [51]

reflectometry was applied to study the organization and structure of such
PEGylated phospholipid monolayers in detail at the air–water interface [53].
Mixed with distearoylphosphatidylethanolamine (DSPE), a PEGylated lipid
with 45 EG units exhibited the mushroom-to-brush transition upon monolayer
compression, i.e., increasing polymer grafting density. The structure of the
monolayer at the air–water interface was greatly perturbed by the presence of
the bulky PEG–lipid headgroup resulting in a large increase of the apparent
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thickness of the headgroup region normal to the interface and a concomitant
roughening of the interface.

Using X-ray and neutron reflectivity, monolayers of short chain poly(methyl
oxazoline) (PMeOx) attached to a diacylglycerol lipid anchor have been stud-
ied as neat systems [54] and in binary mixtures with DMPC [55]. A new data
evaluation method was developed in the course of that work to specifically
evaluate the structural organization of linear polymers at surfaces and in-
terfaces [56, 57]. In this approach, the molecular structure of the polymer is
described in terms of its scattering length and specific volume per unit length,
and its configuration is parameterized in terms of inclination angles between
rigid rods that represent the polymer chain. While this is already overparame-
terizing the problem, a whole ensemble of lipopolymer molecules is encoded
for the data evaluation in terms of a large set of angles and other structural
parameters of interest, thus deliberately overparameterizing the model even
more. Working with this model on a multitude of X-ray and neutron data,
functionally relevant configurations may be identified by an evolution–strategy
algorithm. In the case of PMeOx, a phase transition upon film compression
has been attributed to a tensile stress exerted by the chains on their anchor
points [58] that leads to a partial immersion of the lipid anchors into the aque-
ous subphase by a few Ångstrom. This in turn results in a local condensation
of the hydrophobic chains.

14.5 Protein Adsorption and Stability
at Functionalized Solid Interfaces

Adsorption and organization of biomolecules at solid interfaces bears implica-
tions to a broad range of areas, such as tissue engineering, biocompatibiliza-
tion, and biosensorics [1]. Cell adhesion, cell–cell interaction, unfolding and
denaturation of proteins are other important objectives related to the inter-
action of biomolecules with interfaces (for a comprehensive review see [59]).
A number of aspects of protein adsorption to liquid and solid interfaces inves-
tigated with neutron reflectometry are already presented in the contribution
by Lu, in this volume. Here we will discuss only investigations on protein
interactions with surface-modified interfaces relevant for the construction of
biosensors and biocompatible interfaces.

14.5.1 Hydrophobic Modified Interfaces

A well-established modification of native silicon–silicon oxide interfaces is
silanization via e.g., octadecyltrichlorosilane (OTS) to hydrophobize the sur-
face [52]. The structure and composition of bovine β-casein was investigated
upon adsorption to OTS-modified silica surfaces in aqueous buffer [60, 61].
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Adjacent to the surface, a dense protein layer was observed that protrudes
into the solution with a structure of lower density as schematically shown in
Fig. 14.5. A proteolytic enzyme, endoproteinase Asp-N, which cleaves the hy-
drophilic part of β-casein, affected only the outermost β-casein layer. Similar
experiments were performed with β-lactoglobulin [62]. Effects of surfactants
and of cations on β-casein adsorption to hydrophobized silica were also inves-
tigated [63, 64]. In comparison, protein adsorption to bare (i.e., unmodified),
hydrophilic silica interfaces showed similar structural features, albeit at sig-
nificantly slower adsorption rates [65]. The study thus demonstrates well that
neutron reflection may be useful for studies of dynamics of interfacial phe-
nomena in protein systems.

In a similar vein, the adsorption of lysozyme to OTS modified interfaces
was observed to be irreversible [67]. The protein formed a densely packed, thin
layer at the OTS surface with a diffuse, thicker proportion facing the bulk solu-
tion – a similar structure as observed with β-casein. As none of the dimensions
of these structures corresponded to those of the globular protein in solution
– unlike after adsorption at the hydrophilic silica–water interface – lysozyme
is believed to denature at the OTS–water interface. The interfacial structure
of lung surfactant has been studied at OTS-hydrophobized silica solid–liquid
interfaces [68]. Results on lung surfactant from rabbit were interpreted within
a two-layer model. An inner layer of ∼20 Å thickness contained about 50% sol-
vent, consistent with a loosely packed phospholipid monolayer with substantial
amounts of solvent and protein incorporated. The outer layer was ∼80 Å thick
and incorporated ∼10% protein. Addition of the water-soluble phospholipase
PLA2 led to a densification of both layers. Whether these findings bear im-
plications for a general understanding of surfactant function remains to be
seen, since porcine lung surfactant showed somewhat different behavior. A
phospholipid monolayer of higher density was observed, and the addition of
PLA2 exerted much less effect than in the rabbit system.
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Fig. 14.5. (a) Neutron reflectivity and model fits measured for β-casein adsorbed
at pH 7 on deuterated OTS in (◦) D2O, (•) H2O, and (�) water with an SLD of
4.5 × 10−6 Å−2 (details see [61]). (b) Schematic interpretation of these results [3]
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14.5.2 Hydrophilic Modified Interfaces

Self-assembled monolayers (SAMs) provide a well-established method for the
control of the surface-chemistry of solid substrates. Neutron reflectivity is
among the standard techniques for the molecular-scale characterization of
such interfaces. It has, for example, been used to characterize the adsorption of
human serum albumin (HSA) onto silicon-supported NH+

3 -terminated SAMs
[69]. Upon incubation with high protein concentration (0.1% wtV−1), HSA
formed a two-layer adsorption structure. Directly adjacent to the solid surface
a ∼40 Å thick protein layer was observed. A secondary layer extended an
additional 40 Å into the solution.

In a slightly different context, chemical interface modification with SAMs
also enables stable anchoring of biomolecules to polar or apolar surfaces [70].
For example, yeast cytochrome c (YCC) was covalently bound to the interface
of a SAM with mixed –CH3/–SH or –OH/–SH endgroups via disulfide linkage
between a cysteine residue on the protein surface and the exposed thiol moi-
eties of the SAM. If the SAM is prepared on top a stratified Fe/Si or Fe/Au/Si
surface nanostructure, the resulting SLD striations allow for an interferomet-
ric approach to data inversion. This approach reduces the intrinsic limitation
of the resolution that is due to the restrictions in attainable Qz range. The
potential of similar approaches for an unambiguous phase determination to
calculate the SLD profile [71] is described in detail in the contribution by Ma-
jkrzak et al., in this volume. Measurements of the system in air with H2O and
D2O hydrating the protein monolayer provided water distribution profiles [70]
(Fig. 14.6). These profiles were consistent with corresponding electron density
profiles determined previously via X-ray interferometry [72].

As discussed above, biotin–streptavidin technology is another standard
that enables biospecific ligation at interfaces. In the context of functionaliza-
tion of solid interfaces, streptavidin has been immobilized at an aminopropyl-
terminated silicon surface. Biotinylated DNA strands have subsequently been
grafted to this surface [73], and the evolution of the complex structure has been
followed by neutron reflectometry. It was determined that DNA is collapsed
on the surface of the streptavidin layer due to its electrostatic interaction with
the positively charged streptavidin. Similarly, the formation of a lignin layer
immobilized on a SAM-terminated Si surface has been investigated [74]. The
lignin film was grown on an aminopropyl modified Si-wafer by grafting of this
surface with polysaccharides and peroxidase, followed by polymerization at
the solid–liquid interface. Intermediate and final structures were studied by
neutron reflectometry using H2O–D2O contrast variation.

PEG-coated surfaces have been shown to prevent protein adsorption. Using
neutron reflectivity, this was demonstrated for PEGs with a molecular weight
of ≈5000 Da [75] as well as for short-chain SAMs of methoxy-tri(ethylene
glycol) [76, 77]. A different way to passivate the hydrophilic silicon oxide
surface against protein adsorption is by chemically anchoring an organic mono-
layer bearing terminal phosphorylcholine (PC) groups, as described in the
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iron magnetization for partial hydration with D2O and H2O, and their difference
profile for both a nonpolar (a) and a polar, (b) SAM. Schematic representations of
the composite structures are shown on top [70]

contribution by Lu in this volume. The approach was shown to be effective
in reducing protein adsorption of lysozyme, fibrinogen, and bovine serum
albumin (BSA) [78]. Salt-induced protein resistance of poly(acrylic acid)
(PAA) brushes against BSA has been demonstrated by neutron reflectom-
etry [79]. BSA molecules penetrates deeply into the PAA brush at low sodium
chloride concentrations, but did not interact with the PE cushion at >500 mM
salt. The adsorption of enzyme staphylococcal nuclease (SNase) on negatively
charged poly(styrene sulfonate) surface has been studied with neutron reflec-
tometry [80] and it was observed that the degree of protein adsorption onto
the charged surface depends largely on direct protein–protein interactions
(Fig. 14.7).

14.6 Functionalized Lipid Interfaces
and Supported Lipid Bilayers

14.6.1 Solid-Supported Phospholipid Bilayers

Phospholipid bilayers attached to solid supports are considered model systems
that may be useful for the investigation of biological membranes of limited
complexity, thus hoped to offer insight into underlying organization and in-
teraction principles. Preparation of such systems can be performed either by
spontaneous fusion of vesicles onto solid–liquid interfaces [81] or by Langmuir–
Blodgett transfer techniques [82]. Neutron reflectometry is one of the work
horses applied to probe such systems at the molecular level. For example,
the structure of DMPC vesicles adsorbed on planar quartz surfaces [83] and
that of DPPC on silicon single crystals [84] has been investigated. The for-
mation of single phospholipid bilayers immobilized on solid surfaces was thus
demonstrated and found to be separated from the surface by a water layer
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ase was adsorbed (middle: 23◦C, lower : 43◦C). Right : Sketch of positively charged
staphylococcal nuclease adsorbed on negatively charged polyelectrolyte surface.
The degree of adsorption largely depends on protein–protein interactions, whereas
attractive electrostatic interactions between the protein and the surface play a minor
role [80].

of a few Ångstrom thickness. The process of phospholipid bilayer formation
has been followed by time resolved measurements [85] (Fig. 14.8). Results
were consistent with AFM and quartz microbalance (QMB) studies [86–88].
The interaction of biomolecules with such supported lipid bilayers has been
exploited in various studies. For example, the penetration of the bacterial
toxin, pneumolysin into mixed phospholipid membranes (10:10:1 molar ratio
of PC:cholesterol:dicetyl phoshate) was investigated on silicon oxide inter-
faces [89].

PLA2 interaction with phospholipid bilayers (DPPC, DOPC, or POPC co-
adsorbed with dodecyl maltoside) at silica surfaces [90] has been studied [91].
The conventional model of PLA2–membrane interaction assumes adsorption
of the enzyme on the bilayer, followed by partial extraction of a substrate
molecule into the enzyme, hydrolysis and release of the products [92]. In dis-
tinction, neutron reflectometry results suggest that the enzyme actually pen-
etrates into the layer until the active site, located at the top of the enzyme,
is at the same level with the lipid headgroups of the outer phospholipid layer.
The penetration of the enzyme into the lipid layer would then imply that the
rate determining step of the overall reaction is either the initial adsorption or
the final desorption, rather than the actual hydrolysis.

In an attempt to better control the formation of lipid bilayers on solid
support, a sequential deposition of phospholipid monolayers in a combination
of Langmuir–Blodgett and Langmuir–Schaefer transfer techniques has been
utilized [93]. Neutron reflection measurements allowed precise, nondestructive
characterization of the structure, hydration and roughness of the deposited
layers. Beyond the first bilayer, deposited by Langmuir–Blodgett transfer,
a second, “free” and fully hydrated bilayer was formed and its physical
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properties examined (Fig. 14.9) [94]. Utilizing this model system, the inser-
tion of a model peptide that was determined to be an active transmembrane
shuttle for drug delivery to cells demonstrated uniform peptide distribution in
the interfacial lipid region [95]. In the presence of dipalmitoyl phosphatidylser-
ine (DPPS), the peptide was detected mainly in the lipid headgroup region
and increased bilayer roughness was observed in the neutron reflectometry
measurements.

14.6.2 Hybrid Bilayer Membranes

A variation of the theme of mimicking biomembranes on solid interfaces are
the so-called hybrid bilayer membranes (HBMs). A lipid monolayer is fused
onto a chemically grafted SAM or polymer layer [16,96–98]. The basic details
of this approach are outlined in the contribution by Majkrzak et al., in this
volume.
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By preparing a HBM on a gold-coated Si wafer with an ultrathin (only
several micrometer) aqueous subphase in a solid–liquid sample cell – to reduce
incoherent background – neutron reflectivity data with a momentum transfer
of 0.7 Å−1, spanning a dynamic range of ∼108, have been recorded [17]. This
work showed that the peptide melittin perturbs the phospholipid headgroup
strongly and also affects the acyl chain region of the distal bilayer leaflet of
the HBM [17]. Also the combination of an HBM and a subsequently trans-
ferred bilayer leads to the formation of a “free” phospholipid bilayer floating
atop the HBM. Such systems have been studied with neutron reflectometry,
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and interpreted in the VRDF approach [97]. The free bilayer is organized
according to the steric demands of the lipids rather than the influence of
the substrate. The advantage of the free supported bilayer compared to more
conventional supported systems is that the mobility of the phospholipid mole-
cules makes them suitable for investigations of transmembrane processes. This
was demonstrated by the incorporation of a deuterated peptide into the bi-
layer that afforded the observation of peptide orientational changes induced
by small potential changes across the membrane structure [99].

Phospholipid monolayer formation on a hydrophobic polymer film (poly-
styrene, PS, spin-coated on a Si wafer) proceeds very fast after exposure of
the surface to a vesicle suspension [98]. Contrast variation via D2O–H2O ex-
change and the use of deuterated compounds (DMPC-d54, deuterated PS)
made the approach highly sensitive to the adsorbed layer structure, even minor
contaminations or structural changes caused by membrane active molecules–
such as proteins, DNA, or detergents–are readily accessible. Using this ap-
proach, the interaction of the neurotoxic β-amyloid peptide Aβ (25–35) with
a phospholipid monolayer obtained via fusion of small unilamellar vesicles
onto a PS-coated substrate has been studied. It was shown that the pep-
tide adsorbed rather than penetrated the supported lipid monolayer [100], in
contrast to results of neutron diffraction experiments on phospholipid multi-
layer stacks, which indicated a deep penetration of Aβ amyloid into the lipid
matrix [101].

14.6.3 Polymer-Supported Phospholipid Bilayers

Another problem in the context of membrane protein incorporation into bio-
membrane mimics is the nonphysiological interaction of the proteins with
the solid support that would result in lateral immobilization or denatura-
tion. The development of free bilayers or of bilayers that are tethered to the
solid interface by means of polymer cushions has been proposed to solve this
problem [1,102]. Promising systems that have been investigated for the prepa-
ration of polymer cushions have involved PEGs and polyethylenimines (PEIs).
Also, polyelectrolyte (PE) multilayer films, where well-defined systems up to
micrometer thickness may be obtained via sequential, layer-by-layer depo-
sition of alternately charged PEs [104], have been employed. Their internal
structure have been analyzed using neutron and X-ray reflectivity [48,106].

The formation of DMPC bilayers on PEI-coated quartz substrates using
a variety of deposition techniques has thus been studied by neutron re-
flection [103]. Using the layer-by-layer preparation technique, the attach-
ment of individual phospholipid bilayers on poly(styrene sulfonate), PSS, and
poly(allylamine hydrochloride), PAH, has been demonstrated [107–109]. Sub-
sequently, DMPG bilayers on a PSS/PAH cushion were utilized to study the
interaction of β-amyloid peptide with membranes [107]. In this work, neutron
reflectometry demonstrated the presence of a 10 Å amyloid layer adsorbed
to the phospholipid bilayer. Similarly, the in situ adsorption of a dense layer
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of the enzyme, phosphatidylinositol-3-kinase (PI3K), to phosphatidic acid on
PAH/PSS, was followed by neutron reflection [109]. In another study, the
adsorption of pectin onto charged and uncharged lipid bilayers on PE cush-
ions was investigated [108]. Recently, neutron reflectometry was applied to
study the interaction of DNA with PE-supported DMPC and DMPG bilay-
ers in situ [110]. At high phospholipid concentrations (>0.5 mg ml−1), the
adsorption of multilamellar stacks of DMPC on PSS/PAH cushions was ob-
served [111]. A very recent study demonstrated the option to deposit further
PE layers on top of a DMPC bilayer which in turn was adsorbed to PE
multilayer cushions [112]. This approach might lead to PE encapsulated bio-
membrane mimics with potential application for novel drug delivery systems.
A PE cushion terminated with a terpolymer that links stearoyl chains to a
styrolsulfonate anchor was created by deposition of positively charged poly-l-
lysine and negatively charged alginate. Subsequent transfer of a phospholipid
monolayer resulted in the construction of a tethered hybrid bilayer membrane
whose structure was in detail assessed by neutron reflectometry [113].

14.7 Conclusions

Neutron reflectometry provides valuable insights into the structure and assem-
bly of complex biological systems at fluid surfaces and solid–liquid interfaces.
The examples described in this chapter were selected to demonstrate current
capabilities. For a more detailed characterization of biomimetic systems, on
the other hand, not only organization perpendicular to the membrane sur-
face is required, but also lateral structures, membrane in-plane organization
and dynamic membrane features [1, 114]. Improvements in grazing-incidence
neutron diffraction and off-specular neutron reflectivity are requested to tackle
these questions. Investigations by these techniques on phospholipid mem-
branes as outlined in the contribution by Salditt et al., in this volume and
pioneering studies by Huang and coworkers [115,116] demonstrate the feasibil-
ity of these approaches, which currently, however, still lack sufficient neutron
flux.
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15

Quasielastic Neutron Scattering in Biology,
Part I: Methods

R.E. Lechner, S. Longeville

15.1 Introduction

Biological macromolecules and biological systems, in general, are constructed
according to well-defined building schemes exhibiting a certain degree of long-
range order. But they are also characterized by an appreciable amount of
disorder, for several reasons. One is that high structural symmetry is gener-
ally absent in native samples, except for the rare cases with integral single-
crystalline regions. Another is that long-range order is limited to certain parts
of the macromolecules and to part of the degrees of freedom. Furthermore, the
ubiquitous presence of water which is generally a prerequisite for the unre-
strained performance of biological function plays an important role. The inter-
action of water molecules with biological surfaces, their diffusion close to and
within the hydration layers covering biological macromolecules, provides the
latter with the indispensable additional space for the conformational degrees
of freedom required for function. The presence of mobile water molecules not
only allows or induces additional short-range translational and rotational dif-
fusive motion of parts of biological macromolecules, but also causes damping
of low-frequency vibrations in the macromolecules. All these motions which
are believed to be essential for biological function, are an important part of
the dynamical characteristics of biological matter.

The ensemble of low-energy transfer inelastic (IENS) and quasielastic neu-
tron scattering (QENS) techniques is particularly well-suited for their inves-
tigation. In the present chapter, the basic principles of these techniques are
outlined from the viewpoints of theory, experiment and analysis, with an em-
phasis on application to biological problems. The method of QENS1 focuses

1The acronym “QENS” is used for quasielastic neutron scattering in general, and
“QINS”, for quasielastic neutron scattering, when it is purely incoherent, in order
to distinguish this case from the coherent one
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on scattering processes involving small amounts of energy exchange,2 with
spectral distributions peaked at zero energy transfer. IENS spectra extend
to somewhat higher energies, but are, by principle, also overlapping with the
QENS energy region. Both together allow us to study dynamical phenomena
in the time region of 10−13–10−7 s. Atomic and molecular motions are explored
in space, on length scales comparable with the wavelengths of the neutrons
used in the scattering experiments. Typical spatial parameters, such as vibra-
tional displacements, jump distances, diffusion paths, and correlation lengths,
are amenable to evaluation in the range from 10−9 to 10−6 cm. Quasielastic
and inelastic neutron scattering experiments on such dynamic processes lead
to spectra of energy transfers

�ω = E − E0 , (15.1)

in a range from 10 to 10−5 meV, where E0 and E are the neutron energies be-
fore and after scattering, respectively. The corresponding momentum transfer
�Q in such a process is proportional to the scattering vector

Q = k − k0 , (15.2)

where k0 and k are the neutron wave vectors before and after scatter-
ing, respectively. The wave-vector transfer values Q for elastic scattering,
Q = (4π/λ) sin(ϕ/2), are typically in the region of 0.1–5 Å−1 (λ = neutron
wavelength, ϕ = scattering angle, i.e., the angle between the vectors k0 and
k), such that 2π/Q ranges from the order of magnitude of interatomic dis-
tances to that of diameters of (e.g., biological) macromolecules. The neutron
scattering intensity in such a process is proportional to the so-called scattering
function or dynamic structure factor S(Q, ω), which can be calculated for
typical dynamical processes; the calculation and determination of this func-
tion is the subject of the following paragraphs.

The purpose of QENS experiments is mainly the study of the details of
“quasielastic lines”, i.e., of the low-energy spectra which are mostly due to
some kind of diffusive or damped vibrational atomic and molecular motions.
In the energy domain, this mainly refers to the part of the dynamical func-
tion which has a maximum centered around zero energy transfer. In the time
domain, it corresponds to the relaxation of the dynamical functions. For in-
stance, in the well-understood case of classical atomic (self-) diffusion, the
relaxation function has a single exponential time decay for small Q values,
Is(Q, t) ∼ exp (−Γt) with Γ = 1/τ = DsQ

2, where τ is the decay constant
and Ds is the self-diffusion coefficient. This transforms in the energy domain
to a Lorentzian function with the width Γ . For larger scattering vectors, Γ
depends on the geometric and dynamic details of the diffusion process. Obvi-
ously, for a particle at rest, Γ = 0 and S(Q, ω) is a sharp (elastic) line δ(ω)

2In this context, “small” means: (i) the concerned energy transfers are located in
the low-energy region of inelastic neutron scattering spectra, and (ii) they cover a
region close to zero, but are still resolved by the elastic energy resolution
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at �ω = 0. This is analogous to resonance absorption of gamma rays, where
this corresponds to the well-known Mössbauer line.

The interpretation of the scattering function S(Q, ω) in terms of diffusive
and/or vibrational processes is relatively simple, if

– such motions can be described by classical physics, i.e., when quantum
effects can be completely neglected, and if – as in most practical cases

– the scattering can be treated in first Born approximation. This allows an
evaluation and interpretation of S(Q, ω) by pair correlation functions for
the scattering nuclei in space and time, which includes the self-correlation
function Ss(Q, ω) as a special case.

This chapter(Part I) is organized in several sections dealing with the var-
ious topics relevant in our context in the following order: (i) Basic theory of
neutron scattering: Incoherent and coherent scattering functions and interme-
diate scattering functions; Van Hove correlation functions; coherent structure
factor, elastic incoherent structure factor (EISF); experimental resolution and
observation time. (ii) Instruments for QENS spectroscopy in (Q, ω)-space: di-
rect and inverted geometry time-of-flight (TOF), and backscattering (BSC)
techniques. (iii) Instruments for QENS spectroscopy in (Q, t)-space: NSE and
NRSE techniques. For applications of these techniques in biological studies,
the reader is referred to Part II in this volume.

15.2 Basic Theory of Neutron Scattering

Information on the dynamic structure of condensed matter is obtained by
analyzing the intensity of neutrons, for instance from a monochromatic beam
scattered by a sample into a solid angle element dΩ and an energy interval
d(�ω). This is proportional to the double-differential scattering cross-section
d2σ/dΩdω which reads

d2σ

dΩ dω
=

k

k0

σ

4π
S(Q, ω) . (15.3)

It is factorized in three independent components: (i) The ratio of the wave
numbers k and k0 characterizing the scattering process, (ii) the total scat-
tering cross-section σ for a rigidly bound nucleus (where σ = 4πb2 and b is
the corresponding scattering length of the nucleus), and (iii) the Van Hove
scattering function S(Q, ω) [1]. The latter depends on the scattering vector
Q and the energy transfer �ω as defined by Eqs. 15.1 and 15.2. The struc-
tural and dynamical properties of the scattering sample are fully described by
S(Q, ω) which, for monatomic systems, does not depend on neutron–nuclear
interaction, i.e., on the nuclear cross-sections. The scattering function and its
relation with several other functions important for the description of scatter-
ing experiments will be discussed below. The details of the derivation can be
found in standard text books [2–4].
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Before we can consider these relations and the properties of scattering func-
tions, we have to note a complication due to the fact that a nuclear species
consists of isotopes with different scattering lengths b1, b2, . . . and concentra-
tions c1, c2, . . . . Therefore the intensity of scattered neutrons will in general
have to be summed over terms with different scattering lengths, randomly dis-
tributed over the atomic sites ri. This randomness of the amplitudes destroys
part of the interference one would observe due to neutron waves scattered by
different nuclei, if they all had identical scattering lengths. A similar effect is
caused by the spin of the nuclei and that of the neutron, because the scat-
tering length depends on their relative orientations. This leads to scattering
lengths b+ and b− corresponding to parallel and antiparallel orientation, with
fractions c+ = (I + 1)/(2I + 1) and c− = I/(2I + 1), respectively, where I is
the nuclear spin. If nuclei and/or neutron spins are unpolarized, this gives a
random distribution of b+ and b−. Randomness destroys part of the interfer-
ence and for ideal disorder the cross-section can be separated into a coherent
part with interference terms due to pairs of atoms (including the self-terms)
and an incoherent part, where interference between waves scattered by dif-
ferent nuclei has completely cancelled out, such that the double-differential
cross-section reads

d2σ

dΩ dω
=

k

k0

[σcoh

4π
Scoh(Q, ω) +

σinc

4π
Sinc(Q, ω)

]
. (15.4)

The coherent scattering function, Scoh(Q, ω) in the first term, is due to
the atom–atom pair-correlations, whereas the incoherent scattering function,
Sinc(Q, ω) in the second term,3 merely conveys self-correlations of single atoms
and, as a consequence, only intensities (and not amplitudes) from scattering
by different nuclei have to be added.

One can easily show that the total scattering cross-sections σcoh and σinc

have the following meaning:

σcoh = 4πb̄2 with b̄ =
∑

cibi , (15.5)

σinc = 4π
(
b̄2 − b̄2

)
with b̄2 =

∑
cib

2
i . (15.6)

In subsequent sections we will mainly deal with the incoherent, and occasion-
ally with the coherent scattering function. The reason is, that the neutron
scattering from native biological material is in most cases largely dominated
by that of hydrogen atoms which are usually present in large numbers in or-
ganic molecules. For the hydrogen nucleus (the proton), the incoherent scat-
tering cross-section is between 10 and 20 times larger than other scattering
cross-sections, such that the separation of the incoherent scattering function

3Note that the following notations for the scattering functions (dynamic structure
factors) are customary in the literature: S(Q, ω) or Scoh(Q, ω) for coherent, and
Ss(Q, ω) or Sinc(Q, ω) for incoherent scattering
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Ss(Q, ω) is especially easy. In the case of scattering-density fluctuations with
sizeable correlation lengths, the coherent scattering contribution becomes sig-
nificantly higher than the incoherent one in the small angle scattering range
where the contrast between the coherent scattering length densities of different
molecules or molecular subunits contributes as the square of the number of
diffusing centers (see Sect. 15.5). The total coherent and incoherent (bound)
scattering cross-sections are empirically known and can be found in tables [5].
The fundamental aspects of neutron–nucleus scattering are treated in an ex-
cellent review, see [6].

15.2.1 Van Hove Scattering Functions and Correlation Functions

Let us now consider the connection between scattering functions and static
structure factors. The momentum-dependent and energy-dependent scatter-
ing function S(Q, ω) was derived by Van Hove starting from the well-known
static structure factor S(Q), which is the energy-integrated scattering inten-
sity (traditionally called “diffraction pattern”). For the simplest case of N
identical atoms at positions r0, r1, . . . , rN , this is proportional to the square
of the sum of amplitudes, where the phase differences between the waves scat-
tered by pairs of particles (i, j), located at instantaneous positions (ri, rj)
have been taken into account. The structure factor per atom is then given by

S(Q) = N−1
N∑

i=1

N∑
j=1

e−iQ(ri−rj) = N−1

∣∣∣∣∣
N∑

i=1

eiQri

∣∣∣∣∣
2

. (15.7)

If, however, with the aid of energy analysis in a scattering experiment, the
motion of nuclei (connected e.g., with molecular vibrations and/or diffusion) is
observed, the structure factor becomes time-dependent: one gets the so-called
intermediate scattering function (or intermediate dynamic structure factor)
with time-dependent space coordinates r(t)

I(Q, t) = N−1
N∑

i=1

N∑
j=1

〈
e−iQri(0)eiQrj(t)

〉
. (15.8)

In the most general (i.e., the quantum-mechanical) case, ri are operators, and
〈· · · 〉 is a thermal average of the expectation value for the product enclosed
in the brackets. Under classical conditions, i.e., at sufficiently low energies
and sufficiently high temperatures, which is usually fulfilled in the context of
quasielastic neutron scattering on biological samples in a physiological envi-
ronment, the quantities r are vectors in space and not operators, and 〈· · · 〉 is
simply the thermal average. If the scattering is incoherent, we need only the
self-terms in Eq. 15.8 which leads to

Is(Q, t) = N−1
N∑

i=1

〈
e−iQri(0)eiQri(t)

〉
. (15.9)
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Here, since all the atoms are assumed to be identical, Eq. 15.9 can be sim-
plified: the index i may be omitted and the sum

∑
replaced by N . From

these relations Van Hove [1] derived the following expression for the coherent
scattering function S(Q, ω):

S(Q, ω) = (2π)−1

+∞∫
−∞

I(Q, t)e−iωtdt . (15.10)

Similarly, for its self-part, namely the so-called “incoherent” contribution (see
Eq. 15.11), he obtained

Ss(Q, ω) = (2π)−1

+∞∫
−∞

Is(Q, t)e−iωtdt . (15.11)

Furthermore, he defined the correlation functions,4 namely

G(r, t) = (2π)−3

+∞∫
−∞

+∞∫
−∞

e−i(Qr−ωt)S(Q, ω) dQ dω , (15.12)

and for the self-part

Gs(r, t) = (2π)−3

+∞∫
−∞

+∞∫
−∞

e−i(Qr−ωt)Ss(Q, ω) dQ dω . (15.13)

Finally, by inversion the scattering functions are expressed as time Fourier
transforms of these correlation functions, i.e.,

S(Q, ω) = (2π)−1

+∞∫
−∞

+∞∫
−∞

G(r, t)ei(Qr−ωt)dr dt , (15.14)

Ss(Q, ω) = (2π)−1

+∞∫
−∞

+∞∫
−∞

Gs(r, t)ei(Qr−ωt)dr dt . (15.15)

The interpretation of Eqs. 15.8–15.13 is straightforward in the classical ap-
proximation. The interference of neutron waves scattered by pairs of different
atoms at positions ri and rj at different times 0 and t, respectively, is taken
into account by the cross terms with i �= j in I(Q, t). Is(Q, t), however, does
not contain such cross terms, because it is only due to the interference of waves
scattered by the same nucleus which is in general located at different posi-
tions for different times. The classical meaning of the Van Hove correlation

4Now called Van Hove correlation functions after this author
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functions can therefore be described as follows: G(rj −ri, t) is the conditional
probability per unit volume to find an atom (nucleus) at a position rj at time
t, if this or another atom has been at a position ri, with a distance vector
r = rj − ri, at a previous time t = 0. Analogously, the self-correlation func-
tion, Gs(r, t), is the conditional probability per unit volume to find an atom
at r(t) at time t, if the same atom has been at the origin r = 0 at t = 0.

When using this classical interpretation, one should however not forget its
limits. The conditions for the validity of the classical approximation are, that
the amounts of energy and momentum exchanged in the scattering process
remain sufficiently small to fulfill the following relations with the thermal
energy:

|�ω| � 1
2
kBT, (15.16)

(�Q)2

2M
� 1

2
kBT , (15.17)

where kBT = Boltzmann’s constant and M = atomic mass. Therefore quan-
tum effects are expected for large Q and large ω (or for small r and small
t). In the realm of quasielastic neutron scattering concerned with ranges of
fairly small Q and ω, the scattering functions may nevertheless be calculated
classically, if they are then corrected by the so-called detailed-balance fac-
tor, exp(−�ω/2kBT ). Because of the energy dependence of level occupation
according to the Boltzmann distribution, the exact (quantum-mechanical)
scattering functions for energy gain and energy loss are always related in the
following way:

S(−Q,−ω) = exp (+�ω/kBT )S(Q, ω). (15.18)

This asymmetry with respect to �ω = 0 distinguishes S(Q, ω) from the clas-
sical function, Scl(Q, ω), which is symmetric in ω. The symmetric function
obtained, if both sides of Eq. 15.18 are multiplied by the detailed-balance fac-
tor, is a very good approximation of Scl(Q, ω); from this we obtain the true
S(Q, ω):

S(Q, ω) = exp (−�ω/2kBT )Scl(Q, ω) (15.19)

and analogously for incoherent scattering:

Ss(Q, ω) = exp (−�ω/2kBT )Scl
s (Q, ω). (15.20)

Since in this chapter, we will essentially deal only with classical scattering
functions, the superscript “cl” for classical functions will be omitted.

The following special cases of Van Hove’s correlation functions are of par-
ticular interest. At t = 0, we have

Gs(r, t = 0) = δ(r) and G(r, t = 0) = δ(r) + g(r) , (15.21)
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where g(r) is the instantaneous pair correlation function accessible through
diffraction experiments. From this one gets

S(Q) =

+∞∫
−∞

S(Q, ω)dω = 1 +

+∞∫
−∞

g(r)eiQrdr = I(Q, t = 0). (15.22)

Furthermore, we note that at r = 0, Gs(r, t) is the probability that a certain
nucleus which was at r = 0 for t = 0, is still (or again) at r = 0 for a time t.

15.2.2 The Elastic Incoherent Structure Factor

Another important special case concerns the behavior of the correlation func-
tions at very long times. For an atom diffusing in a space which is very large
as compared to the interatomic distances, the self-correlation function Gs(r, t)
vanishes, if t goes to infinity, whereas, for an atom bound to a finite volume
(e.g., as part of a rotating molecule fixed in a crystal), Gs(r, t) approaches a
finite value Gs(r,∞) for r varying in the interior of this volume. In fact, very
generally, the self-correlation function can be split into its asymptotic value
in the long-time limit and a time-dependent term G′

s(r, t), according to

Gs(r, t) = Gs(r,∞) + G′
s(r, t). (15.23)

The Fourier transform of this expression reads

Ss(Q, ω) = (2π)−1

+∞∫
−∞

+∞∫
−∞

ei(Qr−ωt)[Gs(r,∞) + G′
s(r, t)]dr dt , (15.24)

which gives
Ss(Q, ω) = Sel

s (Q)δ(ω) + Sin
s (Q, ω). (15.25)

It is seen that the incoherent scattering function is decomposed into a purely
elastic line, Sel

s (Q)δ(ω), with the integrated intensity Sel
s (Q), and a nonelastic

component, Sin
s (Q, ω). The elastic line is the result of diffraction of the neutron

on the “infinite time” distribution in space of a single nucleus spread over a
finite volume by its motion, as already pointed out by Stiller [7]. Therefore,
we can derive information about the structure in a very direct way from
incoherent scattering [8]. This is clearly a rather important result of the Van
Hove theory. We now turn to its application which will be further discussed
later, in the context of practical examples in the subsequent Sections.

In order to systematically exploit the theoretical fact expressed by Eq. 15.25
in neutron scattering experiments, the concept of the elastic incoherent struc-
ture factor (EISF) was formulated by Lechner in 1971 (for reviews see [9–11]).
The EISF concept provides a method, that permits the extraction of struc-
tural information on localized single-particle motions by the determination
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of the elastic fraction of the measured spectral intensity. The idea is simple:
First, by employing sufficiently high energy-resolution, the measured integrals
of elastic (Iel) and nonelastic (I in) components of the scattering function in
Eq. 15.25 – after trivial corrections for the factor k/k0 (see Eq. 15.3), the sam-
ple self-attenuation and the energy-dependent detector efficiency – are deter-
mined separately. Then an intensity ratio involving the two integrals can be
defined,

EISF =
Iel

(Iel + I in)
=

ASel
s (Q)[

A
+∞∫
−∞

Ss(Q, ω)dω

] , (15.26)

where A is a normalization factor proportional to experiment parameters such
as the incident neutron flux, the sample size, the detector efficiency, the dura-
tion of the measurement, etc. Obviously, the difficulty of an absolute intensity
calibration, is avoided in the determination of the EISF by Eq. 15.26: The nor-
malization factor cancels, the integral of the incoherent scattering function is
equal to 1 by definition, and we simply have EISF = Sel

s (Q). Here, we have
used the relations 15.25 and 15.26 as a starting point for obtaining a defin-
ition of the EISF. The coefficient Sel

s (Q) in these two equations is the EISF
in its most general form, since it includes all the motions of the scattering
atom.

However, the determination of this “global” EISF is generally not the im-
mediate aim of an experiment, for the following reasons. First of all, one is
often more interested in specific types of motions, than in all of them. Secondly,
an unambigous measurement of a global EISF is not easily achieved in just
one single experiment. Every measurement has a well defined energy resolution
connected with an effective energy transfer window (see the corresponding dis-
cussion in Sect. 15.2.3). Essentially only the dynamics of the specific motions
occurring in this energy range are visible, because much slower motions are
hidden within the energy resolution function, whereas much faster motions
appear only as a flat background. This can be used to experimentally isolate
the effect of a specific motion. It is therefore much more interesting to apply
the EISF concept to the elastic component of each specific type of motion,
e.g., to molecular rotation, rather than to the combined effect of all atomic
motions. The expression to be used for the analysis of such specific motions
is formally the same as Eq. 15.26. However, we have to replace the nonelas-
tic integral (I in) by the corresponding quasielastic integral (Iqe), and keep in
mind that the incoherent scattering function, Ss(Q, ω), must now be replaced
by a partial incoherent scattering function, Sqe

s (Q, ω), consisting merely of
an elastic term (measured integral: Iel) and a quasielastic term (measured
integral: Iqe) which correspond to the specific motion under study. The EISF
then reads:

EISF =
Iel

(Iel + Iqe)
=

ASel
s (Q)[

A
+∞∫
−∞

Sqe
s (Q, ω)dω

] . (15.27)



318 R.E. Lechner et al.

Here, the effect of faster motions has been subtracted as a flat “inelastic”
background and only appears as an attenuating Debye–Waller factor bound
to be cancelled, because it is included in the normalization factor A. Note that
Sqe

s (Q, ω) by definition has the same normalization as Ss(Q, ω). The feasibility
conditions are that (i) the energy resolution is adapted to the time scale of
the motion of interest, (ii) this motion is sufficiently well separated on the
energy-scale from other motions of the same atom, and (iii) the assumption of
dynamical independence of the different modes from each-other, e.g. rotations
and vibrations, represents an acceptable approximation (see Eqs. 16.1 and 16.2
in Sect. 16.2.1 of Part II in this volume).

It is this possibility of isolating the EISF of specific modes of motions, that
has proved of most practical importance for the application of the technique.
This isolation, of course, means separating the elastic from the quasielastic
component of the QENS spectrum. Due to an important sum rule concerning
the incoherent scattering function, namely the property that its integral is
equal to unity, we have

EISF(Q) + QISF(Q) = 1, (15.28)

where QISF is the quasielastic incoherent structure factor. The latter is the Q-
dependent spectral weight of the quasielastic component. It obviously contains
the same structural information as the EISF, and is sometimes used instead
of the latter, for technical reasons (e.g., in case of Bragg contamination of the
EISF).

The EISF method represents a strategy for finding the appropriate differ-
ential equations and their boundary conditions for the dynamical mechanisms
of localized atomic motions in condensed matter. In principle, this method
can also be applied to pertinent problems concerning biological systems. This
is demonstrated by Fig. 15.1 showing typical EISF curves which are the sig-
natures of specific localized atomic motions and their different geometries in
space. The curves have been calculated from the expressions given for various
models of motion in Table 15.1. The models are characterized by the symme-
try of the motion, its spatial extension represented by the radius R, and the
orientation of the momentum transfer vector Q with respect to the atomic
displacement vectors. Note that two of these models, “no component of mo-
tion along the vector Q” (non ‖ Q) and “continuous diffusion on a circle”
(cont. C) [12], are anisotropic, whereas two of them, “continuous diffusion on
a spherical surface” (sph. S) [13] and “continuous diffusion in the interior of
a spherical volume” (sph. V) [14], are intrinsically isotropic. The three jump
model curves shown are presented in a form which is isotropic due to orienta-
tional averaging. The full theoretical expressions for these and other models
can be found in [4, 9].

From the shape of the EISF as a function of the dimensionless parameter
QR (Q = momentum transfer, R = radius of rotation or radius of the spheri-
cal volume of diffusion, respectively), the mechanism of the concerned motion
can be recognized. Early and subsequent experiments have been reviewed
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Fig. 15.1. Elastic incoherent structure factor (EISF) for various models of local-
ized diffusive (e.g., rotational) motion of small side-groups of biological macromole-
cules, or of small solute molecules or even water molecules in an aqueous solution.
The corresponding theoretical expressions are given in Table 15.1; the abbreviations
have the following meaning: non ‖ Q = no component of motion along the vector
Q; 2S–J , random jump diffusion between two sites separated by a distance 2R;
3S–J , random jump diffusion between three equidistant sites on a circle of ra-
dius R; 4S–J , random jump diffusion between four equidistant sites on a circle of
radius R; cont. C, continuous diffusion on a circle with radius R, with the Q vector
in the plane of the circle; sph. S, continuous diffusion on a spherical surface with ra-
dius R; sph. V, continuous diffusion in the interior of a spherical volume with radius
R. Note that two of these models, non ‖ Q and cont. C, are anisotropic, whereas
two, sph. S and sph. V, are intrinsically isotropic. The three jump models are pre-
sented in an isotropic form obtained by orientational averaging. The full theoretical
expressions for these and other models can be found in [4, 9]

extensively [9, 10, 15]. In [10], the importance of the dynamic independence
approximation for the definition of the EISF of specific motions, the relation
between Debye–Waller factor, Lamb–Mößbauer factor and EISF, as well as the
observation-time dependence of the latter are discussed in detail. In biology-
related studies, the method has been applied for instance to isolate the effects
of the motion of small side-groups from the total scattering function of a pro-
tein containing membrane [16]. More general discussions of Van Hove’s theory
and its application can be found in text books; see for instance [2, 4, 17].

15.2.3 Experimental Energy Resolution

Let us now turn to the problem of experimental resolution. Eqs. 15.14 and
15.15 represent a Fourier analysis of the neutron scattering functions S(Q, ω)
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Table 15.1. EISF expressions corresponding to the curves of Fig. 15.1 for several
models of atomic motion; the meaning of the model names is explained. [J0(QR)]
= Bessel function of the first kind, with integer order; [jn(QR)] = spherical Bessel
function of the first kind, with fractional order; R = radius

model name meaning : EISF

non ‖ Q no component of motion along the 1.0

vector Q

2S–J random jump diffusion between two 1
2
[1 + j0(2QR)]

sites separated by a distance 2R;

orientationally averaged function

3S–J random jump diffusion between three 1
3
[1 + 2j0(QR

√
3)]

equidistant sites on a circle of radius R;

orientationally averaged function

4S–J random jump diffusion between four 1
4
[1 + j0(2QR)

equidistant sites on a circle of radius R; +2j0(QR
√

2)]

orientationally averaged function

cont. C continuous diffusion on a circle with [J0(QR)]2

radius R, with Q ‖ plane of circle [12]

sph. S continuous diffusion on a spherical [j0(QR)]2

surface with radius R [13]

sph. V continuous diffusion in the interior [3j1(QR)/QR]2

of a spherical volume with radius R [14]

and Ss(Q, ω) , respectively, with the Van Hove correlation functions in space
and time, G(r, t) and Gs(r, t) , as coefficients. We draw the attention to
the fact that the scattering functions S and Ss defined in Eqs. 15.4–15.15, as
well as the corresponding correlation functions G, Gs, and the intermediate
scattering functions I, Is, cannot be determined experimentally in their pure
forms: For instance, the measured scattering functions are broadened due to
convolution with the experimental resolution functions R(Q, ω) in the four-
dimensional (Q, ω)–space. In the case of incoherent scattering, the Q–spread
of the resolution can often be neglected, when the studied functions are only
slowly varying with Q. Then it is sufficient to “deconvolute” (see Sect. 15.5)
the measured resolution-broadened “scattering function”,

[Ss(Q, ω)]meas =

+∞∫
−∞

Ss(Q, ω
′
)R(ω − ω

′
)dω

′
(15.29)
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merely from the energy resolution function R(ω). The latter may have a shape
close to a Gaussian or a Lorentzian, with an energy width ∆(�ω) defined as the
half-width at half maximum (HWHM)5. Note that this width is connected,
by the uncertainty relation, with the experimental observation time ∆tobs

which is the decay time of the observation function R∗(t) in the Fourier time
domain [10,15,18]:

∆(�ω)∆tobs
∼= � (15.30)

While the resolution function R(ω) has the effect of broadening the neutron
scattering function along the energy transfer coordinate of the experiment, the
observation function R∗(t) is a factor, which increasingly attenuates the Van
Hove correlation function, as the Fourier time increases: R∗(t) is the Fourier
transform of R(ω) and is therefore in most practical cases a function essentially
decaying with increasing time. The net effect is, that the correlation functions
are observed in a Fourier time window, with an upper limit controlled by
the decay time-constant of the observation function. The low-time limit of
this window has a different origin: For instruments working in (Q,ω)-space,
it is mainly a consequence of the (always limited) statistical accuracy of the
measurement, because quasielastic intensities typically decrease with increas-
ing energy transfer, and therefore counting statistics become the poorer the
larger the energy transfers are as compared to the energy-resolution width.

Let us consider an example, in order to illustrate the implications of ex-
perimental resolution in the study of dynamic structure in the framework of
the Van Hove formalism (Eqs. 15.7–15.15): We assume, for simplicity, that the
scattering particle carries out a random motion described by a superposition
of several components with n different rates, τ−1

1 , τ−1
2 ,. . . ,τ−1

n . The scattering
function will then be a sum of Lorentzians centered at zero energy transfer
(see the following sections). If this quasielastic spectrum is studied with an in-
strument resolution ∆(�ω), the resulting resolution-broadened spectrum will
have a width larger than ∆(�ω). This “quasielastic peak” will be dominated
by contributions from those motions which have rates τ−1

i
∼= ∆(�ω). While

much slower motions are hidden within the resolution function, much faster
motions will produce only a flat “background” which cannot be easily dis-
tinguished from the usual constant background of the experiment. In order
to be able to extract information on all relevant motional components, one
needs to carry out several measurements with properly chosen resolutions.
This procedure may in practice require the application of more than one type
of spectrometer. Quasielastic neutron scattering spectra obtained with one
single energy resolution only, usually furnish incomplete information. In order
to avoid wrong conclusions, it is typically necessary to employ at least three
different energy resolutions in the study of a given problem. Figure 15.2 shows

5For practical reasons, we prefer here to define the resolution by its HWHM; note,
however, that in the literature the resolution width is often represented by its full-
width at half maximum (FWHM)
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Fig. 15.2. Purple membrane spectra measured with three different energy resolu-
tions (300, 100, and 34 µeV (FWHM)) using incident wavelengths λ = 4.54, 5.1, and
6.2 Å, respectively. The shaded spectra represent the resolution function obtained
from a vanadium standard sample. In spite of identical dynamics the three PM spec-
tra show strong quasielastic components with rather different apparent linewidths.
This is of course due to the different observation times (i.e., different energy res-
olutions) employed, emphasizing dynamical aspects on different time scales of the
system under study. Sample: stacks of purple membrane equilibrated at 98% rela-
tive humidity (D2O), at room temperature. Illuminated sample size: (30 × 60)mm2.
Measurement times: 3 h (∆E = 300 µeV), 7 h (∆E = 100 µeV) and 14.4 h (∆E =
34 µeV), respectively. Spectra measured by J. Fitter and R.E. Lechner with the
multichopper time-of-flight spectrometer NEAT (see Sect. 15.3.2). Figure from [19]

as an example three spectra from a study of purple membrane [19], which
demonstrate the qualitative similarity, but quantitative difference of the spec-
tra in such a series of measurements.

Since ∆(�ω) is related in a simple way to the instrumental energy spreads
of incident and scattered neutrons, the observation time ∆tobs is connected
with (although not equal to) the coherence time of the incident neutron wave
packet. In spin–echo experiments, where intermediate scattering functions are
measured (as a function of t), the resolution problem requires a different
treatment. Here, instead of the necessity to fold scattering functions with
energy resolution functions, the correction for this resolution effect essentially
reduces to dividing the measured spectra by the experimental observation
function R∗(t).

The principle of experimental observation time, energy and Fourier time
windows in quasielastic neutron scattering, and their relevance for the deter-
mination of dynamic structure, and especially in problems concerning dif-
fusive atomic and molecular motions in condensed matter, has been dis-
cussed extensively in [10, 18]. For further detailed literature related to the
Van Hove concept and quasielastic neutron scattering, we refer to the reviews,
monographs, and books especially devoted to this topic [4, 9–11, 17, 20–23].
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A general review of diffusion studies employing quasielastic neutron scatter-
ing techniques is given in [24].

15.3 Instruments for QENS Spectroscopy in
(Q, ω)-Space

The role of a neutron scattering spectrometer is to monitor neutron inten-
sity as a function of the wavevector Q (momentum �Q) and the energy �ω
exchanged with the sample. If we except the special case of Neutron Spin-Echo
spectrometers, the wavelength, velocity or energy of neutrons, or their distrib-
ution as a function of these variables, have to be defined before, and analyzed
after scattering in the sample. Several techniques are being used: Crystal Bragg
reflection (XTL) for wavelength definition as a function of the reflection an-
gle, neutron time-of-flight (TOF) selection and measurement using a pulsed
incident beam, wavelength-band selection employing a continuous neutron ve-
locity selector. In most of the quasielastic neutron scattering experiments, the
scattering function S(Q, ω) is directly measured by TOF spectrometry with
resolutions from about 1 µeV to a few 1000 µeV, or by backscattering (BSC)
spectroscopy, with resolutions of the order of 0.1–20 µeV. This allows to cover,
by QENS, a range of diffusion coefficients between 10−12 and 10−8 m2s−1, or,
correspondingly, of characteristic times from 10−9 s to 10−13 s. Last-not-least,
neutron spin echo (NSE) spectrometers employ neutron polarization, together
with polarization analysis to define and determine the phase of neutron spins
precessing in magnetic fields. The NSE method permits the direct determina-
tion of the intermediate scattering function, I(Q, t), instead of S(Q, ω). This
technique extends the Fourier time scale up to 10−7 s, corresponding to an
energy resolution limit in the neV region, where diffusion coefficients of the
order of 10−13 m2s−1 can be measured. This will be discussed in Sect. 15.4.
The TOF and BSC methods will be explained in the following.

15.3.1 XTL–TOF Spectrometers

There are different techniques of neutron time-of-flight spectrometry. Basi-
cally, XTL–TOF spectrometers6 [25] use a crystal monochromator to create a
continuous monochromatic beam, i.e., the incident neutron beam is monochro-
matized by Bragg reflection. For a given Bragg angle Θ and a corresponding
reciprocal lattice vector G, the monochromator selects a certain neutron wave
number k0 = mv0/�, following the Bragg equation:

|G| = 2k0 sinΘ . (15.31)

The monochromatic beam is then periodically chopped by a disk- or Fermi-
chopper, before it hits the sample. The energy distribution of the scattered

6XTL stands for crystal and TOF for time-of-flight
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neutrons is obtained by measuring their time-of-flight from the sample to the
detectors which cover a large range of solid angle and consequently of Q-values.
A more sophisticated version uses several crystal monochromators (located
at slightly different positions and with slightly different orientations on the
neutron guide) which reflect several different wavelengths selected. Due to the
correlation between the monochromator reflection angle and the wavelength
of reflected neutrons (and there velocities), the Fermi-chopper consecutively
transmits neutron pulses from these different parts of the incident neutron
beam, so that all these neutrons arrive on the detector at the same time.
This is the time-focusing principle. The prototype of this spectrometer is
IN6 [26–28] at the ILL.

A more recent version of this instrument type is the spectrometer FOCUS
at PSI [29] shown by the schematic representation in Fig. 15.3. This spectrom-
eter uses a monochromator covering a large beam area, which is composed of
several tens of crystal pieces with horizontal and vertical focusing (variable
radius of curvature). The distance between the guide exit and the monochro-
mator can be varied in order to achieve either a high intensity-low resolution
mode or one with lower intensity, but higher resolution. This type of time-
of-flight instrument is characterized by five main parameters [30]: the lattice
spacing d of the crystals, the monochromator Bragg angle θM, the width W

1 m

1 Shutter

1
2 3
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2 Disc chopper

3 Be filter

4 Monochromator

5 Fermi chopper

6 Sample

7 Ar chamber

8 Detectors

Fig. 15.3. FOCUS spectrometer at Paul-Scherrer Institut (PSI) [29]; FOCUS is
a typical XTL–TOF spectrometer, i.e., a time-of-flight instrument with a Bragg
monochromator and a TOF analyzer. While the monochromator selects the inci-
dent neutron energy E0, the energy of the scattered neutrons E is determined by
measuring the neutron flight time
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of the monochromator, the distances from the guide exit to the monochroma-
tor and from the monochromator to the sample, dGM and dMS, respectively.
The width of the wavelength distribution obtained by this setup is essentially
given by:

∆λ = d sin(θM) W cos(θM)
∣∣∣∣ 1
dGM

− 1
dMS

∣∣∣∣ . (15.32)

Further contributions to the energy resolution, i.e., the energy transfer un-
certainty at the detector, are the mosaic spread ∆θM of the monochromator,
the incident beam divergence, and the sample–detector time-of-flight spread
due to finite thicknesses of sample and detectors. If these contributions are
independent of each-other, they may be added quadratically.

When dGM � dMS, the term given by Eq. 15.32 vanishes, and the highest
possible resolution is achieved, but at the expense of beam intensity. On the
other hand, the neutron intensity is maximized, when dGM is chosen as small
as possible, the resolution is then lower. Applications of the XTL–TOF tech-
nique, using IN6, are described in Sects. 16.4.4 and 16.5.2 of Part II in this
volume.

15.3.2 TOF–TOF Spectrometers

Alternatively, in the case of a TOF–TOF spectrometer, both v0 (k0) and
v (k) are selected by time-of-flight using (at least) two choppers in front of
the sample, with a mutual phase shift which determines v0. For thermal
neutrons, Fermi-choppers are often used, whereas disk-choppers are prefer-
entially employed in the case of cold neutrons. A multidisk chopper time-of-
flight (MTOF) instrument is illustrated schematically in Fig. 15.4 [31]. The
two principal choppers, CH1 and CH2, the sample S and the detectors D are
separated by the distances L12, L2S, and LSD, respectively, which have val-
ues of the order of several meters. CH1 and CH2 create neutron pulses with
widths τi and τii, and define the incident neutron wavelength λ0 and its
band width. More precisely, the phase difference between CH1 and CH2 al-
lows the latter to select the “monochromatic” wavelength of the experiment.
The scattering processes in the sample then cause neutron wavelength shifts
to smaller or larger values of λ. In Fig. 15.5, a neutron flight-path diagram
is shown. It explains the method in more detail and demonstrates the filter
action of the various disks of the chopper cascade. While the neutron time-
of-flight is measured along the horizontal axis, the vertical axis represents
the flight-path between the different elements of the chopper cascade. The
filter choppers, CHP and CHR perform pre-monochromatization and pulse-
frequency reduction of the beam, respectively, in order to avoid frame-overlap
at the monochromator disk CH2 and at the detectors. The spectra shown
schematically on the top of the figure, correspond to a study of the rotational
motion of OH− ions [43] with the MTOF spectrometer IN5 at ILL, carried
out in 1975 using 4 Å neutrons. The diagram also demonstrates the periodic-
ity of the data acquisition procedure, inherent in a pulsed experiment. Each
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Fig. 15.4. Schematic sketch of a multidisk chopper time-of-flight (MTOF) spec-
trometer: CH1 and CH2 are the two principal choppers defining the monochromatic
neutron pulse and its wavelength bandwidth; S = sample, D = detectors; L12, L2S,
and LSD are the distances between these elements of the instrument; τi and τii are
the widths of the pulses created by CH1 and CH2, λ0, λ the incident and scattered
neutron wavelenths (after [31]). Inset : the pulse-width ratio (PWR) optimization
formula for elastic and quasielastic scattering [32]. Typical instruments of this type
are IN5 [33–36] at ILL in Grenoble, MIBEMOL [37] at LLB in Saclay, both France;
NEAT [38–41] at HMI in Berlin, Germany; and DCS [42] at NIST in Gaithersburg,
USA

TOF period Pspec in principle contains one spectrum. But the duration of
the measurement must cover a large number of such periods, the spectra of
which (about 106 for a measurement time of 3 h) are added together, in order
to obtain sufficient statistical accuracy. The pulse repetition rate P−1

spec of the
experiment is limited by the necessity of avoiding frame overlap, which means
the superposition of the fastest neutrons (scattered with energy gain) within
a time-of-flight period and the slowest neutrons (scattered with energy loss)
from the previous period. This requires

Pspec [µs] = 252.78 C λ0 [Å] LSD [m], (15.33)

where practical experimental units are indicated. The dimensionless constant
C has to be chosen depending on the width of the quasielastic spectrum and
the corresponding decay of its intensity on the low-energy side. C is usually
in the range of 1.2 ≤ C ≤ 1.8.

For a given incident neutron wavelength, the total intensity at the de-
tectors is essentially governed by the factor (τiτii), i.e., by the product of
the two chopper opening times [32] (see also [44]). The latter also control
the resolution, and thus intensity and resolution are connected through these
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Fig. 15.5. Neutron flight-path diagram: It demonstrates the filter action of the
various disks of the chopper cascade. The vertical axis represents the flight-path
between the different elements of the chopper cascade. CH1 defines the initial time-
distribution of the neutron pulse; CHP is the pre-monochromator; CHR is employed
for pulse frequency reduction, in order to avoid frame-overlap at the detectors; fi-
nally, CH2 selects the “monochromatic” wavelength band for the experiment. The
TOF spectra shown schematically on the top of the figure, correspond to a study of
the rotational motion of OH− ions [43] with the MTOF spectrometer IN5 at ILL,
carried out in 1975 using 4 Å neutrons. Each spectrum covers one TOF period Pspec;
see text for more details (from [31])

parameters. The most important and unique feature of this type of instru-
ment is the capability of varying the energy resolution continuously over sev-
eral orders of magnitude (see Sect. 15.2.3). We therefore give here explicitly
an expression for ∆(�ω). The energy resolution width (HWHM) at the detec-
tor [32], i.e., the uncertainty in the experimentally determined energy transfer
�ω, is given by

∆(�ω) [µeV ] = 647.2(A2 + B2 + C2)1/2/(L12LSDλ3)/2, (15.34)

where
A = 252.78 ∆L λ L12 (15.35)

B = τi(L2S + LSDλ3/λ3
0) (15.36)

C = τii(L12 + L2S + LSDλ3/λ3
0) (15.37)

∆L is the uncertainty of the length of the neutron flight path, which is
mainly due to beam divergence, sample geometry, and detector thickness. The
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constant coefficients in Eqs. 15.34 and 15.35 are valid, when the quantities L12,
L2S , LSD, ∆L are given in [m], λ0 and λ in [Å], τi and τii in [µs].

It follows from these expressions, that the energy dependent resolution, for
given λ0, strongly depends on the scattered neutron wavelength λ, whereas
the total intensity, as an integral property of the spectrometer, has no such
dependence. Furthermore, high resolution is favored by short pulse widths and
by large values of the distances L12 and LSD. If these distances are fixed, and if
sample geometry, λ0 and energy transfer have been chosen, then total intensity
and resolution-width only depend on the chopper opening times τi and τii.
Best instrument performance regarding intensity and resolution is achieved
not only by selecting suitable values of the individual pulse widths, τi and
τii, but also requires the optimization of their ratio (pulse-width ratio (PWR)
optimization [32, 38]). The optimization formula for elastic and quasielastic
scattering is shown as an inset in Fig. 15.4.

The continuous variation of the energy resolution over three orders of
magnitude is achieved by varying the chopper pulse widths τi and τii (which,
e.g., in the case of NEAT is possible by a factor between 1 and 40), and by
choosing the incident wavelength (yielding another factor, of up to about 30
for the wavelength range from 4 to 12 Å). Applications of this technique using
the MTOF spectrometer NEAT at HMI in Berlin, are described in Sects. 16.3.4
and 16.4.3 of Part II, this volume.

15.3.3 XTL–XTL Spectrometers

The energy-transfer regime in the µeV range is covered by back scattering
(BSC) spectrometry [45–48], which was invented by H. Maier-Leibnitz. BSC-
spectrometers are XTL–XTL instruments, i.e., they employ single-crystals as
monochromators and as analyzers, with Bragg angles close to π/2 in both
cases. For a given incident divergence of the beam, ∆Θ, the wave num-
ber spread produced by reflection from a crystal is given by differentiating
Eq. 15.31

∆kdiv

k
= cotΘ ∆Θ . (15.38)

For typical Bragg angles and ∆kdiv/k ≈ 10−2 rad one achieves an energy
resolution in the percent range. However, for Θ approaching π/2, ∆kdiv from
Eq. 15.38 goes to zero and we have to include the curvature of sinΘ which
leads to a second order contribution,

∆kdiv

k
=

(∆Θ)2

8
for Θ → π

2
. (15.39)

This situation is called “backscattering” which means that the incident and
the Bragg reflected beam are practically antiparallel. The square relation
Eq. 15.39 replaces the linear relation between ∆kdiv and ∆Θ: The intensity is
proportional to the incident solid angle (∆Θ)2, and we have (∆Θ)2 ∝ ∆kdiv
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instead of ∆Θ ∝ ∆kdiv, which is valid for Bragg angles other than π/2. This
means that under these conditions resolution and intensity are decoupled in
first order.

Actually, the wavevector spread is larger than ∆kdiv. Only a finite number
of lattice planes contribute to the Bragg line, which causes a finite width of
G, the so-called Darwin or extinction width [49],

∆kex

k
=

16πNcFG

G2
, (15.40)

where FG is the structure factor for the Bragg reflection at Q = G, Nc

is the number of lattice cells per unit volume. As an approximation, both
contributions can be added such that

∆E0

E0
= 2

[
(∆Θ)2

8
+

16NcFG

G2

]
. (15.41)

For neutrons from an Ni neutron guide and reflection on an ideal silicon waver,
one calculates ∆E0 = (0.24+0.08) µeV as incident neutron energy spread. For
the resolution in energy transfer, ∆(�ω), of a modern BSC-spectrometer, such
as the BSC-spectrometer IN16 (Fig. 15.6) at the ILL high-flux reactor [47,48],
one obtains values of 0.09, 0.2, and 0.43 µeV (HWHM), depending on the type
of monochromator and analyzer crystals used [48]. So far such values have not
been reached by any other kind of crystal spectrometer; they can in principle,
however, be achieved also by high-resolution TOF–TOF instruments at future
spallation sources [31].

The high energy resolution of IN16 is based on a Bragg angle fixed at 90◦;
the energy scan is performed by a Doppler drive, moving the monochromator
crystal (spherical, perfect Si(111), 450× 250 mm2; label 6 in Fig. 15.6) with a
sinusoidally varying speed vD. The resulting energy shift is [50]

δE0

E0
= 2

vD

v0
(15.42)

which yields an energy window of δE0 = ±14 µeV for maximum speed values
of vD = ±2.5 ms−1 and λ0 = 6.27 Å. The various components of the instru-
ment are arranged as follows: A double-deflector array (1 and 5 in Fig. 15.6)
selects the useful wavelength band from the cold-neutron guide. The first
deflector (1 in Fig. 15.6), a (broad-band) vertically focusing pyrolythic graphite
crystal separates the neutrons to be used from the incident beam and reflects
the whole energy-transfer range of about ±14 µeV, covered by the Doppler
motion of the monochromator, into a NiTi supermirror guide (2 in Fig. 15.6).
The latter focuses these neutrons vertically and horizontally onto the second
deflector (5 in Fig. 15.6). A Be-filter and a background chopper (3 and 4,
respectively, in Fig. 15.6) are located in a gap in the middle of this guide. The
second deflector (label 5 in Fig. 15.6), made of PG(002) crystals with a wide
mosaic, is mounted on a chopper wheel with alternating open and reflect-
ing segments. It sends a neutron pulse towards the monochromator (label 6
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Fig. 15.6. BSC-spectrometer IN16 at the ILL high-flux reactor [47, 48], schematic
view: 1 = first graphite deflector crystal; 2 = focusing supermirror guide; 3 =
Beryllium-Filter; 4 = background chopper; 5 = stationary graphite-crystal deflector
chopper; 6 = Doppler monochromator crystal; 7 = sample; 8 = spherically arranged
analyzer crystal array; 9 = multitube detector array. The Bragg angles at the silicon
single crystals (i.e., monochromator and analyzer, before and after scattering of the
neutrons by the sample) are close to 90◦. Other well-known spectrometers of this
type are the BSC-spectrometer at the Jülich FRJ-2 reactor, IN10 [46] and IN13 at
ILL in Grenoble, France, and HFBS [51] at NIST in Gaithersburg, USA

in Fig. 15.6). The monochromatic backscattered neutron pulse is transmitted
through the open segments to the sample. Obviously the system is designed in
such a way, that the necessary phase relations between Doppler drive, deflector
chopper, and background chopper are observed. To avoid that the scattered
neutrons are directly falling onto the detectors (before they have been filtered
by the Si analyzers), the incident beam is periodically interrupted by the back-
ground chopper, in phase with the Doppler movement. Only when the beam is
closed, the consecutively scattered and analyzed neutrons reach the detectors.
This ensures that the useful neutrons are reaching the sample, the analyzers,
and finally the detectors, while the background that would be caused by neu-
trons scattered without energy analysis from the sample directly into the
detectors, is discriminated. The monochromatic neutrons from the oscillating
monochromator crystal, falling onto the sample, being scattered, and finally
detected, are individually labelled with the corresponding instantaneous speed
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of the Doppler drive. The neutrons scattered by the sample are backscattered
by spherical shells of Si(111) crystals and thus focussed into a set of 3He
detectors. Each detector corresponds to a certain scattering angle or Q-value.
When the energy range is too narrow, the reflected neutron energy can be
additionally shifted by heating the monochromator, thus increasing the lattice
parameter, and/or using monochromators whose lattice parameter is some-
what smaller or bigger than that of the silicon analyzer [52]. In this way, the
range of the spectrometer (and also the resolution) can be adapted to the
problems.

Sometimes, BSC-spectrometers are used with the Doppler drive at rest, i.e.,
in the so-called elastic-window scan mode of operation (see [53], [54] and [23]
p. 284). In such a measurement one determines the intensity for the spec-
trometer set at ω = 0, corresponding to the convolution integral [Ss(Q, ω =
0)]meas = (Ss⊗R), where as an example, Ss is the incoherent neutron scatter-
ing
function and R is the energy resolution function (see Eq. 15.29). For scat-
tering functions with Gaussian shape in reciprocal space, when they permit
a time-independent atomic mean-square displacement to be defined (e.g., for
harmonic vibrations), and when the nonelastic scattering contribution to the
elastic channel is negligible, the Q-dependence of the scattered intensity at
zero energy transfer reads:

Ss(Q, ω = 0) = C exp [− < u2 > Q2], (15.43)

where C is a normalization factor, the exponential is the Debye–Waller factor,
and u is the component of the atomic displacement along the vector Q. This
expression may also be employed for any spatially restricted isotropic motion,
as long as Q is small enough (Gaussian approximation; see Sect. 16.3 in Part
II of this chapter, in this volume). It has even been used for non-Gaussian
probability density distributions, for instance in the context of the so-called
“dynamical transition” [55–59] (see Sect. 16.5.2 in Part II ; see also the article
by Lehnert and Weik in this volume). This is justified, as long as one keeps
in mind, that in such cases the quantity < u2 > becomes a phenomenological
parameter with a less precise meaning than in the harmonic-vibration case.
This parameter can be used for the qualitative study of the effects due to the
variation of external variables, such as the temperature.

Let us now consider a case, where the scattering function has an apprecia-
ble quasielastic component, with a temperature-dependent width of the same
order of magnitude as the energy resolution of the instrument. For instance, for
a Lorentzian-shaped spectrum Ss(Q,ω) = (Γ/π)/(Γ 2 + ω2) (see for instance
Eqs. 15.7 or 15.25 in Part II of this volume), and assuming a Lorentzian shape
for the resolution function as well (approximately valid for the classical BSC
spectrometer), with a width (HWHM) ∆(�ω), one obtains for the measured
window-scan intensity at zero energy transfer,

I(Q,ω = 0, T ) =
1
π

1
(Γ (Q,T ) + ∆(�ω))

. (15.44)
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We will now, for the purpose of discussion, assume that in our example a
single relaxation process (responsible for the Lorentzian line shape) is active
over the whole temperature range considered, and that it shows an Arrhenius
type behavior. Then, for sufficiently small temperatures, the quasielastic line
falls entirely into the energy resolution window. Therefore, it does not cause
any measurable quasielastic broadening. Then one gets for the window-scan
intensity:

I(Q,ω = 0, T ) =
1

(π∆(�ω))
. (15.45)

With increasing temperature, the line width Γ grows, and finally becomes
larger than the window ∆(�ω); the measured intensity of the window scan
then reveals a “stepwise” decrease. Therefore, a simple temperature scan al-
lows to get a qualitative survey of the diffusion or relaxation processes in the
sample as a function of temperature.

The intensity “step” represents a (purely methodical) transition from
nonobservability at low T to observability at high T of the relaxation process.
From the shape of this step the relaxation time of the single process can easily
be determined. Let us consider this problem for the more complex situation of
a localized diffusive process, implying an elastic in addition to a quasielastic
Lorentzian component. Here the same experimental method can be applied. If
the attenuating effect of (harmonic) vibrational motions is described by a clas-
sical Debye–Waller factor, the temperature-dependent window-scan intensity,
in logarithmic form, is given by [60]

ln(I) = −CTQ2 + ln(A(Q)/(π∆(�ω)) + (1 −A(Q))/[π(2�/τ2S + ∆(�ω))].
(15.46)

Here CT is the vibrational mean square displacement (with a temperature
coefficient C), A(Q) is the EISF, and τ2S is the relaxation time (for a two-
site jump model in our example; see Fig. 15.1 and Table 15.1). It is interest-
ing to note that the observability transition described by Eq. 15.46 can be
used not only to yield the relaxation time τ2S, but also for the determination
of the EISF, provided that the mechanism does not change in the T -region
of the step. For this purpose, the measured low-temperature straight line
of ln(I) vs. T is extrapolated to high T and compared with the measured
high-temperature line; the latter is obtained, when due to strongly increased
line-broadening, the quasielastic contribution to the intensity becomes neg-
ligible. A simple division of the intensities yields the EISF according to the
equation [60]

ln[A(Q)/(π∆(�ω))] = [ln(I)high T ] −
[
ln(I)extrapol

low T

]
. (15.47)

As an example of such a measurement, Fig. 15.7 shows the intensity step due
to the effect of OH-group reorientations in CsOH· H2O [60] appearing in the
energy resolution window of the BSC spectrometer IN13.

The elastic-window scan method has been employed in numerous biological
experiments, in order to determine the temperature dependence of motional
amplitudes (“mean-square displacements”), for instance in the context of the
“dynamical transition” (see Sect. 16.5.2 in Part II, this volume).
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Fig. 15.7. Example of an apparent observability transition (as opposed to a true
dynamical transition, where due to a structural phase transition a new type of
motion appears at a transition temperature or in a transition region, in case of a
higher order transition) exhibited experimentally by the elastic intensity I of CsOH ·
H2O measured as a function of temperature: Logarithmic plot of the elastic-window
intensity obtained with IN13 (ILL Grenoble) at Q = 1.89 Å−1. The straight lines
show the variation of the Debye–Waller factor in the limits of low T and high T ,
respectively. The logarithm of the EISF is simply the difference between the values
of the two lines at a given temperature [60]

15.3.4 TOF–XTL Spectrometers

Last, but not least, the TOF–XTL technique should be mentioned. This
type of hybrid instrument, employs a pulsed polychromatic (“white”) inci-
dent beam and single-crystals as analyzing filters. It is well adapted to the
time-structure of spallation neutron sources. The energies of the incident
neutrons are measured with TOF techniques, while the energy of scattered
neutrons is fixed by the analyzers. For high energy resolution the crystals
are used in BSC or near-BSC geometry (θ � π/2 ), whereas for more mod-
erate resolution θ < π/2 is chosen. Since the quality requirements for the
crystals depend on these configurations, and for other practical reasons, ded-
icated instruments have been built for each case. A typical example with
analyzer in near-BSC geometry is represented by the inverted geometry in-
strument IRIS schematically depicted in Fig. 15.8 [61] at RAL in Chilton.
Depending on the type of crystals used, several discrete values of energy res-
olution in the range from about 1 to 55 µeV are achieved. The energy reso-
lution function of such a spectrometer is essentially given by the convolution
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Detectors at 175�

In each detector bank the
smallest spectrum number
is associated with the
smallest scattering angle

Incident beam monitor
(Spectrum 1)

Transmitted
beam monitor
(Spectrum 2)

Resolutions

Graphite analyser bank
(Spectra 3-53)

PG002 - 17.5 meV
PG004 - 55 meV

Resolutions
Mica 002 - 1 meV
Mica 004 - 4.2 meV
Mica 006 - 11 meV

Diffraction detector bank

Converging
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guide

Mica analyser bank
(Spectra 54-104)

(Spectra 105-112
or 3-10)

Dd/d ~ 0.0025

Hydrogen moderator at
36.37 m from sample

Fig. 15.8. Design of the high-resolution inverted-geometry backscattering spectrom-
eter IRIS [61] on the ISIS pulsed source. The sample is located in the center of the
analyzer vacuum vessel, at a distance of 36.5 m from the cold hydrogen moderator.
The incident “white” beam reaches the sample through a converging supermirror
guide. Graphite (resolutions 17.5, and 55 µeV) and mica (resolutions 1, 4.2, and
11 µeV) analyzer banks are arranged laterally on opposite sides. The detectors are
mounted around the sample, in a plane slightly below the latter

of four contributions:

R(ω) � ft

(
∆tmod

t

)
⊗ fd

(
∆d

d

)
⊗ fθ(cot (θ)∆θ) ⊗ fs

(
∆tSD

tSD

)
. (15.48)

The first function, ft, arises from the finite pulse width ∆tmod produced by
the cold moderator of the spallation source or (eventually) by a pulse-shaping
chopper; t is the time of flight from the moderator to the detector. fd is
due to the uncertainty of the analyzer crystal’s lattice spacing (∆d/d), and
fθ is the contribution of the Bragg angle uncertainty due to beam diver-
gence and crystal mosaicity, which tends to vanish in perfect BSC geometry.
The last function, fs, is connected with the time-spread ∆tSD of the sample–
detector flight time tSD, caused by sample and detector thickness. If the four
functions are approximated by Gaussian distributions, the elastic resolution
∆(�ω) is obtained from the quadratic addition of the individual contribu-
tions:

∆(�ω) = 2E0

[(
∆tmod

t

)2

+
(

∆d

d

)2

+ [cot (θ)∆θ]2 +
(

∆tSD

tSD

)2
]1/2

.

(15.49)



15 Quasielastic Neutron Scattering: Methods 335

For IRIS, an example of application is described in Sect. 16.5.1 (see Figs. 16.13
and 16.14 of Part II in this volume).

An example of an inverted-geometry instrument with analyzer scatter-
ing configuration significantly deviating from the BSC geometry, is the spec-
trometer “QENS” at the Intense Pulsed Neutron Source (IPNS) (Argonne,
Illinois) [62]. The 22 crystal-analyzer detector-arrays are installed as close as
possible to the sample, in order to maximize the analyzed range of solid angle.
The crystals are arranged so that they match the “time-focusing-condition”
which minimizes the time uncertainty contribution to the resolution. The
elastic energy resolution of the spectrometer is around 80 µeV. An interesting
feature of these spectrometers is the possibility to measure – simultaneously
with the quasielastic spectra – the diffraction pattern of the sample. This is
achieved by scattering from the sample directly into additional detectors, over
a very wide wavevector range (up to �30 Å−1 in the case of “QENS”), because
of the white beam arriving on the sample.

15.4 Instruments for QENS Spectroscopy in (Q, t)-Space

15.4.1 NSE Spectrometers

Differently from the procedures employed by the QENS techniques discussed
in Sect. 15.3, which are based on energy transfer analysis, it is also possible to
study scattered neutron intensities by Fourier time analysis. Before discussing
neutron spin–echo techniques already well-known for this type of analysis, we
briefly mention another method recently proposed [63,64], which has not yet
been widely used. It is based on the measurement of the elastically scattered
neutron intensity as a function of observation time. If the latter is properly
related to the Fourier time, a direct determination of the intermediate scatter-
ing function is achieved, without the detour via Fourier transformation. This
method has been proposed as an alternative to energy transfer analysis in
the use of TOF–TOF techniques capable of continuous tuning of the energy
resolution, a feature so far not available on spectrometers employing crystals
as monochromators and/or analyzers.

Let us now turn to the NSE method. It was introduced in 1972 by
Mezei [65]. For detailed information on this technique, see [66]. NSE mea-
sures the sample dynamics in the time domain, via the determination of the
intermediate scattering functions (see Eqs. 15.8 and 15.9). These functions
are measured over a range of several orders of magnitude of Fourier time,
up to values as large as 10−7 s. The drastic reduction of intensity necessar-
ily arising, when in measurements with energy-analyzing QENS techniques
the energy resolution is increased by reducing the incident and/or scattered
neutron energy band widths, is circumvented here. This property of the NSE
method is a consequence of the fact, that the energy transfer occurring in
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the scattering process, �ω = E − E0, is causing a phase shift of the neutron
spin precession angle for each scattered neutron, which is approximately inde-
pendent of the neutron wavelength. Therefore the energy resolution depends
only weakly on those energy widths of E0 and E, and a rather large incident
wavelength bandwidth can be used with little loss in energy resolution. Ob-
viously, an appreciable intensity gain results from this fact. Of course, the
latter is not entirely free of charge: it comes, for example, at the expense of
the time-resolution on the Fourier time axis (see Sect. 15.4.3). This can, how-
ever, be tolerated, as long as the intermediate scattering functions (relaxation
functions) to be measured are slowly varying in time, which is often the case
in spin–echo spectroscopy.7 The phase shift acts for each neutron by its effect
on the measured quantity (i.e., the polarization of the scattered beam). Later
in the discussion we will return to the reason, why in these measurements
the intermediate scattering function is obtained. In the following, we discuss
the basic concept of NSE spectroscopy and very briefly introduce the neutron
resonance spin–echo (NRSE) method.

Spin 1/2 and Larmor Precession

A basic property of the neutron, relevant for the NSE technique, is its spin
1/2. The description of the behaviour of spin 1/2 particles can be found in
standard text books (e.g., [67, 68]); detailed instructions for the use of spin–
echo spectroscopy are given in [69–72]. When a spin 1/2 is submitted to a
magnetic field Bz, its component in the direction collinear to the field is
quantized. In the fundamental state, two values of Sz are possible |+〉 (the
spin parallel to the field direction) and |−〉 (antiparallel). Let us now assume
that a neutron spin is oriented in a direction having an angle θ with respect to
a homogeneous magnetic field. A precessional motion will occur around the
magnetic-field direction. The time evolution of the spin can be determined
classically by

dS
dt

= γS × B. (15.50)

This equation describes the precessional motion [73] of S around B with a
Larmor frequency ωL = |γ|B. Here, γ = −2π 2916.4 G−1 s−1 is the gyromag-
netic ratio of the neutron. The accumulated precession angle, Φ, of the neutron
spin depends linearly on the time t it spends in the magnetic field B and on
the strength of this field (we assume decoupling of spin state and neutron

7This argument is similar to the one justifying an appreciable intensity gain in TOF
and BSC spectroscopy, due to the integration over large detector solid angle regions,
when scattering functions are slowly varying with Q
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position, which is valid for NSE):

Φ = ωLt = |γn|Bt = |γ|B l

v
, (15.51)

where l is the length of the flight path in the field, and v is the neutron velocity.
Typically, 5 Å neutrons submitted to a field of 10 G will perform around 37
turns per meter, and when the field is increased to 0.5 T (5000 G) this number
can be increased up to 18500.

When the direction of the magnetic field changes, two extreme cases can
be considered. Let us, for the sake of simplicity, assume that the neutron spin
is initially collinear with the field: (i) Slow (or “adiabatic”) change of the
magnetic field: A change of the field direction, encountered by the neutron on
its way along the flight path, is experienced as a rotation of the field in the
coordinate frame of the flying neutron. This may be represented by an angular
frequency ωF of rotation, which depends not only on the spatial variation of
the field in the laboratory coordinate frame, but also on the neutron velocity.
The spin follows adiabatically the change of the field when ωF � ωL: If it was
initially collinear with the magnetic field, it will rotate with the latter, i.e., the
spin direction is following the field. (ii) Sudden (or “non-adiabatic”) change
of the field: this is the limit opposite to the adiabatic change, i.e., ωF � ωL;
in this case the field variation is so fast that the spin direction can not follow.
Such changes are used to initiate the spin precession. This will be explained
below.

The Neutron Spin-Echo Principle

The general principle of the neutron spin–echo spectrometer is presented in
Fig. 15.9. A neutron of wavelength λ

′
0 moving in direction Z arrives at t = 0

in Z0, with its spin in the |+〉 state with respect to the Z direction. A π/2
flipper “suddenly” puts the spin state perpendicular to the direction of the
field (the description of these flippers is omitted in the context of this book,
but the interested reader is referred to [71]). This action initiates a precessional
motion in the counter-clockwise sense (the gyromagnetic ratio γ of the neutron
is negative).

Let us now assume a beam of polarized neutrons moving perfectly parallel
in Z direction (assuming zero beam divergence), with a wavelength distrib-
ution f(λ

′
0), the maximum of the distribution being located at λ0. We now

want to calculate, what will be the precession angle distribution at ZA, if
the field path integrals are equal in the two arms. From Z=0 to the sample
position ZS, i.e., in the first arm of the spectrometer, the spin of a neutron of
wavelength λ0 will accumulate a total precession angle of

Φλ0
1 =

γmλ0

h

∫ S

0

B1 dz = 2πNλ0
1 , (15.52)
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Fig. 15.9. Principle of the neutron spin–echo spectrometer: A neutron of wavelength
λ

′
0 moving in direction Z arrives at t = 0 in Z0, with its spin in the |+〉 state with

respect to the Z direction. Two coils create high magnetic fields of equal strength,
but in opposite directions, B1 and B2, before and after the sample (upper part). A
π/2 flipper “suddenly” puts the spin state of the arriving neutron perpendicular to
the direction of the field. This initiates a precessional motion of the neutron spin in
the counter-clockwise sense, while this particle is flying along Z. The spin precession
stops after a second π/2 spin flipper placed after the end of the second coil. The
accumulated spin phases Φi are proportional to the time, wavelength, and distances
(central part). The beam polarization P ≈ 〈cos(Φi)〉 is presented in the lower part

of the figure. If the sample is a purely elastic scatterer, the neutron wavelength λ
′
0

is not changed by the scattering process. Because of the two magnetic fields with
equal strength but opposite signs, in the case of elastic scattering, the total phase
angle accumulated by the neutron spin precession during the flight from Z0 to ZA,
will be Φ(λ

′
0) = 0. The general case of nonelastic scattering is explained in the text

where

Nλ0
1 =

γmλ0

2πh

∫ S

0

B1dz (15.53)

is the number of (positive) spin turns between Z0 and ZS . For any neutron
with a wavelength λ

′
0 within the incident neutron wavelength distribution, we

get:

Φ1(λ
′
0) =

γmλ
′
0

h

∫ S

0

B1dz = 2πNλ0
1

λ
′
0

λ0
. (15.54)

The analogous quantities can be calculated for the second arm: Let us
assume that the sample is a purely elastic scatterer and thus the neutron
wavelength λ

′
0 is not changed by the scattering process. From ZS to ZA the

neutron is submitted to a magnetic field in direction opposite to the field
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before the sample. Then the accumulated precession angle will be

Φλ0
2 =

γmλ0

h

∫ A

S

B2 dz = −2πNλ0
2 (15.55)

with

Nλ0
2 =

γmλ0

2πh

∫ A

S

B2 dz, (15.56)

which is the number of (negative) spin turns between ZS and ZA. For any
neutron with a wavelength λ

′
0 within the incident neutron wavelength distri-

bution, we get

Φ2(λ
′
0) =

γmλ
′
0

h

∫ A

S

B2 dz = −2πNλ0
2

λ
′
0

λ0
. (15.57)

Finally, we obtain for the total phase angle accumulated by the neutron spin
precession of any neutron in the distribution:

Φ(λ
′
0) = Φ1(λ

′
0) + Φ2(λ

′
0) = 2π

(
Nλ0

1

λ
′
0

λ0
−Nλ0

2

λ
′
0

λ0

)
= αλ

′
0, (15.58)

where α does not depend on λ
′
0

α =
2π
λ0

(
Nλ0

1 −Nλ0
2

)
. (15.59)

It is easy to realize that at the “echo-point”, where the field path integrals in
the first and in the second arm of the spectrometer are equal, the total phase
angle accumulated by the neutron spin precession will be Φ(λ

′
0) = 0, and this

is true for any neutron velocity; i.e., this result is independent of λ
′
0.

Transmission of Polarizers and Analyzers

Polarizer and analyzer are key elements of the spectrometer. The polarizer is
used to prepare a polarized beam (i.e., it selects neutrons with only one of the
two quantized neutron spin states). For long-wavelength neutrons (λ > 3 Å),
as are generally used in NSE experiments (at least for quasielastic measure-
ments), most of the polarizers employ the principle of magnetic reflection or
transmission of supermirrors. For shorter wavelengths, Haeussler-like crystals
are used. A potentially very interesting technique for spin analysis is the use of
a 3He polarizer and/or analyzer. For the spin–echo technique a 3He polarizing
filter unit would have the very interesting property of being simultaneously us-
able over a wide angular range and independently of the neutron wavelength.
At the time of writing the beam polarization achieved with 3He is however,
not yet good enough for spin–echo experiments.
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The polarizer transmits only neutrons with one of the spin components.
The exact fraction of the neutron beam transmitted is not relevant for the
principle of the technique, but it should be maximized for the purpose of
obtaining good statistical accuracy of the measurements. The number of in-
cident neutrons is usually monitored just before the sample position. For our
present purpose, the interesting problems will be: (i) To compute the prob-
ability of transmission through the analyzer for a neutron whose spin angle
with the static field BA inside the analyzer is given by θ. (ii) To determine
the beam polarization of a neutron population whose spin angles are given by
the normalized distribution F (θ).

These problems require a quantum-mechanical calculation. The spin-state
wave function for the neutron spin precessing in the field BA is

|Ψ〉 = e−iΦ̃ cos
θ

2
|+〉 + eiΦ̃ sin

θ

2
|−〉, (15.60)

where Φ̃ and θ are the spherical coordinates defining the orientation of the spin
with respect to the analyzer field. Each neutron spin will have the probabilities
p|+〉 = cos2 θ

2 and p|−〉 = sin2 θ
2 , to be either in the |+〉 or in the |−〉 state,

respectively.
The solution of problem 1 is that only |+〉 neutrons will be transmitted, the

probability of transmission being given by p|+〉 = cos2 θ
2 . Thus for a neutron

flux N incident on an idealized analyzer (i.e., with no absorption losses),
with the normalized spin-precession phase-angle distribution F (θ), the flux of
neutrons transmitted by the analyzer will be

N |+〉 =
∫

F (θ) cos2
(
θ

2

)
dθ. (15.61)

Using a well-known trigonometric relation for the square of the cosine, we can
compute the transmission of the analyzer

T =
N |+〉

N
=

∫
F (θ)(1 + cos(θ))dθ

2
∫
F (θ)dθ

=
1
2
(1 + 〈cos(θ)〉). (15.62)

It is straightforward to show that 〈cos(θ)〉 corresponds to the polarization of
the transmitted beam,

P =
p|+〉 − p|−〉
p|+〉 + p|−〉

, (15.63)

which is equivalent to:

P =

∫
F (θ)(cos2( θ

2 ) − sin2( θ
2 ))dθ∫

F (θ)dθ
= 〈cos(θ)〉. (15.64)

Getting a Spin-Echo, as a Measure of the Polarization

We now return to Eq. 15.58, because we want to compute the polarization of
the scattered beam. We will treat the problem for two different cases: (i) The
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wavelength of neutrons is not changed by the scattering process. (ii) For a qua-
sielastic distribution of energy exchange between the sample and the neutron
beam.

First, assuming a purely elastic scatterer, Φ(λ
′
0) does not depend on the

sample, but simply on the incident wavelength distribution f(λ
′
0), which is

assumed to be Gaussian. The final beam polarization can then be computed
as,

P =
∫ ∞

0

f(λ
′
0) cos(αλ

′
0)dλ

′
0 (15.65)

with
f(λ

′
0) =

1√
2πσ2

e−(λ
′
0−λ0)

2/2σ2
, (15.66)

where α was defined by Eq. 15.59, and σ is the standard deviation of the
wavelength distribution. The above integral has a simple analytical solution,
if the integration is performed from −∞ to +∞, which is possible, because the
assumed (in good approximation) Gaussian shape of the distribution to be in-
tegrated is practically zero for negative (unphysical) values of the wavelength.
The integral yields for the beam polarization

P = cos(αλ0)e−α2σ2/2 . (15.67)

The variation of the beam polarization in the neighborhood of the echo point
is shown in Fig. 15.10. It presents a full echo scan around the spin–echo max-
imum condition,

∫
B1 dl =

∫
B2 dl. In such a scan, the field path integral in

the secondary spectrometer (coil 2) is varied by changing the current i of a
small additional solenoid coil. This variation can be computed. Writing for
the field path integral of the solenoid,∫

B dl = µ0Ñ i , (15.68)

where Ñ is the number of turns of the solenoid wire per unit of length, we get
the function (continuous line) plotted together with the measured data points
of the full echo scan in Fig. 15.10

n(i) =
N

2
(1 + Pe ∗ cos(α̃(i − ie)λ0)e−(α̃(i−ie)σ)2/2 (15.69)

with

α̃ =
γ104Ñ lmµ0

h
, (15.70)

where l is the coil length, m the neutron mass, h the Planck’s constant, and
µ0 is the permeability of free space. Pe and ie, respectively, are the scattered
neutron beam polarization and the current of the NSE tuning coil, at the echo
point (where

∫
B1 dl =

∫
B2 dl). N is the number of polarized neutrons per

integrated monitor count unit, scattered by the sample towards the analyzer.
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Fig. 15.10. Full echo (asymmetric current scan) measured (full squares) with the
spectrometer MUSES [74] at the point ZA, (see Fig. 15.9). The continuous line is the
fit of Eq. 15.69 to the measured data points. Pe and ie, respectively, are the scattered
beam polarization and the current of the NSE tuning coil, at the echo point (where∫

B1 dl =
∫

B2 dl). N is the number of polarized neutrons per integrated monitor
count unit, scattered by the sample towards the analyzer (see text). The maximum
and minimum numbers of neutrons that are transmitted by the analyzer, when the
current i is varied, N(1 + Pe)/2 and N(1 − Pe)/2, are also indicated. N/2 is the
number of neutron counts, when – outside of the spin–echo region – the beam is
completely depolarized

The maximum and minimum numbers of neutrons that are transmitted by
the analyzer, when the current i is varied, N(1 + Pe)/2 and N(1− Pe)/2, are
indicated by horizontal arrows. N/2 is the number of neutron counts, when –
outside of the spin–echo region – the beam is completely depolarized.

Measuring Quasielastic Neutron Scattering

We now assume the scattering process to be quasielastic. The energy ex-
changed between the neutron and the sample during the scattering process
is

�ω =
�

2k2

2m
− �

2k2
0

2m
. (15.71)

This will induce a change δλ of the neutron wavelength, so that for incident
neutrons with wavelength λ

′
0 the scattered neutron wavelength is λ = λ

′
0 + δλ.

The polarization of the scattered beam can be expressed as follows:

〈P 〉 =
∫ +∞

0

I(λ
′
0)
∫ +∞

−λ
′
0

p(λ
′
0, δλ) cos(Φ(λ

′
0, δλ))d(δλ)dλ

′
0. (15.72)
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Here, p(λ
′
0, δλ) is the probability that a neutron scattering process with inci-

dent wavelength λ
′
0 and with a change in neutron wavelength δλ occurs; note

that the maximum possible negative value of δλ is equal to λ
′
0. The function

p(λ
′
0, δλ), when transformed from the δλ-transfer to the energy-transfer axis,

turns into nothing else but the scattering function S(Q, ω). Φ(λ
′
0, δλ) is the

total precession angle. Note also, that writing Eq. 15.72 we have assumed a
perfect spectrometer: The incident beam is perfectly polarized, all the neu-
trons are transmitted through the spectrometer (whatever the wavelength)
and with no beam depolarization. We will come back to this assumption,
when discussing the different spectral windows and resolutions of quasielas-
tic spectrometers. It is important to realize that the total precession angle
Φ(λ

′
0, δλ) represents the energy transfer �ω which corresponds to the change

δλ in neutron wavelength, caused by the scattering process

Φ(λ
′
0, δλ) = 2π

(
Nλ0

1

λ
′
0

λ0
−Nλ0

2

λ
′
0 + δλ
λ0

)
= αλ

′
0 − 2πNλ0

2

δλ
λ0

. (15.73)

At the echo point (for QENS experiments, the field path integrals are identical
in the first and the second arm) α = 0 and hence

Φ(λ
′
0, δλ) =

γm

h

∫ S

0

B1dzδλ . (15.74)

For quasielastic scattering, it is assumed that the energy gained or lost by the
neutrons remains much smaller than the initial energy of the neutron, i.e.,
δλ/λ

′
0 � 1, hence

δλ ≈ −m(λ
′
0)

3ω

2πh
(15.75)

and thus,

Φ(λ
′
0, δλ) = − γm2

2πh2

∫ S

0

B1 dz(λ
′
0)

3ω . (15.76)

Finally, the scattered beam polarization can be written

〈P 〉 ≈
∫ +∞

0

I(λ
′
0)
∫ +∞

−∞
S(Q, ω) cos(ωτNSE)dω dλ

′
0 (15.77)

with

τNSE =
m2γ

∫
Bdz

2πh2
(λ

′
0)

3 . (15.78)

Note that the second integral in Eq. 15.77 is the real part of the Fourier-
transform of the dynamic structure factor S(Q, ω). The spin–echo time τNSE

approximates the Fourier time t, and it is important to note that it is
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proportional to the third power of the wavelength (see also Sect. 15.4.3). Thus,
it is now evident that

〈P 〉 ≈ I(Q, t) ≈
∫ +∞

−∞
S(Q , ω) cos(ωτNSE)dω . (15.79)

The ≈ symbol stands for the fact that S(Q , ω) is only approximately a sym-
metric function in ω, and that the integration over the wavelength distribution
I(λ

′
0) in Eq. 15.77 has a certain smearing or broadening effect on I(Q, t).
The reason, why NSE spectroscopy measures sample dynamics in the time

domain, is that the analyzer transforms a quantity proportional to the time,
Φ(λ

′
0), into a cosine: cos(Φ(λ

′
0)); the summation over all the scattered intensity

(� S(Q , ω)) weighted by this cosine function, Fourier-transforms the dynamic
structure factor. One should nevertheless keep in mind, that only the real
part of the FT is measured, and thus 〈P 〉 � I(Q, t) only, if � S(Q , ω) is an
(almost) even function. This is however, usually the case for NSE experiments,
because they probe the very low-frequency part of the dynamic structure
factor, where the spectral asymmetry due to the detailed balance factor can
be neglected and S(Q , ω) is to a good approximation an even function, as
long as the temperature is not too low. For an application of this technique,
see Sect. 16.3.2 in Part II of this volume.

15.4.2 Neutron Resonance Spin-Echo Spectrometry

In resonance spin–echo spectrometry [75,76], the two high magnetic-field pre-
cession coils are substituted by four radio-frequency coils, two in the first arm
and two in the second (see Fig. 15.11). The field geometry in the coils is as
follows: a static high field B0, e.g., oriented vertically, and perpendicular to
it a radio-frequency field B1(t) rotating in the horizontal plane.

B(t) = B0 + B1(t) . (15.80)

The resonance condition is reached when the frequency of the Larmor pre-
cession induced by the static field, ω0 = −γnB0, is equal to the frequency of
the rotating field ωf : then – from the point of view of the neutron spin in the
coordinate frame of the rotating field – the magnetic field B0 vanishes. Under
this condition, the motion of the neutron spin in the rotating frame associated
with B1(t), can be simply reduced to a Larmor precession with a frequency
ω1 = −γB1. The field B1 is chosen so that a neutron arriving in a coil with
a spin oriented in the scattering plane, will leave it in the same plane, after
having performed a precession of π around B1(t)

π = γB1
d

v
, (15.81)

where d is the coil thickness and v the neutron velocity. One now has to com-
pute the spin orientation along the neutron path through the spectrometer,
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Fig. 15.11. Schematic description of the NRSE principle: Four radio-frequency
coils, well-shielded against magnetic contaminations, such as the earth’s magnetic
field, are placed as two pairs in the two arms of the spectrometer at the positions
ZA, ZB, ZC, and ZD, respectively. A static high field B0, e.g., oriented vertically, and
perpendicular to it, a radio-frequency field B1(t) rotating in the horizontal plane,
are established. In the lower part of the figure the accumulated phase angles of the
neutron spin precession are indicated schematically for the cases of elastic scattering
for two different wavelengths, respectively

in the scattering plane. Suppose, the spins are polarized in the direction y .
Let us denote the angle between the spin orientation and y by φ, and the four
coils by A, B, C, and D; tA, tA′ are the times at which a neutron enters and
leaves the coil A, and so on. The angle after the first coil can be written as

φA′ = ωf
d

v
+ 2ωf tA − φA . (15.82)

Only within these coils the neutron spins are submitted to a magnetic field and
consequently the remaining neutron path has to be shielded from any magnetic
contamination (earth magnetic field, etc.). After computation of the neutron
spin phase along the neutron path, and assuming a perfect spectrometer one
can obtain the echo condition (i.e., the condition for which all the spins are
polarized in the same direction as before entering the spectrometer)

lAB + d

v
− lCD + d

v′
= 0 (15.83)

with lAB and lCD being the distances between the coil centers in the first and
in the second arm, respectively, which for an elastic or quasielastic process
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simply reduces to lAB = lCD. The measured quantity is the polarization of
the scattered beam in the y direction (or z after an adiabatic π/2 turn). If
φ is the angle (y ,Si) between the neutron spin orientation and y after the
fourth coil, the contribution of each spin to the total polarization is given by

Pz

(
λ

′
0, δλ

)
≈ cos

(
2ωf

l + d

h
mδλ

)
. (15.84)

Similar to NSE, after summation over all neutron contributions one obtains

〈P 〉 =
∫ +∞

0

I(λ
′
0)
∫ +∞

−λ
′
0

p(λ
′
0, δλ) cos

(
2ωf

l + d

h
mδλ

)
d(δλ) dλ

′
0 . (15.85)

So, within a quasielastic process, we have

〈P 〉 ≈
∫ +∞

0

I(λ
′
0)
∫ +∞

−∞
S(Q, ω) cos(ωτNRSE)dω dλ

′
0 (15.86)

with

τNRSE = 2ωf
l + d

2π
m2

h2
(λ

′
0)

3, (15.87)

where τNRSE is the spin–echo time of this method. Again, the spin–echo time
is proportional to the third power of the wavelength, and – analogous to
Eq. 15.79

〈P 〉 ≈ I(Q, t) ≈
∫ +∞

−∞
S(Q, ω) cos(ωτNRSE)dω. (15.88)

The consequence of this, and of the use of large incident wavelength band-
widths on the time-resolution will be considered in Sect. 15.4.3

15.4.3 Observation Function, Effect of Wavelength Distribution
on Spin-Echo Time

In the spin–echo case, the experimental observation function R∗(t) (compare
Sect. 15.2.3) is characterized by the time-dependent decay of the polariza-
tion, due to spectrometer imperfections and neutron population distributions
(field inhomogeneities, flipper, and polarizer–analyzer efficiencies, spectrome-
ter transmission, wavelength distribution, beam divergence, etc.). In principle,
just as in the case of (Q, ω)-spectrometers, the decay of the observation func-
tion limits the time range, where intermediate scattering functions can be
determined. The limit is characterized by the observation time, ∆τobs, i.e.,
the decay-time of the observation function, which is the inverse of the virtual
resolution width (HWHM) the spin–echo spectrometer would have after trans-
formation to the energy axis. Here, there is however a second, independent
upper limit, τm , of the spin–echo spectrometer’s time window, determined by
the limit of the ability of the coils to produce high magnetic fields. To compare
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with other spectrometers and to evaluate the experimental instrument resolu-
tion indicating the maximum time up to which a dynamical phenomenon can
be measured, one has to compare the value of the observation time, ∆τobs,
to τm. If ∆τobs is smaller than τm, good statistical accuracy of intermediate
scattering functions measured at large times (i.e., close to τm ) will be difficult
to obtain. For the energy-resolution correction, the value of the observation
function has to be measured for each spin–echo time and for each wavevec-
tor transfer Q, in general,8 employing a specimen which is a purely elastic
scatterer, with a structure factor as close as possible to that of the sample.

We have shown above, that the spin–echo time is given by τ = η(λ
′
0)

3

where the coefficients η applying for the two different techniques, are defined
by Eqs. 15.78 and 15.87 for NSE and NRSE, respectively. Here, λ

′
0 is the

wavelength of the incident neutrons. One of the key points to achieve high
resolution in neutron spin–echo spectroscopy is, to first order, the decoupling
of intensity and resolution. This allows the use of broad incident wavelength
distributions at little cost in energy resolution. The broad wavelength distri-
bution, together with the very strong λ

′
0 dependence of the spin–echo time,

are however not without consequence: Since an average over the wavelength
distribution has to be taken (see Eqs. 15.77 and 15.86), this amounts to an
integration over a corresponding spin–echo time spread. The mean value of
the spin–echo time and the time integration window are easily obtained. First,
a simple computation of the mean spin–echo time,

〈τ〉 =
∫

τ(λ
′
0)f(λ

′
0)dλ

′
0 , (15.89)

shows that this mean value is slightly different from the time corresponding
to the maximum wavelength of the distribution. For a velocity selector with
∆λ0/λ0 � 0.15 (FWHM) one obtains,

〈τ〉 � 1.02 αλ3
0 . (15.90)

But, more important is the width of the spin–echo time distribution στ . It
can be estimated by the computation of the standard deviation,

στ =
√

〈τ2〉 − 〈τ〉2 . (15.91)

This gives στ � 0.31τ0, where for a given magnetic field, τ0 is the spin–echo
time corresponding to the wavelength λ0. Figure 15.12 shows a logarithmical
plot of an exponentially decaying intermediate scattering function, I(Q, t),
on a linear time-scale. For different spin–echo times the “time integration
windows” (±στ ) are indicated by horizontal bars.

8In the case of NRSE, when S(Q) is a slowly varying function in the Q-range of the
experiment, it is often sufficient to do this for only one value of Q
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Fig. 15.12. Logarithmical plot of an exponentially decaying intermediate scattering
function, I(Q, t), on a linear time-scale, showing typical spin–echo time integration
windows of a spin–echo spectrometer with a velocity selector selecting a wavelength
band with ∆λ0/λ0 
 0.15 (FWHM). The horizontal bars represent the standard
deviation σ of the spin–echo time τ

NSE spectroscopy is often used for the measurement of slowly decaying
relaxation functions. In such cases, the consequence of such broad time inte-
gration windows is sometimes of little importance and usually neglected.

15.5 Miscellaneous Technical Points:
MSC, Calibration, Contrast

Let us finally mention a few technical points concerning the analysis of data
originating from QENS experiments. At first, we consider those aiming at
the direct determination of Van Hove’s scattering functions in (momentum,
energy)-space. An important problem in the evaluation of quasielastic neutron
scattering spectra is the accurate consideration of the experimental resolution.
Although straightforward, this is complex, if the spectrum is a sum of several
quasielastic components, eventually superimposed by a purely elastic line,
either due to the fact that the diffusive motion is localized, or caused by
parasitic incoherent scattering from the host material in which the particles
perform a diffusive motion. The measured spectra are convolutions of the
scattering function with the resolution function. Since a direct deconvolu-
tion generally encounters practical difficulties, in a typical analysis the data
are usually not directly corrected for resolution, but an inverse procedure
is employed. It consists in folding the theoretical model with the measured
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resolution function and comparing the result to the measured spectra via
nonlinear least-squares fitting calculations. This method, which amounts to
an indirect deconvolution, is well-known, and standard software packages are
available in the neutron scattering centers.

Another problem is multiple scattering (MSC). In principle, a neutron
reaching the detector, may have been scattered in the sample once , twice,
or even several times. For a given nominal scattering angle ϕ or nominal
Q value (Q ∼= (4π/λ) sin(ϕ/2)) the weighted double-, triple-,. . . scattering
spectra are then superimposed on the single-scattering data. The MSC com-
ponents should be minimized by using sufficiently thin samples. It is usually
assumed that a reasonable sample thickness (a compromise between maximiz-
ing single-scattering of neutrons and minimizing the contribution of multiple
to total scattering) should correspond to a transmission of T � 0.9 (roughly
10% of the incident beam is scattered once and about 1% more than once).
This leads for example to about 0.2 mm thickness for λ = 5 Å in the case of
light water and to about 2 mm for deuterated water. Nevertheless, each case
should be carefully studied especially with respect to sample absorption and
geometry. A numerical correction is often necessary. Analytical methods [77]
directly applied to the theoretical models, and model-independent Monte-
Carlo techniques (see for instance [78,79]) are employed for this purpose. For
the multiple scattering correction of NSE experiments, the same principles
as already described apply, except that this has to be applied in the time
domain, where instead of the deconvolution a simple division by the observa-
tion function has to be performed.

The third problem is calibration, which means the absolute determination
of the scattered intensity, instead of quoting “arbitrary units”. Calibration
is performed, for instance, by comparing the scattered intensity of a sample
to that of a vanadium scatterer which has the same scattering geometry as
the sample itself, and whose incoherent scattering cross-section is well-known
(provided that there is no hydrogen contamination). In NSE experiments,
usually a relative intensity normalization of the measured intermediate scat-
tering function I(Q, t) is performed. For each spin–echo time, the measured
polarization is divided by the polarization measured at τ = 0 (i.e., determined
without a magnetic field in the coils). Theoretically, I(Q, τ = 0) should be
equal to S(Q) =

∫∞
−∞ S(Q,ω)dω, but due to the fact that the spectrometer

transmits only a wavelength band with a limited width, the integral over the
scattering function remains incomplete. If a significant amount of the scat-
tered intensity is outside of the spectrometer window, the normalization will
therefore not be absolute. For an absolute calibration the required structure
factor S(Q) of the sample must be determined independently, for practical
reasons on a different instrument which does not have such a limited band-
width transmission.

For many elements coherent and incoherent scattering coexists, and it is
difficult to separate the contributions S(Q, ω) and Ss(Q, ω). Spin-incoherent
scattering causes a fraction of (2/3)[σinc/(σinc + σcoh)] of the neutrons to flip
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their spin in a polarized neutron beam, whereas coherent and isotope incoher-
ent scattering occurs without spin flip. The high intensity of polarized beams
available at the reactor of the ILL in Grenoble allows to apply this property
for a direct separation of the coherent and spin-incoherent contributions, even
in the study of quasielastic scattering, by orienting spin polarizer and analyzer
parallel and antiparallel, respectively ([80]; see also [81]). In NSE experiments,
the spin incoherent contribution to the signal can however also induce a sig-
nificant reduction of the polarization due to its spin-flip component which
introduces a negative term (see Eq. 15.63). This adds additional problems of
normalization and interpretation, which we will not discuss in the framework
of this article.

In biological problems, the interpretation of the results from measurements
in (Q,ω)-space is comparatively straightforward, since due to the preponder-
ance of hydrogen atoms in biological matter one can make use of the dominant
incoherent scattering of the proton.

The coherent scattering spectrum arises from scattering length density
fluctuations in space and time. In the presence of macromolecules in a solu-
tion, scattering length fluctuations are characterized by the size of the mole-
cules; their effect dominates the small Q regime of the spectrum. At low
concentration (when the interactions between neighboring molecules are neg-
ligible) the molecular form factor can be directly determined by experiment.
When the concentration increases, macromolecular interaction leads to sig-
nificant pair-correlations and (via the structure factor) becomes important in
the scattered intensity. A relevant factor is the scattering length density con-
trast between, for example, the solvent and the solute molecules. The coherent
scattering lengths of hydrogen and deuterium are very different: bHc = −3.741
and bDc = 6.674 Fermi.9 The deuteration of a solute macromolecule (or of the
solvent) allows to strongly increase the coherent part of the spectrum. Note,
that this is another important means of separating coherent and incoherent
scattering components. In NSE experiments, where spin-flip causes a large
background, the possibility of using deuterated samples can be decisive for
the feasibility of the measurements.

More information on modern QENS spectrometers can be found in the
Instrumentation Brochures and on the Internet home pages of the neutron
scattering centers (ILL in Grenoble, France; LLB in Saclay, France; BENSC at
HMI in Berlin, Germany; ISIS at RAL in Chilton, UK; NIST in Gaithersburg,
USA; FZ Jülich, Germany; FRM-II München, Germany; IPNS at Argonne,
USA; PSI Villigen, Switzerland).

15.6 Conclusions

We have given an overview of theory and experimental techniques of qua-
sielastic and low-energy inelastic neutron scattering. Apart from the basics

91 fermi = 10−13 cm
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of scattering functions and correlation functions, elastic and quasielastic
incoherent structure factors have been treated, and the importance of energy
resolution and observation time and their variation have been emphasized.
A number of selected instruments have been described, which are represen-
tative for different ranges of momentum transfer Q, energy transfer �ω, and
energy resolution ∆�ω, or Fourier time t and observation time ∆tobs. While,
in principle, all types of instrument can cover the same or similar Q-ranges
depending on the incident neutron wavelength, this is not so for �ω, ∆�ω, t,
and ∆tobs. Moderate, high and very high energy resolution are provided by
time-of-flight, backscattering and spin–echo techniques, respectively. There
is however appreciable overlap between the resolution ranges of different in-
struments, and this is beneficial, since results from different instruments must
often be combined. Furthermore, it is also important to realize, that – because
molecular motions occur on time-scales extending over many orders of magni-
tude – the access to every possible resolution is required, i.e., there is no “bad
resolution”. As a consequence, the application of observation-time dependent
quasielastic neutron scattering, in order to investigate dynamic effects due
to diffusive atomic and molecular motions has been rapidly expanding and
has a very promising future. The high intensities available at modern neutron
scattering instruments and especially in the near future at the high-power
spallation neutron sources now under construction, will allow the systematic
experimental study of such motions on time scales extending over six orders
of magnitude at least, and as a function of external parameters.

Regarding the problem, which instrument to choose for a given task, or
which spectrometer to start with, it is clear that the relevant temporal and
spatial scales are the first criteria to be considered. There are also some gen-
eral remarks to be made: Once the scale question has been settled, one must
decide, whether it is better to employ a (Q, ω)- or a (Q, t)-instrument. Spec-
trometers working in (Q, ω)-space are more efficient for the study of small
quasielastic or inelastic effects in the presence of large elastic components.
The reason is, that under conditions of sufficient energy resolution, elastic,
and nonelastic phenomena are experimentally well separated, whereas in the
case of (Q, t)-techniques the elastic term of the scattering function leads to a
time-independent (possibly large) “elastic” background underneath the time-
dependent relaxation function to be studied. Without this problem, i.e., when
the elastic component is small or absent, (Q, t)-instruments are very well
suited, especially if rather long Fourier times are required. Furthermore, it
is known that the latter techniques are generally more suitable for coherent
than for spin-incoherent scattering, because the spin-flip scattering component
reduces the useful intensity and can appreciably deteriorate the signal-to-
noise ratio. The detailed performance (spectral and reciprocal-space regions,
i.e., time and energy domains, momentum-transfer ranges, measurement effi-
ciency) of the different QENS techniques, TOF, BSC, NSE, NRSE, in various
experimental situations, is best appreciated by comparing different experi-
mental results (for a few examples, see Part II in this volume). The question,
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how to make best use of the complementarity of the different techniques, in
order to obtain a maximum of information, must be addressed systematically
on the basis of such a comparison before any experimental study.
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Quasielastic Neutron Scattering in Biology,
Part II: Applications

R.E. Lechner, S. Longeville

16.1 Introduction

Low-frequency harmonic, damped harmonic, anharmonic, localized diffusive
(stochastic) translational, and rotational motions of biological macromolecules
or of molecular subunits, are an important part of the dynamical character-
istics of biological matter. They are believed to be essential for biological
function. The ensemble of low-energy transfer inelastic (IENS) and quasielas-
tic neutron scattering (QENS1) techniques, is particularly well-suited for the
investigation of dynamic structure. The instrumentation and the basic theory
have been treated in Part I in this volume. The present article describes the
application of these techniques and gives a brief introduction to the theory of
dynamical models employed in the analysis of measured spectra. The QENS
method focuses on scattering processes with small energy exchange, where
spectral distributions are peaked at zero energy transfer. Such phenomena are
mainly due to diffusive (i.e., stochastic, random-walk) atomic and/or mole-
cular motions. IENS spectra, mainly originating from atomic and molecular
vibrations, extend to somewhat higher energies, but are often not negligible in
the QENS energy region, and therefore have to be dealt with simultaneously
in a QENS analysis.

The material to be discussed here, is ordered as follows: Sect. 16.2 deals
with the motion decoupling approximation, Sect. 16.3 with the Gaussian ap-
proximation, including simple translational diffusion according to Fick’s law,
vibrational motions, phonon-expansion and Debye–Waller factor (DWF), and
the vibrational density of states in a light-harvesting system as an example. In
Sect. 16.4, non-Gaussian scattering functions, in particular for atomic jump-
diffusion and localized (i.e., confined) diffusive motions, are discussed and

1Instead of QENS, the acronym QINS is used for the special case of quasielastic
incoherent neutron scattering
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applications to two different biological systems (lysozyme solvated in glycerol
and ligand binding to a protein) are presented. Finally, Sect. 16.5 looks into
two-dimensional diffusion on the surface of biological membranes, with purple
membrane as an example, and presents results of studies on the so-called dy-
namical transition of the latter. Many other examples will be mentioned and
corresponding references given.

16.2 Dynamical Models

In order to reach an understanding of the atomic motions in the scattering
systems and ultimately of the role of such motions in properties and function
of biological materials, the theoretical Van Hove scattering functions or the
intermediate scattering functions required for a comparison with measured
neutron spectra are derived from models for the molecular dynamics. The
theoretical formulae are least-squares fitted to the measured spectra, in order
to determine the values of the model parameters. In the following, we describe
some of the simplest approximations and models and give the pertinent scat-
tering functions for a number of representative cases.

16.2.1 Dynamical-Independence Approximation

Atomic motion in complex systems such as biological macromolecules is gener-
ally composed of a number of components occurring on different time-scales.
They may be classified according to their frequencies, rates or correlation
times, and according to their geometries and spatial extension. Generally, we
have to distinguish between periodic (vibrational) and stochastic (diffusive)
motions. The latter may be of a long-range type, such as translational dif-
fusion, or have a localized character, like in the case of rotational diffusion.
Different motions may be strongly coupled with each other, weakly coupled
or uncoupled. In the former cases the equation of motion to be solved, when
calculating the Van Hove correlation functions and the scattering functions,
must take account of the coupling, while the latter case allows an independent
treatment of individual types of motion. This procedure, which is obviously
much simpler, permits a modular construction of the Van Hove functions
Is(Q, t) and Ss(Q, ω) (see Sect. 15.2.1 in Part I, this volume) obtained by
combining together the individual scattering functions. For instance, the cal-
culation is greatly facilitated, if e.g., vibrational, rotational, and translational
motions are assumed to be (dynamically) independent (see [1–3]). The inter-
mediate scattering function is then a product, while the scattering function is
a convolution of the pertinent modular functions:

Is(Q, t) = Ivib(Q, t)Irot(Q, t)Itrans(Q, t), (16.1)

Ss(Q, ω) = Svib(Q, ω) ⊗ Srot(Q, ω) ⊗ Strans(Q, ω). (16.2)
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Here, Ivib(Q, t), Irot(Q, t), Itrans(Q, t) are the incoherent intermediate and
Svib(Q, ω), Srot(Q, ω), Strans(Q, ω) the incoherent Van Hove scattering func-
tions of the three individual types of motions; the symbol ⊗ stands for the
convolution in energy transfer �ω. The question, as to when this convolution
approximation can be applied, requires some discussion. The vibrational term
in this convolution can usually be replaced by a DWF, as long as the study
is restricted to the quasielastic region. Strictly speaking, the independence
approximation of rotational and translational motions is often invalid, for in-
stance if the two motions are not occurring simultaneously and independently
of each other, but as a sequence of alternating steps. The validity of the ap-
proximation is, however, recovered, if for instance the rate of rotational steps,
Hrot, is much higher than the rate of translational steps, Htrans, because then
it can be argued that the concerned particle is quasi-continuously participat-
ing in the rotational motion. Under the condition that the rates differ by
at least an order of magnitude (a situation typical for many real systems),
one can study the rotational motion “alone” in a low or medium resolution
experiment, by choosing an intermediate energy resolution ∆(�ω) such that
�Htrans � ∆(�ω) ≤ �Hrot. This simply means that the experimental ob-
servation time ∆tobs [4] (which in practice cannot be made infinite; see the
related discussion in Sect. 15.2.3 of Part I in this volume) is larger than the
build-up time of the local probability-density distribution (PDD)(for instance
due to a reorientational motion), but much smaller than its time of decay due
to long-range diffusion. The elastic incoherent structure factor (EISF) ( [5]
and [6]; see Sect. 15.2.2 of Part I in this volume) of the rotational motion can
then be determined from the integral of the only weakly broadened elastic
peak, whereas the rotation rate is obtained from the quasielastic line width of
the broader spectral component. Vice versa translational diffusion is studied
alone in a high resolution experiment with ∆(�ω) ≤ �Htrans � �Hrot, because
under this condition the rotational component will contribute only a flat back-
ground to the spectrum, whereas the diffusion parameters can be determined
from the Q-dependent line width of the central component of Ss(Q, ω). This
has been the justification for applying the dynamic-independence approxima-
tion in many cases, e.g., for a number of superprotonic conductors exhibiting
the Grotthuss mechanism [7–9]. The same principles are of course applicable
in the case of biological studies.

16.3 The Gaussian Approximation

In early theoretical neutron scattering work, it had already been noticed [10]
that in some idealized systems, such as the harmonic solid, the ideal gas and
the particle diffusing according to the simple diffusion equation or Langevin’s
equation, Van Hove’s self-correlation function Gs(r, t) has a simple Gaussian
shape in space. The Gaussian has also been employed in the case of less ideal
systems, as a model for describing PDDs by elliptical (in 2D) or ellipsoidical
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(in 3D) functions, with circle and sphere as special cases, respectively. In the
isotropic case we have,

Gs(r, t) = (2πw(t))−3/2exp(−r2/2w(t)). (16.3)

In reciprocal space, this is obviously reflected by Gaussian shapes in Q of the
corresponding incoherent scattering functions, Is(Q, t) and Ss(Q, ω):

Is(Q, t) = exp
(
−1

2
Q2w(t)

)
, (16.4)

Ss(Q, ω) = (2π)−1

+∞∫
−∞

exp
(
−1

2
Q2w(t)

)
e−iωtdt , (16.5)

where the function w(t) controls the time decay of Gs(r, t) and Is(Q, t) and
is related to the energy width of Ss(Q, ω). In order to be able to explicitly
calculate Ss(Q, ω) by carrying out this Fourier transformation, the (system-
dependent) width function w(t) has to be specified. In the following, we give
a few examples of Gaussian motion.

16.3.1 Simple Translational Diffusion

In view of the omni-presence of water in living organisms, it is evident that
atomic and molecular diffusion play an important role in this context. It is
worthwhile to start by considering the most simple diffusion models, even if
diffusion processes in the interior of biological materials must be expected
to be much more complex.2 Van Hove’s self-correlation function (accessible
by incoherent neutron scattering, see Sect. 15.2.1 in Part I, this volume), in
the case of simple (continuous) diffusion is derived by solving the macroscopic
diffusion equation (e.g., in three dimensions), with the self-diffusion coefficient
Ds,

∂Gs(r, t)
∂t

= Ds∇2Gs(r, t) , (16.6)

with the initial condition Gs(r, 0) = δ(r). The solution of this equation is well
known. It is given by Eq. 16.3, if we write w(t) = 2Ds |t| for the width function.
The corresponding intermediate scattering function is obtained by making
the same substitution in Eq. 16.4. For the incoherent scattering function one
obtains from Eq. 16.5 a simple Lorentzian with half-width at half-maximum
(HWHM) f(Q),

Ss(Q, ω) =
f(Q)/π

ω2 + f(Q)2
, (16.7)

where f(Q) = DsQ
2. We note, however, that this Gaussian behavior of the

scattering functions is limited to the regime, where continuous diffusion is a

2For a more general treatment of diffusion studies employing quasielastic neutron
scattering techniques, see [11]
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valid picture, namely to sufficiently low Q and long times. This corresponds to
large displacements, where in general the diffusing particle is already far away
from the origin (where it was at t = 0), and has “forgotten” where it came
from and what the detailed structure of its neighborhood has been in the early
stage of its journey. There is a number of other, more sophisticated, diffusion
models proposed by Chudley-Elliott [12], Singwi-Sjölander [13], Oskotskii [14],
Egelstaff [15], Rahman-Singwi-Sjölander [16], with Gaussian behavior for low
Q and long times. Here, we can merely give reference to some of the origi-
nal literature, but treat one of them [12] in some detail in Sect. 16.4.1, as a
representative of noncontinuum diffusion models taking account of the local
structure. Another one (two-dimensional diffusion) is discussed in Sect. 16.5.1.

16.3.2 Three-Dimensional Diffusion of Protein Molecules in
Solution (Crowded Media)

For studying the diffusion of molecules as large as proteins in solution with
fairly large concentrations, very high energy resolution is required, i.e., very
large Fourier times must be reached. For this purpose, neutron spin-echo spec-
troscopy may be used to study such translational motions of proteins in solu-
tion under “crowded” conditions. As an example, we discuss an investigation
of myoglobin solutions in vitro as a function of the protein volume fraction
Φ � 0.05–0.4 [17]. From a biological point of view, myoglobin is an oxygen
storage molecule located in muscles and is believed to assist oxygen transport
by diffusion from the high oxygen partial pressure (near the cell membrane)
to the low partial pressure regions (the mitochondria). Neutron scattering is
the only technique which allows to study both protein interactions and pro-
tein motions over intermolecular distances at physiological concentration. In
the case of NSE spectroscopy, it is advisable to use coherent neutron scat-
tering (giving access to the Van Hove pair-correlation function, rather than
to the self-correlation function). For this reason, and for maximizing the co-
herent scattering signal at small wave vectors, native hydrogeneous proteins
are solved in D2O. Typical intermediate scattering functions measured on
two different spectrometers are shown in Figs. 16.1 and 16.2. The relaxation
function follows a single exponential decay and can be refined as

I(Q, t) = exp(−Dc(Q)Q2 |t|) . (16.8)

Dc(Q) is an apparent collective diffusion coefficient, close but not equal to
the protein self-diffusion coefficient, because a coherent quasielastic scatter-
ing function is measured. The precise interpretation of Dc(Q) in terms of
self-diffusion is not straight-forward. The wave vector and volume fraction
dependence of Dc(Q) is plotted in Fig. 16.3. At large Q, Dc(Q) tends to a
plateau value which corresponds to the short-time self-diffusion coefficient
sDs(Φ). This quantity is very strongly volume fraction dependent, although
direct interactions are not relevant over such short distances (S(Q) � 1 in
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Fig. 16.1. Intermediate scattering function of 14.7 mM myoglobin solution in D2O,
as obtained with the spectrometer MUSES [18] at LLB, Saclay. The instrument was
used in its NSE mode of operation (see Sect. 15.4 in Part I, this volume), at three
different wavevectors around the structure factor maximum (from [17])
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Fig. 16.2. Intermediate scattering function of 30mM myoglobin solution in D2O, as
obtained with the NSE spectrometer IN15 at ILL, Grenoble (see Sect. 15.4 in Part I,
this volume), for three different wavevectors in the very low Q-range (from [17])

this wave vector range). Hydrodynamic interactions are responsible for this
strong volume dependence. At smaller wave vectors Dc(Q) increases. It probes
pair-correlation relaxations which are accelerated by concentration fluctuation
relaxations. In the limit of Q ⇒ 0,

Dc =
1
f

∂Π

∂C
, (16.9)
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Fig. 16.3. Apparent collective diffusion coefficient Dc(Q) of myoglobin in D2O
solution, for three different concentrations. The wavevector dependence exhibits a
plateau at large Q, related to the short-time self-diffusion coefficient sDs(Φ). Elec-
trostatic interaction is responsible for the increase at small Q (from [17])

where f is a friction coefficient and ∂Π
∂C is the reciprocal osmotic compress-

ibility which acts as a force tending to relax the concentration fluctuations.
Generally such studies combined with an analysis of the small-angle neutron
scattering (SANS) spectra in terms of direct protein–protein interactions allow
to separate hydrodynamic and direct interactions [19]. An interesting prop-
erty of QENS is that it allows to probe protein dynamics directly inside cells
as for example in the case of hemoglobin in red blood cells [20].

16.3.3 Vibrational Motions, Phonon-Expansion and Debye–Waller
factor (DWF), Dynamic Susceptibility

In solids, atoms, and molecules perform vibrations around fixed equilibrium
positions and orientations. The frequency spectrum of these vibrations is
described by the phonon density of states g(ω). In the simplest case of a
long-range ordered crystalline system (cubic crystal in the harmonic approxi-
mation, with only one atom per unit cell), the wave-like propagation of vibra-
tions is exactly represented by the scattering function Svib(Q, ω), in the form
of the phonon-expansion [21,22]:

Svib(Q, ω) = e−<u2>Q2

[
δ(ω) +

∞∑
n=1

[
< u2 > Q2

]n
n!

Sn(ω)

]
, (16.10)

where <u2> is the atomic mean square displacement and e−<u2>Q2
is the

DWF. The latter obviously stands for the Gaussian behavior in space of
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the time-averaged atomic probability density distribution in the harmonic
solid. The first term of the sum, δ(ω), represents the purely elastic scattering,
while the terms Sn(ω) correspond to n-phonon transitions. The normalized
one-phonon term S1(ω) is the product of the Bose phonon-population factor
nB(ω, T ) with g(ω),

S1(ω) = nB(ω, T )g(ω) , (16.11)

nB(ω, T ) =
1

e
�ω

kBT − 1
, (16.12)

where T is the temperature, kB and � are the Boltzmann and Planck constants,
respectively. Equation 16.12, can also be written in the following form:

nB(ω, T ) = exp(−�ω/2kBT ) [2ω sinh(�ω/2kBT )]−1 (16.13)

Note that now the detailed balance factor, exp(−�ω/2kBT ) appears explicitly
in this expression (compare Eqs. 16.18 to 16.20, Sect. 15.2.1 in Part I, this
volume). Each profile Sn(ω) (n ≥ 1) is obtained by folding S1(ω) (n − 1)
times with itself. Since the detailed-balance factor is invariant against this
convolution, it can in practice be extracted from the convolution kernel and
put in front of the sum in Eq. 16.10. The normalization of the incoherent
scattering function 16.10 follows from the definition:∫ ∞

−∞
S1(ω)dω = 1 , (16.14)

and therefore ∫ ∞

−∞
Sn(ω)dω = 1 , (16.15)

for all n. In the presence of motions with a diffusive character, in addition
to vibrations, the scattering function will also have a quasielastic component
that may be combined with the vibrational component 16.10 according to the
dynamic independence approximation 16.2, where applicable. If quasielastic
scattering is inexistent or unresolved, e.g., in experiments limited to low tem-
peratures (T ≤ 100 K) and/or to large or medium energy resolution widths
(∆(�ω) ≥ 90 meV), observed inelastic neutron scattering spectra will be due
to vibrational excitations only.

In biological matter, e.g., proteins, the spatial arrangement of atoms and
the dynamics are much more complex, than in the above-mentioned type
of systems with long-range crystalline order. The unperturbed spatial prop-
agation of vibrational modes is then typically restricted to shorter ranges.
An exact theory is usually intractable. But, for practical purposes, we may
employ expression 16.10 to extract an effective vibrational density of states
from measured neutron scattering spectra. This is a rather useful semi-
phenomenological quantity, especially in studies of the evolution of vibrational
dynamics as a function of external parameters. The effective density of states
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g(ω) accounts for the individual displacement amplitudes, phonon polarization
vectors, and masses of the ensemble of generalized oscillators of the complex
protein system. For small values of <u2> and Q2 the higher order terms in
16.10 can be neglected, i.e., a one-phonon approximation may be employed,
where Eq. 16.10 reduces to

Svib(Q, ω) = e−<u2>Q2 [
δ(ω)+ < u2 > Q2S1(ω)

]
. (16.16)

The effective vibrational density of states can be determined using the above
expressions in either one of the following two ways: (i) Svib(Q, ω) according
to Eqs. 16.10 and 16.11, is fitted to the spectra measured over an extended
Q-range, using suitable model functions for g(ω), or (ii) g(ω) is found, inde-
pendently of model functions, by taking the inelastic part of the measured
data to the limit

g(ω) = lim
Q→0

[
2M
�Q2

[nB(ω, T )]−1Svib(Q, ω)
]
, (16.17)

where M is the effective molecular mass. The second procedure has some-
times been applied, even when the dynamics of the system under study is not
governed exclusively by harmonic or quasiharmonic vibrations. When strongly
damped, overdamped or almost purely stochastic motions are also present, the
function g(ω) then obtained by this method, obviously is a “generalized” one,
in the sense that it also includes the effects of those additional motions. Their
signature is, that the generalized function does not show the ω2-behavior well-
known for harmonic vibrations at low energies, and starts with a finite value
at ω = 0 (see Sect. 16.4.4).

Instead of the Van Hove scattering functions the corresponding dynamic
susceptibilities are sometimes used. The susceptibility χ(Q, ω) is defined in
the framework of linear response theory [23] as the steady state response of a
system to an oscillatory force. In other words, it corresponds to nontransient
response and defines the fluctuations in the unperturbed system. The function,

χ(ω) = χ′(ω) + iχ′′(ω) , (16.18)

is a complex quantity; the real part corresponds to the in-phase and the imag-
inary part to the out-of-phase response. The fluctuation–dissipation theorem
describes, how fluctuations of the system will be dissipated in it at thermal
equilibrium. χ′′(Q,ω) is related to the dynamic structure factor (i.e., the scat-
tering function):

S(Q, ω) = nB(ω, T )χ′′(ω). (16.19)

Using the imaginary part of the dynamic susceptibility can be particularly
useful in some special cases: for instance, in the case of a simple harmonic
oscillator and equally for purely harmonic crystals, χ′′(Q,ω) does not depend
on temperature, because here all the temperature effect is contained in the
Bose phonon-population factor nB(ω, T ). χ′′(Q,ω) is consequently sometimes
used to study those effects which do not depend on thermal population.
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16.3.4 Vibrational Density of States of the Light-harvesting
Complex II of Green Plants

Photosynthesis is a fundamental physiological process in nature representing
the transformation of solar radiation into storable chemical energy. One of
the important functions of antenna complexes during the primary steps of
photosynthesis, is to perform an efficient excitation energy transfer (EET)
to photoactive pigments bound in the “reaction center” complexes (for re-
views see [24] and [25]). The major antenna complex of green plants is the
light-harvesting complex of photosystem II (LHC II) (for a review see [26]).
Apart from the energy level structure of the excited electronic states [27–29],
the coupling of the purely electronic transitions of pigments to intramolec-
ular and low-frequency vibrational modes of the protein matrix (“electron-
phonon” coupling3) plays an essential role in light absorption and ultrafast
EET [30,31] (for a review see [32]). Because of this coupling and the broaden-
ing of electronic states resulting from it, the energy transfer between electronic
states of neighboring pigments is facilitated and effectively mediated by the
protein matrix’s vibrational density of states. A knowledge of the latter is
required for the calculation of energy transfer rates. In view of the inher-
ent complexity of the interpretation of phonon structure obtained from opti-
cal spectroscopy (hole-burning (HB) and fluorescence line-narrowing (FLN)
spectra [33]), inelastic incoherent neutron scattering (IINS) has become a
technique of choice as an independent experimental approach to study the
vibrational density of states of photosynthetic pigment–protein complexes.

IINS spectra of proteins generally display a peak centered at energy trans-
fers somewhere in the range from 2 to 5 meV, representing an excess of
vibrational modes, as compared to the low-frequency region of a Debye-like
density of states. The origin of this so-called “Boson peak” known to be char-
acteristic for both, proteins and glassy systems [34–39], is not yet fully under-
stood, but it is believed to be related to the disordered nature of these systems.
The effective density of states derived from IINS spectra (see e.g., [34, 37]),
which is of a fundamental interest in itself, also permits a comparison to mole-
cular dynamics (MD) simulations of internal protein motions (see e.g., [40]).
Here, we discuss results of IINS experiments on the photosynthetic antenna
complex LHC II from spinach [41]. Trimeric LHC II was solubilized in a
D2O containing buffer solution, so that the solvent scattering was significantly

3In the present context, the term “phonon” is largely employed, when referring
to low-frequency protein vibrations (<25 meV). This is customary in studies of
pigment–protein complexes in order to distinguish such modes from higher-frequency
vibrational modes of the pigment molecules (60–250meV). However, in biological
systems one is generally not dealing with phonons in a rigorous sense. Due to lack
of long-range order, vibrational modes, except for long-wavelength sound waves, are
expected to travel only over short distances before they are seriously damped
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reduced (as compared to a solution in H2O). The experiments were performed
at four temperatures between 5 and 100 K, using the time-of-flight spectrom-
eter NEAT [42–44] at BENSC in Berlin. Incident neutron wavelengths of
2.0 Å (E0 ≈ 20 meV) and 5.1 Å (E0 ≈ 3.2 meV) were employed, correspond-
ing to (elastic) Q ranges from 1.0 to 5.7 Å−1 and 0.3 to 2.3 Å−1, respectively.
The elastic energy resolutions were ∆�ω = 0.920 meV and ∆�ω = 0.093 meV,
respectively. Low temperatures were chosen in order to ensure the validity
of the harmonic approximation for the protein vibrations under investigation
and a low probability of multiphonon processes (see Eq. 16.10), as well as the
absence of fast diffusive motions. For the biologically relevant dynamics to
be observed, low T is not prohibitive, since it is well-established that EET
in antenna complexes is fully functional for temperatures in the above range
(see e.g., reviews [45] and [46]). The measured scattering functions Ss(Q,ω)
of LHC II are shown in Fig. 16.4. The data qualitatively exhibit the tem-
perature dependence expected for a thermal population of vibrational levels
increasing with rising temperature. Three prominent features were found to
characterize the dynamics of LHC II at temperatures from 5 to 100 K: (a) a
linear Q2-dependence of the logarithm of the elastic intensity (see left frame
of Fig. 16.5), (b) a linear Q2-dependence of the inelastic peak intensity divided
by the DWF, and (c) a linear temperature dependence of the average atomic
mean square displacement <u2> (see right frame of Fig. 16.5). The linear
increase of <u2> with temperature is generally predicted for harmonic vibra-
tional motions (see for instance [3]) and has already been reported for PS II
membrane fragments [47] and for the bacterial reaction center [48]. Based on
these findings, it was concluded that both, the elastic and inelastic contri-
butions of the IINS data presented here, follow the Q-dependence given by
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Fig. 16.4. Measured LHC II spectra from IINS experiments using the MTOF spec-
trometer NEAT (see Sect. 15.3.2 in Part I, this volume). The experiment parameters
are indicated in the inset; here, ∆(hν) = elastic energy-resolution, λ0 = incident
neutron wavelength, ϕ = scattering angle; data taken from [41]
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Eq. 16.10. Thus, they display the properties of harmonic vibrational protein
dynamics of LHC II in the investigated temperature range. The “Boson peak”
feature typical for proteins was here observed around an energy transfer of
2.5 meV. The effective vibrational density of states g(ω) of LHC II was calcu-
lated from Ss(Q,ω) using Eq. 16.16, i.e., the approximate version of Eq. 16.10,
valid at low temperatures. The obtained g(ω) is similar for all temperatures,
within experimental error. Thus, results for g(ω) obtained separately from the
2.0 Å data taken at 5, 40, and 80 K, were averaged to yield the effective den-
sity of vibrational states g(ω) displayed by diamonds in frame (a) of Fig. 16.6.
Independently, the function g(ω) was also calculated from the data obtained
using an incident wavelength of 5.1 Å at 100 K. The 2.0 Å results were fully
confirmed (full line in Fig. 16.6). In order to confirm an expected deviation
from a Debye-like density of vibrational states, where g(ω) would be propor-
tional to ω2, frame (a) of Fig. 16.6 shows a plot of the experimental g(ω)
together with a curve proportional to ω2, which was fitted to the low-energy
part of the experimentally obtained density of states. An inspection of these
data reveals, that g(ω) of LHC II indeed displays an excess of vibrational
modes. For comparison, a plot of the g(ω)/ω2 function is also shown as a full,
smooth line in frame (b) of Fig. 16.6. The ω2-curve of frame (a), now trans-
formed into a constant, is shown as a dashed horizontal line. This representa-
tion makes the excess of vibrational modes extending over a frequency range
around 3±2 meV more clearly visible. In conclusion, the density of vibrational
states g(ω) of LHC II exhibits properties typical for proteins with an excess
of vibrational modes compared to the low-frequency Debye-behavior due to
acoustic vibrations. One may speculate that low-lying intermolecular optical
modes are contributing to this component. Similar g(ω) functions have been
determined for other proteins like myoglobin [34] and β-lactoglobulin [37] and
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seem to generally reflect the disordered nature of protein molecules. The wide
distribution of protein vibrations found for LHC II can be understood in terms
of structurally inequivalent protein domains within the LHC II trimer leading
to a partial localization of protein phonons. One possible interpretation is,
that the low-energy vibrational peak of LHC II at about 2.3 meV corresponds
to vibrations fully delocalized over the protein matrix of the LHC II monomer
or trimer. In contrast to this, the slight tailing towards higher vibrational fre-
quencies may be constituted by separate contributions from vibrations with
smaller amplitudes. These vibrations might e.g., be localized on one of the
different α-helices forming the protein matrix of LHC II.

16.4 Non-Gaussian Motion

It must be pointed out that there are many situations where Gaussian behav-
ior of scattering functions is absent. Because of strongly non-Gaussian (space-
and time-dependent) atomic probability–density distributions, the Gaussian
approximation is then either far from being applicable, or limited to purely
phenomenological descriptions.4 This is probably true in the case of many

4These may nevertheless be useful for some practical purposes



368 R.E. Lechner et al.

of the functionally most relevant motions of molecular subunits in biological
macromolecules exhibiting large anisotropic atomic displacements. Here are a
few of the most simple examples of models of non-Gaussian motion.

16.4.1 Atomic Jump Motions Described by Rate Equations

The simple diffusion theory is satisfactory for our purpose only, when the
locations (r, t) in space and time, where experimental observations are made,
are at distances from the space-time origin, that are large as compared to the
small elementary diffusive step distance l and the residence time τ0 between
consecutive steps. If, however, such small values of (r, t) are to be covered by
the experiment, the simple-diffusion description breaks down, and Ss(Q, ω)
then significantly differs from the above case, because it contains structural
information concerning the details of the local geometry directly related to
the interatomic distances and the spatial arrangement of atoms.

A model was proposed by Chudley and Elliott [12], to obtain the clas-
sical self-correlation function Gs(r, t) for an atom diffusing on an assumed
quasicrystalline lattice of a liquid. Because of the assumed regular spatial
arrangement of atom sites and its relative simplicity, this so-called CE-model
has also become very popular for treating atomic diffusion on interstitial lat-
tices in crystals. We briefly discuss it in the following, in order to provide
some insight into how jump models based on rate equations are constructed.

Let us first consider diffusion by atomic jumps on a Bravais lattice. One
calculates the probability P (rm, t) to find the diffusing atom on a site rm of
the lattice at time t, where it spends a time τ on the average. The time τj

required for the diffusive jump from site to site is neglected. The jumps occur
between a given site rm and its neighbors rm +dν , where dν (ν = 1, 2, . . . , s)
is a set of jump vectors connecting the given site with the neighbors. The
master equation for P (rm, t) is then

∂P (rm, t)
∂t

= −1
τ
P (rm, t) +

1
sτ

s∑
ν=1

P (rm + dν , t) . (16.20)

The first and second term on the right side are the loss and growth rate due
to the jumps to and from adjacent sites, respectively. In order to obtain
Gs(r, t), the initial condition

P (rm, 0) = δ(rm) (16.21)

is imposed. Because in a Bravais lattice all sites are equivalent, one di-
rectly obtains the self-correlation function as the solution of the master equa-
tion: Gs(r, t) ≡ P (rm, t). Several further assumptions made, when deriving
Eq. 16.20 are that consecutive jumps are uncorrelated, and that blocking and
mutual interaction effects are neglected. This implies a low site occupancy
c for the diffusing particles. The basic CE-model (represented by Eq. 16.20)
has been extended to cover many special and more complex situations, for
instance to include effects due to atom–atom correlations [49, 50]. A general
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theory of the master equation is given in Chapter 18 of [51]. Correlated jumps
are discussed in Chapters 1, 3, 10, and 18 of [51]. Now we introduce the Fourier
transform

P (rm, t) =

+∞∫
−∞

P̃ (Q, t)e−iQrmdQ, (16.22)

where P̃ (Q, t) ≡ Is(Q, t) from Eq. 15.9, Sect. 15.2.1 in Part I, this volume. This
leads to a differential equation of first order for Is(Q, t) with an exponential
decay function as solution,

Is(Q, t) = e−Γ (Q)|t| , (16.23)

which fulfils the initial condition Eq. 16.21. From this one gets

Γ (Q) =
1
sτ

s∑
ν=1

(1 − e−iQdν ) . (16.24)

The resulting dynamic structure factor is the Fourier transform of IS(Q, t),
i.e. the normalized Lorentzian

Ss(Q, ω) =
Γ (Q)/π

ω2 + Γ (Q)2
(16.25)

with energy halfwidth (HWHM) Γ (Q). For small Q, i.e., for Q � 1/d, where
d = length of jump vector, one gets the limiting case

Γ (Q) =
d2

6τ
Q2 = DsQ

2 . (16.26)

i.e., the Gaussian behavior of Ss(Q, ω) and Is(Q, t) is recovered in this limit
(see Eq. 16.4). This relation holds generally for jump diffusion in three dimen-
sions, and it is independent of the detailed jump geometry. When diffusion
occurs in a crystalline lattice, Γ (Q) is periodic in reciprocal space. It has a
maximum at the Brillouin zone boundary and it is zero, if a reciprocal lat-
tice point G is reached, such that Γ (Q = G) = 0. This “line narrowing”5

is related to Bragg diffraction of the neutron wave from the probability den-
sity of the proton distributed over the sites of the Bravais lattice (see, for
instance, [53–55]).

Finally, we mention here a useful simplification of expression 16.25, which
has often been applied in the case of polycrystalline samples requiring orienta-
tional averaging of the theoretical scattering function. If, instead of Ss(Q, ω),
the width function is averaged, one obtains the “isotropic approximation”:

Γ (Q) =
1
τ

[
1 − sin(Qr)

Qr

]
(16.27)

5This effect should not be confused with the coherent line narrowing predicted by
De Gennes [52]
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This relation can be used to determine an estimate of an (average) jump-
distance r from the Q-dependence of measured quasielastic line widths [7–9].
An example, where this procedure has been applied to two-dimensional diffu-
sion on the surface of a membrane, is discussed in Sect. 16.5.1 (see Fig. 16.14).

16.4.2 Confined or Localized Diffusive Atomic and Molecular
Motions

Diffusive motions of individual atoms or molecules do not necessarily extend
over the whole volume of the system under investigation. They may instead
be restricted to a certain space of molecular order of magnitude. This occurs
for instance, when atoms bound in a molecule – e.g., in a mobile sidegroup of
a polypeptide chain – are undergoing rotational diffusion with the latter, or
when molecules are confined to diffusion within the space available inside the
cages of an inclusion compound. In the context of biological macromolecules,
this situation may be encountered for instance by water molecules trapped
inside of these molecules, or in cavities or grooves at their surface. Here, the
dynamical problem consists in solving a suitable equation of motion applying
the appropriate boundary conditions which correspond to the specific spatial
limitation of the motion. Then, for instance, when a molecule or molecular
subunit performs discrete reorientational steps (rotational jumps) – inspite of
the spatial limitation – a rate equation of the type represented by Eq. 16.20
can still be employed, whereas for continuous diffusion Eq. 16.6 may still ap-
ply. All molecular motions limited in space have in common, that the atomic
probability density within the confinement does not decay to zero at infinite
time. As a consequence, the temporal Fourier transform to be calculated for
obtaining the Van Hove incoherent scattering function, contains an (elastic)
δ(ω)-term, in addition to nonelastic terms (see Sect. 15.2.2 in Part I, this
volume). Generally, the above type of equations for localized or confined dif-
fusive motions yield scattering functions (here for convenience labelled with
the subscript for rotation) of the following form [5] and [6]:

Srot(Q, ω) = A0(Q)δ(ω) +
n∑

j=1

Aj(Q)Lj(Hj , ω). (16.28)

Here A0(Q) is the EISF of the localized diffusive motion and the func-
tions Aj(Q) are the n corresponding QISFs of the n Lorentzian compo-
nents, Lj(Hj , ω), with halfwidths (HWHM) Hj , and with (see Sect. 15.2.2
and Fig. 15.1 in Part I, this volume):

QISF =
n∑

j=1

QISFj(Q) =
n∑

j=1

Aj(Q) = 1 − EISF. (16.29)

Many models yielding expressions of the type 16.28 have been developed in
the past for specific boundary conditions imposed by the geometry of different
localized diffusive motions. Several representative examples have been given
in Table 15.1 and Fig. 15.1 of Part I, this volume, including the corresponding
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references to the original literature. When, in addition to the confined diffusive
motion, other dynamical phenomena, such as vibrational motions or transla-
tional diffusion, are present in the observation time window of the experiment,
Srot(Q, ω) may be combined with the pertinent additional scattering functions
by convolution according to Eq. 16.2. Without going into a detailed discus-
sion, we merely note here, that Eqs. 16.28 and 16.29 have been applied to
isolate the contribution due to two-site and three-site jump-reorientation of
small molecular subunits, such as methyl-groups and short side-chains to the
QENS intensity observed in experiments on purple membrane [56]. The clas-
sical model of diffusion on the surface of a sphere [57] (corresponding, e.g., to
continuous rotational diffusion of molecules in solution) has been formulated
for incoherent, as well as for coherent scattering, and applied not only for the
former [58–62] (see also [1] and [3]), but also in the latter case [61, 63, 64].
The model for continuous diffusion in the interior of a spherical volume [65]
has become popular for the description of localized diffusive (confined mole-
cular) motion in the context of protein dynamics [66–72]. H-bond flip-flop
motions based on the assumption of a double-well potential have been treated
using a symmetric two-site jump model [73]. A potentially interesting model
for dealing with H-bond formation–breaking reaction equilibria in biological
macromolecule/hydration–water complexes, which is based on an asymmetric
two-site jump model, can be found in [74].

16.4.3 Environment-Dependence
of Confined Diffusive Protein Motions:
Example Lysozyme

Any functional activity of biological systems involves the quasicontinuous per-
formance of multiple conformational rearrangements of macromolecules such
as proteins, enzymes, etc. [75]. The molecular dynamics involved is fully de-
veloped only at physiological conditions of the environment. Because of the
strong correlation between functionality, dynamics and environment, it is of
great interest, to study the dynamics of biological systems as a function of
environmental parameters. These may concern physical or biochemical as-
pects, as temperature, pressure,..., humidity, salinity,..., and – more generally –
the kind and concentration of molecular and ionic species surrounding the
macromolecular surface. It is well-known that the omnipresence of liquid
water in biological systems has a plasticizing effect ensuring the conforma-
tional flexibility (e.g., of proteins) required for biological function (see also
Sect. 16.5.2). On the other hand, proteins embedded in sugars or glycerol have
higher melting temperatures, i.e., they possess an increased thermostability,
as compared to the same systems in a state of hydration. The reason is, that
under certain conditions well above room temperature, proteins are still sta-
ble in anhydrous solvents, when the plasticizing action of water which would
give them a conformational flexibility sufficient for denaturing in the hydrated
state, is absent [76]. In general, thermal fluctuations of proteins, and in par-
ticular stochastic motions occurring on the pico- to nano-second time-scales
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accessible to neutron scattering, are affected by the character of the environ-
ment. Neutron scattering experiments have been carried out, employing the
elastic-window scan technique [77] (see Sect. 15.3.3 in Part I, this volume), for
studying the molecular mobility of lysozyme solvated in glycerol, with vari-
ous water contents, as a function of temperature [78, 79]. These studies have
revealed the alteration of the protein’s internal mobility, when the character
of its environment changes from a stabilizer-like to a plasticizer-like nature.
Addition of water strongly affects the dynamical behavior of glycerol-solvated
lysozyme, which with this technique is monitored via a measured effective
mean square displacement of hydrogen atoms in the protein. A quasielastic
neutron scattering experiment shows this effect in more detail [39]. As an ex-
ample, Fig. 16.7 shows IINS spectra of dry lysozyme solvated in glycerol, as
obtained at Q = 1.1 Å−1, at 100 K (open circles) and at 300 K (full circles).
The low-T spectrum essentially exhibits a broad Boson-peak type compo-
nent centered near 4 meV, which is due to quasiharmonic vibrations. There
is also a very small quasielastic contribution at energy transfers below about
2 meV. At 300 K, where diffusive motions have become rather important, a
large quasielastic component dominates the spectral shape. The continuous
line is the elastic energy resolution function measured with a vanadium plate.
The inset shows the same spectra, but rescaled by dividing through the Bose
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Fig. 16.7. Inelastic neutron scattering spectra of dry lysozyme solvated in glycerol,
at 100 K (open circles) and 300 K (full circles), at Q = 1.1 Å−1, measured with the
MTOF spectrometer NEAT; see Sect. 15.3.2 in Part I, this volume. The continuous
line is the elastic energy resolution function measured with a vanadium plate. Inset:
for energy transfers above 5 meV, where the quasielastic component is negligible,
the inelastic region of the 100 K spectrum overlaps precisely with that of the 300K
spectrum, after both have been rescaled by dividing through the Bose phonon-
population factor (after [39])



16 Quasielastic Neutron Scattering: Applications 373

phonon-population factor, in order to make the vibrational part of the scat-
tered intensity temperature-independent. The result of this procedure is, that
the vibrational components observed at the two different temperatures are
perfectly overlapping in the energy transfer region above 5 meV, where the
(quasielastic) spectral contribution due to diffusive motions is negligible. The
spectral weight of the quasielastic component varies strongly not only with the
temperature, but also with the degree of hydration. This is shown in Fig. 16.8,
where spectra of lysozyme in glycerol at 300 K are presented for three different
hydration levels: 0.0h (open circles), 0.2h (full circles), 0.4h (open squares).
One observes that, similarly to the temperature effect, increased hydration
induces an increased global mobility of lysozyme: both, the inelastic and the
quasielastic signals are increased at higher hydration levels. This effect is par-
ticularly large in the latter case. In order to investigate the nature of the
relaxational dynamics, the quasielastic spectral shape must be studied alone.
The vibrational component, as determined at 100 K (see Figs. 16.7 and 16.8),
can be fitted by a suitable function, like the phonon-expansion described in
Sects. 16.3.3 and 16.3.4 (see Eqs. 16.10–16.16). When this is subtracted from
the measured spectra, the sole quasielastic component remains. This is shown
in Fig. 16.9 for the room temperature (300 K) spectra at the three hydra-
tion levels, 0.0h (open circles), 0.2h (full circles) and 0.4h (open squares).
These spectra were quantitatively analyzed by fitting a quasielastic scattering
function of the type 16.28, folded with the experimental resolution function.
Two Lorentzian components were found to well reproduce the spectra, with
the QISFs (Aj(Q)), the linewidths (Hj) and a trivial global normalization
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Fig. 16.8. Inelastic neutron scattering spectra of lysozyme solvated in glycerol, at
room temperature (300 K), for three different hydration levels, 0.0h (open circles),
0.2h (full circles) and 0.4h (open squares), measured with the MTOF spectrometer
NEAT. The momentum transfer value is Q = 1.1 Å−1 (after [39])
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Fig. 16.9. Quasielastic neutron scattering spectra of lysozyme solvated in glycerol
for a momentum transfer value of Q = 1.1 Å−1, at room temperature (300 K), for
three different hydration levels, 0.0h (open circles), 0.2h (full circles) and 0.4h (open
squares), measured with the MTOF spectrometer NEAT. The vibrational compo-
nent of the scattered intensity has been subtracted (see text). The narrow continuous
line is the elastic energy resolution (after [39])

factor as free parameters. Figure 16.10 shows the fit result for the 0.4h sam-
ple. It is seen that the two Lorentzians exhibit rather different widths, namely
(H1 = 0.135±0.010 meV) and (H2 = 2.45±0.70 meV), which means that two
relaxational phenomena occurring on quite different time scales are observed.
For different values of the hydration (h), the same pair of widths is found for
the two Lorentzians, but the quasielastic signals (i.e., the QISFs) increase with
h. This is the signature of a progressive onset of new relaxational degrees of
freedom of internal protein motions, probably related to groups located at the
protein surface. Apparently, also in the presence of glycerol, water molecules
are able to gradually activate the whole lysozyme dynamics by progressively
hydrating the protein surface groups. This may be interpreted as a hydration-
driven onset of confined diffusive internal protein motions.

16.4.4 Change of Protein Dynamics on Ligand Binding:
Example Dihydrofolate Reductase

It is of fundamental importance in biology and medicine to understand how
ligands bind to proteins [80–85]. Various types of interactions may be in-
volved in ligand association: van der Waals, electrostatic and hydrophobic
interaction, hydrogen bonding, or different intermolecular interactions spe-
cific for the protein–ligand complex. The signature of complex-formation
is expected to be visible in the spectrum of protein vibrations or – more
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Fig. 16.10. Fit (full line) of a scattering function comprising an elastic and two qua-
sielastic (Lorentzian) terms of different widths to the room temperature quasielastic
spectrum of lysozyme solvated in glycerol, and hydrated at 0.4h (open circles), at
Q = 1.1 Å−1. The dashed and dotted lines are the narrow and the broad Lorentzian
components, respectively. The inset shows the quasielastic spectrum over a larger
energy range. These spectra (after [39]) were derived from measurements with the
MTOF spectrometer NEAT; see Sect. 15.3.2 in Part I, this volume

generally – of protein dynamics, as compared to that of the unbound pro-
tein [86–92]. An experimental investigation of the dynamic structure factor
modification due to ligand binding was carried out using neutron scatter-
ing [93] on the enzyme dihydrofolate reductase (DHFR), an important target
for anticancer and antibacterial drugs [94–98]. In the presence of DHFR and
of the nicotinamide adenine dinucleotide phosphate (NADPH) cofactor, a cat-
alytic reduction of dihydrofolate to tetrahydrofolate takes place. The ligand
used is methotrexate (MTX), a folate antagonist of DHFR employed effec-
tively as a cytotoxic agent in the treatment of cancers [99]. In order to mini-
mize scattering from solvent molecules, the system was exchanged with D2O.
Both the uncomplexed enzyme (DHFR+NADPH) and the complexed enzyme
(DHFR+NADPH+MTX) were hydrated to a degree of 30%, i.e., 30 mg of
D2O per 100 mg of dry weight protein. It is important to keep in mind, that
this degree of hydration is only valid for the environmental conditions under
which it was established, whereas at much lower temperatures, part of the
water will be effectively separated from the protein due to a “dehydration by
cooling” effect [100], but might still be present within the sample container
in the form of crystalline D2O-ice. But, because of the comparatively low
scattering cross-section of D2O, the latter (with its 23% fraction of the total
sample weight) will not contribute more than about 2.5% to the integral of
the inelastic scattering spectrum.
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Fig. 16.11. Dynamic structure factor versus frequency ω [cm−1] for uncomplexed
DHFR (lower curve) and complexed with methotrexate form of DHFR (upper
curve) at 120 K. Data, taken with the direct-geometry TOF spectrometer IN6 (see
Sect. 15.3.1 in Part I, this volume) using an incident neutron wavelength of 5.12 Å,
have been summed over all scattering angles of the experiment (elastic Q-range ap-
proximately from 0.3 to 2.2 Å−1). Both spectra are normalized to the elastic peak
height. Inset: low frequency region of the spectra; after [93]

Measurements were performed with the XTL-TOF spectrometer IN6 at
ILL Grenoble (see Sect. 15.3.1 in Part I, this volume), at the fairly low tem-
perature of 120 K, in order to minimize the contribution of diffusive motions.
Figure 16.11 shows the measured incoherent scattering functions of the un-
complexed and the complexed form of the enzyme. Both spectra exhibit, in a
qualitatively similar manner, two fundamentally different parts: The first one
is an inelastic region including the Boson peak (ω above �20 cm−1)6, which is
probably exclusively due to harmonic vibrations. The second part is the low-
frequency region (ω below �20 cm−1), where a careful comparison with the
energy resolution function determined by scattering from a vanadium sample
(not shown in the figure) suggests that the harmonic vibrational component is
overlapping with a quasielastic contribution on top of it. The latter indicates,
that at 120 K the spectra still contain a non-negligible effect from strongly an-
harmonic, or overdamped vibrational, or even from localized diffusive modes
of motion, inspite of the low temperature. This is, however, not unusual and
has also been found earlier, for instance in the cases of hydrated purple mem-
brane [101, 102], and in alanine dipeptide [103], where anharmonic motions
and rotational motions of small side-groups have been observed down to 100 K
and below (see also the 100 K spectra of Fig. 16.7 in Sect. 16.4.3). In this low-
energy region, a rather significant difference was observed between the spectra
of the complexed and the uncomplexed enzyme. The quasielastic component

6Note that the energy transfer unit 1meV corresponds to 8.07 cm−1
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of the former is appreciably larger than that of the latter. This may be due
to one or several of various conceivable reasons. Let us first consider the pos-
sibility, that the additional quasielastic scattering may be due to the mobility
of small side-groups located on the ligand, which might be higher than that of
side-groups in the main part of the complex. Because of the low weight frac-
tion of the ligand, this is not considered as very probable, although it cannot
be completely excluded. Further studies employing a deuterated ligand could
however clarify this question. Second, multiphonon scattering can in princi-
ple lead to a quasielastic contribution due to phonon–phonon annihilation.
This effect should, however, be negligible in the concerned Q-range (below
2.2 Å−1), and especially at the low temperature of the experiment, where it is
estimated to be of the order of only 2% of the one-phonon scattering. Further-
more such a component is not likely to be very different for the two kinds of
sample. Similar arguments apply for a multiple scattering contribution, which
again is negligibly small, because of the large value of the employed sample
transmissions (97.7%).

Finally, we come to what is believed to be the main reason for the ob-
served difference in the spectra. The complexation may lead to an increased
importance of relaxational modes and possibly of very-low-frequency optical
vibrations in this whole system and thus to an increased flexibility of the
macromolecular ensemble, as compared to the uncomplexed case. The inten-
sity increase also extends further into the inelastic region up to �40 cm−1.
It is likely, but cannot be proved at present, that the latter effect might be
due to complexation-caused damping of the vibrations in the latter interme-
diate frequency region. Damping could lead to a shift of modes from higher
to lower frequencies. The deviation from purely harmonic behavior of both
systems, (DHFR+NADPH) and (DHFR+NADPH+MTX), is demonstrated
by calculating, in the limit Q → 0, a “generalized” density of states g(ω)
using Eq. 16.17 in Sect. 16.3.3. This is shown in Fig. 16.12 presenting the g(ω)
curves for the complexed and for the uncomplexed protein. 7 It is seen, that in
the frequency region below �20 cm−1 the obtained generalized function does
not show the well-known ω2-behavior expected for purely harmonic acoustic
vibrations at low energies. Furthermore, it seems to be clear that the curves
start with finite values at ω = 0, although measured data are of course not
available at zero frequency (see Sect.16.3.3). This is of course the phenom-
enological signature of the quasielastic component. It is also evident from the
figure, that the complexed form of DHFR has an appreciably larger g(ω) in

7Note that the low-frequency part (ω below 
20 cm−1) of this function must be
considered as purely phenomenological: because stochastic fluctuations generally do
not obey Bose–Einstein statistics, the division of the scattering function by the
Bose phonon-population factor does not have quite the same justification as in
the case of harmonic vibrations. But this does not change the main result, namely
the observation that complexation of DHFR leads to additional relaxational phe-
nomena causing an increase in the quasielastic scattering component.



378 R.E. Lechner et al.

0 5 10 15 20
0.0

0.5

1.0

g
(w

) 
(m

od
e 

cm
-1

)

w (cm-1)

0 40 80 120
0

4

8

Fig. 16.12. Generalized density of states g(ω) for uncomplexed DHFR (lower curve)
and for DHFR complexed with methotrexate (upper curve) at 120K. Data, derived
from measurements with the direct-geometry TOF spectrometer IN6 (see Sect. 16.3.1
in Part I, this volume), have been summed over a large range of scattering angles.
Inset: enlarged frequency region of the spectra; after [93]

this low-frequency region, suggesting that complexation of DHFR softens the
enzyme and makes this macromolecule more flexible, an effect which could be
relevant for its biochemical activity. However, we have to note, that we do not
know, whether this behavior is also relevant to the same extent at physiolog-
ical conditions, where the level of hydration established initially (see above)
is effective.

Finally, it is interesting to note that, using NMR relaxation experiments,
other authors have observed an increased conformational flexibility on bind-
ing a hydrophobic ligand to mouse major urinary protein [104]. However, we
should note that a flexibility increase does not necessarily occur as a rule upon
ligand binding, since this depends on the strength of the involved interaction.
In other investigations using NMR and crystallography, a flexibility decrease
was observed on binding small organic ligands to proteins [105–107].

16.5 Low-Dimensional Systems

16.5.1 Two-Dimensional Long-Range Diffusion
of Rotating Molecules

Low-dimensional diffusion plays an important role for certain biological ob-
jects, such as ion transport channels and membrane surfaces. Obviously, the
concept of low-dimensionality should not be understood for instance in the
sense of strictly planar motions, since especially on biological membranes there
will be appreciable local deviations from this idealized picture. The essential
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condition is, that the diffusing particles stay within or near a fictive diffusion
plane (e.g., representing the membrane surface) at least during the observa-
tion time defined by the energy resolution of the experiment (see Sect. 15.3,
Eq. 15.30 in Part I, this volume and the related discussion). This also implies
that the mean-square displacement parallel to the diffusion layer, the particle
has acquired during this time, is much larger than perpendicular to it.

The incoherent neutron scattering function in the low-Q limit for long-
range translational diffusion (TD) was already considered above (see Eqs. 16.6
and 16.7. Accordingly, in three dimensions, when the diffusive motion is
isotropic, with a diffusion coefficient D3D, we have for this function:

S3D
TD(Q, ω) =

1
π

D3DQ2

(D3DQ2)2 + ω2
, (16.30)

Certain analytic results [108] concerning the anisotropic case, where the diffu-
sion process is restricted to the surface of a plane or to the planes of a layered
structure, will be discussed in the following. If single-crystalline samples are
available, the dimensionality of the diffusional motion can of course be deter-
mined directly by studying the orientation dependence in a QINS experiment.
For a single crystal we have [109]:

S2D
TD(Q, ω) =

1
π

D2D(Q sin θ)2

(D2D(Q sin θ)2)2 + ω2
, (16.31)

where D2D is the coefficient of self-diffusion in two dimensions, Q sin θ the
component of the scattering vector in the diffusion plane, and θ the angle
between Q and the normal to this plane. If single-crystals are not available,
one has to resort to polycrystalline samples requiring orientational averaging
of the above expression. It is known, that the resulting integral over all orien-
tations exhibits a logarithmic singularity at zero energy transfer [109]. This is
caused by the fact that diffusion planes which are perpendicular (or close to
perpendicular) to the scattering vector Q contribute elastic (or almost elas-
tic) scattering to the QINS function. Fortunately, the logarithmic singularity
is cancelled by finite resolution. It has been shown that for resolution functions
which have the shape of a Lorentzian (with HWHM equal to H) or of a sum of
Lorentzians (which can be the case in BSC experiments) the orientationally
averaged resolution-broadened QINS function for 2D-diffusion,

< S2D
TD(Q, ω) >res

orient.=
1
2π

∫ 2π

0

dΦ
1
2

∫ π

0

sin θ dθ L(θ, ω), (16.32)

where

L(θ, ω) =
1
π

D2D(Q sin θ)2 + H

[D2D(Q sin θ)2 + H]2 + ω2
(16.33)

can be written in closed form [108]. The explicit expression is lengthy and will
not be given here. The determination of such a characteristic line shape is very
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difficult. It requires an experimental resolution width H � D2DQ2, in order
to be able to distinguish it from a simple Lorentzian shape. This problem is
discussed in detail in [108].

The study of the anisotropy of translational diffusion in strongly anisotropic
material, such as biological membranes, is straight-forward, if the membranes
are well aligned in the samples. Pertinent investigations with quasielastic neu-
tron scattering techniques have been carried out on purple membrane [110,111]
and on the superficial layer of porcine skin (stratum corneum) [112]. As an
example we discuss the transport of water molecules on the surface of pur-
ple membrane which has a two-dimensional crystalline structure. In biological
membranes, proton diffusion connected with conduction of protons provides
an important mechanism of energy transduction in living organisms. The pur-
ple membrane (PM) of Halobacterium salinarum, for instance, contains the
protein bacteriorhodopsin (BR) which becomes a one-dimensional stochasti-
cally pulsed proton conductor, when activated by light (see Sect. 16.5.2). This
is a light-driven proton pump generating an electrochemical gradient across
the membrane, which is employed by the bacterium as an energy source. Af-
ter having been pumped from the cell-interior to the membrane surface, the
protons are transported by a mechanism of surface diffusion towards other pro-
teins located within the same membrane: The light-generated electrochemical
potential across the cell membrane is utilised by the halobacteria to furnish
the driving force for ATP synthesis by energizing the rotation of the turbine-
like machinery in ATP synthase. Water molecules near the surface are known
to be relevant for this biological function, since they have been shown to as-
sist the proton conductivity [113]. Hydration water, its interaction with the
surface of biological macromolecules and macromolecular complexes, and its
diffusion generally play an important role in structure, dynamics, and func-
tion of biological systems [114, 115]. It is therefore of considerable interest
to study the proton diffusion mechanism within and close to the hydration
layers of membranes. Similar to the case of bulk water, it is expected that
during the diffusion process protons are exchanged between water molecules
acting either as acceptors (forming for instance (H3O)+) or as donors (pro-
ducing (OH)− ions). A “solid-like” Grotthuss feature [116–118] is added to
the diffusion of protons in the liquid water phase by the presence of fixed
protonation sites on the surface of purple membrane. It is worthwhile to note,
that these sites are arranged in space in a perfectly regular manner, since the
bacteria use the most efficient packing of BR: trimers of BR molecules em-
bedded in a lipid bilayer matrix are aligned in a two-dimensional hexagonal
single-crystalline structure [119]. However, the pH-value not being very dif-
ferent from 7, the concentration of charged particles is very low. The protons
spend most of the time as part of diffusing neutral water molecules with only
rare events of exchange between different “vehicles” [116]. Therefore, for the
purpose of analyzing neutron scattering experiments, the whole mechanism
of diffusion may to a good approximation be classified as that of molecular
diffusion [116].
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In the QINS [110] and PFG-NMR [111] measurements concerning the
anisotropy of proton diffusion on the membrane, the crystalline order of PM
has been exploited. For this purpose about 20,000 layers of purple membranes
were stacked approximately parallel to each-other (mosaic spread: about 12◦

FWHM) at defined relative humidities (r.h.). The membrane stacks had been
produced, starting from an aqueous suspension of membrane pieces, by align-
ment of the membranes through evaporation of water, using aluminium foils
as a substrate. At 100% r.h., with water layer thickness of about 10 Å between
neighboring membranes, the protons of water molecules were found to partici-
pate in a process of two-dimensional long-range translational diffusion parallel
to the membrane plane, with a self-diffusion coefficient Ds = 4.4×10−6 cm2s−1

at room temperature, i.e., about five times smaller than the known bulk value
of water. At the same time, they are also participating in a fast localized diffu-
sive motion which can – at least partially – be assigned to the rotation of water
molecules. This was observed to be about six times slower than in bulk water.
These motions are sufficiently fast to produce quasielastic broadenings clearly
seen with an elastic energy resolution of 16 µeV FWHM (see Fig. 16.13). Fi-
nally, a translational diffusion jump distance of 4.1 Å was derived from the
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Fig. 16.13. Fit of a model for two-dimensional translational diffusion of water to
QINS spectra (data points shown as triangles) of hydrated purple membrane stacks
oriented with an angle α = 135◦ with respect to the incident neutron beam. These
data were taken with the inverted time-of-flight technique (IRIS, see Sect. 15.3.4
in Part I, this volume) at the scattering angle ϕ = 90.4◦ . The spectra were not
corrected for multiple scattering, but MSC was taken into account in the fitted
theoretical model: The solid lines represent (from top to bottom) the fit result for
the total scattering function including all terms, the sum of all rotation-broadened
components of the scattering function (including the backgound B), and B. The
dotted lines are the two MSC contributions: a rotation-broadened MSC component
sitting on the background line, and an MSC component without rotation broadening
on top of the rotation-broadened single-scattering contribution; after [111]
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Fig. 16.14. Translational diffusion linewidths (exhibited by spectra as shown in
Fig. 16.13) of water on hydrated purple membrane, plotted as a function of Q2 for
two sample orientations: α = 45◦, open circles; α = 135◦ , full circles. The experi-
mental values are compared with the theoretical width corresponding to an isotropic
approximation of the Chudley–Elliott jump-diffusion model in two dimensions. Note
that for α = 135◦, the Q vector is exactly parallel to the membrane plane, when
the scattering angle is ϕ = 90◦, whereas Q is perpendicular to the membrane for the
same scattering angle, when α = 45◦. Therefore the linewidth curve for the latter
case approaches zero near Q2 = 1.784 Å−2, in agreement with the values observed
experimentally. This means that diffusion parallel to the membrane plane has clearly
been seen in this experiment, whereas in the direction perpendicular to it the dif-
fusive motion is too slow to be observable with the QINS technique. Dotted lines:
behavior of the width according to the DsQ

2 − law, if this was valid in the whole
region of Q2 shown in the figure (after [111])

Q-dependent behavior of the quasielastic linewidth at large scattering angles
(see Fig. 16.14). This distance is three times larger than the corresponding
quantity of bulk water.

The relative slowness of the diffusion process may be partly due to the
restricted space available within the hydration layers. It might also be caused,
together with the large value of the jump distance, by the presence of fixed
protonation sites on the membrane surface. These might have nearest-neighbor
distances similar to those of neighboring lipid head groups, which are of this
order of magnitude. At these protonation sites, hydrogen bonds are expected
to be formed, with life times exceeding those of bonds which exist between
neighboring H2O molecules in bulk water.
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16.5.2 Dynamical Transition and Temperature-Dependent
Hydration: Example Purple Membrane

The study of the relation between the hydration of biological systems and
their function has attracted much attention at least over the last 40 years.
A large amount of results has been accumulated and summarized in a number
of review articles (see for instance [114, 115, 120–124]) and books [125–127].
It is known that the amount of water associated with any specific biological
system and the temperature are two of the most important factors control-
ling the kinetics of the biological function of the involved macromolecules. As
an example, we consider studies of the purple membrane (PM) of Halobac-
terium salinarum. This is a lipid bilayer system containing a two-dimensional
hexagonal arrangement of trimers of the integral protein bacteriorhodopsin
(BR) [128]. BR is a well-known proton pump and the prototype of a mem-
brane protein (see also Sect. 5.1). The absorption of a light quantum by light-
adapted BR leads to the conformational transition from the all-trans to the
13-cis isomer of the retinal chromophore and initiates a sequence of intercon-
versions between a number of spectroscopic intermediates usually designated
by the letters K, L, M8, N, and O, finally leading back to the initial state
of BR. Under physiological conditions, as a result of the reactions occurring
during this photocycle, a proton is released from the retinal’s Schiff base and
pumped to the exterior surface of BR, while another proton is taken up on
the cytoplasmic side to replace the first proton at its original binding site
(for a review, see for instance: [130]). Experimental observations have indi-
cated that the gradual removal of water from PM and thus from the pro-
tein modifies the photocycle and has specific consequences on the rates of
individual transitions between intermediates. While the processes leading to
M-formation are only moderately affected by changes in the amount of water
present, the relaxation rate of the M decay strongly depends on the level of
hydration. For instance, between 90% and 75% relative humidity (r.h.) the
rate decreases by a factor of 10 and slows down by another two orders of mag-
nitude, when the hydration water is removed almost completely by drying at
7% r.h. or less [131]. More recent experimental results [132, 133] in qualita-
tive agreement with [131], suggest that from 100% to 85% r.h. the M-decay
rate decreases by a factor of 2, whereas the strong decrease of the M-decay
rate essentially starts, when the humidity is decreased below about 85% to
80% r.h. With decreasing humidity less and less light-induced charge translo-
cation occurs across the protein [134]. Upon further lowering of the r.h., the

8From X-ray diffraction and FT-IR measurements it is known that the intermediate
M splits into the two structurally different states M1 and M2, which can not be
distinguished spectroscopically [129]
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photocycle and the actual vectorial proton transport activity of the proton
pump are drastically modified [135–137].

It is interesting to compare the hydration dependence of the photocycle
to its variation observed as a function of temperature. While the quantum
efficiency of BR is practically temperature independent, the decay of all in-
termediates relying on thermal activation obviously is not. The photocycle
slows down with decreasing temperature and is “frozen in” at some inter-
mediate state, when the time constant of the latter has become practically
infinite due to the low value of the temperature. It was found, for instance,
that bacteriorhodopsin can be “captured” in the M2-intermediate state at
260 K [138]. Furthermore, according to [139,140], the photocycle stops at the
M-intermediate state below T �220 K (at the M1-intermediate state near 230
K, after [141]), at the L-intermediate below T �180 K (near 155 K, after [141])
and at the K-intermediate below T �150 K (near 90 K, after [141]). The N
and O intermediates were not observed at all by low-temperature spectropho-
tometry. Below we discuss the question, whether the T - and h-dependences
of the photocycle are significantly correlated with the T - and h-dependent
effects observed in the static and dynamic structure of multilayered stacks of
PM.

In a previous study [100] we have investigated the static structure of multi-
layered stacks of PM as a function of temperature (T ), after having established
well-defined levels of hydration (h) by equilibration at fixed relative humidi-
ties (r.h.), at room temperature. The lamellar spacing dl of these systems was
measured with neutron diffraction as a function of T and h. The observed large
T -dependent variations of dl indicate that PM is partially dehydrated, when
cooled below a “hydration water freezing point.” This effect is reversible, but
a hysteresis is observed, when PM is rehydrated upon reheating. This phe-
nomenon of dehydration and rehydration, induced by cooling and reheating,
respectively, appears to be a general property of biological membranes (see
also [142]). It is caused by the presence of hydration forces and by the specific
(different) temperature dependences of the chemical potentials of interbilayer
water and ice. These forces result in a local freezing point depression and are
the main reason, why nucleation of ice crystals first occurs outside of the space
between bilayers. The temperature variation of the chemical potentials leads
to a difference in vapor pressure, causing water to be successively extracted
from the interbilayer space in the presence of these ice crystals, when the tem-
perature is lowered. Vice versa upon heating, the water originating from the
melting of the same ice crystals, within the closed system, is “sucked” back
into the interbilayer space. This effect is due to the temperature-dependent
change in the balance between the hydration forces and the chemical force
resulting from ice formation. It is important to note, that this leads to what
amounts to an effective spatial separation of the crystallized water from the
biological surface.

For the temperature dependence of the lamellar spacing the following qual-
itative behavior of dl was observed [100]: During the cooling cycle of samples



16 Quasielastic Neutron Scattering: Applications 385

equilibrated at a given relative humidity (r.h.), starting at room temperature
(295 K), dl stays approximately constant down to a few degrees below the
freezing point of bulk water (Tf = 273.15 K for pure H2O and 276.97 K for
pure D2O). Then, at a temperature which we denote by Tfh, a discontinuity
occurs, which is connected with a large decrease in dl by a step of the order of
20–30% . The hydration water remaining bound to the purple membrane be-
low about 240 K is nonfreezing. Its amount was found to be hnf = 0.24(±0.02)
[g D2O/g BR] for all PM samples equilibrated at room temperature in the
presence of D2O vapor at ≥ 84 % r.h..

Figure 16.15 shows an example of such a study of a PM specimen [143]. The
lamellar lattice constant of the PM multilayer stack is displayed as a function
of temperature in a heating cycle; the sample had been equilibrated at room
temperature in an atmosphere of 98% r.h. (D2O vapor). The experimental
values (triangles) are shown together with a phenomenological model curve.
The vertical arrows labeled with letters, indicate the approximate limiting
temperatures, below which – in the course of the photocycle – BR does no
longer return to the ground state, but stops at the intermediates K, L, M1

and M2, respectively.
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Fig. 16.15. Lamellar lattice constant of a purple membrane multilayer stack as
a function of temperature in a heating cycle; the sample (labeled H1) had been
equilibrated at room temperature in an atmosphere of 98% r.h. (D2O vapor). The
experimental values (triangles) obtained with the membrane-diffractometer V2 at
BENSC in Berlin, are shown together with a phenomenological model curve. The
vertical arrows indicate the approximate limiting temperatures, below which – in the
course of the photocycle – BR does no longer return to the ground state, but stops
at the intermediates K, L, M1, and M2, respectively [141]. Figure taken from [143]
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Let us now discuss possible correlations between the T -dependent dehy-
dration/rehydration behavior of PM and the variation of its dynamic struc-
ture with temperature. It has been shown by studies of purple membrane
using quasielastic incoherent neutron scattering (QINS), that the ability of
bacteriorhodopsin to functionally relax and complete the photocycle initi-
ated by the absorption of a photon, is strongly correlated with the onset of
low-frequency, large-amplitude “anharmonic” molecular motions. This man-
ifests itself as the well-known “dynamical transition” [35, 144–147] starting
from a low-temperature harmonic toward a high-temperature “anharmonic”
regime [36]. More precisely, the “dynamical transition” announces the onset
of overdamped vibrational and/or localized (i.e., spatially restricted) diffu-
sive (stochastic) molecular motions at temperatures in the neighborhood of
200 K. It is characterized by the appearance of quasielastic neutron scattering
due to these motions9. This has also been made visible indirectly by studying
the temperature dependence of elastic scattering (“elastic-window scan”, see
Sect. 15.3.3 in Part I, this volume), which allows to extract an atomic mean-
square displacement <u2>. In this case, for fully hydrated PM, the onset
of diffusive motions was found near 230 K by an analysis of <u2>. Here,
the validity of a Gaussian approximation to the motion of all the hydro-
gen atoms in PM was assumed, which – for the employed energy resolution
(IN13, with FWHM = 10 µeV) – includes the frequencies between 1010 s−1

and 1013 s−1 [36]. In this experiment, a large Q-range (up to Q = 4.5 Å−1)
was used . However at higher energy resolution (FWHM = 1 µeV), and in a
lower Q-range (up to Q = 1.8 Å−1), elastic-window scans with IN16 yielded
the onset of a dynamical transition already near 150 K [148, 149]10. From

9Note that it is not possible to give one very precise temperature value for this “tran-
sition,” for two reasons: (i) there is a multitude of different molecular motions that
are gradually activated with rising temperature; the transition is therefore occurring
in a continuous way over a certain temperature range; (ii) any newly arising motion
can only be detected, when it occurs within the energy window of the experiment;
therefore, the temperature dependence of this “transition” phenomenon is also cor-
related with the resolution-dependent variation of experimental observability; see
Sect. 15.3.3, Fig. 15.7, in Part I, this volume

10The elastic-window scan method has also been employed in numerous other biolog-
ical experiments, in order to determine the temperature dependence of motional am-
plitudes (“mean-square displacements”), concerning for instance the environment-
dependence of confined diffusive protein motions (see Sect. 16.4.3), the dynamics
of hydrated starch saccharides [150], the effect of myelin basic protein on the dy-
namics of oriented lipids [151], proton mobilities in crambin and glutathionine S-
transferase [152], the dynamic properties of an oriented lipid/DNA complex (pro-
posed as DNA vector in gene therapy) [153], the influence of solvent composition on
global dynamics of human butyrylcholinesterase powders [154], the relation between
the glass-forming character and the cryoprotective capability of disaccharide–water
mixtures [155, 156], and the comparison of the macromolecular dynamics in psy-
chrophile, mesophile, thermophile, and hyperthermophile bacteria [157]
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such observations, it has been concluded, that the degree of “softness” of the
membrane modulates the function of bacteriorhodopsin by allowing or not
allowing large-amplitude molecular motions in the protein [36]. Of course the
parameter < u2 > as defined in [36] represents some kind of an average over
three orders of magnitude on the frequency scale. But not all modes of dif-
fusive molecular motions behave exactly in the same way. A more detailed
phenomenological analysis of QINS data in terms of quasielastic linewidths
and quasielastic incoherent structure factors (QISFs), corresponding to an in-
terpretation by orientational jump-diffusion of molecular subunits, suggests
that slower diffusive motions with jump rates of about 109 s−1 start to be
seen already near 190 K, whereas faster motions with rates from about 1010

to 1012 s−1 appear to be “turned on” in the temperature region from 200 K to
about 220 K [101,102]. It should therefore be emphasized, that the “dynamical
transition” does not have a unique transition temperature.

Already previously we have pointed out [100], that the dehydration/rehy-
dration behavior of PM is strongly correlated with the temperature-dependent
behavior of the dynamic structure factor. Above the “dynamical transition”
of PM, reported earlier [36], a second dynamical transition is caused by the
temperature-induced rehydration upon heating the PM, which starts near
255 K. Figure 16.16 shows both effects as derived from QINS spectra of the
same purple membrane sample [143]. The parameters directly obtained from
the measurements are the amount of quasielastic scattering (i.e., the value of
the QISF) and its energy width, both as a function of Q. These quantities
stand for the macromolecular flexibility. The QISF is related to the spatial
extension of the volume required for the confined diffusive motions of H-atoms
in the sample, (see also Sect. 15.2.2 in Part I, this volume, and Sects. 16.4.2
and 16.4.3 of this article). It permits a weighted average of the amplitudes of
stochastic (localized diffusive) motions of the hydrogen atoms to be calculated,
which are bound in the macromolecules. For a qualitative analysis the simplest
model was used. It allows to estimate this volume by calculating the QISF for
orientationally averaged two-site jumps (see Eqs. 15.27 and 15.28, Table 15.1
and Fig. 15.1 in Part I, this volume), with a jump distance d2S (see for instance
[2], p. 193–196) as parameter of the fit. The value of d2S which would yield
the measured QISF, was determined as a function of temperature in a heating
cycle (Fig. 16.16). The sample had been equilibrated at room temperature
in an atmosphere of 98% r.h. (D2O vapor). The experimental values of d2S

(triangles) are shown together with a phenomenological model curve. The
vertical arrows indicate the limiting temperatures, near which – in the course
of the photocycle – BR does no longer return to the ground state, but stops
at the intermediates K, L, M1, and M2, respectively [143].

The comparison of Figs. 16.15 and 16.16 suggests the following interest-
ing observations: In the temperature region below T �255 K, the value of dl

is practically constant, i.e., the water layer thickness on the membrane sur-
face essentially does not vary. Above T �255 K, the layer thickness increases
drastically, but in a continuous fashion, until the final value is reached at
the melting discontinuity point Tmh of membrane water. The temperature
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Fig. 16.16. Two-site jump distance d2S of the purple membrane sample H1 as
a function of temperature in a heating cycle, as determined from the experimental
QISF. This phenomenological parameter, derived from QINS spectra measured with
the direct-geometry TOF spectrometer IN6 (see Sect. 15.3.1 in Part I, this volume)
at ILL, stands for the molecular flexibility. It measures a weighted average of the
amplitudes of stochastic (localized diffusive) motions of the hydrogen atoms bound
in the macromolecules (see Eqs. 15.27 and 15.28, Table 15.1 and Fig. 15.1 in Part
I, this volume). The sample had been equilibrated at room temperature in an at-
mosphere of 98% r.h. (D2O vapor). The experimental values (triangles) are shown
together with a phenomenological model curve. The vertical arrows indicate the
limiting temperatures, near which the photocycle does not reach its end, i.e., BR
does not return to the ground state, but stops at the intermediates K, L, M1, and
M2, respectively [141]. Figure taken from [143]

variation of the jump distance d2S (Fig. 16.16) below T �255 K, is fundamen-
tally different from that of the lamellar lattice constant. The jump distance
stays close to zero below 200 K, but starts to grow continuously and signif-
icantly beyond this point. Up to T �255 K, this is clearly a pure effect of
thermal activation, since the amount of water present in the membrane mul-
tilayer is constant in this temperature region. Therefore, this phenomenon
must be attributed to the intrinsic dynamical transition of the purple mem-
brane complex including a monomolecular water layer bound to the membrane
surface. Above T �255 K, however, the addition of liquid interbilayer water
visibly accelerates the increase in flexibility, as demonstrated by a drastic in-
crease of the jump distance. A separation of the pure effect of temperature on
the purple membrane, from that of the plasticizing action of water has been
achieved here. At the same time, these observations suggest the following in-
terpretation of the results of [138–141]: When T �230 K, because of a lack
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of intrinsic flexibility of the purple-membrane hydration-shell complex at this
and lower temperatures, the photocycle stops at the M1-intermediate state; at
somewhat higher temperatures, near T �255 K, the photocycle proceeds fur-
ther, but stops just after the M2-intermediate state has been reached, because
at this and lower temperatures, the required additional flexibility is missing,
which is only provided, when water is present at the membrane surface, not
exclusively within the first hydration shell, but also beyond it.

16.6 Conclusions

Quasielastic scattering including low-energy-transfer inelastic scattering of
neutrons, is an excellent tool to evaluate the elementary steps of diffusive
motions and the character of vibrational densities of state of the complex
stucture of biological matter, on scales from atomic to mesoscopic dimensions
and times. We have reviewed a number of examples of application in this
article.

First, we have presented results concerning translational long-range diffu-
sive motions of myoglobin in aqueous solution under “crowded” conditions.
This oxygen storage molecule is located in muscles and is believed to assist
oxygen transport by diffusion from the cell membrane to the low partial pres-
sure regions in the mitochondria. Neutron scattering is so far the only tech-
nique which allows to study both protein interactions and protein motions
over intermolecular distances at physiological concentration. Of particular in-
terest is the fact, that QENS allows to probe protein dynamics directly inside
cells.

The second topic treated is antenna complexes. One of their important
functions during the primary steps of photosynthesis, is to perform an effi-
cient excitation energy transfer. In this, the coupling of the purely electronic
transitions of pigments to low-frequency vibrational modes of the protein ma-
trix play an essential role. Apart from optical spectroscopy, IINS has become
a technique of choice as an independent experimental approach to study the
effective vibrational density of states g(ω) of photosynthetic pigment–protein
complexes. Here, we have discussed results of IINS experiments on the photo-
synthetic antenna complex LHC II from spinach, leading to the determination
of this function.

Because of the strong correlation between functionality, dynamics, and en-
vironment, it is of great interest, to study the dynamics of biological systems as
a function of environmental parameters. We have discussed quasielastic neu-
tron scattering experiments dealing with the molecular mobility of lysozyme
solvated in glycerol, with various water contents, as a function of tempera-
ture. These studies have revealed the alteration of the protein’s internal mo-
bility, when the character of its environment changes from a stabilizer-like to
a plasticizer-like nature. This is the signature of a progressive onset of new
relaxational degrees of freedom of internal protein motions, probably related
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to groups located at the protein surface. Apparently, also in the presence of
glycerol, water molecules are able to gradually activate the whole lysozyme
dynamics by progressively hydrating the protein surface groups. This may be
interpreted as a hydration-driven onset of confined diffusive internal protein
motions.

Another interesting subject concerns the modification of protein dy-
namics due to ligand binding. A pertinent experimental neutron scattering
investigation on the enzyme dihydrofolate reductase, an important target
for anticancer and antibacterial drugs, was presented. The ligand used is
methotrexate (MTX), a folate antagonist of DHFR employed effectively as
a cytotoxic agent in the treatment of cancers. The results suggest, that the
complexation may lead to an increased importance of relaxational modes (at
low frequencies) in this whole system, and to complexation-caused damp-
ing of the vibrations (in an intermediate frequency region) and thus to an
increased flexibility of the macromolecular ensemble, as compared to the un-
complexed case. Complexation of DHFR apparently softens the enzyme and
makes this macromolecule more flexible, an effect which could be relevant for
its biochemical activity. From the methodical and application points of view,
such results may be considered as promising for the development of medical
diagnostics.

Hydration water, its interaction with the surface of biological macromole-
cules and macromolecular complexes, and its diffusion generally are relevant
for structure, dynamics, and function of biological systems. Low-dimensional
diffusion plays an important role for certain biological objects, such as ion
transport channels and membrane surfaces. Two-dimensional proton diffusion
and conduction assisted by water molecules provide an important mechanism
of energy transduction in living organisms. The QENS experiments we have
discussed here, concern the transport of water molecules on the surface of the
purple membrane (PM) of Halobacterium salinarum. PM contains the pro-
tein bacteriorhodopsin (BR) which becomes a one-dimensional stochastically
pulsed proton conductor, when activated by light. This is a light-driven pro-
ton pump generating an electrochemical gradient across the membrane, which
is employed by the bacterium as an energy source, for instance to furnish the
driving force for ATP synthesis. The water molecules were found to serve as
vehicles of two-dimensional long-range translational proton diffusion parallel
to the membrane plane. Self-diffusion and reorientation of water molecules
are about five to six times slower, and the translational jump distance is
three times larger than the corresponding quantities of bulk water at room
temperature. These facts are related to the presence of protonable sites on
the membrane surface, which have distances of this order of magnitude from
each-other and slow down the diffusion process.

The amount of water associated with any specific biological system,
and the temperature are two of the most important factors controlling the
kinetics of the biological function of the macromolecules involved. We have
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discussed the question, how these environmental conditions are correlated
with the macromolecular dynamics, and what this correlation can tell us
about the role of dynamics for function. It is a known fact, that the pho-
tocycle slows down with decreasing temperature and is “frozen in” at specific
intermediate states, when the growing time constant of the latter has become
practically infinite. This phenomenon has been related with the dynamical
transition of PM, announcing the onset (upon heating) of localized diffusive
molecular motions at temperatures in the neighborhood of 200 K, and with
the temperature-induced rehydration of PM upon heating, which starts near
255 K. A strong correlation between the temperature-dependent behavior of
the dynamic structure factor observed with neutron scattering and the course
of the photocycle was discovered. Both the temperature and the T -dependent
level of hydration are important parameters of this correlation. A separation
of the pure effect of temperature from that of the plasticizing action of water
on the purple membrane with its integral protein, the proton pump BR, and
its ability to function, has been achieved. This clearly demonstrates that the
photocycle, in order to be complete (and thus the proton pumping function
of bacteriorhodopsin to be operational), requires molecular dynamics in the
picosecond to nanosecond range and is turned off when the corresponding
molecular motions are frozen or dried out.

Some of the dynamical features which are specific for the complex molecu-
lar systems encountered in biology, are connected with the fact that hydrogen
bonding plays an important role. In particular, it is the process of formation
and breaking of H-bonds, which represents an important ingredient of related
diffusive mechanisms. The observability by neutron scattering of the chemical
reaction equilibrium underlying the H-bond formation and breaking process
has already been established in other fields [74], but not yet extensively ex-
ploited for biological problems.

In general, the synthesis between the results of quasielastic and inelas-
tic neutron scattering, Mößbauer spectroscopy, nuclear resonance scattering
of synchrotron radiation, nuclear magnetic resonance studies, frequency- de-
pendent conductivity spectroscopy using electromagnetic waves from the mi-
crowave to the (far) infrared region, and ultrasonic measurements, computer
simulation and the development of new analytical approaches, is fruitful and
necessary for the further development of the field. Future efforts in this sense
will contribute to a more comprehensive and sophisticated understanding of
the low-frequency and diffusive dynamics in biological matter.
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134. G. Váró, L. Keszthelyi, Biophys. J. 43, 47–51 (1983)
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149. U. Lehnert, V. Réat, B. Keßler, D. Oesterhelt, G. Zaccai, Appl. Phys. A

74[Suppl.] S1287-S1289, (2002)
150. M. Di Bari, A. Deriu, G. Albanese, F. Cavatorta, Chem. Phys. 292, 333–339

(2003)
151. F. Natali, A. Relini, A. Gliozzi, R. Rolandi, P. Cavatorta, A. Deriu, A. Fasano,

P. Riccio, Chem. Phys. 292, 455–464 (2003)
152. U.N. Wanderlingh, C. Corsaro, R.L. Hayward, M. Bée, H.D. Middendorf,

Chem. Phys. 292, 445–450 (2003)
153. F. Natali, C. Castellano, D. Pozzi, A. Congiu Castellano, Biophys. J. 104,

(2004) Nov. 12
154. F. Gabel, M. Weik, B.P. Doctor, A. Saxena, D. Fournier, L. Brochier,

F. Renault, P. Masson, I. Silman, G. Zaccai, Biophys. J. 86, 3152–3165 (2004)



16 Quasielastic Neutron Scattering: Applications 397
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17

Conformational Dynamics Measured
with Proteins in Solution

J. Fitter

17.1 Introduction

Biological macromolecules, such as enzymes or transport proteins, share a
structural complexity which is also reflected in a complex dynamical behav-
ior. Therefore, a complete understanding of these biomolecules is possible
only if we know the three-dimensional structures of the ground state and
the intermediate states, the kinetics of conformational changes, and ther-
mal equilibrium fluctuations occurring in the structures. In particular, fast
stochastic fluctuations on a picosecond timescale (a typical task for neutron
spectroscopy) are relevant to overcome energy barriers which are given by the
energy landscape in the biomolecules [1–3]. These fluctuations can determine
the kinetics of transitions between conformational (intermediate) states (see
for example [4–7]). In addition, these fluctuations contribute significantly to
the conformational entropy of a biopolymer and are therefore important for
protein stability, protein folding, and protein–ligand interactions [8–11]. The
variation of environmental parameters, such as temperature, hydration level,
pressure, salinity, or pH, offers a possibility to elucidate mechanisms how fluc-
tuations control important properties of biomolecules, like catalytic activities
or protein stability.

The ability to study proteins under most physiological conditions, which
in most cases is provided by a solution, is a challenge for any experimen-
tal technique. Due to problems with strong solvent scattering (70–90% of
the scattered intensity in a protein solution is related to solvent scattering),
neutron spectroscopy was applied mainly to hydrated powder samples in the
past. In some cases this type of sample with hydration levels in the order
of 0.2–0.5 g solvent per gram biomaterial exhibits almost physiological char-
acteristics (e.g., hydrated stacks of purple membranes, hydrated powder of
myoglobin [5, 12, 13]). In a living cell, the volume fraction of biopolymers
(mainly proteins) is in the order of up to 30%, but in general the concentra-
tion of one type of protein (there are about a few thousand different species
in one single cell) is in the submicromolar regime (a notable exception from
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this can be found in the case of red blood cells with very high concentration
of oxygen carriers such as hemoglobin). There is evidence that proteins al-
ready show many functional properties when hydrated with only 1–2 layers of
water [14], which corresponds to a hydrated powder owing a hydration level
of ∼0.3 g solvent per gram protein. However, in most cases globular proteins
need much more surrounding solvent to ensure sufficient diffusion rates of
substrates in order to display full functionality.

Other properties of interest, such as folding/unfolding transitions of pro-
teins or specific protein–ligand interactions, are generally strongly perturbed
by pronounced unspecific protein–protein interactions such as protein aggre-
gation at very high protein concentrations (like in hydrated powders). There-
fore, a protein solution (still with concentrations ≥20 mg ml−1) is a step in
the right direction, at least if a broad spectrum of applications with rather
different proteins is in the focus of interest. Recently, an increasing number of
neutron spectroscopy studies investigating protein solutions are emerging in
the literature. Approaches on how to gain information on structural dynamics
of proteins in solution and how to investigate biologically relevant question
with this type of samples are the purpose of this chapter.

17.1.1 Dynamics in Proteins:
Types of Motions and Their Biological Relevance

It is quite obvious to any considerate observer that a fundamental feature
of living matter is “motion.” Rest of atoms or absolute rigidity of biological
structures is indicative for death or at least for the absence of life. For a large
scope of timescales and length scales living and motion are indispensable re-
lated to each other. In the case of biological macromolecules which consist of a
few thousand atoms, the involved timescales of motions range from 10−14 s to
seconds. Possible biological relevance of these motions would strongly depend
on the particular functional role of the considered protein. Dynamical features
of proteins having structural roles (constituents of fibrous tissue or muscle) are
expected to play a different role as compared to enzymes or transport proteins.
Our knowledge about these motions and their specific roles for function and
for other aspects, like the structural stability, is far from complete. However,
a promising step toward understanding these roles is to determine the nature
of these structural fluctuations themselves. This includes the study of the am-
plitudes of motions, the probability of motions (how often they occur) and
the timescales of motions. Various techniques, such as NMR spectroscopy [6],
fluorescence spectroscopy [15,16], molecular dynamics (MD) simulations [17],
Mössbauer spectroscopy [18], vibrational spectroscopy [19, 20], time-resolved
diffraction techniques [21], and neutron spectroscopy [12, 13, 22–25] were al-
ready and are still employed to study these tasks. From a vast body of exper-
imental and theoretical studies, a picture of protein dynamics emerged which
is schematically summarized in Fig. 17.1.
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Fig. 17.1. Top: Various examples of dynamical features related to proteins are
summarized in this picture. With respect to neutron spectroscopy, mainly thermal
equilibrium fluctuations of side-chains are observed. Bottom: Schematic display of
the energy landscape of a protein. The local minima correspond to the so-called
conformational substates which are characterized by nearly the same energy level
and slightly different conformations (degenerated states). The native folded state of
a protein is determined by a dynamic conversion (in the picosecond to nanosecond
time regime) between these conformational substates. Less frequent motions, such as
conformational changes or folding/unfolding transitions, correspond to overcoming
higher energy barriers

In principle, a distinction between structural equilibrium fluctuations on
the one hand, and conformational changes on the other hand is a helpful
approach to elucidate the hierarchy and cooperativeness of different inter-
nal motions. Structural equilibrium fluctuations in proteins are omnipresent
motions of individual atoms or groups of atoms (e.g., polypeptide side chains)
which are activated by the surrounding solvent molecules. In general, all
parts of the protein structure are affected by these motions; more pronounced
in flexible regions and less pronounced in rigid regions of the protein. The
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interplay between flexibility and rigidity also determines the characteristic of
these motions; either fast harmonic vibrational motions with rather small am-
plitudes or diffusive, liquid-like motions (characterized by an energy barrier
crossing process; see Fig. 17.1) with larger amplitudes up to few Ångstroms. In
the subnanosecond time regime, these equilibrium fluctuations are the main
topic of investigations if neutron spectroscopy is employed. Conformational
changes are often transitions between two or more well-defined different 3D
structures (ground state and intermediate states). In most cases, these struc-
tural differences between the conformational states are restricted to specific
parts of the protein structure (e.g., the active site). This type of motion is
specific for a given protein, often directly related to the catalytic function of
the protein, and generally occurs in a time regime of microsecond to millisec-
onds. Conformational changes do not occur spontaneously,1 but need a special
interaction with a ligand (substrate) or a specific activation energy.

Various techniques, such as NMR [6], time-resolved diffraction studies [21]
(see also contribution by May et al., this volume), and time-resolved vibra-
tional spectroscopy [26], were successfully employed to elucidate details of
conformational changes and their role during catalysis. As the conformational
changes are generally directly related to functional properties of proteins, the
study of these motions is in the focus of most biophysical studies. Nevertheless,
there is evidence from various studies that picosecond equilibrium fluctuations
are essential for much slower conformational changes [4,13,27]. These studies
suggest that the omnipresent fast equilibrium fluctuations act as a “lubricant”
and let the conformational changes occur as frequent as necessary for proper
kinetics and turn over rates in catalysis. Some interesting case studies in this
direction are discussed in more detail by Lechner et al., Part II, Doster, and
Lehnert et al., in this volume.

Another important feature of picosecond equilibrium fluctuations is their
relation to the structural stability of proteins. The measure of equilibrium fluc-
tuations can give valuable information about how the structural stability of
proteins is achieved under extreme environmental conditions (for example in
thermophiles, halophiles, barophiles [28–31]). Comparing the equilibrium fluc-
tuations of the folded, partially unfolded, and totally unfolded states provides
a direct measure of conformational entropy changes during folding/unfolding
transitions. The impact of neutron spectroscopy studies on tasks, such as ther-
mal adaptation and folding/unfolding transition, will be discussed in more
detail later in this chapter.

Besides internal structural dynamics, proteins perform whole molecule
motions in a solution. In the cell the rotational and translational diffusion
of proteins, characterized by correlation time ranging from nanoseconds to

1In principle, the conformational changes might occur spontaneously, but they are
very infrequent and therefore spontaneous conformational changes in general do not
have an impact on catalysis
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milliseconds, play a role for transport, signaling, and specific protein–protein
interactions (see for example [32]).

17.2 Samples in Neutron Spectroscopy:
Sample Preparation, Sample Characterization,
and Sample Environment

As discussed by Lechner et al., Part I in this volume, the measured neutron
scattering of biological samples is dominated by incoherent scattering from
hydrogen nuclei for the most scattering angles (i.e., when Bragg reflections
are not excited in the observed Q-space). The high density of hydrogen
nuclei in all biological macromolecules results in a total scattering function
S(Q,ω) which is dominated by the incoherent scattering function Si(Q,ω).
The Fourier-transform in space and time of the latter provides a direct in-
terpretation of dynamical properties by means of the so-called Van Hove
self-correlation function Gs(r, t). Because the bound hydrogens are distributed
more or less homogeneously in the protein structure, they serve perfectly as
local probes to monitor internal structural fluctuations of the protein. Most
neutron spectroscopy applications to biological samples deal with this type of
measurements. Here, the measured spectra are utilized to estimate the tra-
jectories of all hydrogens in a specific time and space window given by the
instrumental settings (see the contribution by Lechner et al., Part I this vol-
ume). Unfortunately, trajectories of individual hydrogens cannot be resolved
in a spectrum where in general a few thousand hydrogens, as bound in average
to a protein, contribute to the total scattering function. However, a sum over
the scattering from all these hydrogens is nevertheless a feasible measure of
important dynamic properties of a biomolecule (see Doster, Lehnert et al.,
Sokolov et al., this volume and Sect. 17.4, this contribution).

In order to obtain appropriate samples for neutron spectroscopy, one has
to consider all contribution (predominantly from hydrogens) of ingredients
(buffer, solvent, etc.) with respect to their impact on the total scattering.
Therefore, in general D2O is used as solvent instead of H2O, because the total
cross-section of deuterium is smaller by a factor of 11 as compared to hydro-
gen (the incoherent cross-section of deuterium is even smaller by a factor of
∼40 as compared to hydrogen). Due to their specific chemical environment
various hydrogens in a protein structure are not bound covalently to the pro-
tein structure but can form hydrogen bonds either with other structural parts
of the protein or with solvent molecules. Many groups in the protein, like
back-bone NH-groups and various side-groups, such as tryptophan, arginine
and asparagine, glutamine (the latter under specific pH condition), can act
as proton donors in transient hydrogen bonds. As a consequence, extensive
hydrogen/deuterium exchange has to take into account when deuterated sol-
vents are used. In order to prepare proper samples with an uniform ensemble
of well-characterized proteins, a stable and well-defined number of hydrogens
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bound to the protein exhibiting a scattering background as low as possible,
the following procedures and precautions are helpful:

– The large amount of protein (∼100 mg, which is generally required for neu-
tron spectroscopy studies) should be transferred in a deuterated buffer. An
extensive washing and purifying of the protein sample is recommended be-
cause all exchanged hydrogens in the protein solution need to be removed.
Further, quite often lyophilized protein powders (as received from the pro-
ducer) contain salts or other ingredients which can give rise to unwanted
scattering. For example, a threefold to fourfold use of a desalting gel fil-
tration column gives reasonable results.

– If certain ingredients in the buffer are used in very high concentrations
and if they contain hydrogens, it is necessary to use these ingredients in
a deuterated form. The rather high concentrations (1–5 mol l−1) of urea
or guanidine hydrochloride (unfolding ingredients) are examples for which
these considerations have to be taken into account.

– In the case of studies with unfolded proteins, one has to consider the fact
that hydrogens in the interior of a folded protein might exchange only after
a long time (sometimes after month) if ever. In the unfolded state the H/D
exchange will be accelerated. In order to achieve proper results, one has to
make sure that the H/D exchange of the folded protein is already (more
or less) completed before performing the washing and purifying proce-
dures (see above). Increased temperatures or other reversible “prefolding”
conditions can promote a more complete H/D exchange.

– A proper characterization of the proteins in our sample before (and in
some cases after) the neutron scattering measurements is a prerequisite
for data analysis and any reasonable interpretation of results. Depending
on the accessibility to various spectroscopic techniques and the specific
topic of investigations the following measurements might be helpful or are
necessary: (i) Vibrational IR-absorption of amide protons in the protein is
indicative for the completeness of H/D exchange (i.e., the comparison of
amide II band (1550 cm−1) and of amide II′ band (1450 cm−1, see for exam-
ple [30]). (ii) Tryptophan fluorescence emission spectroscopy and circular
dichroism (CD) spectroscopy gives information about structural integrity
of the 3D structure and of secondary structure elements (see for exam-
ple [33, 34]). (iii) Dynamic light scattering (DLS) [35], PFG-NMR [36],
Fluorescence correlation spectroscopy (FCS) [37] and SANS/SAXS [38]
are well-suited techniques to measure diffusion coefficients of proteins dif-
fusing in solutions. These measurements are helpful in order to find proper
condition for samples without unspecific aggregation.

– As mentioned earlier, in most cases the solvent is D2O. On the other hand,
most published studies on enzymatic activity or thermodynamic properties
(e.g., melting temperature Tm or Cp and Hm of the folding/unfolding tran-
sition) of the protein of interest, have been performed in H2O. Therefore,
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one has to check whether D2O solvent changes some of these properties
significantly.

The average beam size of a neutron spectrometer is in the order of 10–20 cm2.
In a reasonable neutron scattering experiment, one would like to illuminate as
much sample as possible in order to obtain a good signal-to-noise ratio. The
limiting factor (besides availability of sample material) is multiple scattering,
caused by too high densities of scattering nuclei. As a rule of thumb the
sample transmission T for neutrons should be in the order of 0.9. The sample
transmission

T = e−ρs/ms·Na·(σs+σa)d (17.1)

is a function of the density of scattered nuclei (ρs in g cm−3), the molecular
mass (ms in g) of the scatterer, the scattering and absorption cross-sections
(σs and σa both in 10−24 cm2, i.e., barns), and the effective travelling length of
neutrons through the sample (d in cm). A rather thin sample, covering an area
in the order of the beam size, is appropriate with respect to our purpose. Slab-
shaped samples meet theses requirements. In the case of hydrated powders
samples of biological macromolecules exhibit a thickness of a few tenths of a
millimeter. For protein dissolved in D2O buffer the thickness can be around
1 mm. The sample containers (often made from aluminum because of its low
neutron scattering and absorption cross-sections) must be sealed perfectly
in order to prevent the sample from dehydration during the experiment. A
typical measuring time is in the order of hours and the sample containers
are often placed in vacuum. Therefore, sealing is a crucial point in sample
preparation, and it is recommended to check proper sealing by weighing the
sample before and after each measurement.

17.3 From Spectra to Results:
Data Acquisition, Data Analysis,
and Data Interpretation

The obtained experimental data in a quasielastic neutron scattering exper-
iments using a time-of-flight or a backscattering spectrometer is a set of
energy-transfer spectra measured at different scattering angles. For a proper
data analysis and interpretation not only a sufficient counting statistics of
the sample measurements is essential but also an additional measurements
of a vanadium sample (detector calibration and determination of the elastic
energy resolution) and of the empty sample container (scattering background
measurements) are required. If protein solutions are under investigation, an
additional measurement of the pure buffer solutions can be used to subtract
solvent scattering in order to isolate scattering solely from the protein. In this
case, measurements with excellent counting statistic are required because the
spectra of interest are difference spectra (see below). Before more details about
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the data analysis of studies dealing with protein solutions are discussed, some
general properties of scattering spectra from proteins are introduced first.
As already shown in previous chapters, a typical energy transfer spectrum is
characterized by a component of elastic scattering, several components of qua-
sielastic scattering, and a continuum-like set of inelastic components occurring
as a broad background scattering. The dominant quasielastic scattering from
proteins at physiological conditions (room temperature and sufficient hydra-
tion) is caused by a diffusive type of motion and can be parameterized by
Lorentzian-shaped curves (see Fig. 17.2a for hydrated powder samples).

This type of motion is specified by a characteristic correlation time (how
often that type of motion occurs) and by an “amplitude” of the motion (a
jump distance for example, depending on a specific model used for data inter-
pretation). Characteristic correlation times of motions are obtained from the
widths of the Lorentzian-shaped curves. The amplitudes are given by the Q-
dependence of the elastic incoherent scattering amplitude (EISF or A0) (see
Fig. 17.2b).

As mentioned earlier, we deal with a few thousand hydrogen nuclei bound
to the protein, every single one in a slightly different environment, contribut-
ing to the measured total scattering function. Therefore, we would not expect
a perfectly uniform type of motion for all contributing hydrogens. However,
within the limit of the given energy and Q resolution (Qmax ∼ 2 Å−1), ob-
tained spectra are characterized by the following properties:

– All spectra can be fitted reasonably well with only one or two quasielastic
Lorentzian-shaped components (besides an elastic component and a flat
background component).

– The obtained quasielastic components give line-widths which do not
change significantly over the measured Q-range.

– The above described features are at least observable for different energy
resolutions between 2 and 500 µeV (FWHM). The line width of the major
quasielastic component strongly depends on the elastic energy resolution
and is, in average, two times larger as compared to the elastic energy
resolution.

These observations, which are visible from the so-called phenomenologi-
cal fits without using a specific model (see contribution by Lechner et al.,
Part II), give rise to the following picture: The protein dynamics is char-
acterized by broad continuum of different correlation times (at least in the
time regime from nanoseconds to picoseconds) of localized diffusive, jump-
like motions (e.g., polypeptide side-group reorientation). In this time regime,
the “average amplitudes” of motion are in the order of 0.4–1.2 Å for native
proteins. Because of the heterogeneous dynamic character of hydrogen move-
ments in a complex structure like a protein, the obtained parameters (corre-
lation times, amplitudes of motion) must be understood as averaged values.
Nevertheless, one would like to use these parameters to compare protein prop-
erties at different environmental conditions, to compare these properties for
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Fig. 17.2. (a) A typical energy-transfer spectrum of a hydrated powder sample (pro-
tein) and a separation of spectral components, as demonstrated by a fit, are shown.
Two quasielastic components (dotted line with a line-width of 120 µeV (HWHM),
dashed line with a line width of 2 meV), and an elastic component (small full circles)
add up to the total scattering function (open symbols). Inset shows the spectrum
in full extension while the main figure shows a frame which corresponds to 10% of
the elastic peak intensity. (b) The symbols give elastic incoherent structure factors
(A0) as a function of Q as results from phenomenological fits of data measured with
two different energy resolutions (open symbols: 100 µeV (FWHM), solid symbols:
34 µeV). Reasonable results from fitting procedures were obtained by using different
jump models. It is evident from this figure that a distinction between both models
is only possible with reliable data at higher Q-values

different proteins, and to compare results obtained with different techniques
(e.g., B-factors from crystallography, NMR, MD simulations). In principle this
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is always possible, but appears to be more difficult and not straightforward if
different approaches of data analysis are used. Unfortunately, this is generally
the case when different researchers perform neutron scattering studies.

In order to judge results obtained with different approaches for the data
analysis, we will shortly discuss the application of models: What is a reason-
able model, what can we learn from a model, and what is the limitation of
the applied model? First, we have to realize that all interpretations of dy-
namics in terms of correlation times and amplitudes of motions are based
on models. Although often termed as model-independent parameters, the
mean square displacements <u2> are also model parameters, describing a
transient displacement of hydrogens from a mean position determined by
a harmonic energy potential. Depending on the Q–ω-range this can be a
reasonable model, because the mean square displacement is a descriptive
parameter for amplitudes of motions which is also used for results obtained
with other techniques. However, other simple models describing successive
jumps of hydrogens between multiple sites also display important characteris-
tics of protein dynamics. One has to consider that mean square displacements
and jump distances obtained from the jump-diffusion models in general
give rather different values for amplitudes of motion. Therefore, it is not
easy to answer the question of how large the effective average amplitude of
motion in a protein really is. The calculation of amplitudes is based on the
Q-dependence of the elastic incoherent structure factor. Realistic models have
to consider at least three parameters which determine the Q-dependence of
the EISF:

– Jump distance or mean square displacement (effective amplitude of
motion).

– The number of adjacent jump-sites (local potential minima) which char-
acterize the localized motion (depending on the observed Q-range this
number can be finite or infinite in the case of continuous diffusion).

– A fraction of hydrogens bound to the protein scatter purely elastic because
their motions are outside the Q–ω-window of our measurement.

In a complex structure of a protein with a few thousand hydrogens as part
of the protein structure, we cannot determine these factors with a sufficient
reliability because these factors are strongly coupled in the fits. In general,
only data at higher Q-values can help to deconvolute these parameters in
a fit and give a more detailed and precise picture of the characteristic mo-
tions in the protein. In practice such data for protein samples is not easy to
measure (problems with counting statistics, more difficult separation of qua-
sielastic components because higher orders of the Bessel functions have to
take into account, for more details see Bee [17]). Therefore in the most cases
the measured data is not sufficient to overcome this problem of ambiguity
and absolute values of effective amplitudes of motions cannot be determined
(see Fig. 17.2b). This is the reason why rather different values of amplitudes of
motions were published for proteins by different authors using different proce-
dures of data analysis [13,30,40–42]. However, comparative studies (applying
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one and the same type of data analysis) give nevertheless reasonable results if
dynamical properties of a protein are investigated as a function of hydration,
temperature, solvent composition for example.

As earlier mentioned, one of the difficulties with neutron scattering studies
on protein solutions is a strong scattering contribution from the solvent. Even
at rather high protein concentrations (30–50 mg ml−1) approximately 80% of
the total scattering is caused by solvent molecules (D2O). Due to a “peak-like”
coherent scattering of D2O which is caused by O–O distance correlations, the
contribution from the solvent scattering is even higher at Q-values ranging
from 1.5 to 2.5 Å−1 (see Fig. 17.3). As a consequence, difference spectra ob-
tained from measurements performed at this Q-range show a reduced counting
statistics and are therefore less trustable. More reliable difference spectra are
obtained for Q-values below 1.5 Å−1 (see Fig. 17.4).

Difference spectra are calculated by the use of spectra measured with pure
D2O buffer (Ssol) and of spectra measured with protein solutions (SPS). In this
simple subtraction procedure, an “excluded volume fraction” – factor fex is
applied which considers the volume of the total amount of dry protein (typical
specific volume of a medium sized protein is ∼0.75 ml g−1) in the volume of
the protein solution

Sdiff(Q,ω) = SPS(Q,ω) − (1 − fex)Ssol(Q,ω). (17.2)

It can be assumed that the dominant contribution of scattering in difference
spectra is due to internal dynamics of nonexchanged hydrogens bound to
the protein. However, the data interpretation in terms of internal protein
dynamics has to consider to following sources of errors:
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Fig. 17.3. Integrated intensities (energy transfer range from −1 to 3 meV) as mea-
sured at 30◦C for D2O-buffer and for a protein solution with 30mg protein per
millimeter solvent (from [57])
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Fig. 17.4. (a) Comparison of spectra measured with the protein solution and with
solvent buffer only at a Q-value of ∼1.3 Å−1 (data from [30]). (b) Difference spec-
trum as obtained from subtractions procedure applied to spectra shown in (a)

– We have to consider not only scattering from the protein and from bulk
D2O-solvent but also a contribution from hydration water which is less
mobile as compared to the bulk water. Therefore, the procedure of sub-
tracting pure D2O-solvent scattering to eliminate the D2O signal from
scattering of our protein solution, decreases the quasielastic scattering
which is supposed to represent protein dynamics. Assuming that a protein
is more or less fully hydrated at h = 0.3–0.5 g solvent per gram protein [14]
and that mainly this water shows a pronounced difference in the dynam-
ical behavior with respect to bulk water [43–47] we have to consider in
our case a contribution of hydration water to the total amount of D2O
which is about 1.4%. Thus, the scattering from the hydration water is in
the order of 5% compared to the scattering of the protein. It is possible
to reduce this contribution from hydration water in difference spectra be-
low 1% if one subtracts not pure D2O-buffer, but a protein solution with
deuterated protein. Other approaches which use H2O solvent and focus
their data analysis on a Q–ω-space where fast solvent dynamics do not
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superimposed (see for example [31]) with internal protein dynamics will
have problems with this separation of solvent and protein dynamics when
dynamics of the slower hydration water contributes significantly to the
scattering.

– Proteins in solution perform rotational and translational diffusion as a
whole unit which may contribute to nonelastic scattering in the Q–ω
regime of our measurements. For small and medium-sized globular proteins
the apparent diffusion coefficient (including translational and rotational
diffusion of the whole protein) is in the order of 10−6 to 10−7 cm2 s−1. The
translational diffusion is proportional to 1/R (R: hydrodynamic radius of
the protein) and the rotational diffusion scales with 1/R3, while for both
types of diffusion the diffusion is proportional to the viscosity of the pro-
tein solution. In the case of medium-sized proteins (with R in the order
of 30 Å) additional line-broadening due to whole molecules motions is in
the order of 4–6 µeV (at a Q-value of about 1 Å−1). With respect to a
moderate energy resolution of about 100 µeV (FWHM) this leads to an
underestimation of the EISF in the order of 10%. This estimation is based
on diffusion coefficients (see above) measured at protein concentrations in
the order of 2 mg ml−1 (and lower). In much higher concentrations as used
for neutron scattering studies, the translational diffusion drastically slows
down [36], which will decrease the contribution of whole molecule motions
in our spectra. For an adequate data treatment one has to consider the
whole molecule motions by including an appropriate scattering component
in the fitting procedure (see for example [41,48]). In order to include this
component in the data analysis, one has really to measure the apparent
diffusion coefficients for the given protein at those conditions (i.e., at the
given concentrations, and for example in the folded and unfolded state) as
used in the neutron scattering studies. For very high protein concentra-
tions PFG-NMR or FCS are well-suited techniques to determine diffusion
coefficients.

The majority of published studies dealing with neutron scattering applied to
protein solutions presents a data analysis employing simple jump-diffusion
models (diffusion inside a sphere, three-site jump diffusion; for details see
the contribution by Lechner et al., Part I this volume). A comparison of
theses studies exhibits rather different results. If we only focus on those stud-
ies with native proteins which apply the same model fits (diffusion inside a
sphere, see Sect. 17.4.1), the obtained radii vary from 1.2 to 5.5 Å (see for
example [30, 40–42]). In most cases, the EISF reaches a plateau at higher
Q-values which is in principle indicative for a certain fraction of hydrogens
which do not diffuse in the observed Q–ω-space (consider however the less
reliable data quality of difference spectra at Q-values above 1.5 Å−1, see
Fig. 17.3). The fraction of nondiffusive hydrogens in the protein differs
significantly in the considered studies. Although different researchers per-
formed studies with different proteins, it is unlikely that these rather large
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differences mainly occur from a very different protein dynamics. It is more
likely that mainly the way of sample preparation and the applied solvent sub-
traction procedures give rise to very different resulting parameter. However,
for a comparative analysis of different species (e.g., folded/unfolded protein
or homologous proteins) treated with the same procedures, these studies can
nevertheless permit reasonable results and interpretations. Some applications
and recent results from studies will be presented in Sect. 17.4.

17.4 Applications and Examples

It is well known that environmental conditions like temperature, hydration,
salinity, or pressure have a profound influence on the stability of proteins as
well as on the kinetics of enzymatic reactions. A promising approach to inves-
tigate the underlying mechanisms of protein stability by concurrent function-
ality, is to measure dynamical properties of proteins under extreme condition
(high temperatures, high salt concentrations, high static pressure; see for ex-
ample [31,40,42,49–51]). One goal of studies in this direction is to figure out
to which extent and how the dynamic properties contribute to the free energy
which stabilizes the native folded state. For these purposes the protein struc-
tures of interest have not only to be studied in the folded state but also in the
unfolded state.

17.4.1 Comparison of Folded and Unfolded States

In this section, results from measurements on an amylolytic enzyme, α-
amylase from B. licheniformis (BLA), are presented. α-Amylases are subjects
in numerous studies on protein stability and thermal adaptation [30, 52–54],
because various species of this protein show a nearly identical 3D overall struc-
ture but rather different thermostabilities (homologues proteins). Samples of
thermostable BLA dissolved in D2O-buffer were measured with the time-of-
flight spectrometer IN6 (ILL, Grenoble). The obtained data (see Fig. 17.5)
were analyzed using a simple jump-diffusion model (diffusion inside a sphere
[55]).

The obtained difference spectra (see Eq. 17.2) were fitted using one quasi-
elastic (A1) and one elastic (A0) component

Sdiff(Q,ω) = e−<u2>Q2
[A0(Q)δ(ω) + A1L1(H1, ω)]. (17.3)

Here A0 is given by

A0(Q) =
[
3
sin(Qr) − (Qr) cos(Qr)

(Qr)3

]2

, (17.4)

and is parameterized by the radius of the sphere r (for more details
see [11,57]).
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Fig. 17.5. Top: A comparison of measured spectra from BLA in D2O-buffer solu-
tion (BLA F: folded state at pH 7.8; BLA U: unfolded state at pH 13) and from
D2O-buffer solely (data from [57]). Each displayed spectrum represents a sum of
seven individual spectra measured at scattering angles between 60◦ and 65◦ which
corresponds to an average Q-value of 1.27 Å−1. The spectra represent measured raw
data and, for a better comparability of quasielastic contributions, they are plot-
ted as lines. Bottom: For both samples (folded and unfolded) the elastic incoherent
structure factor A0 is given as a function of Q. The structure factors were obtained
from phenomenological fits of difference spectra (line width H1 of the quasielastic
component is 150 µeV).The experimental errors of the structure factors are about
5%. The solid lines represent the Q-dependence of A0 as given by the model. The
following parameter values of r (radius of the sphere) were obtained: r = 1.2 ±
0.06 Å (folded protein) and r = 1.8 ± 0.11 Å (unfolded protein)

The major effect of unfolding a protein is already apparent in the raw
data and is characterized by a strong increase of quasielastic scattering as
shown in spectra of Fig. 17.5 (upper part). This figure shows grouped raw
data from samples (protein solution with protein in the folded and unfolded
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state) without solvent subtraction. We observe a large and mainly quasielastic
contribution of D2O scattering in the spectra of protein solutions. In compar-
ison to spectra measured with the unfolded state, spectra obtained from the
folded state clearly show more pronounced elastic scattering accompanied by
a reduced quasielastic scattering. This feature was analyzed in more detail
by applying fits to the difference spectra. Considering three spectral contribu-
tions, an elastic component, a single lorentzian (H1 = 150 ± 10 µeV, the same
for both states and constant over the Q-range used here), and a constant back-
ground, provide a sufficient fit quality for the data within an energy transfer
range from −1 to 2 meV. Such a result is consistent with the predictions of
the applied model, where in the low Q-range the line width is constant with
increasing Q [55].

The resulting elastic incoherent structure factors (A0) are shown as a func-
tion of Q in Fig. 17.5 (lower part). This figure clearly shows smaller A0-values
and a steeper decrease of these values with Q for the unfolded state as com-
pared to the folded state. In terms of the applied “diffusion inside a sphere” –
model we obtain a radius value of r = 1.2 Å for the folded protein and a clearly
larger value of r = 1.8 Å for the unfolded protein. From this analysis the fol-
lowing picture of internal structural fluctuations emerges: Most of the nonex-
changeable hydrogens are localized in the side groups (∼80%), and therefore
the observed dynamics represents mainly side group diffusive reorientations
with an average correlation time of about 4.4 ps confined in the volume given
by the radii. In accordance with other experimental results (e.g., [40,42]), the
increase of the radius in our model due to protein unfolding reflects a situa-
tion, where the proteins have less defined and more heterogeneous structures
with a larger degree of freedom for structural fluctuations as compared to
the folded state. A demonstrative description of this property is given by the
concept of energy landscapes and the protein folding funnel [56].

Conformational fluctuations in proteins as measured with neutron
spectroscopy can contribute significantly to the conformational entropy. In
particular, measurements as a function of temperature, of denaturant con-
centrations, or comparative studies between homologues proteins can reveal
important information about thermodynamic parameter. In contrast to the
role of dynamics with respect to functional properties, where spatial resolution
of dynamical features in principle is desirable (for example at the active site),
the use of dynamical features for thermodynamic interpretations do not de-
pend on spatial resolution. Therefore, neutron spectroscopy, which in general
is not able to give information about the localization of observed structural
fluctuations in a complex structure of a protein (for some exceptions see the
contribution by Lehnert et al., this volume) is an ideal technique for deriv-
ing thermodynamic parameter, such as conformational entropy. An approach
how to interpret neutron scattering data in this framework is described in the
Sect. 17.4.2.
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17.4.2 Conformational Entropy Calculation from Neutron
Scattering Data

The stability of the folded state of a protein, which is the native and func-
tional state under physiological conditions, is operated by a subtle balance
of enthalpic and entropic contributions (∆Gunf = ∆H − T∆S). Both con-
tributions consist of opposing fractions which either stabilize or destabilize
the folded state (see for example [58]). The conformational entropy of the
polypeptide chain is larger for unfolded state compared to the more com-
pact folded state characterized by much more restricted conformational space
(see Sect. 17.4.1). Therefore, this contribution stabilizes the unfolded state
(∆Sconf = SU − SF > 0). The interaction of solvent water with nonpolar side
chains of the protein stabilizes the folded state, because solvation of these
side groups induces ordering of water which is unfavorable. Since nonpolar
groups are exposed to the solvent mainly in the unfolded state and not in
the folded state, this contribution stabilizes the folded state (∆Shyd < 0). As
an approach to elucidate more details about the role of the conformational
entropy during thermal unfolding, neutron spectroscopy can be utilized to
measure structural fluctuations as function of temperature and to calculate
conformational entropy changes from the data.

Proper entropy calculations are difficult, because these calculations require
knowledge of the complete conformational space and are strongly influenced
by correlations between the motions. However, on the basis of the applied
analytical model an estimation of a contribution to the conformational entropy
related to the observed picosecond dynamics is given here. Due to the fact
that hydrogens located mainly in the protein side-groups (more than 80%)
contribute to the observed scattering, we assume side-groups or parts of side-
groups as single individual “moving units”, which explore a certain part of the
conformational space during their confined diffusive motions. For these units
we can calculate the conformational entropy by

Sconf = R ln(Z). (17.5)

Here R is the gas constant (8.3144 J K−1 mol−1) and Z is the partition function
with Z = V/λ3

D determined by the de Broglie wavelength λD = h/
√

2πmkBT
and by V, the accessible volume of the conformational space occupied by the
corresponding state (see Fig. 17.6).

For amino-acid residues moving at the given temperatures (30–70◦C), the
thermal deBroglie wavelength is 0.1 Å. Therefore, λ3

D�V and Boltzmann sta-
tistics is valid in the classical approximation (see [59]). The conformational
entropy change during unfolding with a radius of confinement for motions in
the folded state rf and in the unfolded state ru is given by

∆Sconf = Su − Sf = 3R ln
(
ru

rf

)
. (17.6)
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Example of moving unit:
side-grouping (m    100 Da)

Radius

Model: diffusion inside a spear

Fig. 17.6. Schematic representation of a polypeptide side-group diffusing in the
volume of a sphere. With respect to the observed time regime the “moving units”
are not only side groups (as shown here) but also part of side-groups (e.g., methyl
groups) or parts of the polypeptide backbone. The given radius r simply determines
the conformational volume V = 4πr3/3, which is explored by the “moving unit”

Using radius values as determined in Sect. 17.4.1 (at 30◦C) we obtain for
∆Sconf a value of 10.85 J K−1 mol−1 per residue (or 2.6 cal K−1 mol−1 per
residue). Compared to estimated and measured ∆Sconf values given in the
literature (see for example [8,9,60]) our value is in average smaller by 30–60%.
Due to fact that our analysis covers mainly the picosecond time regime and
contributions to the conformational entropy are also effected by fluctuations
in other time regimes, this deviation is pretty reasonable.

17.5 Conclusions and Outlook

It was demonstrated in this chapter that dynamical features of internal
structural fluctuations in proteins can be extracted from measurements with
proteins dissolved in buffer solutions. A number of useful procedures and
precautions which have to be considered for a reasonable data analysis and
interpretation were discussed. As already demonstrated in the presented and
numerous published examples [30, 31, 40, 42, 50, 51], the challenge of neutron
scattering studies applied to protein solutions is to increase the scope of bio-
logical relevant topics, where internal fluctuations of proteins play an impor-
tant role. With the accessibility of next generation high-flux neutron sources
(SNS, ESS) biological neutron spectroscopy will benefit significantly. Further
applications on proteins with trapped folding intermediates, functional in-
termediate states, or on protein–protein and on protein–ligand interactions
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are of general interest in structural molecular biology and biophysics and are
certainly in the scope of neutron spectroscopy.
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Relating Protein Dynamics to Function
and Structure: The Purple Membrane

U. Lehnert, M. Weik

18.1 Introduction

Biological macromolecules have a highly complex structure and this is re-
flected in their dynamical behavior. The dynamical spectrum covers a time
domain of several orders of magnitude from 10−14 to 1 s and longer [1]. High
frequency motions such as vibrations of bonded atoms are localized over a few
atoms. Their energy varies from 35 to about 350 meV and the amplitudes are
in a range from 0.01 to 0.15 Å. The low frequency modes such as vibrations
of globular regions, side-chain rotations at the surface, or torsional motions
may involve more sizeable masses and can be considered as rigid body mo-
tions. They can be thermally excited at 300 K in an energy range from 0
to 25 meV. Neutron scattering probes such kind of rigid body motions. The
investigated energy range (µeV–meV) corresponding to the nano-second to
pico-second time-range, reflects motions of the atomic groups to which the
H-atom is associated [2, 3].

Fluctuations of local or global character are believed to play an important
role in protein function [4]. A description of protein motions has been sug-
gested by Frauenfelder and coworkers [5, 6], in which the potential energy is
described by a multidimensional energy landscape as a function of conforma-
tional coordinates. A protein can assume a large number of nearly isoenergetic
conformations with only small structural differences. Each of the various pro-
tein conformations, represented by a valley, is divided into several conforma-
tional substates. Each conformational substate is organized in a hierarchy of a
number of tiers. At low temperature, the protein atoms vibrate harmonically
within their substate. As temperature increases, sufficient energy is provided
to cross from one well to another, which gives rise to diffusive, nonvibrational
dynamics. These motions can be investigated by quasielastic neutron scat-
tering. Molecular dynamics simulations of myoglobin have shown that these
diffusive motions as seen in neutron scattering experiments result from rigid-
body motions of the protein side-chains attached to the protein backbone [7].
A model has been developed based on a hydrated powder of C-phycocyanin,
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which decomposes protein dynamics into three components: global motions of
the residues, side-chain rigid-body motions and internal deformation [8,9]. It
has been demonstrated that the global motions of the residues correspond to
vibrations in local energy minima and jumps between minima, whereas the
rigid-body side-chain motions mainly describe the nonharmonic component.

18.1.1 Elastic Incoherent Neutron Scattering

Harmonic and nonharmonic protein motions can be explored by elastic inco-
herent neutron scattering (for a review see [3]). We recall that in the Gaussian
approximation (for further information see contributions by Lechner et al.,
Part I and Doster, this volume) the scattering function can be described as

Sin(Q, 0) = exp
{
< u2 >

6
Q2

}
. (18.1)

Two factors determine, which motions can be observed in an elastic scat-
tering experiment:

– The accessible Q-range. The wave-vector Q is proportional to the inverse
of a distance. The higher the studied Q-value, the smaller the amplitudes
of the observed motions.

– The energy resolution of the instrument. The better the energy resolution,
the lower the frequencies which can be investigated, i.e., slower motions
become accessible on the spectrometer.

If only the elastic component is studied, all motions in the time interval
corresponding to the energy resolution contribute to the scattering, but are
not resolved into different correlation times or frequencies. Only motions faster
than the corresponding time limit are observed.

Mean square amplitudes, <u2>, are accessible as a function of temperature
from the intensity of elastically scattered neutrons. These <u2> correspond to
the full extend of the motion which has been swept out by the atom during a
short time t. At low temperature, where only harmonic vibrations are present,
the <u2> show a linear increase with temperature. A break in the increase of
the mean square amplitude vs. temperature signals the onset of nonharmonic
motions. This feature is termed a dynamical transition and has been observed
in neutron scattering for hydrated protein powders and membranes. A first
transition arises typically around 200 K and has been interpreted with several
physical models, which will be detailed further in Sect. 18.2.2.

In the following sections we will elucidate how dynamics investigated by
incoherent neutron scattering can be related to functional and structural char-
acteristics of the biological system under study. We will focus on dynamics
extracted from the elastic scattering intensity. In particular, we will highlight
the membrane protein bacteriorhodopsin and exemplify the relationship be-
tween protein structure, dynamics, and hydration on one hand and protein
function and activity on the other.
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18.2 Methods of Investigation

18.2.1 Elastic Incoherent Neutron Scattering on Powder Samples

Protein dynamics was first studied in powder samples. Powder samples consist
of dried proteins or proteins in various hydration states. In general, hydration
(h) varies from 0 to 0.5 g of solvent per g of protein (g g−1). At a hydration
value of h = 0.4 g g−1 a smaller protein is completely covered by one hydra-
tion shell and is in an active state [10]. The dynamics of powder samples
can be investigated over a large temperature range. Owing to the absence of
crystalline ice formation, there is no need to employ a cryoprotectant for stud-
ies at low temperatures as there is for liquid samples. Myoglobin is a widely
studied system and a dynamical transition of Fe motions has first been ob-
served by Mössbauer spectroscopy [11]. Later, neutron scattering revealed a
dynamical transition for global motions at 180 K (Fig. 18.1) [12]. Further, the
effects of trehalose on myoglobin dynamics have been studied [13]. Trehalose
is a disaccharide, which can protect biomolecules under extreme conditions
(high temperature and low hydration) against dehydration and denaturation.
When myoglobin becomes coated in trehalose it behaves like a harmonic solid
up to room temperature. The dynamical transition formerly observed, is ab-
sent (Fig. 18.1). Moreover, it has been reported that characteristic motions
as observed by Mössbauer, optical absorption spectroscopy [14] and obtained
from MD simulations [15] are hindered. Therefore, it has been concluded that
trehalose traps the protein in a conformational substate, inhibiting larger non-
harmonic motions, which might lead to protein unfolding.

18.2.2 Models for Describing Thermal Protein Dynamics

Several models have been developed to describe protein motions. We focus
here on models aiming to describe motions measured in energy resolved elastic
incoherent neutron scattering.

A double-well model has been applied to explain the dynamical behavior
of myoglobin (inset Fig. 18.1) [12]. At temperatures below the dynamical tran-
sition (part A of triangles in Fig. 18.1), the atoms are trapped in a harmonic
well. The dynamical transition was observed at 180 K, which was interpreted
as the onset of jumps of hydrogen atoms between states of different energy
(part B of triangles in Fig. 18.1). These nonharmonic motions were modeled
by a two site-jump diffusion, where the sites are at a distance d with a free
energy difference ∆G. This model allows to extract parameters like jump dis-
tance d, enthalpy ∆H and entropy ∆S/R difference from the mean square
amplitude vs. temperature data.

The concept of force constants has been introduced by Zaccai and cowork-
ers [16, 17] in order to quantify the molecular resilience of a protein struc-
ture. From the slope of the <u2> values with respect to the temperature,
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Fig. 18.1. Mean square amplitudes <u2> of a hydrated myoglobin powder in D2O
(triangles, redrawn from [12]) and of myoglobin in trehalose (circles, redrawn from
[13]). The inset shows the double-well model of Doster and coworkers [12]. Hydrated
myoglobin molecules are trapped in the lower well at temperatures below the dy-
namical transition (a). Above this transition (b), they can sample both wells. Force
constants <k> and effective force constants <k′> are given for myoglobin in tre-
halose and hydrated myoglobin below and above the dynamical transition (Reprinted
figure with permission from [16]. Copyright 2000 AAAS)

a force constant <k> can be calculated in the harmonic region (part A
of Fig. 18.1) and an effective force constant <k′> in the nonharmonic re-
gion (part B of Fig. 18.1). Myoglobin is most resilient (least “soft”) in tre-
halose (<k>= 3 N m−1), and least resilient as a hydrated powder above the
dynamical transition (<k′>= 0.3 N m−1). The underlying model describes
the atomic potential by two concentric wells of different depths and a hard
outer sphere. It is valid in all dynamical regimes of the mean square am-
plitudes as a function of temperature, and assumes that two classes of con-
formational fluctuations essentially control atomic motion in a protein. The
first class consists of movements about the equilibrium position, which are
limited by the local environment of the atoms. The second one is due to
interaction-mediated fluctuations of the molecule that allow larger excursions
of the particle. These motions are restrained to a larger cage formed by the
neighboring molecules. Concretely, for a protein atom this can be regarded
as two conformational cages, i.e., a small and a large one, fitting together.
The force constants extracted from the harmonic regime as well as the effective
force constants can be regarded as a measure of the degree of flexibility of the
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molecule. They can be used for comparison of different systems having similar
transition temperatures. In this model, the dynamical transition temperature
observed in the <u2> vs. temperature plot corresponds to the system gain-
ing sufficient energy to explore the upper well. The dynamical transition has
been defined as the temperature where 10% of the atomic population is lo-
cated in the outer potential of higher energy and displays larger amplitude
motions [17].

18.2.3 H/D Labeling Techniques

As described in various chapters in this book, neutrons discriminate between
different isotopes of an element leading to a different scattering cross-section
for hydrogen than for deuterium. This particular specificity is not only em-
ployed in diffraction experiments to localize hydrogen atoms or to minimize
the solvent contribution to a scattering spectrum. Owing to the fact that
the incoherent scattering cross-section of a hydrogen atom exceeds by far the
one of deuterium and of other atoms in biological samples, a specific H/D
labeling allows the study of local dynamics in the protein part where the
hydrogens have been preserved while the deuterated part is masked. For neu-
tron dynamics studies, only a few examples on specifically labeled samples
exist.

For instance, a study focussing on hydration water used deuterated phy-
cocyanin [18]. Another example deals with specifically labeled purple mem-
branes [19]. In the latter case, only two types of amino acids have been labeled
to investigate local core motions of the protein. This example will be presented
in further detail in Sect. 18.3.3. An often discussed question is whether or not
deuterium labeling alters the “real” motions of the system under study. One
could argue that as neutron scattering experiments are sensitive to motions
of the amino acid side-chains, deuteration could alter the dynamical spec-
trum. However, a typical contribution to the scattering spectrum is related to
CH2 or CH3 groups and deuteration would only cause a minor change in mass.
Moreover, a comparison of <u2> of fully deuterated PM with a natural abun-
dance PM sample showed similar results [19]. However, to date not enough
data are available for definitely excluding that deuterium labeling does not
affect the dynamics probed by neutron scattering and care should be taken
when conceptualizing a project.

A facility for partial or full deuteration of biological molecules, such as pro-
teins, nucleic acids and lipids has been set up by the Institut Laue-Langevin
(ILL) and the EMBL Outstation in Grenoble. It aims to support the devel-
opment and improvement of labeling techniques for biological systems and
provides a user service for the production of deuterated samples for neutron
scattering and NMR experiments (http://www.ill.fr/deuteration).
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18.3 Relating Thermal Motions in Purple Membranes
to Structural and Functional Characteristics
of Bacteriorhodopsin

In the following we will present dynamical studies of different powder
samples. In particular, we have chosen to highlight the relation between
dynamics, structure and function of a biological system on the example of
bacteriorhodopsin (BR), and the purple membrane (PM).

18.3.1 Thermal Motions in Bacteriorhodopsin and the Purple
Membrane

Purple membranes from halophilic Archaea display a 2D-crystalline arrange-
ment in their native state and are composed of lipids and of only one type of
protein, the light-driven proton pump bacteriorhodopsin [20]. Absorption of a
photon by the chromophore retinal in BR triggers a cyclic series of ground and
intermediate states (photocycle), namely bR, J, K, L, M, N, O, and bR [21,22].
As a result, one proton per photocycle is transferred from the cytoplasmic
(CP) to the extracellular (EC) part of the membrane. The photocycle as well
as the proton pump activity and their dependence on hydration and tem-
perature have been thoroughly studied. Therefore, the relationship between
structure – BR activity and protein dynamics can be explored on this system.
BR and PM dynamics can be studied at several levels, each associated with
interesting biological properties:

– Dynamical properties of the entire membrane as a function of temperature
and hydration.

– Local motions by combining the powerful method of H/2H labeling and
neutron scattering.

– The influence of the lipid environment on protein motions.

A protein is only active if it adopts its particular three-dimensional struc-
ture and if all internal motions attached to its function can be accomplished.
Based on this, Zaccai [23] has suggested a hypothesis that the close packing of
PM in a cooled or dry state would inhibit the motions necessary to complete
the BR photocycle and the proton pumping across the membrane. A first set
of incoherent neutron experiments, performed on PM in two extreme hydra-
tion states (dry: 0% relative humidity (r.h.), hydrated: 93% r.h), substantiated
this hypothesis [24]. The investigation of mean square amplitudes, <u2>, as a
function of temperature by elastic incoherent neutron scattering has revealed
a transition around 230–250 K between harmonic and nonharmonic motions
only for the hydrated PM sample (Fig. 18.2a, [24,25]). Below this temperature
the hydrated sample, following a harmonic behavior, is not active, whereas
above the transition temperature nonharmonic diffusive motions appear and
the BR photocycle can be completed. In contrast, the dry PM sample exhibits
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Fig. 18.2. Dynamical transitions and trapping of BR intermediate states. Mean
square amplitudes of small-amplitude motions (a) and high-amplitude motions (b)
in purple membranes at 93% r.h. were measured on IN13 and IN16 at the Institut
Laue Langevin, Grenoble, France, respectively. Small- and high-amplitude motions
both show a dynamical transition at around 240K. High-amplitude motions show an
additional dynamical transition at about 130K. IN13 data were recorded in the wave-
vector range Q = [1.99 ; 3.71] Å−1 and IN16 data in the range Q = [0.43 ; 1.25] Å−1.
The K, L, M1 and M2 intermediate states of BR are usually trapped by illumination
at 110, 170, 230, and above 240 K, respectively [22,26,27]. The dynamical transition
at 130K may, therefore, be correlated with the K to L transition and the one at
240K with the M1 to M2 transition. The figure is based on [26]

harmonic motions up to room temperature and BR is not functional. The fact
that nonharmonic motions are not necessarily liberated at high temperatures
indicate that temperature alone is not sufficient to obtain high amplitudes of
motion.

These results have supported significantly the hypothesis that a global soft
environment obtained through temperature and hydration, which allows larger
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diffusive thermal motions, is required to ensure the functioning of BR. Com-
plementary studies of the elastic incoherent scattering for smaller scattering
vectors have demonstrated a dynamical transition at about 130–150 K, which
is present for both the dry and the hydrated membrane (Fig. 18.2b [19, 28]).
This has led to a division of PM dynamics into two different populations of
motions: “high” amplitude motions exhibiting smaller frequency (maximum
<u2> of 2 Å2 at 300 K for the hydrated PM sample), and “small” ampli-
tude motions at a higher frequency (maximum <u2> of 0.5 Å2 at 300 K for
the hydrated PM sample). The two dynamical transitions can be compared
with the ability of BR to proceed in its photocycle (Fig. 18.2). The dynamical
transition at 130 K (Fig. 18.2b) might be correlated with the ability of BR to
convert from the K into the L intermediate. Large-scale structural changes
that accompany the transition from an early to a late M state (i.e., from M1
to M2) correlate with the dynamical transition at 240 K (Fig. 18.2a and b).

A different approach using quasielastic incoherent neutron scattering on
oriented PM samples has yielded information about the diffusive motions of
different spatial extent and with different correlation times in the nano-second
to picosecond time scale [29]. This technique has allowed characterization
of the main components of diffusive motions such as three-site jump diffu-
sion of methyl group rotations and two-site jump diffusion [30]. The onset of
quasi-elastic scattering has been found around 200 K with a particular strong
increase of this component around 260 K [31]. Moreover, the different cate-
gories of diffusive motion have been found to depend on the hydration state
of PM [29], supporting the hypothesis that a decrease in hydration results
in a solidification in internal molecular flexibility of the protein structure. It
has been concluded that the observed diffusive motions are essential for BR
photocycle activity.

18.3.2 Hydration Dependence of Thermal Motions

The hydration dependence of the thermal motions has been investigated fur-
ther in a broad temperature range [25, 30]. “Fast” and “slower” motions as
defined by the correlation time from quasielastic measurements have shown
to be influenced differently by hydration. In general, the slower local diffusive
motions become much more pronounced at a high hydration state, which led
to the suggestion that they correspond to motions of groups close to the sur-
face of the membrane [30]. The behavior of the <u2> values, as a function
of temperature and hydration degree, has shown that the two populations
of high- and small-amplitude motions respond differently to hydration of the
membrane [25]. These results have quantified the dynamical heterogeneity of
the membrane and its dependence on hydration and temperature. The high
amplitude motions in the nonharmonic region above the transition at 250 K
are not very sensitive to changes in hydration until a high degree is reached
where a sharp increase of the <u2> values is seen. In contrast, the small am-
plitude motions rise continuously with increasing hydration above a threshold
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of 60% r.h. and above the transition temperature. The hydration dependence
of photocycle and pumping characteristics of BR have been correlated with
the thermal motions, i.e., below 60% r.h. the BR photocycle can not be com-
pleted [32, 33] and proton pumping ceases [27]. It has been shown that not
only a global fluidity is necessary for the functioning of BR, but that the par-
ticular response to hydration of the different populations of motions can be
correlated to the functional behavior of BR.

The examination of the lamellar spacing of PM stacks as a function of
temperature by neutron diffraction has shown that cooling of a PM sample
leads to a decrease in the lamellar spacing [34]. The authors suggested that
this corresponds to dehydration of PM that takes place at a temperature
between 245 and 265 K, depending on the hydrational level of PM. Upon
heating, this effect is reversible and rehydration starts at around 255 K. The
initial spacing is reached again at 265–275 K. This process has been put in
the context of the dynamical behavior and the transition temperatures of
the membranes. In particular, the rehydration has been correlated to the
transition temperature around 250 K and the solvent melting effect observed
by Réat and coworkers [19]. If a hydrated PM stack is flash-cooled, a fraction
of the amorphous inter-membrane water turns liquid-like at 200 K during
subsequent heating and leaves the intermembrane space without triggering a
dynamical transition [35].

18.3.3 Local Core Motions

Local dynamics of the protein core elucidated in more detail the dynamical
heterogeneity of BR [19]. For this purpose, a completely deuterated membrane
with only the retinal and the amino acids Met and Trp being hydrogenated,
has been prepared. These selected groups are located in the retinal binding
pocket and the extracellular half of the protein (Fig. 18.3).

The retinal binding pocket is functionally particularly important in the
uni-directional proton transfer during the photocycle. The mean square am-
plitudes <u2> of such a specifically labeled and hydrated PM sample show
significantly decreased flexibility compared to the global membrane, with the
motions revealed as being more restrained and shielded from solvent melt-
ing effects. Moreover, the investigation of core dynamics in different motion
regimes (small- and high-amplitude motions) as a function of hydration re-
vealed a particular behavior for the core motions different to the one dis-
covered in the membrane globally [36]. This has quantified the dynamical
heterogeneity of BR and the results have been interpreted in terms of a more
rigid protein core, which meets the functional requirements of the protein.

The retinal binding pocket has to act as a valve between the extracellular
and cytoplasmic parts of BR, and, therefore, a certain environmental rigidity
is required to control stereo-specific selection of retinal conformations to ac-
complish the valve function, whilst a certain global fluidity is required which
allows large conformational changes during the photocycle.
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Fig. 18.3. Schematic view of selectively labeled BR in the PM and the projec-
tion structure of a BR trimer in the PM lattice. The entire PM has been deuter-
ated, except for the Met and Trp residues and the chromophore retinal (shown in
ball-and-stick mode) that have been kept hydrogenated. Structural data are from
PDB entry 1qhj [38] and the figure has been prepared with MOLSCRIPT [39] and
RASTER3D [40]

18.3.4 Lipid Environment

A point of discussion is always to which extent lipid motions contribute
to the observed PM motions. Using partly delipidated PM samples, which
are still crystalline and containing BR trimers, Fitter and coworkers [37] started
addressing the role of the lipid environment onPMdynamics. A reducedflexibil-
ity of the delipidated membrane has been observed and the difference in flex-
ibility was more pronounced for a wet than for a dry membrane. This has led
the authors to the conclusion that it is the hydration of the lipids which plays a
major role for the dynamical behavior of the global membrane as suggested by
Zaccai [23]. In addition, photocycle kinetics is partly slowed down upon delip-
idation and a correlation between the BR photocycle and the dynamical be-
havior of the protein–lipid complex in different conditions has been made [37].

A comparison between motions explored by quasielastic neutron scattering
on PM and disk membranes, which contain rhodopsin and lipids in a weight
ratio of 45% rhodopsin and 50% of lipids, indicated higher internal flexibility
of the disk membranes [41]. From this piece of work a suggestion of a linear
dependence between the amplitudes of motions (in this case extracted from
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a two-site jump diffusion model or diffusion inside a sphere model) and the
relative amount of lipids has been emerged.

What might be the impact of packing in the membrane on protein and
lipid flexibility? Packing can be perceived as a lateral pressure on the protein,
which maintains the molecule in a certain conformational state. It is impor-
tant to note that BR is not inserted in a symmetric way in PM, but that the
extracellular part of the protein is more deeply buried in the lipids. Therefore,
the lateral pressure might not be identical on both sides of the protein. This
agrees with the more rigid dynamics of the specifically labeled PM sample
presented above. From neutron diffraction experiments it has been concluded
that BR needs a soft environment in order to be functional, which allows large
conformational changes of the protein. In dry membranes or at low tempera-
ture, conditions in which BR is not functional, the close-packed environment
would inhibit the required amplitudes for accomplishing the photocycle and
the pump activity [23]. It has been pointed out that thermal dynamics serves
as a kind of lubricant to enable large-scale displacements necessary to ensure
correct protein activity [19, 25, 42]. Thus, it can be suggested that protein
packing in the membrane participates in the creation of the necessary soft
environment including the required well-defined rigidity to maintain the dy-
namical heterogeneity, which influences functionally important conformational
changes during the photocycle. The different kinetics of the rise and decay of
the photointermediates in monomeric BR compared to BR in PM have been
attributed to the packing of BR in PM [43]. However, one has to be careful,
because it is difficult to estimate which of the changed parameters such as
monomerisation or disruption of lipid protein interaction produce the most
prominent perturbation in the photocycle and of proton pumping. For lactose
permease from E. coli, it has been suggested that the critical lateral lipid pack-
ing pressure is an essential prerequisite for correct membrane insertion and
function of the protein [44]. The permease seems to be an extremely flexible,
metastable molecule that requires external stabilization by the surrounding
membrane and, therefore, it is difficult to crystallize such a membrane pro-
tein without its lipids. Recently, the first high-resolution structure became
available [45].

18.3.5 Relation between PM Dynamics
and Crystallographic B-factors

Electron and X-ray diffraction data of BR provide temperature-factors (B-
factors) as one result of the structure refinement process, which reflect both
static and dynamic disorder. They have indicated that the protein is most rigid
in its center near the retinal binding pocket and that it becomes more flexible
at the surfaces [46]. Furthermore, it has been found that the temperature-
factors are asymmetrically distributed over the protein, i.e., larger in the cy-
toplasmic (CP) than in the extracellular (EC) region [38], supporting the
neutron scattering results from Réat et al. [19] discussed in Sect. 18.3.3. In
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molecular dynamics simulations, the fluctuations of the helix extremities in
the CP half of BR appeared twice as large than those in the EC half [47].

The question of the physical significance of these temperature factors, and
how they are related to the thermal motions observed in neutron scattering,
can be addressed. The isotropic temperature-factor or B-factor is described by
B = 8π2 <x2> with a mean square deviation <x2> from a mean atomic po-
sition. The overall <x2> of an atom originates from several sources including
the internal static disorder (different configurations in different unit cells),
internal dynamic disorder (vibrations within molecules), lattice defects and
lattice vibrations. In the case of the BR ground-state structure determined at
100 K, the average <x2> value is 0.3 Å2 (see for example the B-factors from
the PDB entry codes 1c3w [48] and 1cwq [49]). They are about four times
larger compared to <u2> values from neutron scattering at 100 K (<u2> val-
ues are around 0.07 Å2). The motions, which enter in the B-factor calculation,
are assigned to single atoms and reflect the vibrations of backbone and side-
chain atoms. Vibrations of bonded atoms are of the order of 0.1 Å in a high
frequency range (1013–1014 s−1) [1], whereas the <u2> reflect the motions of
the amino acid side-chains (obtained from the scattering of the H-atoms in
these groups) in a frequency range of 109–1012 s−1 [2, 7]. In contrast to the
mean square amplitudes <u2>, the B-factors are not directly measured and
only arise from the structure refinement. They mainly reflect a general ten-
dency of the protein flexibility. They do not supply quantitative information
in contrast to neutron scattering, which provided evidence for the dynami-
cal heterogeneity. A comparison between temperature factors and root mean
square deviation (RMSD) from an averaged BR structure of six models has
revealed that the RMSD are mostly lower in the helices than the correspond-
ing B-factors whereas the RMSD loop values are mostly higher. This has led
to the suggestion that the B-factors are highly dependent on characteristics
associated with crystal nature and quality and that they are not useful as
absolute values [50].

18.3.6 Comparison of Force Constants with Forces Measured
by AFM

The force constants underlying thermal motions (20–200 pN/Å) are of the
same order of magnitude as forces explored by atomic force microscopy (AFM)
on PM samples [51, 52]. The surface structure of BR has been explored by
AFM and an applied force of 200 pN was necessary to bend away the E–F
loop by 2 Å [53]. Effective force constants of thermal fluctuations represent an
average value of the entire protein or the labeled part and are certainly higher
than what can be expected for the flexible loop regions.

BR helices have been pulled off the membrane in pairs by applying forces
around 350 pN [52]. The ruptured bonds correspond to interhelix and intra-
helix hydrogen bonding and interaction with lipids and are, therefore, consid-
erably higher than the bending forces.
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To pull off lipids, a force of only 25 pN is sufficient, as the interactions
are smaller due to the fluid-like lipid behavior. This suggests that the force
constants derived from thermal motions of lipids should be much smaller
than those of the protein. Indeed, quasielastic incoherent neutron scattering
on lipid bilayers have characterized fast in-plane and out-of-plane motions of
lipid chains and molecules with amplitudes rising up to 3 Å [54].

18.4 Protein Dynamics and Function
in Some Other Proteins

As outlined in the preceding sections, biological activity of BR (i.e., proton
pumping) is temperature-dependent. In particular, the ability of BR to com-
plete its photocycle is abolished below the dynamical transition [24]. A corre-
lation between the onset of biological function and the dynamical transition
has been established in other proteins as well. In myoglobin, e.g., escape of the
CO molecule from the heme pocket after flash photolysis is only possible at
temperatures above the dynamical transition determined by Mössbauer spec-
troscopy [55]. Evidence for a dynamical transition at 220 K in Ribonuclease A
has been obtained from the temperature-dependence of atomic B-factors [56].
Substrate-binding to Ribonuclease A is possible above, yet not below 220 K as
revealed by temperature-controlled protein crystallography [57], thus suggest-
ing a link between the dynamical transition and enzyme activity. Protochloro-
phyllide oxidoreductase is a light-activated enzyme and intermediates in the
reaction pathway can be monitored by temperature-dependent absorption and
fluorescence spectroscopy after initiating catalysis at cryo-temperatures (e.g.,
100 K, [58]). The final step in the reaction pathway can only proceed above
200 K [59], a temperature close to the dynamical transition of many pro-
teins. Despite these examples, a possible link between the dynamical transi-
tion and onset of biological activity remains a controversially discussed issue.
Daniel and collaborators [60] conducted parallel measurements of dynamics
and activity of glutamate dehydrogenase in a cryo-solution. Incoherent elastic
neutron scattering experiments in the temperature range from 80 to 300 K
revealed a dynamical transition of motions faster than 100 ps at 220 K. Enzy-
matic activity of glutamate dehydrogenase in the same cryo-solvent did not
deviate from Arrhenius behavior in the measured temperature range from 280
down to 190 K. The authors concluded that the observed dynamical transition
is decoupled from the rate-limiting step in the reaction pathway. However, the
dynamical transition observed at 140 K for slower motions (i.e., faster than
5 ns) might, or might not be coupled to enzymatic activity, which cannot be
measured below 190 K because of cryo-solvent freezing [61]. Not only fast mo-
tions probed by Mössbauer and neutron spectroscopy, but also much slower
protein motions (µs–ms) measured by NMR have been identified as being in-
volved in enzyme catalysis [62,63]. Even though protein dynamics is generally
acknowledged to be crucial for activity, it remains unclear for proteins less
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well-studied than BR, in how far motions on different timescales are coupled
to each other and which ones are essential for biological activity.

18.5 Conclusions

A general picture of the relation between thermal motions, structure and
function emerges from the study of PM samples. The thermal motions reflect
the protein flexibility that is necessary to access different conformational sub-
states, but do not represent the conformational change in itself for which addi-
tional light energy is required to cross the barrier. The energy that is necessary
for large conformational changes to occur during the photocycle has been pro-
vided by the light absorption and the thermal relaxations lead to the different
photointermediates. Thermal motions help to overcome barriers between the
different intermediates, but they do not directly reflect the conformation of
the protein. Thermal fluctuations have been described as “. . . searching out
the path or paths along which the transition takes place.” [4]. They are needed
to prepare a “soft” environment in which the large conformational changes
can take place and where the photointermediates are maintained in a stable
configuration.
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48. H. Lücke, B. Schobert, H.T. Richter, J.P. Cartailler, J.K. Lanyi, J. Mol. Biol.

291, 899–911 (1999)
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61. R.M. Daniel, J.L. Finney, V. Réat, R. Dunn, M. Ferrand, J.C. Smith, R.V.

Dunn, J. Finney, Biophys. J. 77, 2184–2190 (1999)
62. F.A. Mulder, A. Mittermaier, B. Hon, F.W. Dahlquist, L.E. Kay, Nat. Struct.

Biol. 8, 932–935 (2001)
63. E.Z. Eisenmesser, D.A. Bosco, M. Akke, D. Kern, Science 295, 1520–1523 (2002)



19

Biomolecular Spectroscopy
Using Pulsed-Source Instruments

H.D. Middendorf

19.1 Introduction

Neutron scattering techniques have already been applied to a wide range of
problems in biomolecular dynamics, from anhydrous building blocks to a va-
riety of partially or fully hydrated biomolecules and their assemblies [1–7].
However, much of what has been published so far deals with data sets that
are very limited in relation to the structural and dynamical complexities of
the systems studied, and the impact of this work in the life sciences has been
small.

There is a broad concensus that increases in data collection rates by 1–2
orders of magnitude are required if the full potential of neutron scattering as
a more widely used tool is to be realized [8–10]. Only high-intensity pulsed
sources can deliver increases of this magnitude. A factor of 10–20 will be
needed to bring sample sizes down into the 20–50 mg region. The 1/2 g quan-
tities required for present-day neutron spectroscopy are much too large. An-
other factor of 10 could be “spent” either on higher-quality data sets from
experiments designed to reveal functionally significant difference spectra, or
on more extensive coverage of the large parameter domain of biomolecular
systems.

19.2 Why Pulsed Sources?

It has been recognized since the 1980s [11,12] that there is little room for flux
increases from fission reactors beyond the level achieved by the world’s most
powerful steady-state neutron source at the Institut Laue-Langevin (ILL) in
Grenoble. In Europe, the only new research reactor built during the past
20 years (FRM-II at Munich) requires highly enriched uranium for optimal
performance, a politically contentious design option that is unlikely to be
adopted ever again.
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Fig. 19.1. A GeV proton incident on a heavy-metal nucleus leads to an excited state
that emits 15–25 spallation neutrons, but the nucleus does not undergo fission. In
the fission case, a uranium nucleus produces on average only 2.5 neutrons, one of
which is needed to sustain the chain reaction

An alternative way of producing intense neutron beams is by bombard-
ing a block of heavy metal with GeV proton pulses [11]. Each incident pro-
ton “spalls” between 15 and 25 neutrons off a target nucleus (Fig. 19.1). In
addition to cold and thermal neutron beams from appropriate moderators,
spallation sources provide epithermal neutrons, which open up possibilities
for electron volt spectroscopy and medical applications. Following pioneering
work at research centers with low-intensity accelerators, the technology of such
sources was advanced significantly by the commissioning in 1986 of the first
high-intensity spallation source, the ISIS facility at the Rutherford Appleton
Laboratory near Oxford, England. New facilities are under construction cur-
rently at Tokai (JSNS [13]), Japan, and at Oak Ridge (SNS [14]) USA, and a
second target station is being built at ISIS (TS2 [15]).

Pulsed-source instruments can achieve large gain factors even with in-
ferior time-averaged fluxes. By cutting out a series of spikes from a con-
tinuous white beam and monochromatising them, conventional choppers
always “throw away”’ more than 99.9% of incident neutrons. With a pulsed
beam, on the other hand, neutrons already arrive “concentrated” as spikes
separated by 20–100 ms according to the duty cycle of the accelerator. Since
the source is effectively “switched off” between successive pulses, scattered
neutrons can be energy-analyzed with excellent signal/noise ratios. A draw-
back of fixed-frequency pulsed sources is that the gain factors of instruments
covering different energy regions cannot be optimized simultaneously. By con-
structing a second target station running at a lower frequency, ISIS is the only
facility aiming for the best of both worlds.
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Table 19.1. Spallation neutron sources

Country Name Institution Location Current Frequency
(µA) (Hz)

UK ISISa Rutherford Appleton Lab Chilton 200 50/10

CH SINQb Paul Scherrer Institut Villigen 1,300 qu.cont.
USA IPNS Argonne National Lab. Argonne 15 30
USA LANSCE Los Alamos National Lab Los

Alamos
100 20

USA SNSa Oak Ridge National Lab Oak
Ridge

1,300 60

Japan KENS KEK Tsukuba 6 20
Japan JSNSa J-PARC (KEK-JAERI) Tokai 330 25
aunder construction: SNS, JSNS, ISIS-TS2 (10-Hz target station of ISIS)
bquasi-continuous (50 MHz)

At present there are five neutron research centers operating spallation
sources, and four of these are pulsed sources (Table 19.1). Instruments at SINQ
(Paul Scherrer Institute, Switzerland) are not able to exploit the inherent
time structure of a pulsed beam since the source is quasi-continuous. In the
following the discussion will be limited to instruments and experiments at the
four spallation sources producing pulsed beams.

19.3 Pulsed Source vs. Reactor Instruments

Neutron scattering experiments using pulsed-source instruments are not in
principle different from those on reactor-source instruments. With the excep-
tion of the spin-echo technique [16, 17], the objective in both is to measure
double-differential cross-sections d2σ/dΩ dE from which dynamic structure
factors Sinc(Q,ω) and Scoh(Q,ω) for incoherent and coherent scattering can
be extracted [11] (�Q = momentum transfer, �ω = energy transfer). How-
ever, there are significant differences in instrument design and operation that
may affect experimental strategy, and there are also instrument types covering
Q,ω-regions that are not or only partly accessible by spectrometers on con-
ventional sources. Most applied-science users familiar with instruments on the
latter will appreciate the larger dynamic range and (for backscattering) better
Q-resolution of pulsed-source spectrometers.

A comparison of the Q,ω-envelopes of spectrometers at ILL and ISIS
(Fig. 19.2) shows an area of overlap flanked by regions of lower and higher
energy transfers, which at present are accessible only by reactor-source (low
�ω) or pulsed-source instruments (high �ω). While this reflects the fact that
the energy distribution of raw (i.e., undermoderated) spallation neutrons is
centered at higher energies than that of fission neutrons, the complementarity
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Fig. 19.2. Top: Envelopes of the Q, ω-domains of commonly used spectrometers at
ILL (IN5/6/10/13/16) and at ISIS (IRIS, OSIRIS, MARI, HET) for typical operat-
ing parameters. TOSCA and VESUVIO at ISIS operate on or very close to the recoil
asymptote given by �ω (µeV) = 2.072 Q2 Å−2 (see Sect. 19.5.2). Bottom: Synopsis
of effects observed and information derived from experiments in different regions of
the Q, ω-plane. Vertical bars give energy ranges of the four pulsed-source instrument
types discussed in the text

apparent from Fig. 19.2 is deceptive. Until the late 1980s it was thought gen-
erally that there would not be enough cold neutrons in beams from spallation
sources to allow µeV spectroscopy with useful intensities. However, the suc-
cess of instruments on the liquid H2 moderator at ISIS [18] has led to a sea
change in thinking about cold-neutron capabilities, and the new sources under
construction will all be fully instrumented to cover the �ω < 10 µeV region.
Apart from advances in moderator optimization for low-frequency sources, two
important developments are relevant here: (i) At ILL, Grenoble, much work
has gone into building a multi-angle spin-echo spectrometer on a chopped
beam mimicking pulsed-source operating conditions, and this instrument is
essentially ready for implantation at one of the new sources [17]. (ii) Designs
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for direct-geometry multichopper spectrometers on 10–25 Hz pulsed sources
have evolved significantly since the first such instrument was proposed [19,20],
and versions optimized for ISIS-TS2, JSNS, and SNS are under construction.
All offer resolutions down to a few µeV, wide dynamic range, and large gain
factors relative to comparable reactor instruments.

Four types of instrument are being used for biomolecular spectroscopy at
the research centers listed in Table 19.1. The interaction processes and effects
observable are given in Fig. 19.2 as a function of their approximate location in
Q,ω-space. The following sections provide outlines of the main characteristics
of these spectrometers along with selected results from problem areas that
illustrate what can be achieved with existing instrumentation.

19.4 Backscattering Spectrometers

Backscattering spectrometers on pulsed sources, by virtue of their wide dy-
namic range and high Q-resolution, are versatile instruments for studying
the motions of protons in and around biomolecules and their building blocks
[11,21,22]. Sets of temperature and/or hydration dependent spectra with en-
ergy transfers �ω from a few µev to several meV reflect the rich dynamics
of such systems, from nearly free or restricted translational diffusion (central
peak broadenings at low Q) to segmental fluctuations and various hindered
rotational motions at intermediate and high momentum transfers (Fig. 19.3).
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Fig. 19.3. Example of the decomposition of a quasielastic lineshape from IRIS
data for a 1 % agarose–H2O gel (Q = 1.01 Å−1) into elastic, translational, and two
rotational components. For any measured spectrum in the quasielastic region, the
momentum transfer �Q is approximately independent of �ω and equal to the elastic
momentum transfer �Q0 = �(4π/λ0) sin θ (λ0 = incident wavelength, 2θ = full
scattering angle)
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IRIS and OSIRIS are currently the two most advanced pulsed-source
backscattering instruments [23]. In the “inverse” scattering geometry em-
ployed here (see Fig. 19.8 in Lechner et al. Part 1, this volume), the energy
scan is achieved by the spread in velocity as neutron pulses from the mod-
erator travel through a long guide toward the sample. Two disk choppers
cut out a wavelength band that can be shifted over a wide interval by ap-
propriate phasing. Neutrons scattered by the sample are energy-analyzed in
near-backscattering (175◦) by two semicircular crystal arrays: a 51-element
pyrolytic graphite (PG) array, and a similar mica array on the opposite semi-
circle. Backscattered neutrons are detected by 2×51 scintillator counters on a
0.55-m circle just below the analyzer-sample plane. By resetting chopper phas-
ings and acquisition windows, it is possible to configure instruments of this
kind for resolutions between ≈1 and 100 µeV with energy windows ranging
from around 100 µeV to several meV.

Although spectrometer configurations offering resolutions <10 µeV are
already available at ISIS, they are rarely used because of the demands on
beam time. This will change dramatically with IRIS-type spectrometers on
the new spallation sources because of both higher flux levels and the fact
that these instruments are well suited to multianalyzer operation. The back-
scattering spectrometer DYANA [24] at JSNS, for example, features a stack
of three analyzer banks, which can be moved into and out of the scattering
plane. Since the emphasis in future work will increasingly be on complex and
challenging biomolecular systems requiring measurement of difference struc-
ture factors ∆S(Q,ω) with high accuracy, the potential of instruments such
as DYANA for leading-edge experiments and for opening up new applications
of neutron spectroscopy is very substantial indeed.

19.4.1 Hydration Dynamics

Hydration experiments using IRIS and OSIRIS have been concerned mostly
with the dynamics of sorbed water in globular and fibrous proteins [25–
28], and in fully hydrated systems such as polysaccharide gels [29, 30] or
“crowded” solutions [31]. Parameters characterizing nanoscopic mobilities are
extracted from multicomponent lineshape analyses, which typically reveal
slightly broadened elastic peaks and a superposition of Lorentzian-like wings.
The range and quality of IRIS data are such that it is often possible to an-
alyze lineshapes in terms of contributions from three dynamically distinct
proton populations: (i) tightly bound backbone protons and other protons
that belong to very slowly fluctuating structural elements, both contributing
an effectively elastic fraction ∼δ(ω); (ii) protons belonging to closely asso-
ciated waters and mobile side chains, with highly restricted rotational and
librational degrees of freedom; (iii) protons of water molecules in the secondary
hydration shells, with reduced translational and rotational mobilities that are
qualitatively similar to those of supercooled H2O. The Q-dependence of the
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relevant width parameters are key quantities here, together with geometrical
information contained in the elastic incoherent structure factor (EISF [2]).

Spectra obtained from aqueous polysaccharide gels at IRIS have provided
insight into fundamental aspects of water–biopolymer interactions [29,30]. The
polymer matrix dynamics and solvent coupling in agarose and hyaluronate gels
differ substantially as a result of very different Coulomb interactions along
their hydrated chains. For gels in the 1–20% concentration range, the spec-
tra have been analyzed in terms of two mobile proton populations plus an
irrotationally bound fraction. Agarose forms well-defined gels down to low
concentrations, allowing a “perturbative” approach: spectra can be measured
for a concentration series covering the transition from pure H2O to a dilute gel
and then in steps to more concentrated gels. The data reveal changes in the
solvent dynamics introduced by a random, increasingly dense 3D network of
hydrophilic fibers carrying OH groups that mesh with and perturb transiently
hydrogen-bonded water clusters. The Q-resolution made it possible to observe
an oscillatory component in Γt(Q), the translational water proton mobility.
This component appears to be the dynamic signature of density fluctuations
with a correlation length of about 6 Å. MD simulations of pure H2O have
predicted density fluctuations involving clusters of 20–30 waters [32]. The
spatial wavelength extracted from Γt(Q) via Fourier transformation is close
to the most probable cluster size determined by simulations. This suggests
that superimposed on the dominant nearest-neighbour jump diffusion there
is a nanoscopic process associated with the breaking and reforming of water
aggregates with average diameters of 10–12 Å.

19.4.2 Low-Temperature Dynamics and Glass-Like Transitions

Observing the evolution of the energy landscape of biomolecules from very low
to near-ambient temperatures has been a focus of much neutron work since
the pioneering studies of Rorschach et al. at Oak Ridge [33]. Due to their
size and complex architecture, biomolecular systems possess a large number
of conformational substrates, which may be described by a potential energy
hypersurface (or “energy landscape”) resembling that of small-molecule glass
formers. Oligopeptides and proteins hydrated with H2O or D2O at specific
hydrations h up to ≈0.7 (h = g water/g anhydrous protein) have been used
in IRIS and OSIRIS experiments on the “unfreezing” of softer degrees of free-
dom and activation of anharmonic modes around 200 K [25–28, 34, 35]. The
aim here is to obtain data either in the form of window-integrated intensi-
ties, Sqe(Q,T ), or as fully resolved dynamic structure factors that quantify
the spectral evolution of low-frequency fluctuations and localized diffusive
modes. Since for H2O-hydrated and slightly D2O-hydrated biomolecules the
scattering is incoherent to a good approximation, Sqe(Q,T ) is essentially
proportional to a proton-weighted Debye–Waller (DW) factor in regions where
the dynamic behavior is adequately described by a system of harmonic or
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quasiharmonic oscillators. Up to ≈180 K a mean-square displacement <u2
p>

averaged over all protons can be derived from the slope of lnSqe(Q,T ) vs. Q2

or, more accurately, from fitting expressions involving Debye-type density of
states functions. Around and above 200 K, significant nonlinear increases in
<u2

p> are observed for all hydrated biomolecules (Fig. 19.4), and described
analytically as products of effective DW factors and barrier-jump terms [36],
Plazcek-type expansions ∼exp(−u2

pQ
2 + bQ4 + ), or integrals over a distribu-

tion of mean-square displacements [37].
Experiments at using instrument IN13 have concentrated on deriving

<u2
p> from Sqe(Q,T ) scans for 20–25 temperature points between ≈30 and

300 K [7]. By contrast, the objective of some IRIS and OSIRIS experiments
has been to examine spectral changes across the 200 K region and to look
for any dependence on thermal history [27, 35]. In experiments on hydrated
hemoglobin samples, for example, one was quenched rapidly in liquid N2 and
spectra were recorded starting at 100 K then going up in steps to 260 K, the
other was “warm” initially (260 K) and spectra were taken down to 100 K.
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dismutase (SOD), myoglobin (Mb), hemoglobin (Hb), and collagen (for clarity, Hb
and collagen curves are y-shifted by 0.2 and 0.15, respectively). Data from IRIS
(SOD [25], hemoglobin [27]), IN6 at ILL (myoglobin [36]), and FOCUS at PSI (col-
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220K) temperature regions where the ordinate may be identified with <u2

p> /3, the
resulting proton displacements range from 0.15 to 0.4 Å
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Three conclusions have emerged so far: (i) <u2
p> values increase substan-

tially from around 200 K, as expected, but in addition the low-Q behavior
of Sqe(Q,T ) exhibits some “up” vs. “down” differences that may be as-
cribed to differential freezing vs. unfreezing of low-frequency modes over 15–
20 Å (Fig. 19.5); (ii) the build-up of small shoulders in the wings at the onset
of anharmonic and mode-coupling processes allow Q-dependent broadenings
to be determined (Fig. 19.5); (iii) both the window-integrated and the spec-
trally resolved structure factors show small but significant differences at and
above 235 K that depend on thermal history. Experiments of this kind shed
light on the molecular basis of glass-like transitions, especially by providing
data constraining the parameters of studies modeling proteins as hierarchi-
cally organized multilevel systems.

19.4.3 Enzyme Dynamics and Folding–Unfolding Processes

S(Q,ω;T ) functions derived from neutron spectra provide a basis for inter-
preting the “unperturbed” dynamics of biomolecules. For a fuller understand-
ing of functionally relevant properties, it is necessary to probe interactions
with other (usually smaller) molecules, or to probe the response to externally
applied electric fields or irradiation, e.g., by laser pulses. The redistribution
of low-frequency modes as a function of ligand binding, changes in enzymatic
activity, or folding/unfolding processes is of particular interest here [38]. This
is typically done by measuring spectra for two states A and A′ of a solution
sample in consecutive runs, plus additional runs for buffer and ligand alone.
Data of this kind may be analyzed (i) to quantify changes in the wings of
quasielastic peaks and their merging into damped low-frequency modes, and
(ii) to derive proton-weighted frequency distributions ∆Zp(ω) from spectral
changes in the 1–50 meV region (8–400 cm−1) with the aim of relating them
to macroscopic quantities characterizing the A → A′ transition.

Very few studies along these lines have been undertaken so far, reflecting
the difficulty of separating spectral contributions due to the dynamics of in-
terest from those due to the D2O buffer. It is essential to minimize “excess”
solvent scattering that is unlikely to affect the macromolecular dynamics.
Although the total specific cross-section of a hydrogenous D-exchanged pro-
tein is larger than that for D2O by a factor of about 6, volumetrically the
protein signal gets “diluted” quickly as the concentration is lowered. Since
the information in nearly all such experiments is carried by the predominant
incoherent scattering, the problem is that toward lower concentrations the
useful signal becomes smaller, whereas at higher concentrations the scatter-
ing from “excess” water and from the shell of water closely associated with
the protein globule become comparable. In the latter situation, reliable differ-
ence structure factors ∆S(Q,ω) characterizing the macromolecular dynamics
proper cannot be extracted just by subtracting spectra measured for the buffer
alone.
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Fig. 19.5. Top: Sqe(Q, T ) for 29% H2O-hydrated hemoglobin powders for “down”
(solid triangles) and “up” (open triangles) temperature series relative to Sqe(Q, T =
100) = 1, with slopes from linear regression fits. No significant differences are ob-
served up to and including 235K, whereas at 260K intensities and slopes differ by
5–10% (from [27]). Bottom: Example of a FOCUS spectrum (circles) measured for
50% H2O-hydrated collagen fibers at T = 260K, showing onset of wing broad-
ening (single spectrum from [51], Q0 = 1.77 Å−1, not smoothed). Full curves
represent results from three-parameter EISF analysis [2, 27] convoluted with the
near-Gaussian resolution function, on top of a flat background. Insert shows de-
convoluted Lorentzian wing broadenings Γlor(Q

2) for the 260 K data set grouped
into nine spectra. The approximate Q-independence suggests that this onset is due
to effectively localized excitations. To bracket errors, fit intervals and weights were
varied. Shown are four sets of Γlor values obtained in this way
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In early experiments at ILL [1,39], attempts were made to observe changes
due to “hinge-bending” modes, i.e., low-frequency motions of domains around
the active site of an enzyme. Difference spectra for lysozyme revealed that
the lysozyme–(NAG)3 complex (NAG = N -acetylglucosamine) is “tighter”
than the free enzyme, and that the differences are larger at Q values cor-
responding to distances of 10–15 Å. The only experiment on enzyme–ligand
interactions using pulsed-source spectrometers was performed at KEK [40]. In
spectra from Ca-saturated calmodulin with and without bound mastoparan
(a tetradecapeptide), Izumi et al. observed difference bands centered on 4 and
50 meV (30 and 400 cm−1).

Significant redistributions of low-frequency modes accompanied by in-
creases in diffusive degrees of freedom occur when a protein begins to unfold.
In experiments at KEK, Kataoka et al. [41,42] compared neutron spectra mea-
sured for staphylococcal nuclease (SNase) at 100 and 300 K with those from a
deletion mutant. This mutant lacks 13 residues at the C-terminal (SNase-13)
and is known to assume a compact but denatured form. Relative to native
SNase, the SNase-13 sample gave enhanced quasielastic but less inelastic scat-
tering. To circumvent problems associated with solvent subtraction, slightly
hydrated protein powders (h = 0.39) were used in these experiments. These
few early results on ternary systems and functionally relevant interactions can
only give a glimpse of what will be possible in the future once fast and ver-
satile pulsed-source spectrometers capable of producing high-quality spectra
from small samples become available.

19.5 Inelastic Scattering at 1 meV < �ω < 1 eV
(8 < �ω < 8, 000 cm−1)∗

At higher energy transfers, overlapping with backscattering instruments in
the 1–10 meV region (8–80 cm−1), two types of pulsed-source spectrometer
cover about three decades in �ω: (i) direct-geometry chopper spectrometers
provide large sets of Q-dependent spectra within the accessible Q,ω-domain,
whilst (ii) time-focusing crystal-analyzer or filter-difference instruments pro-
duce only one or two spectra constrained to fixed trajectories in Q,ω-space.
For (i), typical areas of application involve mapping out S(Q,ω) functions
characterizing collective processes, which are either intrinsically Q-dependent
(such as phonons or Brillouin modes), or for which a Q-dependence could give
clues to their nature (such as bands in the “Boson peak” region). Instruments
of type (ii), on the other hand, are high-throughput spectrometers designed to
resolve effectively nondispersive excitations over a wide �ω range at Q values
reflecting short-range interactions.

∗Optical spectroscopy units are commonly used in this area of neutron scattering:
1meV = 8.06554 cm−1, 1 cm−1 = 0.12398 meV.
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Table 19.2. Chopper (direct geometry) and crystal or filter analyzer (indirect geom-
etry) spectrometers at pulsed sources. Highest energies accessible are between 0.5
and 1 eV

Facility Current Chopper instruments Crystal or filter analyzer
µA instruments

ISIS 190 MARI, HET, MAPS TOSCA (TFXA) (crystal)
LANSCE 100 HRMECS FDS (Be-filter)
IPNS 15 PHAROS CHEX (crystal)
KEK 6 INC CAT (crystal)

19.5.1 Chopper Spectrometers

Direct-geometry chopper spectrometers on pulsed sources (Table 19.2) are
straightforward adaptations of reactor instruments. Since the time structure
of pulses is already “prepared” by the source, a single Fermi chopper (a fast-
rotating assembly of curved slits) plus one or two slower auxiliary disk chop-
pers (to suppress background) are sufficient to select a wide range of near-
monochromatic slices from the incident pulses. For geometrical reasons and
the fact that the sample is not exposed to some fraction of the full spectrum
of incident neutron pulses, direct-geometry spectrometers are easier to equip
with low-angle arrays. This is an attractive feature for macromolecular work
where low-Q coverage down to 0.1 or 0.05 Å−1 is desirable. MARI at ISIS, the
fastest and best equipped instrument, uses a Fermi chopper to give incident
energies in the range 9–1000 meV with resolutions of 1–2% [43]. It is similar
in design to its sister machine HET, but with detector banks (920 detectors
in total) providing full angular coverage from 2θ = 3◦ to 135◦. The range
and quality of MARI data allow excellent 2D or 3D visualization of dynamic
structure factors S(Q,ω), a data presentation option that is highly developed
for this instrument.

19.5.2 Crystal-Analyzer and Filter-Difference Spectrometers

Of the four instruments of this kind listed in Table 19.2, the time-focusing
crystal-analyzer spectrometer TOSCA (Fig. 19.6) is by far the most refined
and powerful instrument [44]. TOSCA is an upgraded version of an instrument
called TFXA (to avoid confusion, no explicit distinction will be made between
TFXA and TOSCA in the following). Time focusing is achieved by positioning
the elements of two sets of analyzer crystals (one for backscattering, one for
forward scattering) at slightly different Bragg angles in such a way that the
differences in reflected neutron energies are compensated for by small differ-
ences in the total neutron flight paths. The effective scattering angles are 135◦

(backscattering) and 45◦ (forward scattering) so that the conservation equa-
tions for momentum and energy yield Q2 = (2mn/�

2)Ef [2+ ω̃±(1+ ω̃)1/2
√

2]
where ω̃ = �ω/Ef and Ef = 3.95 meV (31.86 cm−1) is the fixed analyzer
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Fig. 19.6. Top: Exploded view of the focusing crystal-analyzer spectrometer
TOSCA at ISIS. Bottom: Kinematic Q, ω-dependence of spectra recorded by an ar-
ray of 2θ = const detectors (2θ = 3◦, 6◦, 10◦, 15◦, ..., 170◦). Each curve corresponds
to a single nonlinear ‘slice’ through the Q, ω-domains shown in Fig. 19.2. Except for
the lowest angles, Q ≈ const up to �ω ≈ 1meV (or 8 cm−1) whence it gradually
veers toward higher Q and approaches the recoil asymptote (dashed line). The dot-
ted curves, for 2θ = 45◦ (forward scattering) and 135◦ (backscattering), represent
the ω(Q) trajectories of TOSCA spectra

energy. TOSCA thus produces two spectra per run, each with a nonlinear
Q(ω) dependence such that Q increases from 1.4 Å−1 (forward scattering) or
3.1 Å−1 (backward) at �ω = 4 meV (32.3 cm−1) to around 15 Å−1 at the high-
est bond-stretch frequencies (see Fig. 19.6). At larger �ω the Q-dependence
approaches the recoil asymptote Q2 Å−2 = 0.483 �ω meV � 0.0598 �ω cm−1.
Instead of crystal analyzers it is possible to use a difference method employ-
ing low-energy band-pass filters (Be or BeO) between sample and detector.
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The spectrometer FDS at Los Alamos works in this way, achieving an energy
resolution ∆E/Eo of 3–5%.

Biomolecular spectroscopy in the energy transfer regions covered by crys-
tal or filter analyzer instruments is largely limited to the low temperature
and low hydration regime, unless the emphasis is on water or ice dynamics
“perturbed” by a biomolecular additive. Basic reasons for this are: (i) the scat-
tering kinematics, which necessitates working at relatively high Q (Fig. 19.6)
and consequently small mean-square displacements <u2> to give tolerable
DW factors, and (ii) the absence of symmetry selection rules. The latter is
an asset in studies of small, nearly anhydrous molecules where neutron spec-
tra can provide unique data on optically forbidden modes. In experiments on
more complex systems, however, the number of variously broadened excita-
tions together with their overtones and combination lines becomes large and
they merge into bands carrying weak, ill-differentiated features. It is possible,
in principle, to introduce contrast selectively by covalent H/D substitution,
but at present this is not a realistic option for the sample sizes required. H/D
exchange of the water of hydration and of labile groups (mostly OH, some NH)
remains as the only way to introduce contrast. This is illustrated in Fig. 19.7
by spectra in the amide A+B region of collagen.
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Fig. 19.7. High-frequency TOSCA spectra from collagen fibers: Hydrogenous (open
circles) and exchange-deuterated (full circles) samples of aligned fibers (rat tail
collagen) at 25K. Prominent peaks at 3000 (CH, NH) and 3400 cm−1 (OH) are
due to stretch modes. Hatched are spectral features “inversely” affected (i.e., where
deuteration leads to enhanced rather than decreased intensities) or shifted due to
differences in effective oscillator masses
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19.5.3 Building Blocks and Model Compounds

Neutron studies of the dynamics of biological macromolecules need to be
underpinned by similar work on their building blocks and on functionally
important small molecules they interact with. Much current work focuses
on saccharide–water interactions, in particular on understanding the molecu-
lar mechanisms that determine the remarkable effectiveness of trehalose as a
bioprotectant in nature and as a cryo-preservation agent in various applica-
tions [45, 46]. The problems addressed in this work relate closely to the role
played by the glass transition phenomenon and its molecular characterization
in H-bonded systems that are classed as more or less “fragile” in the termi-
nology of physicochemical studies. Molecular dynamics (MD) simulations of
saccharides in dilute aqueous solutions have shown that water molecules can
be highly localized at polar and hydrophilic positions, and this effect is ex-
pected to become more pronounced at higher concentrations. It is here that
neutron data on proton mobilities and the concentration-dependent transition
from jump to continuous diffusion in saccharide–water systems provide valu-
able data that are difficult to obtain otherwise. Experiments using MARI and
TOSCA have emphasized the role of intramolecular stretching and bending
modes together with intermolecular librational modes [46].

Amino acids and peptides are another group of important building blocks
for which neutron experiments are beginning to be performed more frequently.
Proton translocation across potential barriers has been studied for a num-
ber of model systems, principally carboxylic acids and the model peptides
N -methylacetamide (NMA) [47, 48], acetanilide (ACN) [49], and alanine
dipeptide (AdP) [50]. NMA is the simplest of these as it consists of a single
peptide group flanked by two CH3 groups. In ACN one of these is replaced by
a phenyl ring; AdP is composed of two peptide groups and three CH3 groups.
Synthetic polypeptides have also been examined: polyglycine (in parallel with
NMA) and some triple-helical polypeptides (see Sect. 19.5.5).

Of the model peptides, ACN is by far the best characterized system as a
result of anomalous optical properties that triggered a great deal of work on
nonlinear mode coupling. TOSCA spectra for its hydrogenous form and two
isotopomers have been analyzed in considerable detail by atomic trajectory
simulations using the CHARMM package, incorporating anharmonic potential
functions [49]. The low and intermediate frequency regions of ACN spectra
are well developed (Fig. 19.8) and similar to that of some amino acids because
of the aromatic ring in addition to the methyl group. The aim of neutron
studies has been to simulate the full frequency and amplitude dependence
for comparison with S(Q,ω) data on both isotopomers (ACN-d8 and ACN-
d5), in order to characterize better the interaction of low-frequency lattice
modes with amide proton vibrations. The phonon dispersion diagram has been
calculated from CHARMM simulations, but further experiments providing Q-
dependent data over a larger temperature range are required for conclusive
interpretations.
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Fig. 19.8. Top: TOSCA spectrum of ACN-h9 at 25 K (solid line), compared with
CHARMM simulation (hatched). Details of ≈35 mode assignments up to 1500 cm−1

and force field parameters are given in [49]. Bottom: TOSCA spectrum of anhydrous
glutathione at 30K (solid line, y-shifted for clarity) compared with a simulation
(dotted) using GAUSSIAN 98 [51]. Note that a full trajectory simulation package
(such as CHARMM) is needed to simulate spectra in the acoustic phonon region
�150 cm−1

Two peptides of biomedical interest are currently being studied using
TOSCA in parallel with backscattering spectrometers [51]. Carnosine (CAS,
β-alanyl-l-histidine) is an antioxidative and bioregulatory dipeptide, glu-
tathione (GSH, l-(-glutamyl-l-cysteinyl-glycine)) is a ubiquitous tripeptide
servingessential cellular functions.BoththeCASand the GSH spectra show nu-
merous well-resolved peaks up to the Amide I and II region. The 100–900 cm−1

region of a TOSCA spectrum from GSH is shown in Fig. 19.8 together with
a result from simulations in progress. The spectra obtained provide a good
basis for comparison with and refinement of CHARMM simulations of GSH in
the context of drug-binding studies involving glutathione S-transferase [52].
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19.5.4 Interpretational Aspects

Spectra from biomolecular systems pose challenging interpretational prob-
lems. Neutron techniques go beyond optical spectroscopy in that they furnish
not only frequency distributions with emphasis on proton motions but also
amplitude information. This puts greater constraints on the quantitative inter-
pretation of neutron spectra, offsetting to some extent the advantage (relative
to optical techniques) of dealing with a much simpler elementary scattering
process. Data from TOSCA and MARI are often analyzed by means of CLI-
MAX [53], a normal-mode spectral simulation program based on the Zemach–
Glauber expression for scattering from a harmonic oscillator [11]. Apart from
the three well-established molecular mechanics packages (CHARMM, GRO-
MOS, AMBER), more sophisticated ab initio simulations incorporating den-
sity functional theory (DFT) have been used increasingly in recent years. In
the context of neutron studies, DFT simulations were first employed by Ulicny
et al. [54] to interpret low-temperature vibrational features of two antiviral
agents (anthrone and bianthrone) belonging to the hypericin group of mole-
cules.

During the 1990s, in CLIMAX simulations of spectra from NMA and
polyglycine, Fillaux et al. [47, 48] found that satisfactory agreement be-
tween experiment and simulation could be reached only by discarding long-
established force fields and assuming instead that the proton and backbone
dynamics were largely decoupled, leading to reassignment of the optically
well-established N–H stretch frequency. Recent work by Kearley et al. [55]
using DFT methods for the simulation of NMA spectra has gone some way
towards resolving much debate and controversy about this subject. These au-
thors concluded that previous CLIMAX simulations are seriously in error,
and that the description of vibrations in molecular crystals such as NMA
cannot be based on single-molecule dynamics but has to take into account
intermolecular hydrogen-bonding.

19.5.5 Proteins and Biomaterials

In experiments on the dynamics of complex molecules, a strong case can often
be made for using TOSCA and MARI (or HET) in parallel. Their energy
ranges overlap to a large degree, and TOSCA data can already give a rough
idea of the scattering response of a sample by providing “slices” through
S(Q,ω) distributions. This approach was adopted in several experiments on
biomolecules and model compounds.

As an example of MARI data, Fig. 19.9 shows sets of low-frequency spectra
for D2O-hydrated samples of C-phycocyanin below and above the 200 K re-
gion [56]. As the only in vivo deuterated protein available in gram quantities
(from algae grown in perdeuterated media), the light-transducing chromo-
protein C-phycocyanin has been a prominent “guinea pig” protein for neu-
tron studies ever since the first such experiments at Harwell and Grenoble
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Fig. 19.9. Right : MARI spectra of D2O-hydrated d-phycocyanin binned in eight
groups with <Q0> from 0.284 (lowest) to 2.87 Å−1 (highest traces) [54]. Distinct Q-
dependent bands centered on 3–4 meV (24–32 cm−1) are observed at 100 K. Above
the dynamic transition region they merge with rapidly increasing quasi-elastic broad-
ening. Left : Spectral shape of “Boson peak” region with approximate band cen-
troids (dotted lines) for lysozyme (3.80 meV), staphylococcal nuclease (4.03 meV),
and bovine serum albumin (3.57 meV), measured using LAM-40 at KEK. Spectra
averaged over 0.3 < Q < 2 Å−1. Adapted from [42]

in the 1970s [1, 21]. The bands shown in Fig. 19.9 and the way they change
across the 200 K region relate to much-discussed questions about the signif-
icance of the ubiquitous “Boson peaks” observed in spectra from nearly all
biopolymers. Three features of well-resolved data from MARI experiments
are of particular interest: (i) substantially higher quasielastic wing intensities
(0.5 � �ω � 2 meV) at 240 K relative to 100 K, probably due to enhanced
merging of low-frequency α-relaxation processes with a broad distribution
of β-type relaxations at somewhat higher �ω; (ii) disproportionate intensity
increases at low-to-medium Q values relative to the high-Q spectra; (iii) red-
shift of the Boson peak centroids from 3.3 (100 K) to 2.8 meV (240 K). A more
quantitative interpretation of these first results requires data at intermediate
temperatures and full MD simulations.

In studies of natural biocomposites like bone or teeth, or of part-synthetic
composites developed for medical applications, the dominance of modes due
to protonated groups may be exploited to contribute decisive information to
the interpretation of optical and NMR spectra. Bone is a dense composite of
calcium phosphate crystallites and type I collagen fibers in roughly equal pro-
portions, with about 15% of the volume occupied by living cells in channels
and cavities. The structural and spectroscopic properties of variously substi-
tuted hydroxyapatite nanocrystals are of central interest here. In IR and Ra-
man spectra, the vibrational modes of OH groups and hydrogen phospate are
often masked in the presence of substituent anions, whereas in neutron spectra
they show up prominently. Both the OH librational band at 660 cm−1 and
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Fig. 19.10. Left : Neutron spectra of micrometer-sized and nanometer-sized hydrox-
yapatite (HAp) crystalline powders, compared with bovine and rat bone crystallites
(y-shifted for clarity) (from [58]). Right : Decomposition of the OH librational band of
HAp into components assigned to the monoclinic and the hexagonal form (from [57])

the high-energy bond-stretch region (3000–3600 cm−1), together with over-
tone and combination bands, provide valuable data relating in particular to
questions about the degree of hydroxylation and the extent to which adsorbed
water may have “contaminated” certain preparations. These problems are be-
ing addressed in current work at ISIS using TOSCA and HET [55], and at
IPNS using the chopper spectrometer HRMECS [57] (Fig. 19.10). The best-
resolved data come from TOSCA experiments [58]. Shown in Fig. 19.10 is an
example of a decomposition of the OH libration band into four components
is shown.

19.5.6 Biopolymers

Collagen [59], amylose [60], and DNA [61] are the only natural biopolymers
for which wide-range vibrational neutron spectra have been studied. The low-
frequency region typically consists of two broad bands each carrying a number
of distinct lines, the first due primarily to dispersive phonon modes and the
second to weakly dispersive skeletal deformation modes. In the absence of
MD simulations, the semiquantitative interpretation of collagen data from
TOSCA and MARI requires comparison with spectra and normal-mode cal-
culations for structurally related triple-helical polypeptides: polyglycine II
(PGII), polyproline II (PPII), and (Pro-Pro-Gly)10 (PPG10). Theoretical re-
sults for PGII give a maximum due to longitudinal modes at 13 cm−1 in the
isolated molecule, but this is shifted upward to 40 cm−1 when H-bonding to
neighboring chains is taken into account. The intensity maximum appears to
be due to an inflection in the longitudinal mode branch, induced by softening
of modes with wavevectors matching the pitch of the crystallographic helix.
The 45 cm−1 peak in collagen and PPG10 spectra can be identified with
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this maximum for longitudinal acoustic modes in PGII-like chains that are
H-bonded and supercoiled to form the collagen triple helix (Fig. 19.11). The
longitudinal acoustic phonon frequency in PGII matches that of its associated
interhelical ice shell, suggesting efficient coupling between modes in the latter
and the polypeptide backbone.

At higher energy transfers, the modes observed involve predominantly
stretching or bending of C–H, N–H and O–H bonds, together with torsional
deformations. The Amide V band is one focus of attention here. Triple-helical
supercoiling leads to a downward shift of the Amide V mode of the Gly-Pro
linkage, together with skeletal deformation and C=O in-plane bending modes
of the Pro-Pro linkages. Examples are the various amide modes between 700
and 1550 cm−1, the in-plane and out-of-plane bending modes of aromatic
ring hydrogens between 600 and 1600 cm−1, and the methylene and methyl
deformations between 950 and 1450 cm−1. These major features of collagen
spectra, and the assignment of several other bands and peaks on the basis
of optical data and normal-mode calculations for triple-helical polypeptides,
have been discussed in considerable detail [59].
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19.5.7 Nucleotides and Nucleosides

Low-temperature neutron spectra for dry polycrystalline powder samples of
the purines (adenine, guanine), pyrimidines (cytosine, thymine, uracil), and
the nucleoside uridine were measured at ISIS using TOSCA [62], whereas sim-
ilar data for the nucleosides adenosine, guanosine, and cytidine were collected
at ILL using the beryllium-filter spectrometer IN1-BeF [62, 63]. Following
earlier, less refined simulations, most of the nucleotide and nucleoside spec-
tra were reanalyzed during the past 4 years at the DFT level, by Gaigeot
et al. [64] for isolated molecules and by Plazanet et al. [65] for hydrogen-
bonded unit cells with periodic boundary conditions. In 15 K spectra of the
bases, for example, a large number of peaks in the interval 25–200 meV (200–
1600 cm−1) could be assigned to modes involving CH, NH, NH2, and ring
deformations (Fig. 19.12). As in the peptide work discussed in Section 19.5.2,
neutron spectra at T < 100 K reflect closely the normal modes, and state-
of-the-art simulations can provide a wealth of detail on both frequencies and
intensities when analyzed in conjunction with crystallographic data. It is an
open question, however, to what extent the information gained from anhy-
drous systems at very low temperatures will be transferable to, and hopefully
improve, the empirical potentials of the commonly used biodynamics simula-
tion packages. TOSCA data for peptides [51] and DNA [61] show how features
that are well-resolved below 100 K quickly coalesce into broad undifferentiated
bands as the temperature is raised, due to the combined effect of higher DW
factors, enhanced overtone and combination lines, and the onset of anhar-
monic interactions.
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19.6 Neutron Compton Scattering (NCS)

For energy transfers beyond the highest excitations observable by the spec-
trometers discussed in Section 19.5.2, but below the region of ionizing inter-
actions, neutron–nuclei collisions are dominated by a neutron analogue of the
Compton effect [66]. Neutrons with eV energies “see” target nuclei as almost
free and interact with them over distances shorter than 0.1 Å. A key con-
cept here is the impulse approximation (IA) according to which the dynamic
structure factor S(Q,ω) (effectively incoherent) consists of a superposition
of Gaussians centered on the recoil energy Erec,i = (�Q)2/mi of each atom
species i. The relevant partial structure factor Si(Q,ω) can be expressed as an
integral over the product of ni(p) and δ(ω + p2/2mi − (p · Q)2/2mi), where
p is the nuclear momentum and ni(p) the momentum distribution of nuclei
with mass mi. The total intensity of each recoil contribution is proportional
to the fraction of nuclei of mass mi in the sample weighted by the scatter-
ing cross-section, whilst its width and shape are related analytically to ni(p)
along Q. The zero-order interpretation of NCS spectra, valid for Q −→ ∞, is
based on the IA. In this limit, Si(Q,ω) is proportional to the neutron Comp-
ton profile, Ji(y), i.e., the projection of the ni(p) along the direction of Q.
For large but finite Q, deviations from the IA are of great interest since they
provide a means to measure two important quantities: ∆2V, the Laplacian of
the interatomic potential V, and <F 2>, the mean-square force on the target
atom.

At ISIS, the eV spectrometer VESUVIO [67] (formerly called eVS) has
been used in several mostly exploratory experiments. Compton profiles have
been measured for H and D in ACN crystals (Fig. 19.13) [68], in paracrystals

-2.5 -30 -20 -100.0

0.0
0.0

0 10 20 30

0.1

0.2

0.3

0.4

0.5

0.2

0.4

0.6

0.8

1.0

2.5

D

H

5.0 7.5 10.0 12.5
y (Å-1)h

_
w (eV)

S
 (

Q
,w

)

I*
 (

y
)

Fig. 19.13. Left : NCS spectrum from ACN at 2θ = 33◦, showing decomposition
into near-elastic (C,O,N), deuterium (D), and proton (H) recoil lines (from [68]).
Right : Proton Compton profile analyzed as superposition of pure Gaussian (impulse
approximation, dotted line) plus asymmetric component representing the first term
of Sears expansion (from [68])



19 Biomolecular Spectroscopy 457

of DNA [69], and in aligned arrays of collagen fibers [70]. In a recent exper-
iment on phospholipid bilayer stacks, the aim was to detect anisotropies in
the mean kinetic energy of protonated groups due to the incorporation of a
functionally important protein [71]. Although improvements in resolution and
data reduction methods are needed before the full potential of NCS can be
realized, it seems clear that we have a valuable new source of information here.
This technique will be useful mainly for the study of highly ordered, minimally
hydrated biomolecules and their building blocks. Exploiting orientation, H/D
occupancies and temperature as principal variables, it should be feasible in
favorable cases to unscramble well-resolved sets of neutron Compton profiles
with the aim of obtaining direct information on potential well shapes and
force fields.

19.7 Conclusions and Outlook

The instrumental developments and range of applications reviewed in this
chapter demonstrate amply that neutron techniques using pulsed sources have
an increasingly important role to play in work on biomolecular dynamics. Al-
though at present only about one in six to seven biodynamics projects use
pulsed-beam spectrometers, it is clear that this is bound to change substan-
tially in the years following the commissioning of the new facilities under
construction.

It is equally clear, however, that significant increases in data collection
rates, while crucial for bringing sample sizes down to reasonable levels, are
but one of three or four factors determining the overall impact of biodynam-
ics work using neutrons. Paramount among these will be efforts to ease access
and coordinate scheduling for users from the life sciences who are willing to
embark on longer-term projects addressing problems for which neutron ex-
periments can provide key data. Projects of this kind are likely to require
substantial resources for producing selectively or fully covalently deuterated
samples, which even for 10–20 mg quantities can be very considerable. While
the value of neutron experiments in providing complementary or unique data is
recognized by many biology users, the low level of access, haphazard system of
beam time allocation and piecemeal data collection combine to make neutron
techniques unattractive compared with NMR and optical techniques, which
are widely available and seen as more user-friendly. Experiments addressing
questions of more “direct” relevance to research in the life sciences have de-
creased markedly during the 1990s, whereas physics-dominated projects have
increased steadily. This shift is largely due to experimental and simulation
work focusing on efforts to understand glass-like transitions in globular pro-
teins and fibrous biopolymers at T < 270 K.

The scientific programmes for the third-generation sources to be commis-
sioned between 2006 and 2008 all contain strong commitments to prioritize
applications of neutron scattering to soft-matter physics, materials science,
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nanotechnology, and the biosciences. If these aims will be realized, the future
looks bright indeed!
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20

Brownian Oscillator Analysis of Molecular
Motions in Biomolecules

W. Doster

20.1 Introduction

Dynamic analysis of biomolecules often works by the principle of difference
spectroscopy: What is the qualitative difference in structural flexibility of a
protein with and without ligand? This method, illustrated elsewhere in this
book, is quite useful considering the complexity of biomolecules. Sometimes,
however, differences between different samples are easier to obtain than repro-
ducable identical results. This chapter is addressed to students of biophysics,
who would like to proceed further. We present a modern statistical analysis
of neutron scattering data applied to biomolecules. We start from the sim-
ple model of the harmonic oscillator, introduce the visco-elastic oscillator and
conclude with a model-independent moment expansion of the density correla-
tion function. To illustrate the method, a number of recent results on protein
dynamics are presented. The power of neutron scattering is that it provides,
both spectral and spatial, information from which one can reconstruct in prin-
ciple the microscopic trajectory of labeled particles on a picosecond time scale.
Such results can be used to test molecular dynamic simulations of biomole-
cules, and simulations can be used to interpret the neutron scattering spectra.
Since protein–water interactions belong to the most interesting questions that
can be approached with neutron scattering, we start with a brief outline on
this topic.

20.2 Dynamics of Protein–Solvent Interactions

The nature of protein–solvent interactions is central to most basic questions
in molecular biophysics ranging from protein folding, protein–ligand associa-
tion to desease-related formation of protein aggregates. Biological structures
owe their existence to a delicate balance of weak hydrophilic and hydrophobic
forces, which are mediated by the solvent [1]. Moreover, proteins are dynam-
ical structures, which undergo continuous thermal motion induced by the
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solvent. Dynamic neutron scattering experiments allow probing the protein–
water fluctuations on the relevant time scales. In the absence of solvent or
in a rigid environment functionally relevant motions are arrested. Water thus
acts as a lubricant to protein dynamics. Figure 20.1 shows a neutron scattering
spectrum of myoglobin, exposed to three types of environment: vacuum (dehy-
drated), fully hydrated with D2O (0.4 g g−1) and vitrified in a perdeuterated
glucose glass [2].

The wings of the protein spectra appear to be broadened with respect to
the resolution function, which is the signature of structural fluctuations on
a picosecond time scale. It is obvious that the spectral broadening is more
pronounced with the hydrated sample. The excess broadening derives from
water-plasticized translational motions of side chains. That the spectra of
the dehydrated and the glucose-vitrified protein display a finite and similar
width, indicates rotational transitions of side chains, which persist irrespec-
tive of the protein environment. From a dynamical point of view, liquids and
proteins are radically different, liquids exhibit short-range order and long-
range translational diffusion. Molecular displacements in liquids are continu-
ous and isotropic. Proteins in contrast are long-range ordered, but molecular
diffusion is short-ranged. Internal displacements are discontinuous, rotational,
and anisotropic. The protein–water interaction introduces liquid aspects to
otherwise solid-like molecules. Molecular displacements in dense liquids are
dominated by short-range repulsive interactions. For a molecule to move also
requires that the nearest neighbors have to move. This is a collective phe-
nomenon resembling more a continuous search for escape out of a cage rather
than a discontinuous jump across an energetic barrier. By-passing the barrier
by collecting sufficient free volume instead of barrier crossing appears to be
the dominant diffusion mechanism in the liquid state [3]. The protein–water
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interaction causes the protein torsional barriers to fluctuate. The analysis of
these motions by dynamic neutron scattering is a classical topic, which has
been discussed by many authors, just to cite a small sample [4–6]. The rela-
tion between liquids and proteins was discussed in [7–11]. A recent review was
published in [12]. The neutron scattering method has the particular advantage
to probe the very low frequency range of a few terahertz, where vibrational
and relaxational motions overlap. The corresponding spectral features cannot
be assigned to vibrations of a particular group. Instead it is dominated by
collective motions of many particles. To illustrate the application of neutron
scattering to protein–water dynamics we follow a simple physical concept:
Protein structural fluctuations are spatially constrained by covalent and van
der Waals forces. As a general dynamic model of protein variables. we consider
a set of harmonic oscillators which are driven by the random forces of a heat
bath, which is essentially the solvent. The generalized protein coordinates Xα

then obey a Langevin equation driven by the random forces Rα

MαẌα + fαẊα + ω2
αXα = Rα(t). (20.1)

We thus pick up the basic idea of a normal mode analysis of proteins, comple-
mented by an appropriate frictional force [13,14]. Neutron scattering provides
the tools to study the frictional force. In a dynamic neutron scattering ex-
periment, the protein–water hydrogen atoms serve as a monitor to record the
trajectory of the Xα in space and time. The theoretical aspects of the applica-
tion of the Brownian oscillator model to neutron scattering has been discussed
by Kneller [15].

20.3 Properties of the Intermediate Scattering Function

An insightful article on the neutron scattering process was written by Mezei
[16]. Neutrons are scattered by the nuclei of the atoms, which are point-
like entities. The scattered beam pattern is thus determined by the super-
position (interference) of spherical waves emitted by the individual atoms.
The respective scattering amplitudes depend on the individual nuclear cross-
sections, which for C, N, O, H amount to σc = 5.5, 11.5, 4.2, and 1.76 b
(1 b = 10−24 cm2), respectively [17]. The coherent cross-sections, which spec-
ify phase-preserving processes, contribute generally less than 10% to the total
scattering intensity with protein samples. Three types of disorder generate
an incoherent background (a) chemical disorder, neutron waves scattered by
different types of atoms (N, C, H) or isotopes do not interfere; (b) positional
disorder, protein powder samples or protein solutions are rotationally disor-
dered, thus waves scattered by identical atoms in different proteins exhibit a
random phase relationship; and (c) spin disorder, the neutron cross-section
of hydrogen fluctuates depending on whether the respective neutron–proton
spins are parallel or antiparallel. The spin-disorder in combination with the
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negative scattering length of the proton, lead to a large incoherent cross-
section, σinc = 80.2 b [17]. Therefore, roughly 90% of the combined scattering
cross-section of D2O-hydrated protein samples is incoherent. The scattering
function Sinc(Q,ω) thus should be interpreted as the sum of intensities and not
as a square of the sum of amplitudes. Finally only those waves can interfere,
which originate from one and the same hydrogen atom. This is called “self-
interference” and refers to the average behavior of single particles: The motion
of the hydrogen atom modulates the phase of the scattered wave (Doppler
shift). The self- scattering trace in time thus reflects the trajectory of indi-
vidual particles. The coherent fraction corresponds to relative displacements
of two distinct atoms. Single particle motions are generally easier to interpret
than the relative motion of two distinct particles. One can thus derive most
of the relevant dynamical information from incoherent scattering, which has
the further advantage to be much more intense. Dynamic analysis of coherent
scattering is important with perdeuterated proteins or solutions with D2O.
The neutron scattering experiment determines the statistical average of the
phase factors at different times.

This is the self-intermediate scattering function Is,i(Q, t) defined for each
atom (i) by

Is,i(Q, t) = 〈exp(iQri(0)) · exp(−iQri(t))〉 . (20.2)

We omit the cross-sections, since we consider a system of hydrogen atoms,
dominating the scattering intensity. The scattering vector Q is an adjustable
parameter, which allows to modify the spatial scale probed by the scattering
process. Q = 4π/λn sin(θ/2) defines its length, λn denotes the wavelength of
the incident neutrons, and θ is the scattering angle. I(Q, t) can be expressed
as the Fourier transform of the van Hove self-correlation function in space,
Gs,i(r, t)

Gs,i(r, t) =
∫

d3Q

(2π)3
exp(−iQr) · Is,i(Q, t) . (20.3)

This even function in space (and time) [17] describes the single particle dy-
namics of a system averaged over the possible starting points in space. It
denotes the probability density, that atom (i) which is initially at r0 moves
to a position r within a time interval t. For a classical system it can be written
as

Gs,i(r, t) =
∫

d3r0 p(r0 + r, r0, t) · p0(r0) , (20.4)

with the equilibrium distribution

p0(r) = p(r, r0, t = ∞) . (20.5)

Thus the Q-dependence of Is,i(Q, tres) contains the complete information
about the single particle dynamics at any fixed instant of time t = tres (of-
ten defined by the energy resolution of the instrument). This argument is
stressed because the intermediate scattering function is usually introduced as
a correlation function versus time or spectrum versus frequency.
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Figure 20.2 shows the experimental Q–t profile of the intermediate scat-
tering function of D2O-hydrated myoglobin averaged over all atoms (i). The
oscillations at short times reflect damped low frequency proteins modes (Bo-
son peak). Two processes with correlation times at 0.3 and 5 ps are visible at
high Q correspond to vibrational dephasing and fast water-coupled motions.
The variation with Q contains the geometry of the displacements. The decay
at Q = 0 is due to second-scattering processes, generating a Q-independent
quasielastic background (see below).

The interpretation of experimental data becomes most transparent in the
case of small Q and/or short times, as can be seen from the expansion of
Is,i(Q, t) in powers of Q2

Is,i(Q, t) =
∫

d3r exp(−iQr) ·Gs(r, t) (20.6)

= 1 − 1
2
·Q2 · 〈(Q̂r)2〉(t) +

1
24

·Q4 · 〈(Q̂r)4〉(t) −O(Q6) (20.7)

with Q = Q·Q̂. This is the moment expansion of the displacement distribution
function G(r, t). In the limit

Q2 · 〈(Q̂r)2〉(t) � 1, (20.8)

only the first term of the expansion contributes and two essential consequences
arise:

– The correlation function and spectrum are completely determined by the
mean squared displacement.
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– The intermediate scattering function and dynamic structure factor factor-
ize into a term ∝ Q2 and a purely time- or frequency-dependent function,
respectively,1

I(Q, t) = 1 − 1
6
·Q2 · 〈r2(t)〉, (20.10)

S(Q, ω) = δ(ω) +
1
6
Q2 · FT

{−〈r2(t)〉} (ω). (20.11)

In the following we consider only the self-scattering functions averaged over
all atoms. S(Q, ω) denotes the so-called dynamical structure factor, which is
the quantity determined by most spectrometers (time-of-flight and backscat-
tering). It is obtained from constant angle cuts at fixed frequency and involves
interpolation (see below). The intermediate scattering function is then derived
by numerically transforming S(Q,ω) to the time domain

I(Q, t) =
∫

S(Q,ω) exp(iωt)d(�ω). (20.12)

If the inequality of Eq. 20.8 holds up to a certain time tmax, then the Fourier
transform is only valid in the set of discrete points

ωn = n · π

tmax
for n ≥ 1 . (20.13)

Note also that the measured linewidth of a localized process with time con-
stant τloc less than tmax, i.e.,

〈r2(tmax)〉loc ≈ 〈r2(∞)〉loc (20.14)

is independent of Q and is given by its actual value Γloc = 1/τloc. In ad-
dition the squared amplitude of such a process is directly given by the in-
tegral over the corresponding quasielastic spectrum. A localized motion or
glassy state leads to a long-time plateau of the intermediate scattering func-
tion, EISF(Q) = I(Q, t → ∞), the so-called elastic incoherent structure
factor. Then a purely elastic component (δ-function) arises in S(Q,ω) at
ω = 0. The EISF(Q) is the Fourier transform of the displacement distribution
G(r, t → ∞). A finite elastic fraction also obtains, if the correlations do not
vanish within the time defined by the energy resolution of the spectrometer.
With Eqs. 20.4 and 20.5 one obtains the useful relation

EISF(Q) =|
∫

dr · exp(iQr) · p(r − r0) |2 . (20.15)

The elastic fraction, EISF(Q), thus represents the orientationally averaged
(single particle) displacement distribution at infinite time.

1Let us – for notational simplicity – assume the usual case of an isotropic sample
(not necessarily isotropic dynamics!, see below) which leads to the orientational
average of the scalar products in the displacement moments

1

4π

∫
dΩ 〈(Q̂r)2n〉(t) =:

1

2n + 1
· 〈r2n(t)〉. (20.9)
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20.4 Relevant Time and Spatial Scales

What are the relevant spatial and temporal scales of molecular motions? The
shortest time scale is given by the ballistic flight: a particle with mass m is
moving with the thermal velocity vth =

√
kBT/m across a distance δ, which

requires a time τmic:

τ2
mic = (δ/vth)2 = m/(kBT ·Q2). (20.16)

Here the length of the wavevector Q is an experimental parameter, which
defines a length scale Q = 1/δ across which the trajectory of the particle
is observed. Ballistic flight is a basic feature of motion in gases, but applies
also to molecular motions in liquids and proteins over short times. The cor-
responding intermediate scattering function is Gaussian [18]

I(Q, t) = exp[−(t/τmic)2] = exp[−(kBT/m) ·Q2t2]. (20.17)

However, liquids and solids unlike gases exhibit a characteristic length scale,
the interparticle distance δ. Thus also a characteristic time scale exists

τ2
mic = δ2m/(kBT ), (20.18)

which is independent of the probing length scale 1/Q as in Eq. 20.15. τmic

is typically in the range of 0.5 ps for proteins depending on the mass of the
molecular fragments. For times larger than τmic collective interparticle cor-
relation becomes important, the correlation function deviates from a single
exponential decay and the correlation time depends on Q. This regime of
complex many-particle interactions is crucial to water-assisted protein flex-
ibility. At long times and large distances in isotropic liquids one enters the
hydrodynamic (Gaussian) limit: The correlation time depends on the chosen
scale: τ−1 = D ·Q2, where D is the diffusion constant of the particle. The cor-
responding intermediate scattering function is single exponential in time, the
quadratic Q-dependence reflects the Gaussian distribution of displacements

I(Q, t) = exp[−Q2 ·D · t]. (20.19)

Protein internal coordinates are constrained by covalent and weak forces stabi-
lizing the native state. Long-range diffusion of side-chains is thus prohibited.
In Sect. 20.5 we investigate a model of Brownian motion constrained by a
harmonic potential.

20.5 The Brownian Oscillator as a Model
of Protein-Residue Motion

The harmonic oscillator, driven by random forces of the solvent, has been
frequently used as model of protein-residue motion. It is the basic concept



468 W. Doster

underlying the normal mode analysis of proteins [13, 14]. Mössbauer reso-
nance spectra recording the motion of the heme group were analyzed using
a “rugged” Brownian oscillator (BO) model [19]. Surprisingly the BO is not
very popular among neutron experimentalists. Instead it is often assumed that
protein residues perform free diffusion inside a rigid sphere [20]. The oscilla-
tor model does not involve specific assumptions (which are hard to test) and
provides a more general perspective. It allows us to pick up the discussion on
time and length scales of chap. 19. An example of a Brownian mode analy-
sis was discussed for phycocyanin by Hinsen et al. [21]. Neutron scattering
probes the hydrogen atoms attached to the side chains and the main chain.
We assume that the amino acid positional fluctuations follow approximately
Eq. 20.1 and start with a one-dimensional model: V (x) = Kx2. The harmonic
potential implies for the deviations a Gaussian probability distribution. The
mean square displacements evolve at high damping monotonically toward an
equilibrium value, the average thermal amplitude δ2 [21, 22]

〈∆x2〉 = δ2 · (1 − exp[−2Γ0 · t]). (20.20)

The thermal amplitude amounts to δ2 = kBT/K. The relaxation rate is given
by Γ0 = K/f and D = kBT/f may be interpreted as a diffusion coefficient.
Inserting Eq. 20.20 into Eq. 20.10, yields the following intermediate scattering
function of the overdamped BO

IB(Q, t) = exp[−Q2δ2 · (1 − e−Γ0t)]. (20.21)

The correlation function, IB(Q, t), exhibits several interesting features shown
in Fig. 20.3. It is nonexponential in time, its effective relaxation time depends
on Q and it decays toward a finite plateau at long times the so-called elastic
incoherent structure factor, EISF(Q).

EISF(Q) = exp[−Q2 · δ2] (20.22)

Figure 20.3 shows an experimental intermediate scattering function derived
from D2O-hydrated myoglobin [7,8,23] covering a wide Q-range. This exper-
iment thus reflects essentially protein structural fluctuations. The harmonic
oscillator model fits the data below Q = 2 Å−1. But the observed long-time
plateau is much higher than predicted by the model at large Q. The spatial
constraints of the protein-displacements are thus more severe than those of
an isotropic harmonic potential.

The dashed line in Fig. 20.3 was obtained by assuming a two-dimensional
harmonic oscillator (see below). The EISF(Q) decreases with increasing spa-
tial resolution (Q) at fixed relaxation rate Γ0. Since IB(Q, t) is not a single
exponential one obtains a Q-dependent average relaxation rate according to

1
Γ

=
∫ ∞

0

dt(IB(Q, t) − IB(Q,∞))/IB(Q,∞). (20.23)
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Figure 20.4 shows the resulting average rate versus Q. At low Q, the relaxation
rate is independent of the spatial scale, the oscillator has explored its entire
phase space within a time τ = δ2/D. At intermediate Q the displacements
are diffusive, Γ ∝ Q2, while at high Q a limiting rate is achieved reflecting
the finite time required for discrete molecular steps. Also indicated in the
figure is the experimental range achievable by neutron scattering, Mössbauer
absorption spectroscopy and Rayleigh scattering assuming δ2 = 0.2 Å2. So
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with Mössbauer spectroscopy at Q = 7 Å−1 one should observe a much larger
rate than for the same oscillator motion at Q = 2 Å−1 with neutron scattering.

20.6 The Visco-Elastic Brownian Oscillator

In our simple model we consider conformational fluctuations coupled to fast
motions of the solvent, which acts as a heat bath. The BO model of Eq. 20.1
assumes a clear cut separation of time scales between heat bath coordinates
and Brownian motion. This allows treating the random force as a δ-correlated
Gaussian process (white noise) and the friction coefficient to be time indepen-
dent. Protein structural fluctuations observed with neutron scattering occur,
however, on time scales comparable to solvent dynamics. Thus one has to
take into account explicitly the spectrum of random forces, which leads to
a time-dependent friction according to the fluctuation-dissipation theorem.
The Mori–Zwanzig theory provides an algorithm for the equation of motion,
which yields for the density correlator ΦQ(t) a generalized oscillator equation
containing a time dependent friction kernel m(t), reflecting the slow force cor-
relations [3, 24, 25]. Ω and γ0 denote a generalized frequency and a regular
damping coefficient:

Φ̈Q(t) + Ω2ΦQ(t) + γ0Φ̇Q(t) + Ω2

∫ t

0

dt′m(t− t′)Φ̇Q(t′) = 0 . (20.24)

A general solution to Eq. 20.24 can be given in the frequency domain for the
spectrum S(Q,ω) [3, 18]

S(Q,ω) = −Im
{

ω + Ω2M(Q,ω)
ω2 −Ω2 + ωΩ2M(Q,ω)

}
. (20.25)

“Im” denotes “imaginary part of” and i =
√−1. M(Q,ω) represents a gen-

eralized friction kernel, which can be decomposed into a Newtonian friction
γ0 (collisions) and a slow relaxing part mps(Q,ω) due to protein solvent cou-
pling [25]

M(Q,ω) = iγ0 + mps(Q,ω). (20.26)

To illustrate the basic features of visco-elasticity, we introduce Maxwell’s re-
laxation model. The spectrum of force correlations is Lorentzian in shape,
corresponding to an exponential decay of the force correlations [25,26]

mps(τ, ω) = −F (Q)/(ω + i/τ). (20.27)

F is the amplitude and τ denotes the characteristic time of the relaxing fric-
tion, which is proportional to the viscosity η = G∞ · τ . G∞ is the high fre-
quency shear modulus of the liquid. The real part of mps(ωτ) contributes to
the elastic modulus, while the imaginary part yields a frequency-dependent
friction coefficient, f(τ, ω) ∝ m′′

ps(τ, ω):

ωm′′
ps(τ, ω) = F (Q) · ωτ

1 + ω2τ2
. (20.28)
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The dissipation rate thus assumes a maximum at ωτ = 1. The friction
coefficient vanishes in both limits, f(τ → ∞) ∝ τ−1 and f(τ → 0) ∝ τ at
fixed ω as shown in Fig. 20.5. The visco-elastic system thus turns into an elastic
solid if the correlation time and thus the viscosity of the heat bath diverges.
The same arguments apply to a variation of the frequency at fixed τ . For the
simple BO increasing friction will always enhance the viscous properties. As
shown in Fig. 20.6a, increasing the damping constant γ leads to a downshift
and broadening of the resonance maxima. In the overdamped regime only a
narrow central line will remain. In the visco-elastic case, the friction coefficient
declines with increasing frequency. Thus even at high viscosity or large τ , an
oscillation will persist since τ � ω−1

0 .
Experimental neutron scattering spectra behave very much like those in

Fig. 20.6b. The vibrational feature near 3 meV has been termed the “boson
peak,” and involves low frequency oscillations of the protein structure. It is
most prominent for large τ (low temperature and high viscosity) and becomes
“overdamped” at high temperatures, when the viscoelastic relaxation times
are comparable to ω−1

0 . A visco-elastic analysis was performed with neutron
scattering data of myoglobin [8, 26]. The low-temperature spectrum (150 K)
was adjusted to Eq. 20.25, assuming two oscillators as shown in Fig. 20.7. Then
by decreasing only the visco-elastic relaxation time τ , the spectrum at 300 K
could be simulated. Note that the maximum of Ω2 is nearly independent of
τ in contrast to Ω1. Note also the difference in position of the boson peak at
low temperature between dry and hydrated myoglobin [27].

In this particular experiment we were interested whether the energy of
photons absorbed by the heme group of myoglobin was channeled into low fre-
quency vibrations near 30 cm−1. Following a laser pulse at 532 nm, we found
a simultaneous emission in the far infrared below 50 cm−1, suggesting exactly
this [26]. The self-friction kernel mss(Q,ω) of simple liquids has been calcu-
lated on a molecular basis by mode-coupling theory (MCT) [3]. MCT predicts
a self-induced structural arrest of the liquid, when the density, depending on
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temperature, pressure, and number concentration, exceeds a critical value.
The signature of the glass-transition are nonvanishing density correlations
and thus a finite value of the long time intermediate scattering function as
shown in Fig. 20.8. MCT approximates the so-called cage effect, each particle
is surrounded by a cage of nearest neighbors. Escape out of the cage (the
α-process) constitutes the first step leading to long-range diffusion, which is
the essence of the liquid state.

Fast local motions (β-processes) can also occur in the glass, but their
amplitude (not their rate!) decreases when the density increases. In water,
β-processes include hydrogen bond fluctuations and reorientational motions
while the α-process involves translation. The glass transition is accompanied
by a diverging α-relaxation time, the cage becomes a trap. This reasoning
also applies to protein hydration water, which forms a glass at low tempera-
tures [28]. As mentioned in Sect. 20.1, protein residues in a native structure
are highly constrained and cannot perform long-range translational displace-
ments. A native protein is not in a liquid state and thus cannot exhibit a
liquid to glass transition. However, the protein residues are frictionally cou-
pled to hydration water, which performs a self-induced glass transition at low
temperatures [28]. Consequently, water-coupled protein motions will also be
arrested because the plasticizer is arrested. Vitrification can also be achieved
by cosolvents which seems to be equivalent to dehydration, as Fig. 20.1 shows.
Sticking to the generalized oscillator concept, one may introduce the dynamic
protein–solvent interactions at the level of the friction kernels

mps(ω) ≈ mp(ω) + mss(ω). (20.29)
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The internal friction due to water-decoupled structural motions is represented
by mp. With this kernel, water-coupled structural fluctuations will freeze in
parallel with the hydration water and behave liquid-like at high temperature.
Proceeding in this direction, we have to study the properties of hydration
water, which is a true liquid.

20.7 Moment Analysis of Hydration Water
Displacements

In the following we analyze experiments performed with H2O-dehydrated myo-
globin in the range of 0.35 g g−1 degree of hydration. At this level, most of
the water is in close contact with the protein surface. The hydration water
does not freeze forming ice at low temperatures, instead it vitrifies forming
an amorphous structure [28]. Figure 20.9 shows the intermediate scattering
function I(Q, t) of water in the hydration shell of H2O-hydrated myoglobin
at various Q-values. It is obtained by Fourier-transforming the spectral func-
tion, S(Q,ω). The amplitude of the fast component at 0.3 ps increases with Q
indicating that this component is highly localized. It reflects damped transla-
tional oscillations of water molecules. The rate constant of the second process
increases with Q (spatial resolution) [29].

This is a characteristic feature of translational diffusion. One expects an
exponential correlation function with a characteristic rate 1/τ = Q2 ·D with
diffusion constant D. Instead we observe a stretched-exponential decay where
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Fig. 20.9. Intermediate scattering function of myoglobin hydration water at
0.35 g H2O per g protein and fits to a stretched exponential function (IN6, ILL) [29]
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the diffusion coefficient is Q-dependent [29]

I(Q, t) = exp[−Q2 ·D(Q) · t]β = exp[−Q2 · 〈r2(Q, t)〉/6]. (20.30)

The stretched behavior, (β < 1) results from partially localized water mole-
cules at the protein surface. The second equality in Eq. 20.30 refers to a more
general property of I(Q, t), which may be expanded in terms of the second
and higher moments of the displacement distribution function according to
Eq. 20.6

I(Q, t) = 1 −A0(t) − 1
6
Q2

〈
r2(t)

〉
+

1
24 · 5 ·Q4

〈
r4(t)

〉− ... . (20.31)

Adjusting the data to a fourth-order polynom yields the second and the fourth
moment of the displacement distribution function G(r, t). In practice one has
to account for multiple scattering corrections A0(t) [29,30]. Figure 20.10 shows
the mean square displacements of protein interfacial water in comparison
with bulk water [29]. The data on bulk water by Brockhouse and collabo-
rators provided the first information on fast motions in a liquid using neutron
spectroscopy [31]. After the initial rise due to vibrational dephasing, the dis-
placements of bulk water reach the limiting diffusion region (

〈
∆x2

〉
= 2D · t),

within 10 ps. The slope of the dashed line corresponds to the long time diffu-
sion coefficient of water, D = 2.45 · 10−5 cm2 s−1.

Note the sublinear regime near 1 ps, which reflects the motion of water
molecules inside the cage formed by its nearest neighbors. For interfacial water
the sublinear range is drastically extended, it takes about 100 ps to reach the
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Fig. 20.10. Time-resolved displacements of bulk water and myoglobin interfacial
water at 0.4 g D2O per g protein versus temperature (IN6, ILL; full circles: IN15,
ILL)
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regime of regular diffusion. The protein thus enhances the cage effect leading
to partially localized water states. With decrease in temperature the cage
becomes a trap. The extended plateau at 180 K is the signature of a solid
state. Structural arrest is achieved continuously as the temperature decreases,
which excludes discontinuous transitions such as ice formation.

Figure 20.11 shows the time-dependent fourth moment of the water dis-
placement distribution which is larger than the Gaussian value of 0.5. This in-
dicates that water displacements near the protein surface occur preferentially
along a preferred direction. However, at times above 100 ps, the Gaussian
value is reestablished, consistent with the observed linear time dependence of
the second moment, Fig. 20.10.

20.8 Analysis of Protein Displacements

We now turn to protein motions. As mentioned earlier the relevant spatial
information is contained in the Q-dependence of the intermediate scattering
function I(Q, t). Figure 20.12 shows this function at fixed tres = 50 ps versus
temperature for myoglobin in three environments of Fig. 20.1.

A linear (Gaussian) behavior of ln[I(Q)] versus Q2, is observed at low tem-
peratures reflecting vibrational displacements. But above 200 K nonGaussian
deviations, first described in [7] become significant. Nearly identical scatter-
ing functions are found for the dry and vitrified sample, pointing to similar
intramolecular motions. The addition of water has a significant effect on the
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density correlations, indicating water-assisted protein displacements. The sim-
plest model, which fits the data, is a displacement distribution composed of
two Gaussians [32,33]

I(Q,T, tfix) = A1 · exp(−Q2
〈
x2

1

〉
/2) + A2 · exp(−Q2

〈
x2

2

〉
/2). (20.32)

Figure 20.13 shows the second moments of the two Gaussian components de-
termined on absolute scale [7, 10].

The first component has a plateau at low temperatures given by the pro-
tein zero point vibrations (0.014(±0.002) Å2. This component shows harmonic
behavior across the whole temperature range in the case of the dehydrated and
the vitrified system. However, in the hydrated system an additional increase
occurs above 240 K due to water-assisted motions. In contrast the second com-
ponent emerges above 150 K and leads to a nonlinear enhancement in the to-
tal displacements independent of the protein environment. Figure 20.14 shows
that the corresponding displacement distribution of hydrated myoglobin at
fixed time versus temperature, 4π r2G(r, T, t = 50 ps). Component 1 broad-
ens with increasing temperature due to vibrational motions. But above 240 K
the maximum is shifting and the width increases. This effect points to small
scale continuous motions. It is seen only with hydrated samples. In contrast,
component 2 is observed in all samples independent of the protein environ-
ment. It has its maximum near 1.5 Å, indicating large scale excursions.

What is the molecular nature of the two types of motions? Several au-
thors have emphasized the relevance of dynamical heterogeneity in the con-
text of neutron scattering experiments [33, 34]. With neutron scattering we
probe, because of their large cross-section, the trajectories of nonexchangeable
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hydrogens, which are attached to the protein side-chains and, to a minor frac-
tion, to the main chain. As discussed above structural changes of the protein
chain involve mostly rotational jumps, while displacements in liquids are more
continuous and on a small scale. Rotational jumps of methyl groups and of
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heavy atom dihedral transitions are the most natural modes of motion of a
polypeptide chain. Moreover, the partial cross-section due to methyl groups
is about 25%, which is the most significant individual contribution. Since we
know its partial cross-section, the structure factor and the barrier to rotation
from energy-resolved experiments one can calculate the scattering function
without adjustable parameters. The results are shown as the solid lines in
Fig. 20.12 and 20.13. The average rotational barrier of methyl groups in myo-
globin amounts about 10 kJ mol−1. The increase in the apparent displacements
due to component 2,

〈
∆x2

〉
2
, in Fig. 20.13 most likely results from an increas-

ing rotational rate at fixed instrumental resolution (50 ps). A low temperatures
the apparent displacement of component 2 is zero because the transitions are
too slow to be resolved by the instrument. The slight discrepancy between the
data and the theoretical curve at low temperatures may indicate a distribution
of rates. The close agreement with experimental data produced by this model
suggests strongly that rotational transitions, essentially of methyl groups, are
the origin of the nonGaussian displacement distribution. Dynamical hetero-
geneity seems to be of minor importance. Rotation of methyl groups occurs in
the hydrated, the dry as well as in the vitrified state. Water induces additional
small scale protein displacements, which appear as anharmonic enhancements
of the vibrational component 1.

20.9 Data Analysis

High resolution instruments collect data at constant angle and not at constant
Q in contrast to three-axis spectrometers. As a result one has to transform
the experimental data from a “constant angle” to a “constant Q” format:
The momentum exchange, ∆p = �Q, at fixed angle, varies with the energy
transfer �ω, according to [17]

Q2 =
2mn

�2
(2E0 + �ω − 2cos(θ) ·

√
E0(E0 + �ω)). (20.33)

To determine the physically relevant quantity S(Q,ω) based on S(θ, ω)
data involves extrapolation and interpolation as indicated in Fig. 20.15. Only
the area of the kinetic plane enclosed by the lines contains experimental data.
Figure 20.16 illustrates for a particular case, how the “constant angle” data
differ from the final interpolated “constant-Q” spectrum.

The low-Q regime, which is quite important to data analysis, is ham-
pered by two difficulties; the necessity to extrapolate finite Q data and the
relevance of multiple scattering. Multiple scattering tends to generate a Q-
independent inelastic background [35]. Figure 20.17 shows that even for a thin
sample with 91% transmission about 15% of the incident neutrons are multiply
scattered.
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A very detailed analysis always requires consideration of multiple scat-
tering. An initial estimate is the Q-independent background extrapolated to
Q = 0. Then the corrected spectrum can be used to calculate the multiple scat-
tering corrections iteratively. This is particularly relevant to high-frequency
data [30].
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20.10 Conclusions

Dynamic neutron scattering provides a unique tool to probe the statistical
properties of picosecond motions in biomolecules. To understand the effect of
water on structure and stability of proteins requires to study the interactions
on the time scale where hydrogen bonds are broken and formed. INS thus
complements other local methods like NMR and fluorescence emission. We
suggest to assume a general perspective without resigning too early to particu-
lar models: A moment analysis of scattering data leads to model-independent
insight into molecular mechanisms. It requires, however, high quality data.
Two classes of protein displacements could be discriminated: torsional tran-
sitions and water-assisted motions. The latter are composed of fast H-bond
fluctuations and slower small scale displacements. The dynamical transition is
driven by the H-bond dynamics of hydration water [10,28,36], which has, how-
ever, minor effects on the rotational transitions. The transition temperature
thus varies with H-bond strength and viscosity [37]. Within a glass-transition
scenario our results support the notion of water-plasticized β-processes in pro-
teins proposed by Green and Angell [11]. A quite interesting perspective is to
study the real time protein–water coupling processes using generalized har-
monic oscillator models. Structural rearrangements correlated with motions of
water molecules occur on a time scale of picoseconds. In what sense is then the
fast motion of water molecules relevant to the observed slow substrate conver-
sion in enzymes? For myoglobin, it could be shown, that the solvent modulates
the barrier which controls ligand entry and escape according to Kramers law
of activated escape [37,38]. The solvent generates the “seascape” of fluctuating
barriers. This does not imply, that protein activity occurring on a time scale
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of seconds vanishes, because of reduced picosecond structural fluctuations as
suggested in [39]. The essential dynamical quantity is the solvent viscosity
(Eq. 20.1), which was not taken into account in [39]. The displacements of
molecules on a microscopic scale including water molecules in the active site
are discontinuous and always fast. The millisecond time scales come about by
high energetic or entropic barriers which prevent particular rearrangements
for long-time intervals. Enzymes are thus devices, which select by construction
a small fraction of events out of a large number of fast structural fluctuations.
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(1986), 213–219
29. M. Settles, W. Doster, Faraday Discuss. 103 (1996), 269–279
30. M. Settles, W. Doster, in Biological Macromolecular Dynamics, H. Büttner et al.
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21

Internal Dynamics of Proteins and DNA:
Analogy to Glass-Forming Systems

A.P. Sokolov, R.B. Gregory

21.1 Introduction

One of the main goals of protein research is to understand the relation-
ship between protein structure, dynamics and function. Methods of struc-
tural analysis (X-ray diffraction and NMR spectroscopy) are well developed
and, as a consequence, the structures of thousands of proteins are now known.
Describing the dynamic properties of proteins, i.e., exploring the potential en-
ergy landscape, and relating dynamics to function is a far more difficult task.
The importance of protein and DNA motions for an understanding of their
function, and the advantages of neutron spectroscopy for analysis of protein
dynamics have already been emphasized in previous chapters. In this chapter
we focus our attention on the internal dynamics of proteins and DNA. Their
dynamic behavior exhibits many similarities to the dynamics of glass-forming
systems or, speaking more generally, to dynamics of complex systems. Free
translational diffusion and rotation of a molecule as a whole is excluded from
our discussion. These kinds of motions do contribute to neutron scattering
spectra of protein solutions, but are usually easily distinguished from internal
dynamics [1, 2].

Neutron scattering spectra of hydrated lysozyme and DNA are shown in
Fig. 21.1. These spectra are typical for biological macromolecules at ambient
conditions and are dominated by quasielastic scattering. The dynamics of pro-
teins and DNA span an enormous time (frequency) range from picoseconds
(THz) to seconds, and involve local atomic fluctuations, collective motions of
side-chains and loops, segmental motions and a variety of rigid body motions
such as hinge-bending [5]. Neutron spectroscopy easily covers the range from
Terahertz down to ν ∼ 100 MHz, i.e., from picoseconds to nanoseconds. Using
the neutron spin-echo (NSE) technique, the time scale can be extended to
hundreds of nanoseconds. Because of some technical difficulties, NSE has
been used for analysis of protein dynamics in only a few cases [6]. Above
ν ∼ 3 THz (∼100 cm−1) high-frequency atomic vibrations of small groups of
atoms are present. This frequency range can be easily analyzed using modern
IR or Raman spectroscopy. At frequencies below ∼3 THz collective excitations
of many atoms (amino-acid residues and base-pairs) are present which are
amenable to study by neutron spectroscopy.
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Fig. 21.1. Neutron scattering spectra of hydrated lysozyme (∼0.4 g of D2O per
gram of lysozyme) at T = 290 K and DNA (∼0.46 g of D2O per gram of DNA)
at T = 320 K presented as the dynamic structure factor S(Q, ν). Data are from
[3, 4]. The spectra include time-of-flight (TOF) data only and are summed over all
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Neutron scattering spectra at ν < 3 THz exhibit at least three main
components in the quasi-elastic and inelastic regions of the spectrum [7–9]:
(i) low-frequency vibrations, the so-called boson peak, at energies hν ∼
2–6 meV (∼15–50 cm−1 or 0.5–1.5 THz) have been observed in spectra of
all proteins and DNA analyzed so far. Results of computer simulation for
hydrated Ribonuclease-A [10] show that vibrational modes at the boson peak
involve the whole protein, side groups and backbone, polar and nonpolar
groups, and also water molecules. Thus these vibrations are collective motions
of many amino-acid residues (base-pairs in the case of DNA). (ii) Fast confor-
mational fluctuations in the picosecond time range are present in hydrated and
dry proteins and exist even at very low temperatures. (iii) A slow relaxation
process is observed in hydrated proteins and DNA which exhibits a strong
temperature dependence. The same three components are observed in the dy-
namics of glass-forming liquids. Moreover, temperature dependencies of these
components are similar in biological macromolecules and in glass-forming liq-
uids. An overview of neutron scattering data related to the two relaxation
components (ii and iii) of the dynamics of proteins and DNA is presented
below. The nature of the dynamic transition in biological macromolecules is
also discussed.

21.2 Analysis of Relaxation Spectra:
Susceptibility Presentation vs. Dynamic Structure
Factor

Conformational changes in proteins occur at all temperatures [11]. They show
up in neutron scattering spectra as a quasielastic contribution to the dynamic
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structure factor, S(Q,ω) (Fig. 21.1). The width of the quasielastic spectrum
provides an estimate of the characteristic relaxation time. The quasielas-
tic neutron scattering spectra are often approximated by a sum of a few
Lorentzians from which the wave-vector (Q) and temperature dependence
of the Lorentzian line width Γ are analyzed [1, 8]. It is known, however, that
relaxation in complex systems, including biological macromolecules, usually
cannot be represented by a single exponential decay, but instead involves a
number of processes, each of which is strongly stretched [3, 7, 9, 12].

An alternative way to analyze quasielastic neutron scattering spectra is
through their representation as the imaginary part of the dynamic suscep-
tibility, χ′′(Q, ν), instead of the dynamic structure factor, S(Q, ν). The dy-
namic susceptibility is related to S(Q, ν) through the Bose occupation number
nB(ν) = [exp(hν/kT ) − 1]−1

χ′′(Q, ν) ∝ S(Q, ν)/nB(ν). (21.1)

The susceptibility presentation has several advantages: (i) trivial temperature
variations are taken into account; (ii) scattering data can be directly compared
to dielectric ε′′(ν) or mechanical G′′(ν) loss spectra; (iii) a relaxation process
in the susceptibility spectrum appears as a maximum at νmax ∼ (2πτ)−1,
where τ is a characteristic relaxation time; relaxation processes with well-
separated τ appear as separated peaks; (iv) the spectral shape of the sus-
ceptibility maximum provides information on the stretching of the relaxation
process, usually high- and low-frequency tails can be approximated by a power
law χ′′(Q, ν) ∝ νa; where values of a = 1 or −1 correspond to a single
exponential relaxation, while −1 < a < 1 corresponds to a stretched relax-
ation process or a broad distribution of relaxation times. In this respect the
dynamic susceptibility presentation simplifies analysis of complex relaxation
spectra.

Figure 21.2 shows neutron scattering spectra of DNA and lysozyme using
the susceptibility presentation. The spectra clearly show two well-separated
relaxation processes in hydrated biomolecules, while only one, the fast process,
remains in the spectra of dry DNA and lysozyme. Both processes are strongly
stretched and an attempt to fit them by Lorentzian functions can give incor-
rect estimates of the characteristic relaxation times.

21.3 Slow Relaxation Process

In this section we focus on analysis of the slow relaxation process, its tem-
perature and hydration dependence and its relationship to the dynamic tran-
sition. Susceptibility spectra of hydrated samples reveal a slow relaxation
process with a maximum in the Gigahertz frequency range (Fig. 21.2). Time-
of-flight spectrometers do not have sufficient energy resolution to explore slow
relaxation processes and so a combination of time-of-flight and backscattering
spectrometers is required to provide reasonable spectra of the slow process in a
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shown for comparison. No slow process is observed in the spectra of dry samples.
Data are from [3,4]

broad enough frequency range. The slow relaxation process in hydrated DNA
at T 320 K has a maximum at νmax ∼ 4 GHz (Fig. 21.2a) corresponding to a
relaxation time τS ∼ (2πνmax)−1 ∼ 40 ps. The maximum for the slow process
in fully hydrated lysozyme at T 290 K appears at νmax ∼ 3 GHz, which corre-
sponds to τS ∼ 50 ps (Fig. 21.2b). For comparison, Fig. 21.2 includes the spec-
trum that would be obtained for an intermediate scattering function, I(Q, t),
consisting of a single exponential relaxation, i.e., I(Q, t) = exp(−t/τS) (a
Lorentzian peak in the susceptibility spectrum). The slow relaxation peak ob-
served for both protein and DNA is significantly broader than the Lorentzian
peak, indicating that the slow relaxation process is strongly stretched in these
systems (Fig. 21.2) [3, 9, 12] and better described by a Kohlrauch–Williams–
Watts relaxation function: i.e., I(Q, t) = exp[−(t/τS)β ]. The slope of the sus-
ceptibility spectrum (χ′′(ν) ∝ ν−b) provides an estimate of the stretching
exponent b ∼ 0.3 − 0.35 that appears to be rather temperature independent
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(Fig. 21.3). The stretching exponents β (stretching in the time domain) and b
(stretching in the frequency domain) are not identical, but they are directly
related [13]. The value of the exponent b is smaller than in most of glass-
forming systems, i.e., the stretching of the slow relaxation process in pro-
teins and DNA is stronger than in molecular liquids or polymers, suggesting a
more complex relaxation process or a broader distribution of relaxation times.
The contribution of the slow process to the susceptibility spectrum changes
strongly with temperature (Fig. 21.3). The changes of the spectra are usually
ascribed to temperature variations of the characteristic relaxation time τS(T ).
Analysis of the spectra (Fig. 21.3a) reveals a strong temperature dependence
of τS(T ) in DNA at T > 250 K (Fig. 21.4) such that the slow process moves
out of the accessible frequency range at T < 210–230 K and makes estimates
of τS unreliable. A strong (usually nonArrhenius) temperature dependence of
the relaxation time and stretching of the relaxation spectrum are characteris-
tic of structural relaxation in glass-forming liquids. Thus the slow process in
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Fig. 21.3. Temperature variations of susceptibility spectra for DNA at various
hydration levels: (a) 0.46 g of D2O per gram of DNA, (b) 0.66 g of D2O per gram
of DNA (open symbols) and 0.03 g of D2O per gram of DNA (closed symbols) (for
details, see [3]). Thin solid lines show the fit to Eq. 21.4. The thick solid line shows
the spectrum of the fast process χ′′

fast(ν)
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slow relaxation process in hydrated DNA (Fig. 21.3a) obtained from a fit to Eq. 21.4.

biological macromolecules appears to be similar to the main structural relax-
ation process in glass-forming liquids [14–16].

There is, however, one significant difference between the structural relax-
ation (α-relaxation) in glass-forming liquids and the slow process in biological
macromolecules. It appears in the Q-dependence of the characteristic relax-
ation time. The structural relaxation time, τα in glass-forming systems has
a strong dependence on Q, i.e., τα ∝ Q−c, with c ∼ 2–4 [17, 18] indicative
of diffusive motion. For particles undergoing free translational diffusion, the
van Hove correlation function obeys Fickian diffusion and the correspond-
ing intermediate scattering function is given by I(Q, t) = exp(−t/τα) with
τα ∝ 1/DQ2 where D is the diffusion coefficient. By contrast, analysis of
τS in proteins reveals no significant Q-dependence [1, 4], consistent with the
slow relaxation process in proteins involving localized diffusive motions with
atomic displacements smaller than ∼ 3 Å. If diffusion is confined to a sphere
of radius r, the relaxation time is independent of Q for Q < π/r and varies
as 1/DQ2 for Q values > π/r [19]. Using a two-site jump model, Doster and
Settles [16] estimated the jump distance to be ∼1.5 Å. Such confined diffusive
motion of groups of atoms in the interior of proteins is to be expected given
the compact folding of the polypeptide backbone in the native state.

The microscopic picture behind the slow process remains unclear. How-
ever, results of recent computer simulations [20] provide additional insight.
The authors found that a few collective modes distributed over the whole
protein molecule are activated above T 180–220 K. These modes represent
small displacements of secondary structures (α-helices) of the protein. Be-
cause the slow process is also activated at this temperature range, we tend to
ascribe it to these kinds of modes. That will explain weak Q-dependence of
the relaxation time.
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There is much evidence for water acting as a plasticizer of proteins in-
cluding ESR studies of spin labels [21–23], Mössbauer spectroscopy [22, 24],
phosphorescence [25,26], solid-state 13C cross polarization/magic angle sample
spinning (CP/MASS) NMR [27], hydrogen isotope exchange [28,29], dielectric
relaxation [30, 31], Rayleigh scattering of Mössbauer radiation (RSMR) [32],
light-scattering [12] and incoherent neutron scattering [1, 3, 4, 33]. The main
conclusion to be draw from these studies is that at 300 K the internal dynam-
ics of proteins recovers at hydration levels of 0.1–0.2 g water g protein−1, much
lower than the amounts of water required for full hydration (0.4–0.5 g water g
protein−1). In fully hydrated systems, internal dynamics recover at tempera-
tures of about 180–220 K.

The detailed mechanism by which water plasticizes proteins and the cou-
pling of the solvent to the protein interior are not fully understood. It has
been suggested that water plasticizes proteins in the same way it plasticizes
polyamides such as Nylon 6,6 and Nylon 4,6 by providing alternate, mobile
hydrogen bond donors and acceptors for peptide groups [34]. This may involve
the migration of buried water molecules in the protein interior via “Mobile
Defects” in the hydrogen bonding network [35] or could be due to water at the
protein surface. Several recent simulations [36–38] suggest that the dynamics
of water at the protein surface activates protein internal dynamics. Recent
neutron scattering studies of the effect of hydration on proteins and DNA
clearly show that the slow relaxation process occurs in the hydrated systems
but not in the dry systems (Figs. 21.2, and 21.3b) [3, 4, 12], suggesting that
water enables the slow relaxation process.

There is also evidence that the slow relaxation process occurs in proteins
in glycerol (Fig. 21.5). The contribution of the slow process is weaker in the
case of lysozyme in glycerol and nearly disappears from the accessible fre-
quency range at T 250 K. There has been much discussion of the effects of
cosolvents such as glycerol and sugars on proteins. The relationship between
the solvent viscosity and kinetics of biochemical reactions has been discussed
in many papers [39–46]. Increases in solvent viscosity can increase internal
friction associated with molecular motions and slow down protein dynamics.
But cosolvents also have effects on the thermodynamics of proteins. It is well-
established that polyols such as glycerol and sugars increase protein chemical
potentials. As the protein–water–polyol system adjusts to relieve the unfa-
vorable increase in free energy, the polyols are preferentially excluded from
the vicinity of the protein (the protein is preferentially hydrated) [47] and the
protein favors more compact conformations in order to minimize its contact
with the polyol. The later effect may have a large influence on protein internal
dynamics as has been suggested for the effect of glycerol on protein hydrogen
isotope exchange [48].

We should emphasize that the appearance of the slow relaxation process
in the presence of glycerol, shown in Fig. 21.5, occurs in the absence of water.
These neutron scattering results in glycerol [4] are also supported by parallel
light scattering measurements [12] and clearly indicate that glycerol itself can
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Fig. 21.5. Susceptibility spectra of lysozyme/glycerol sample (1 g of deuterated
glycerol per gram of lysozyme) at different temperatures (data from [4]). The slow
process is strongly suppressed already at T 250 K

plasticize the protein. Unlike water, there is no evidence that glycerol pene-
trates the protein interior so its plasticizing effect must be achieved through
interactions with protein surface groups. Like water, glycerol can function as
a mobile hydrogen bond donor and acceptor, and it is possible that the slow
relaxation process is enabled by the translational diffusion of glycerol at the
protein surface through transient formation and breaking of hydrogen bonds.

21.4 The Nature of the Dynamical Transition in
Proteins and DNA

Analysis of mean-squared displacements of atoms <x2> in hydrated proteins
and DNA as a function of temperature reveals a transition at temperatures
around 200–230 K [11, 49–52] changing from relatively weak nearly linear
dependence on T at lower temperature to much stronger rise at higher tem-
perature (Fig. 21.6). This behavior of <x2> has been observed in neutron
scattering, X-ray and Mössbauer spectroscopic measurements [11, 41, 49–51]
and is usually interpreted as a dynamical transition from nearly harmonic
motion at T < TD to strongly anharmonic motion at T>TD. Several studies
have shown that proteins are only active at temperatures above TD [41, 50]
and it is widely accepted that proteins require internal flexibility in order to
function, although one enzyme (glutamate dehydrogenase) is known which re-
mains active below the dynamical transition temperature [53]. There is there-
fore a great deal of interest in understanding the mechanism of the dynamical
transition and its relationship to protein activity. The dynamical transition
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Fig. 21.6. Mean-squared displacements of atoms <x2> in lysozyme dissolved in
various solvents (data from [4]). The dynamical transitions for hydrated lysozyme
appears at TD 220 K while it appears in lysozyme embedded in glycerol at TD 270 K.
No dynamic transition appears in lysozyme embedded in trehalose up to T 320 K

does not appear in dry proteins and DNA even at temperatures as high as
T ∼ 320 K [11,51,52]. Moreover, the transition can be strongly influenced by
solvent (Fig. 21.6), shifting to higher T ∼ 270–280 K for proteins embedded
in glycerol [4, 51] and being suppressed at least up to T ∼ 320 K in proteins
formulated in solid trehalose [4,54]. All these results suggest that solvents play
a crucial role in the dynamical transition and activity of proteins.

The mean square displacement, <x2>, is an integrated quantity that
usually includes contributions from vibrations, conformational changes, dif-
fusion and other molecular motions. Analysis of time or frequency resolved
spectra might therefore help to understand which processes are activated as
the temperature is increased above TD. Neutron spectroscopy is an extremely
useful tool for these measurements because it provides information over a wide
range of frequencies. These kinds of measurements have been performed on
only a few proteins and on DNA [3, 7, 9, 12] and indicate that the dynamical
transition is associated with activation of the slow relaxation process that
enters the Gigahertz frequency window at temperatures T > TD 200–230 K
(Fig. 21.3).

The microscopic mechanism of the dynamical transition remains a subject
of much discussion. Mode coupling theory (MCT) developed in the mideight-
ies [55] to describe the dynamics of simple liquids, supercooled liquids and
glass-forming systems may provide a useful framework for understanding the
dynamic behavior of proteins and DNA. MCT predicts a dynamic crossover in
glass-forming liquids marking a transition from liquid-like to solid-like behav-
ior on molecular time and length scales at temperatures much above conven-
tional glass transition temperatures. Many experimental results support the
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MCT predictions [56], and the theory gives a reasonably good qualitative de-
scription of relaxation spectra in many glass-forming systems at temperatures
above the crossover temperature TC, although other experimental observations
are not in accord with idealized MCT [57].

MCT predicts that relaxation in glass-forming systems at high tempera-
tures (T > TC) occurs by a two-step process involving an initial fast decay
corresponding to relaxation of a particle (a molecular unit) confined (“rat-
tling”) in a cage formed by its neighbors; which decays to a particular level
but does not lead to a complete relaxation; followed by a slow second step
that corresponds to escape of the particle from the cage. The theory predicts
that both relaxation processes are described by stretched decays. Details of
MCT predictions and its experimental tests can be found in various reviews
(see, for example [55,56]).

On a qualitative level, MCT predicts that at T > TC the fast process is es-
sentially temperature independent and the main variation is a strong slowing
down of the slow relaxation process [55]. Moreover, the characteristic relax-
ation time of the slow relaxation process should exhibit a critical temperature
dependence

τslow(T ) ∝ (T − TC)−γ (21.2)

where the value of the critical exponent γ is directly related to the stretching
exponent b [55]. This provides a reasonably good qualitative description of
data from various ionic and van der Waals molecular systems, polymers, as
well as covalent and hydrogen bonded liquids [56,58,59], including water and
glycerol [60,61].

Doster et al. [7] applied MCT to describe neutron scattering spectra for
myoglobin. They showed that the theory can describe the spectra and their
temperature variations, and estimated a crossover temperature TC 195 K.
Sokolov et al. performed an analysis of neutron scattering spectra of DNA
at various levels of hydration [3, 9] and demonstrated (Fig. 21.3) that MCT
describes well the qualitative features of the dynamics of DNA down to tem-
peratures of about 230 K. The authors fit the susceptibility spectra by a sum
of a slow and a fast relaxation process

χ′′(ν, T ) = χ′′
slow(ν, T ) + χ′′

fast(ν) = A[ντS(T )]b + χ′′
fast(ν). (21.3)

Here the slow process was approximated by a power law with a stretching ex-
ponent b ∼ 0.3. All parameters, except τS(T ) were assumed to be temperature
independent and τS(T ) was the only free fitting parameter [3]. Its temperature
dependence is presented in Fig. 21.4. This high-temperature MCT description
works well down to T 230 K. Below this temperature, Eq. 21.4 cannot provide
a good description of the spectra because the fast process becomes tempera-
ture dependent [3,9]. This corresponds to the dynamic crossover and gives an
estimate of TC 230 K [3, 9]. As noted earlier, MCT also predicts temperature
variations of τS(T ) (Eq. 21.3), so the temperature dependence of the only free
fitting parameter can be verified. The exponent γ in Eq. 21.3 is related to the
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exponent b, and it is γ ∼ 3.9 when b ∼ 0.3 [3]. Analysis of the results given
in [3] reveals (Fig. 21.7) the predicted critical behavior of τS(T ). It gives an
estimate of TC 230 K [3] consistent with the earlier analysis of the spectra.
Thus, neutron spectra of proteins and DNA and their temperature variations
can be consistently described in the framework of MCT [3, 7, 9, 16]. In that
respect the dynamical transition corresponds to a crossover from liquid-like to
solid-like dynamics on a molecular scale. The solid-like dynamics corresponds
to a very limited motion of amino-acid residues (or base-pairs in the case of
DNA).

As noted above, the temperature, TD, at which the dynamical transition
occurs in proteins depends on the solvent and is approximately the same, TD

200–230 K, for different hydrated proteins and for DNA [9, 11, 50–52]. This
observation together with the existence of the dynamic crossover in bulk wa-
ter at T 225 K [60] (Fig. 21.7) led Sokolov and coworkers [3, 9] to speculate
that the dynamic crossover of water is responsible for the dynamical transi-
tion observed in hydrated biological macromolecules. Analysis of data for the
protein lysozyme in glycerol provides strong support for this idea (Fig. 21.6)
[12, 51]. The dynamical transition temperature TD = 270 K estimated for
lysozyme/glycerol samples from the temperature dependence of < x2 > [4,51]
(Fig. 21.6) and from an analysis of light scattering spectra [12] is very similar
to the crossover temperature of bulk glycerol TC ∼ 270 − 290 K [62].

These results clearly demonstrate that the dynamic crossover in a sol-
vent controls the dynamical transition in proteins and DNA. Moreover, the
analysis suggests that the dynamical transition might be considered as an
arrest of the slow relaxation process. This arrest leads to suppression of the
biochemical activities of proteins. What is the microscopic picture behind
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the correlation between TD of a protein and TC of a solvent? Results of several
recent computer simulations provide some insight. In one case, the diffusion
of water molecules was constrained by placing the oxygen atoms in a very
deep energy minimum. The water molecules could rotate, and the lifetime of
hydrogen bonds remains similar to the unrestricted case, however, analysis of
the intermediate scattering function I(Q, t) of the protein in an environment
with restricted water diffusion was found to resemble I(Q, t) for the dry pro-
tein [36]. The slow process appears to be suppressed and restriction of water
diffusion places the hydrated protein below its dynamic transition even at
room temperature [36].

A recent molecular dynamics simulation employing a dual heat bath
method, in which the temperature of the solvent and protein could be main-
tained at different values during the simulation, shows that the protein dy-
namical transition is driven by a dynamical transition in the translational
motion of water [37]. The latter enables increased fluctuations of the protein
especially in the motions of side chains at the protein surface. According to
MCT, the dynamic crossover is essentially a dynamic arrest on a molecular
time and length scale. In this case, decreasing the temperature below TC of a
solvent is equivalent to restricting translational diffusion of the solvent mole-
cules. This restriction brings the protein below its dynamical transition. This
picture provides a microscopic explanation for the observed correspondence
of the solvent dynamic crossover temperature TC and the protein dynamical
transition temperature TD. It agrees with the idea proposed some time ago [43]
that proteins are “slaves” of the solvent. The dynamics of water bonded to the
protein surface are known to differ from the dynamics of bulk water, which
might affect the TC of solvent molecules at the protein interface, but this effect
might be of secondary importance.

21.5 Fast Picosecond Relaxation

In this section we focus our attention on the fast relaxation process. It is
present in the spectra of all proteins even at very low temperatures. It over-
laps with the boson peak vibrations and has a stretched low-frequency tail
(Fig. 21.2). Changes in temperature lead to a change in amplitude rather than
a change in relaxation time (Fig. 21.3b). All these properties are known for
the fast relaxation process in glass-forming systems [63]. Nevertheless, the mi-
croscopic picture of the fast relaxation in proteins and DNA remains unclear.
The small mean square atomic displacements <x2> associated with the fast
relaxation process (see for example, the data for <x2> shown in Fig. 21.6) sug-
gest it is a local process, and we interpret it as involving fast conformational
fluctuations of side-chains, and perhaps peptide groups. These fast conforma-
tional fluctuations might be the necessary precursors for global conformational
transitions in proteins that happen at much longer times.
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It has been emphasized in many papers that at ambient temperature the
conformational relaxation contribution in hydrated biomolecules is stronger
than in dry ones. It is observed as a higher quasielastic scattering, and is
primarily associated with the slow relaxation process that appears in the
Gigahertz frequency window (Fig. 21.6). The situation, however, changes at
low temperatures, when the slow relaxation process is out of the frequency
window of neutron spectroscopy: The fast process in the spectra of dry samples
appears to have a higher intensity than in hydrated samples as seen for exam-
ple between 40 and 200 GHz in the spectra for DNA at 150 K [3] (Figs. 21.3b
and 21.8). This also is clearly seen for lysozyme [4], myoglobin [32] and α-
amylase [64], but has not been emphasized. A similar behavior is observed in
molecular dynamics simulations of ribonuclease A in which translational dif-
fusion of water is suppressed [36]: the amplitude of the fast decay is larger in
the dry protein than in the hydrated one. This observation suggests that fast
conformational fluctuations in dry protein are stronger than in the hydrated
protein. Apparently, water of hydration suppresses these fast fluctuations.

The microscopic nature of the fast relaxation in proteins remains unclear.
It is not well understood even in the case of glass-forming systems. In the
latter it is usually ascribed either to the rattling of an atom in a cage formed by
its neighbors [55, 56], or to small local jumps between substates separated
by low-energy barriers inside a megabasin in the systems energy landscape
[65]. In the former case, it would correspond to librational (“rattling”) motions
of amino-acid residues in a cage formed by their neighbors and the water of
hydration. This idea can explain the observed decrease of fast fluctuations in
hydrated biomolecules: Water molecules, being rather small, fill free volume,
and reduce the cage size available for rattling motions of amino-acid residues
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Fig. 21.8. Susceptibility spectra of dry (∼0.03 g D2O per gram of DNA) and hy-
drated (∼0.46 g of D2O per gram of DNA) DNA at low temperature (data from [3]).
Fast process appears in the dry sample appears to be stronger than in the wet sample
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or base-pairs. Fast fluctuations of peptide groups may also contribute to the
fast relaxation process. 2H NMR studies of spin–lattice relaxation times of
2H-labeled lysozyme provide evidence of small amplitude (9◦–12◦) torsional
motions with correlation times of about 15 ps [66].

The energy landscape approach is similar to the idea of hierarchical states
proposed for proteins by Frauenfelder and coworkers [45]. Using this approach,
one can estimate the distribution of barrier heights g(V ) between substates.
This approach has been used for analysis of susceptibility spectra of some
glass formers [63, 67]. In a simple approximation one can estimate g(V ) from
the measured χ′′(ν) [63,67]

g(V ) ∝ χ′′(ν)/T ; where V = −T ln(2πντ0). (21.4)

The nature of the fast relaxation can be analyzed using coherent neutron scat-
tering which can provide microscopic information on the molecular motions
involved, and the cooperativity of motions of amino-acid residues.

The role of the fast relaxation in the function of biological molecules is not
understood. Fast fluctuations are thought to be a necessary precursor for any
slower processes, including those important for protein function. Suppression
of the fast relaxation process in proteins by putting them in various sugar
formulations is known to greatly increase their deactivation time [68,69].

21.6 Conclusions and Future Prospects

The dynamics of proteins and nucleic acids have been the subject of intense
study with a variety of experimental methods and computational modeling.
Neutron spectroscopy occupies a special position in such studies (along with
techniques such as Rayleigh Scattering of Mössbauer radiation) because the
experimental observable, the double differential scattering cross-section re-
lated to the dynamic structure factor, combines time- and space-correlations
in molecular motion. The combination of neutron spectroscopy with computer
simulations, in our view, is emerging as one of the best approaches to study
the dynamics of complex systems such as proteins. This combination helps
to verify parameters of computer modeling and to visualize the motions that
appear in scattering functions probed by neutrons.

One very promising direction is the analysis of the dynamics of selectively
deuterated proteins [70,71]. Analysis of selectively deuterated synthetic poly-
mers is a well-developed method that provides rather precise information on
the motion of particular parts of the molecule. It is now possible to synthe-
size proteins with cell-free protein synthesis systems that will allow specific
deuterated amino acids to be incorporated into the protein or for all amino-
acid residues in the protein to be deuterated. The main problem is in the
quantities of sample required for modern neutron scattering spectroscopy –
usually ∼100 mg or more. Production of this amount of deuterated protein
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is usually beyond the resources of most laboratories. However, the European
Community has recently established a laboratory for large-scale production
of deuterated molecules [72]. These problems with sample size should also
be alleviated when new spallation neutron sources become available. It is ex-
pected that they will provide signals ∼100 (in the most optimistic estimate
even ∼1,000) times stronger than current instruments. With these sources
samples required for scattering measurements might be reduced to 1–10 mg,
i.e., to the amount available to many biochemical laboratories.

Precise selective deuteration of biological macromolecules will open tremen-
dous possibilities for analysis of motion of active sites, relative motions of sec-
ondary structures, for studies of dynamic heterogeneity in proteins (see, for
example, ideas formulated in [73, 74]) and many other questions. Completely
deuterated proteins will open the possibility for analysis of coherent scattering
that will allow the analysis of pair-correlation functions.

We also expect that significant advantages in understanding protein and
DNA dynamics might be achieved by using ideas developed in the field of dy-
namics of complex systems. Significant progress in this field has been achieved
during the last two decades. It was based on developments of two approaches
– the energy landscape and mode coupling theory. In particular, it emphasizes
that the dynamics of liquid systems can be separated into three regimes [65]:
(i) simple liquid behavior at very high temperatures; (ii) onset of some col-
lective (or coupled) dynamics, which happens below some onset temperature
T ∗. This region is usually called “energy landscape influenced” and extends
down to the dynamic crossover temperature TC; (iii) crossover from liquid-like
to solid-like dynamics on the molecular scale which occurs at TC; the liquid
becomes nonergodic on a short time scale. The region at T < TC is called
“energy landscape dominated”. The first regime has no interest for biological
macromolecules because of its high temperature. In our view, biomolecules in
their native environment are in the second regime. In this regime, relaxation
over large barriers does not dominate the dynamics. The hierarchy of confor-
mational substates available to the native protein gives rise to a rough energy
landscape with a broad distribution of barrier heights. The current view is
that the system can relax or undergo conformational changes by negotiating
its way around the high-energy barriers in the multidimensional energy land-
scape. It does not have to jump over these barriers. Below TD, however, the
system becomes trapped in deep energy minima of the landscape. As a result,
harmonic vibrations dominate S(Q, ν) and over-barrier relaxation becomes
the dominant mechanism of conformational motion in the third regime. Ap-
plication of these ideas to analysis of dynamics of proteins and DNA might be
very helpful in understanding microscopic mechanisms of molecular motions.
Neutron spectroscopy continues to play a key role in the analysis of dynamics
of complex systems and with the developments in new neutron sources and
the production of deuterated proteins should receive increased attention from
the biophysical and biochemical community in future.
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Structure and Dynamics
of Model Membrane Systems Probed
by Elastic and Inelastic Neutron Scattering

T. Salditt, M.C. Rheinstädter

22.1 Introduction

Phospholipid membranes are intensively studied as simple model systems to
understand fundamental structural and physical aspects of their much more
complex biological counterparts [1]. The lateral structure of membranes, in-
cluding both height and compositional fluctuations, remains an important
experimental challenge of present-day biophysics, concerning in particular the
biologically relevant fluid Lα state, where the material softness compromises
the use of scanning probe microscopy. Neutron scattering can contribute to the
elucidation of the molecular structure, as is well documented in the literature
(see, e.g., [2]).

Dynamical properties are often less well understood in biomolecular sys-
tems, but are important for many fundamental biomaterial properties, e.g.,
elasticity properties and interaction forces. Furthermore, lipid membrane dy-
namics on small molecular length scales determines or strongly affects func-
tional aspects, like diffusion and parallel or perpendicular transport through a
bilayer. The specific advantages of neutron scattering to study fluctuations of
phospholipid membranes on lateral length scales between several micrometer
down to a few Ångströms can give unique insights.

The present chapter concentrates on mainly two neutron scattering tech-
niques, which give information on very different types of dynamics: (i) non-
specular neutron reflectivity (NSNR) as a tool to probe thermal fluctuations
of lipid bilayers on mesoscopic length scales, and (ii) inelastic neutron scatter-
ing (INS) for studies of the short-range collective motions in the acyl chains.
The methods can also be applied to more complex model systems, including
lipid – peptide and lipid–protein mixtures, as well as in some cases to real
biological membranes like purple membranes.

The chapter is so organized that at first sample preparation and sam-
ple environment for multilamellar lipid phases on solid support is presented.
Next, specular neutron reflectivity (SNR) and NSNR from lipid membranes
is described. Mainly work on pure lipid phases is presented and reviewed, a
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few examples relate to structure and interaction of the antimicrobial peptide
Magainin 2 in phosphocholine bilayers, as an example of how the methods
presented can be extended and applied to probe lipid – peptide interaction
or more generally the interaction of bilayers with membrane-active molecules
(such as stereols, peptides, and proteins). Afterward recent advances are high-
lighted in the application of classical INS at triple-axis spectrometers (TAS)
to study the short-range dynamics of lipid bilayers, e.g., the collective motion
of the acyl chains. The chapter closes with a summary and conclusions.

22.2 Sample Preparation and Sample Environment

Highly oriented multilamellar bilayers for neutron reflectivity can be easily
prepared on cleaned silicon wafers ((1 1 1)-orientation or (1 0 0)-orientation)
by spreading from organic solution [3]. The wafers are cleaned by subsequent
washing in methanol and ultrapure water (specific resistivity ≥ 18 MΩcm),
and made hydrophilic by washing in a 5-molar solution of KOH in ethanol
for about a minute, or alternatively by plasma etching. Lipid and/or peptide
components are codissolved in the desired ratio (molar ratio P/L) in trifluo-
roethanol (TFE) or (1:1) TFE–chloroform mixtures at concentrations between
10 and 40 mg ml−1, depending on the total mass to be deposited.

After a slow evaporation process avoiding film rupture, remaining traces
of solvent in the sample are removed by exposing the samples to high vac-
uum overnight. Then the films are rehydrated in a hydration chamber and
tempered above the main phase transition. The orientational alignment of
such multilamellar stack with respect to the substrate (mosaicity) is typically
better than 0.01◦. A very low mosaicity is a prerequisite to apply interface-
sensitive scattering techniques. The lateral domains sizes are in the range of
100 µm, exhibiting a broad distribution in the total number N of the bilayers.

For measurements on samples immersed in water thick (1 cm), polished
silicon blocks are used, where the neutron beam can be coupled into the sub-
strate without refraction from the side. The beam then impinges at grazing
incidence onto the sample with the incoming and reflected beam path in silicon
rather than in water, avoiding incoherent scattering in H2O or D2O/H2O mix-
tures (Fig. 22.1b). The low mosaicity of the samples prepared was preserved
after immersing the samples in water.

For INS experiments highly oriented membrane stacks were prepared es-
sentially in the same way as presented earlier [4]. However, ten or more such
wafers separated by small air gaps are combined and aligned with respect
to each other to create a “sandwich sample” consisting of several thousands
of highly oriented lipid bilayers (total mosaicity of about 0.6◦), with a total
mass of several hundred milligrams of deuterated phospholipid, to maximize
the scattering volume. Figure 22.1c shows a photograph of a sample for the
inelastic neutron experiments.

During the neutron experiments, the solid-supported multilamellar films
are kept in temperature and hydration controlled chambers. For measurements
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Fig. 22.1. (a) Schematic of the chamber used for the neutron experiments to con-
trol temperature and humidity of the bilayers. (b) Samples immersed in water were
applied on 1 cm thick Si wafers. The neutron beam was then coupled into the wafer
from the side. (c) Photograph of the “sandwich sample” prepared for the inelas-
tic neutron experiments. (d) Hydrated multilamellar sample with layers of water
(H2O/D2O) between the bilayers, respectively

carried out at partial hydration with the bilayers facing D2O vapor, a chamber
with two concentric high-purity aluminum cylinders was used, see Fig. 22.1a.
The inner cylinder was heated or cooled by a flow of oil, connected to a
temperature-controlled reservoir. The space between the two cylinders was
evacuated to minimize heat conduction. The temperature was measured close
to the sample holder by a Pt100 sensor, indicating a thermal stability of better
than 0.02 K over several hours. At the bottom of the inner cylinder, a water
reservoir was filled with salt-free Millipore water, such that the sample was
effectively facing a vapor phase of nominally 100% relative humidity.

Despite the nominally full hydration condition, bilayer samples of DMPC
were typically swollen only up to a repeat distance of only d � 50–55 Å in
the fluid Lα-phase, i.e., were only partially hydrated. This limited swelling
of solid-supported lipid films is well known as the so-called vapor-pressure
paradox, and has recently been explained by Katsaras and coworkers on the
basis of small temperature gradients in the chamber [5,6]. Accordingly, it was
demonstrated that chambers of suitable design do not show this effect, and
that bilayers can be swollen to equilibrium (full hydration) from the vapor
phase.

Alternatively, a chamber operating at full hydration has been used, where
the bilayers are immersed in water, and the beam impinges through a thick
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Si block as shown in Fig. 22.1b. This setup is the neutron analog of an X-ray
chamber used in a recent temperature-dependent study of the specular reflec-
tivity on aligned lipid bilayers [7]. Conditions of full hydration are important,
since the diffuse (nonspecular) scattering from partially hydrated films may
be affected by static defects and the associated strain fields [8], rather than
by thermal diffuse scattering. Furthermore, it is desirable to probe the elas-
ticity and fluctuation properties in the physiologically relevant state of full
hydration.

22.3 Specular Neutron Reflectivity

SNR offers unique possibilities of studying the structure of thin biomolecular
films and membranes on solid substrates or at the air–water interface and is
widely used for this purpose complementing X-ray techniques by means of
contrast variation. As is well known, the vertical structure, i.e., the laterally
averaged scattering length density profile ρ(z), can be derived with molecular
resolution. To this end the SNR signal is measured over a large range of
grazing incidence angles αi, or vertical momentum transfer qz. The lateral
interface structure (variations of the scattering length density in the xy plane)
is contained in the nonspecular scattering (NSNR) measured at angles of exit
αf �= αi [9, 10], as discussed in Sect. 22.4

For the study of model membrane systems, an appropriate control of the
sample temperature and hydration is essential. Figure. 22.2 illustrates the ef-
fect of hydration on the structure of DMPC bilayers, with two curves at partial
and full hydration. Both curves correspond to the Lα phase. At full hydration
the high-density (deuterated) water region becomes almost as thick as the low-
density (hydrogenated) hydrophobic chain region, leading to a cancellation of
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Fig. 22.2. The effect of full (solid symbols, measurement with sample immersed
in D2O) versus partial hydration (open symbols, measurement in vapor (humidity
chamber)) on (a) the complete reflectivity curves and (b) of the Bragg peak tail in
double logarithmic scale. Both curves correspond to DMPC in the Lα phase [4, 11]
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the second-order Bragg peak. At the same time the increase in thermal fluctu-
ations at full hydration leads to a significant damping of higher-order peak, so
that only one (strong) Bragg peak is observed. At partial hydration more than
four Bragg peaks can be measured, depending on the exact relative humidity
(osmotic pressure).

The correct analysis of X-ray and neutron reflectivity relies on very low
mosaicity (narrow orientational distribution of domains). A necessary condi-
tion is a clear distinction between specular and nonspecular scattering compo-
nents. The data analysis and modeling of the measured reflectivity should be
based on an appropriate scattering theory, such as the fully dynamical Parratt
algorithm (taking into account multiple reflections) or on the semikinematical
reflectivity pioneered by Als-Nielsen [12]. The observation of a region of total
external reflection and hence of the critical angle αc allows for the determi-
nation of the scattering length density profile on an absolute scale. Moreover,
since the full qz-range can be used for data analysis by fitting the reflectivity
curve to a parametrized model of the density profile [13], a reasonable reso-
lution in ρ(z) can also be reached for fully hydrated systems. Furthermore,
the phase problem is reduced, since the change of sign in the bilayer form
factor (real valued due to centro-symmetry) is often accompanied by an ob-
servable cusp in the (continuously measured) reflectivity curve. Alternatively,
phasing can be performed by the so-called swelling method. The advantage
of full qz-fitting has also been demonstrated in bulk (SAXS) studies, see for
example [14].

In most published studies of oriented bilayers, however, only the inte-
grated Bragg peaks of the multilamellar samples are used for data analysis,
and the one-dimensional density profile ρ(z) is computed by Fourier synthesis
using a discrete set of Fourier coefficients fn as described in [15, 16]. In this
approach, the exact relation between Bragg peak intensity and the Fourier co-
efficients fn is an open problem for which there may not even exist a general
solution. Taking into account effects of absorption, polarization, specular and
nonspecular Fresnel reflectivity components, illumination correction, etc., a
widely used correction factor is In = |fn|2/qz, where q−1

z is termed a Lorentz
factor for oriented bilayers. In the absence of a rigorous theoretic deriva-
tion, such a correction is at best empirical. Furthermore, the two scattering
contributions of specular and nonspecular scattering are often measured in
the same scan, adding up the background and making quantitative analysis
questionable, since both contributions are governed by a different qz depen-
dence. However, the peak-to-peak distance of a reconstructed bilayer profile is
luckily relatively stable against variations in data analysis like different choices
of Lorentz factors.

Figure 22.3a shows DMPC reflectivity curves measured at a rather low
resolution on a TAS, along with the results for the density profiles obtained
by a Fourier synthesis approach (Fig. 22.3b). The data have been recorded as
function of T below and above the main phase transition, simultaneously with
inelastic data discussed in Sect. 22.5. The temperature-dependent structural
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parameters of the bilayer profile are shown in Fig. 22.4. The two different
phases show distinct differences in ρz. Whereas the scattering length density
in the center of the bilayer in the gel phase (T = 20◦C) is almost box shaped,
it softens in the more loosely packed and dynamic fluid phase (T = 30◦C).

The density profile ρ(z) has been calculated using the relation ρ0(z) =
2
dz

∑
fn cos

(
2nπ
dz

z
)
. Insertion of |fn|2 = Inqz = In2πn/dz gives

ρ0(z) =
2
dz

M∑
n=1

√
2nπ
dz

√
In vn cos

(
2nπ
dz

z

)
, z ∈

[
−dz

2
,
dz

2

]
(22.1)

with In the integrated intensity of the nth Bragg reflection, vn the correspond-
ing phase of fn and dz the periodicity of the layers in z direction. The sum
goes over all orders of reflection.

In an attempt to go beyond the conventional Fourier synthesis approach,
we have developed a reflectivity model in the framework of the semikinemat-
ical scattering theory, in which both the structure factor of the stack and the
bilayer form factor can be suitably chosen [13], e.g., according to the given
experimental resolution. This is possible since the lipid bilayer density pro-
file ρ l(z) and the associated form factor F (qz) is parametrized by a variable
number N of Fourier coefficients taken to describe the model density profile
ρ(z), where N is adapted to the resolution of the measurement. In contrast
to conventional box models the total number of parameters can thus be kept
small, while still fitting to reasonable density profiles. Moreover, structural
constraints can be easily implemented by a transformation to N independent
structural parameters.
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in Fig. 22.3

Starting point for this treatment is the so-called master equation of reflec-
tivity from a structured interface in the semikinematic approximation [12].
There, the reflectivity from an interface with its normal along z is character-
ized by the (laterally averaged) scattering length density profile ρ(z) (electron
density profile for X-rays) between a medium 1 (air or water) with scattering
length density ρ1 and a medium 2 (solid substrate) with density ρ2, thus

R(qz) = RF(qz) |Φ(qz)|2 = RF(qz)
∣∣∣∣ 1
∆ρ12

∫
∂ρe(z)
∂z

e−iqzzdz
∣∣∣∣2 , (22.2)

where RF is the Fresnel reflectivity of the ideal (sharp) interface between the
two media. ∆ρ12 is the scattering length density contrast. ρ is obtained by the
combination of the solid surface and a step train of lipid bilayers, convolved
with a function describing the positional fluctuations and multiplied by a
coverage function. The critical momentum transfer or the critical angle in RF

is directly related to the density contrast by qz = 4π/λ sin(αc) � 4
√
π∆ρ12.

Absorption can be accounted for by an imaginary component of the wave
vector.

The solid–membrane interface is the only relevant interface for the RF term
due to the following reason: (i) in many cases the membrane sample impinges
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through the water phases and there is almost no contrast between membrane
and water (for X-rays), so no refraction takes place at the water–membrane
interface, (ii) due to a decreasing coverage with N the water–membrane in-
terface is much broader and less well defined, again leading to vanishing re-
flectivity and refraction effects at this interface. We assume a monotonously
decreasing coverage function c(N) with c(1) = 1 and c(N) = 0. More details
of this approach are discussed in [17].

The thermal fluctuations for a solid-supported stack of lipid bilayers have
been calculated in [18] and can be easily included in the structure factor, as
well as a decreasing coverage function, or defect densities [19]. In practice, the
range of the reflectivity determines the number No of orders, which should be
included in the model. The parametrization of n Fourier coefficients can be
easily changed by a linear transformation into a parametrization of n (inde-
pendent) structural parameters of the bilayer, such as bilayer thickness (head-
group peak-to-peak), density maximum in the headgroup maximum, density
in the bilayer center plane, density of the water layer, etc.

22.4 Nonspecular Neutron Reflectivity

Thermal fluctuations of lipid membranes on molecular to mesoscopic scales
reflect fundamental physical properties of the lipid bilayer, related to thermo-
dynamic stability, elasticity, interaction potentials, and phase transitions [1].
Reciprocally, fluctuations may strongly influence these phenomena, as well
as different self-assembly properties of lipid membranes. If this interplay is
quantitatively understood in simple model systems, more complex biomimetic
membrane systems with membrane-active peptides and membrane proteins
can be addressed. Thermal fluctuations in lipid bilayer phases have been
probed by X-ray and neutron scattering with lineshape analysis, carried out
on aqueous bulk suspensions [20,21]. Multilamellar phases of stacked lipid bi-
layers exhibiting smectic liquid–crystalline symmetry have received particular
attention [20–23]. They allow for a tremendous increase in scattering volume
over single bilayer or more dispersed phases. Interaction potentials between
neighboring membranes can also be inferred from such studies [20,21,24].

However, the full information on the characteristic displacement correla-
tion functions is lost due to powder averaging over the isotropic distribution
function of domains in solution. Correspondingly, model assumptions have
to be introduced in the data analysis, such as the Caillé or modified Caillé
models derived from linear smectic elasticity theory. In this model two elas-
tic constants B and K govern the compressional and bending modes of the
smectic phase, respectively. For large bilayer bending rigidity κ � kT typical
for phospholipid systems, only the combination

√
KB of the two Caillé mod-

uli B and K = κ/d can be inferred from the measured lineshape exponent
η = πkT/2d2

√
KB. The second fundamental parameter, the smectic penetra-

tion length Λ =
√

K/B is usually not accessible, unless the bending rigidity
becomes small κ � kT [20, 21].
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In aligned (oriented) lamellar phases on solid substrates the study of fluc-
tuations does not suffer from the above restrictions. In such systems, specular
and diffuse (nonspecular) X-ray (NSXR) and neutron reflectivity (NSNR)
yield model independent information on the height–height correlation func-
tions [8,25]. In both cases the nonspecular (diffuse) intensity distribution can
be described by a structure factor S(qz, q‖), measured as a function of the par-

allel and vertical component of the momentum transfer [26], q‖ =
√

q2
x + q2

y

and qz, respectively.
Using NSNR in addition to NSXR or alone offers several specific advan-

tages. The transparency of the solid substrate for neutrons gives access to
a continuous range of parallel momentum transfer q‖ =

√
q2
x + q2

y at fixed

vertical momentum transfer (e.g., for constant qz = 2π/dz), see Fig. 22.5,
opening up the possibility of studying fluctuations, on length scales between
a few Ångstroms up to several micrometer, essentially in one scan [4]. In
time-of-flight (TOF) mode the simultaneous collection of neutrons over a
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Fig. 22.5. (a) Schematic of fluctuating membranes causing diffuse (nonspecular)
scattering. The precise nature of the height–height correlation functions, and in
particular the characteristic correlation length in parallel, ξ‖, and perpendicular
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or exit beam is close to 0 (c)
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range of wavelengths λ ∈ 2, · · · , 20 Å becomes possible, significantly reduc-
ing accumulation time. Thus time-dependent white-beam measurements can
be carried out without the risk of radiation damage, as is often the case in
X-ray scattering. For specular reflectometry, the advantages of TOF, in par-
ticular the small accumulation times, have already been well established, e.g.,
see [27] and references therein. The contrast variation, which is widely used
in specular neutron reflectometry [28, 29], allows to label specific molecular
groups.

Up to now, only a few studies have presented quantitative analysis of
nonspecular (diffuse) scattering in TOF mode, see e.g., [10,30–32], and some
technical aspects related to resolution and data treatment have to be discussed
in more detail or are presently still a matter of debate.

22.4.1 Models of Bilayer Undulations

Multilamellar membrane fluctuations can be described by the linearized free
energy density of a 3D smectic liquid crystal [20, 21, 33–36]. On large length
scales the finite size effects and the presence of film boundaries (e.g., at the
substrate) become apparent and limit the fluctuation amplitudes σn of the
bilayers [18, 37]. On short length scales the bilayer undulations (bending and
compressional modes) can be described by the bulk smectic elasticity theory
using a discrete displacement field un(r, z) for each bilayer [34–38],

H =
∫
A

d2r
N−1∑
n=1

(
1
2

B

d
(un+1 − un)2 +

1
2

κ
(∇2

xyun

)2)
, (22.3)

where κ denotes the bilayer bending rigidity, A the area in the xy-plane, N the
number of bilayers, and un the deviation from the mean average position nd of
the nth bilayer. B and K =κ/d are elastic coefficients, governing the compres-
sional and bending modes of the smectic phase, respectively. Equation 22.3
is called the discrete smectic Hamiltonian, in contrast to the continuum
(Caillé) model, where the sum over n is replaced by an integral. Film bound-
aries can be accounted for by surface tension terms, which are not included
above.

From Eq. 22.3 or similar Hamiltonians that additionally include surface
terms, the characteristic height–height (displacement) correlation functions
gij(r) = 〈[ui(r′) − uj(r′ + r)]2〉 can be calculated [18, 34, 35], describing the
self and the cross-correlations of the bilayers labeled by i and j [9, 39].

The height–height self-correlation functions g(r) = g(r, j = i) are a spe-
cial case of particular interest. The correlation functions are characterized by
several length scales: (i) the maximum lateral wavelength of fluctuations ξmax

(finite only in thin films, infinite in bulk systems), (ii) the rms fluctuation
amplitude of the nth bilayer σn, measured on the lateral length scale ξmax,
and (iii) the vertical length scale ξz over which the fluctuations of wavelength
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ξmax are correlated, defining the conformality (Fig. 22.5a). The conformality
or cross-correlations of the bilayer undulations leads to the presence of diffuse
Bragg sheets in reciprocal space, as can be directly verified from Eq. (22.4).

On length scales r > ξmax the bilayers are essential flat, since the asso-
ciated smectic damping length ξz � ξ2

max/Λ, with Λ =
√

K/B excludes a
corresponding relaxation of the profile within the film thickness D. The pres-
ence of a sharp specular Bragg peak on top of the diffuse Bragg sheet reflects
the flatness of the bilayers on the macroscopic length scale. On length scales
r � ξmax the fluctuations are not affected by the the film boundaries and
should be described by bulk smectic theory. While ξmax and ξz depend on Λ,
σ scales with d2 and the dimensionless constant η = πkT/2d2

√
KB. The dif-

fuse scattering measured in the plane of reflection can be written as a unique
transformation of the gij(r) = 2σiσj − 2cij(r), by [9, 39]

S(qx, qz) =
LxLy

q2
z

N∑
i,j

∆ρ2 e−q2
zσiσj e−iqz(hi−hj) εij(q) (22.4)

with
εij(q) =

∫
drr

(
eq2

zcij(r) − 1
)

cos(qxr) , (22.5)

where ∆ρ is the effective scattering length contrast between the bilayer and
D2O, LxLy the illuminated area. The diffuse scattering is integrated over the
direction perpendicular to the plane of incidence (hence over qy), as in the
present experiments. For a point-like detector slit setting, the term cos(qxr)
has to be replaced by Jo(q‖r) with q2

‖ = q2
x + q2

y. By insertion of modeled
or derived functions for gij(r) in Eq. 22.4, the scattering distribution can be
calculated.

In the following, we mainly consider two characteristic quantities: (i) the
cross-correlation length ξz(q‖) defining the length scale over which a ther-
mal mode is correlated as a function of the corresponding wave vector q‖,
and (ii) the decay of the qz-integrated diffuse scattering with q‖, i.e., the
structure factor of the fluctuations. The cross-correlation function and the
parameter ξz can be deduced from the peak lineshape and width (HWHM)
along qz. A Lorentzian lineshape indicates an exponential decrease of the
cross-correlations along z with a characteristic length scale ξz = 1/HWHM.
Since the HWHM increases with q‖, ξz depends on the wave vector of the
height fluctuations, or conversely, the lateral length scale of the fluctuation.
The linear smectic elasticity predicts ξz = 1/(q2

‖Λ).

22.4.2 Monochromatic NSNR Experiments

Using monochromatic neutrons the diffuse scattering from thermal fluctua-
tions in phospholipid model systems has been investigated in a series of ex-
periments as described in [4,40]. A typical mapping of the reciprocal space in
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the region of the diffuse Bragg sheet is shown in Fig. 22.5d for fully hydrated
DMPC in the fluid Lα phase at T = 45◦. The modulations at values of qx,
which correspond to the transition from reflection to transmission geometry, is
illustrated in Fig. 22.5c and discussed in detail in [4,40]. With the beam near
the sample horizon, the scattering is modified by refraction effects and evanes-
cent waves. The mapping can be evaluated with respect to the self-correlation
and the cross-correlation functions. Most important is the analysis of the de-
cay of the qz-integrated Bragg sheet intensity S̃(q‖) =

∫
BZ

dqzS(qz, q‖), BZ
denotes one Brillouin zone 2π/d± π/d. It can be shown for stationary fluctu-
ation amplitudes σn = const. that the contributions of the cross-correlation
terms in Eq. 22.4 vanish, and that one is left with a curve, which corresponds
to the transform of an average height–height self-correlation function or the ef-
fective single-bilayer structure factor S̃(q‖) [41,42]. In many cases, a power law
behavior is observed at high q‖, indicating a corresponding algebraic regime
of the real space correlation function at small r.

In Fig. 22.5b the integrated Bragg sheet intensity for DMPC is plotted in
double logarithmic scale, illustrating the large range in intensity and parallel
momentum transfer, which can be achieved in these measurements. The curve
is related to the power spectral density (PSD) of the average fluctuations. In
the limit of small qzσ the curves are strictly proportional to the SPD of the
average bilayer. At finite qzσ, the intensity decay still contains the informa-
tion on the PSD, but in addition to the diffuse component there is a specular
peak observed at small qx with a Gaussian lineshape. The specular beam is
clearly separated from the diffuse Bragg sheet. The systematic deviations of
the observed lineshape (in particular the asymptotic power law slope) at high
q‖ from the predictions of the Caillé model have independently been found
in diffuse X-ray studies of oriented bilayers, measured at full hydration, and
points to the limits of the smectic model. Physical reasons for this effect are
unclear. It is speculated that protrusion modes governing the fluctuations at
small distances in the plane of the bilayer could explain this observation.

22.4.3 White-Beam NSNR Experiments

Neutrons in a broad range of wavelengths λ are recorded simultaneously in
TOF-NSNR, and registered as a function of their respective TOF, as well as
scattering angle on a two-dimensional multiwire detector. Intensity distribu-
tions can be obtained without moving any motors as a function of qz and qx.
The TOF-NSNR data analysis includes the corrections of the raw data for
detector sensitivity, wavelength distribution of the primary beam, resolution,
the nontrivial transformation of the detector counts to the intensity matrix
I(θ,λ), and/or to the reciprocal space mapping to I(qx,qz) [25,43].

Figure 22.6 shows a representative 2D data set I(2θ, λ) of a multilamellar
stack of DMPC in the fluid Lα phase at T = 40◦C. The different columns of the
multiwire detector matrix correspond to different scattering angles 2θ, with
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Fig. 22.6. Typical intensity distribution (logarithmically scaled gray shades) ob-
served on the detector at D17 in TOF mode for a DMPC sample in the fluid Lα

phase at T = 40◦C, as a function of scattering angle 2θ (calculated from the hori-
zontal pixel number), and neutron wavelength λ calculated from the time of flight
(left). The angle of incidence was kept constant at αi = 2.94◦. The inclined streaks
correspond to the first (top) and second (bottom) diffuse Bragg sheets. The vertical
line at 2θ = 2αi corresponds to the specular reflectivity. Only a relatively weak spec-
ular intensity enhancement is observed over the strong diffuse signal at the Bragg
peak position. The vertical cuts of the detector matrix show the intensity distrib-
ution of the first Bragg sheet as a function of λ for constant 2θ (right). The cuts
can be fitted to a Lorentzian with HWHM values increasing with the distance away
from the specular condition. The resulting HWHM values increase according to the
prediction of the smectic elasticity model

2θ = αi+αf where αi is the angle of incidence and αf the exit angle. Enhanced
diffuse scattering stemming from correlated thermal fluctuations is observed at
the position of the diffuse Bragg sheets, for all wavelength λ and detector an-
gles 2θ, satisfying the position of the first two diffuse Bragg sheets at qz = 2π/d
and qz = 4π/d (higher-order Bragg sheets are not observed in the angular and
wavelength range covered). The diffuse Bragg sheets appear as a straight line
at oblique angles. The column of the matrix corresponding to 2θ = 2αi de-
fines the specular axis. Its intersection with the diffuse Bragg sheets defines
the specular Bragg peaks, which are enhanced over the diffuse Bragg sheets
due to the specular component. From these positions, a lamellar periodicity of
d = 59 Å is obtained. Quantitative information on the height–height correla-
tion functions can now be obtained by evaluating the intensity matrix along
the different principal axis, e.g., along the horizontal 2θ/2 and vertical λ axis.

As known from monochromatic X-ray and neutron scattering [44, 45],
the vertical cross-correlation length ξz(q‖) of thermal fluctuations can be
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inferred from the analysis of the Bragg sheet width in qz as a function
of q‖ =

√
q2
x + q2

y, i.e., from the half-width at half-maximum (HWHM)

HWHMqz(q‖). The conversion between HWHMλ and HWHMqz is straight-
forward according to dqz/qz = −dλ/λ. The prediction of the the smectic
Hamiltonian in Eq. 22.3 is HWHMqz = Λq2

‖.
Cuts along λ for different constant values 2θ (Fig. 22.6) along with least-

square fits to the predicted Lorentzian lineshape yield the peak width for
each angle 2θ. The results can then be plotted and analyzed as a function of
θ = 2θ/2 or correspondingly q‖. The characteristic broadening with increasing
θ away from the specular peak at θ = 2αi is clearly observed. The curves of
HWHM(qx) never go to 0 for qx → 0, due to the intrinsic resolution limited
width (instrument, finite size of the sample). Within the limits of resolution
and experimental errors, the results of such analysis were shown to agree
between monochromatic and TOF-NSNR.

Recently, the propagation of layer perturbation induced by lithographic
surface gratings has been mapped by TOF-NSNR to compare thermal to
static perturbations, and to have a direct control of the corresponding lateral
length scales. In this case characteristic satellites occur in the diffuse Bragg
sheets at the Fourier components of the surface grating [46].

22.4.4 Change of Fluctuations by Added Antimicrobial Peptides

The diffuse scattering in multilamellar systems changes upon the insertion of
membrane-active molecules, such as the antibiotic peptide Magainin 2. In the
system DMPC/Magainin 2 we have observed significant changes with chang-
ing the peptide-to-lipid ratio P/L, indicating corresponding changes in the
fluctuation and elasticity parameters, or perhaps also the defect structure of
the lamellar phase. Reciprocal space mappings I(qx, qz) of the first Bragg sheet
were measured in monochromatic mode [11] at partial hydration in the fluid
Lα phase for samples of different molar ratios P/L = 0, 0.02, 0.01, 0.033, 0.05.
Figure. 22.7 shows the reciprocal space mappings for P/L = 0.02, 0.01, and
0.033, from top to bottom (logarithmically scaled). The intensity of the Bragg
sheet decreases with increasing P/L and the width (HWHMqz) of the Bragg
sheet increases with P/L. The decay of the intensities is also evident in the
reflectivity curves. A corresponding disordering of the lamellar structure, pos-
sibly due to both thermal fluctuations and static defects, is observed at high
P/L.

The decay of the specular Bragg peaks and the diffuse (nonspecular) Bragg
sheets is accompanied by an increase in d of the lamellar stack with increasing
P/L. This is probably due to electrostatic repulsion of the lamellae stemming
from the increasing surface charge density, since each peptide carries about
4–5 net charges at neutral pH. It is interesting to quantify the decrease of
lamellar ordering. The obvious approach would be to evaluate the parameters
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Fig. 22.7. (a) Schematic illustration of different states, which the peptides can
adopt when bound at the bilayer. The surface (S) state versus the inserted (I)
state according to the notation of Huang and coworkers, who have studied the
concentration dependent transition S to I in several different amphipathic peptide
systems [47–49]. (b) Diffuse scattering intensity in DMPC/Magainin 2 covering the
relevant P/L range of the S to I transition. Reciprocal space mappings of the first
Bragg sheet are shown for P/L ratios of 0.005, 0.01, and 0.033, from top to bottom.
A distinct broadening of the Bragg sheet in qz is observed, reflecting significant
changes in the fluctuations spectrum with increasing peptide concentration
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of the smectic model, B and Λ, as a function of P/L. However, the analysis
shows that the smectic model can no longer be used to describe the data of
the peptide–lipid systems. Only for P/L = 0, we can observe the character-
istic parabolic increase in the HWHM values. For higher P/L, the width of the
Bragg sheet becomes larger, but approximately constant as a function of qx,
apart from the refraction effects observed at the transition zone where αi

changes sign. An appropriate theoretic model is lacking to account for the
changes in the diffuse scattering with increasing P/L, which reflect the lamel-
lar disorder induced by the peptide, including both static defects and thermal
fluctuations.

22.5 Elastic and Inelastic Studies
of the Acyl Chain Correlation Peak

While the molecular structure of phospholipid model membranes has been the
object of many investigations in the last three decades and is relatively well
studied (see, e.g., [1]), the knowledge of membrane dynamics and in particular
collective membrane dynamics, even in simple model systems as DMPC, is still
scarce. Nevertheless it is now widely acknowledged that several key functions
of a membrane cannot be understood without consideration of collective mem-
brane dynamics [50]. The short wavelength dynamics is attributed to play a
key role in the transport of small molecules through the membrane [51]. Mole-
cular vibrations, conformational dynamics and “one particle” diffusion in the
plane of the bilayer can be studied by a number of different spectroscopic tech-
niques covering a range of different time scales such as incoherent inelastic and
quasieleastic neutron scattering [52–54] or nuclear magnetic resonance [55].
The short-range collective motions mentioned earlier can be elucidated only
by a few experimental techniques, namely coherent INS and inelastic X-ray
scattering.

Figure 22.8 shows examples of some of the motions that can be probed by
coherent neutron scattering, as there are bilayer undulation modes with typi-
cal length scales of several hundred Ångströms and short wavelength density
fluctuations on nearest neighbor distances of the hydrocarbon acyl chains in
the plane of the bilayer, which we discuss in the following. Recently Chen et al.
made a seminal inelastic measurements in phosphocholine model membranes
using IXS techniques [56]. They could determine the dispersion relation in
the gel and the fluid phase of DLPC bilayers, finding a minimum at Q0, the
maximum of the static structure factor S(Q).

22.5.1 Inelastic Neutron Scattering

We applied INS for the study of the collective dynamics of the hydrocarbon
acyl chains in lipid bilayers [57]. The main differences with respect to inelastic
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Fig. 22.8. Schematic of a double bilayer with some elementary excitations and
the corresponding length scales. Apart from undulation modes with typical wave-
lengths of several hundred Ångströms, the short wavelength correlations and dy-
namics in the plane of the membrane can be probed by coherent neutron scattering.
The corresponding length scale ξ is thereby in the order of 20 Å. dz is the bilayer
thickness

X-ray scattering are related to the energy–momentum relation of the neutron
versus the photon probe, strongly affecting energy resolution, and accessible
(Q,ω) range. At high Q the energy of the incident neutrons is in the range of
the excitations (some microelectron volts) resulting in a high energy resolution
(up to ∼300 µeV), in comparison to 1.5 meV of the inelastic X-ray experiment.
A better energy resolution in combination with a smaller ratio between cen-
tral peak and Brillouin amplitudes leads to very pronounced satellites, which
are easier to evaluate. This is of particular advantage for the identification
of peaks in the central part of the dispersion relation, as well as for the ex-
perimental verification of a predicted nondispersive mode at high energies, as
shown later. Due to the dispersion relation of the neutron itself (∼Q2), the
range at low Q and high ω values is difficult to access by INS. The determi-
nation of the exact speed of sound is therefore a domain of inelastic X-ray
scattering.

The collective dynamics of the lipid acyl chains in the model system
DMPC (-d54, deuterated 1,2-dimyristoyl-sn-glycero-3-phosphatidylcholine),
were studied by INS. By selective deuteration of the chains, the respective mo-
tions are strongly enhanced over other contributions to the inelastic scattering
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cross-section. The dynamical structure factor S(Qr, ω) in the gel (Pβ) and
fluid (Lα) phase, and its temperature dependence in the vicinity of the main
phase transition has been investigated. The measurements were carried out
on the cold TAS IN12 and the thermal spectrometer IN3 at the high flux
reactor of the ILL in Grenoble, France, the principles of which are described
next.

The concept of TAS has undoubtedly been very successful in the investi-
gation of collective excitations in condensed matter physics, i.e., phonons and
magnons in crystals. Advantages of TAS are their relatively simple design and
operation and the efficient use of the incoming neutron flux to the examina-
tion of particular points in (Q,ω) space. Figure 22.9 shows a schematic of a
TAS. By varying the three axes of the instrument, the axes of rotation of
the monochromator, the sample and the analyzer, the wavevectors ki and kf

14
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Fig. 22.9. Accessible (Q,ω) range of the cold TAS IN12 (top). The inset shows
a schematic of a triple-axis instrument with monochromator, sample and analyzer.
Principle of IN3’s multianalyzer detector (bottom (a)). 32 Cu-analyzer blades with
a dedicated 3He counter (from [59]) each covering 1◦ in scattering angle 2θ (b). All
analyzers are arranged on a circle (with a radius of 1031 mm) and aligned to the
same final energy of Ef = 31 meV
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and the energies Ei and Ef of the incident and the scattered beam, respec-
tively, can be determined. Q, the momentum transfer to the sample, and the
energy transfer, ω, are then defined by the laws of momentum and energy
conservation:

Q = k f − k i and ω = Ei − Ef . (22.6)

The accessible (Q,ω) range of IN12 for a fixed energy of the scattered beam Ef

of 10 meV is shown in Fig. 22.9 and covers very well the range of the excitations
expected in phospholipid model membranes. It is limited by the range of
incident neutron energies offered by the neutron guide as well as by mechanical
restrictions of the spectrometer. The instrumental energy resolution in this
configuration is ∆ω = 500 µeV. By choosing smaller incident energies and
energy transfers the energy resolution can be enhanced. A detailed description
of the experimental set-up and method can be found elsewhere [57,58].

With a conventional TAS, single points in (Q,ω) space are scanned one by
one. A more efficient use of the triple-axis technique is achieved by multiplex-
ing, i.e., the use of several independent analyzer blades and position-sensitive
detectors to investigate multiple (Q,ω) points at the same time. This option
is implemented on the spectrometer IN3 by the usage of a multianalyzer de-
tector. A schematic of the set-up is shown in Fig. 22.9a; Fig. 22.9b shows a
photograph of the detector unit with analyzers and 3He counter tubes (for a
detailed description of the set-up see Demmel et al., [59]).

The use of the multidetector is especially useful in systems with restricted
dimensions. Considering the membranes as stacked two-dimensional layers,
only two directions in space can be differentiated, i.e., the plane of the bilayer,
Qr, or the normal to it, Qz. Because of the missing periodicity in the third
direction in space the scattered intensity is distributed rod-like in reciprocal
space. The scattering is independent of one of the reciprocal axis and this
allows to measure different Q vectors of the sensitive reciprocal axis at the
same time in the different channels of the multi analyzer. The dispersion
relation can therewith be measured for several Q-points at the same time.
Considering elastic scattering, large areas of reciprocal space can be measured
(or mapped) simultaneously.

22.5.2 Elastic Neutron Scattering

The use of a TAS offers the possibility of measuring the static structure factor
in the plane of the membranes, S(Qr), the in-plane dynamics, S(Qr, ω), and
the reflectivity on the same instrument in the same run without changing the
setup (diffraction is measured at energy transfer ω = 0). This is an invaluable
advantage as the thermodynamic state of the lipid bilayer not only depends
on temperature and relative humidity, but also on cooling and heating rates,
preparation and thermal history. The combination of elastic and inelastic mea-
surements (see later) leads to a complete picture of structure and (collective)
dynamics of model membranes on a molecular length scale.
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analyzer blades are given in the figure. (b) By rotating (rocking) the sample, the
reciprocal (Qr, Qz) space around the chain correlation peak can be mapped. The
measurement was done in the gel phase of the phospholipid bilayer at T = 20◦

Figure 22.10 shows a (Qr,Qz) mapping of the interacyl chain correlation
peak in the gel phase of the deuterated DMPC bilayer at T = 20◦C. Because
of the quasi two dimensionality of the system, the peak is sharp in Qr, but
the intensity is smeared out in the perpendicular Qz-direction. The data show
excellent agreement with results of molecular dynamics (MD) simulations on
the structure of lipid bilayers [60].

On IN12 temperature-dependent Q-scans through the interacyl chain peak
of deuterated DMPC in the temperature range from T = 20◦C to T = 40◦C
were performed to probe the static correlations in the plane of the bilayer.
Figure 22.11a shows Q-scans of the interchain correlation peak at temper-
atures of T = 20 , T = 23, and T = 30◦C, respectively. The deuterated
compound undergoes the phase transition from the more rigid gel phase into
the liquid-like fluid phase at about Tc=21◦C, some degrees lower than in the
protonated compound. When going from the gel to the fluid phase, the peak
position changes to smaller Qr-values (larger average nearest neighbor dis-
tances) and the peaks broaden, indicating a decreasing correlation length ξr

in the plane of the membranes.
Figure 22.11b gives Q0, the amplitude I and the correlation length ξr as

obtained from the peak position, amplitude and width of the peak for all
measured temperatures from T = 20–40◦C. The average nearest neighbor dis-
tance, as calculated from 2π/Q0, enlarges with temperature. Although the
phase transition is of first order [22, 23, 61], the values point to a critical be-
havior (anomalous swelling) of the bilayer. As the analyzer cuts out only the
elastically scattered neutrons and the quasielastic contribution to the back-
ground is reduced, the signal-to-noise ratio is drastically improved.



22 Structure and Dynamics of Model Membrane Systems 523

1400

1200

1000

T =20�C

T =23�C

T =30�C

800

600

400

1000

800

600

400
20

I

Q0

Q
0 

(Å
-1

)

Qr (Å-1)

10

0

(b)(a)

20 30
in

te
ns

ity

ne
ut

ro
n 

co
un

ts

T  (�C)

xr

x r
 (

Å
)

401.2 1.4 1.6 1.8

1.38

1.42

1.46
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T = 20, T = 23, and T = 30◦C through the main phase transition of the DMPC-d54
bilayer. (b) Q0, intensity and correlation length ξr as extracted from peak position,
amplitude and width for all measured temperatures between T = 20 and 40◦

22.5.3 Collective Dynamics

A typical energy scan of deuterated DMPC collected at T = 20◦C, in the gel
phase of the bilayer, measured on IN12 at Q = 1.0 Å−1 is shown in Fig. 22.12.
The inset shows the excitations of the bilayer in the gel and the fluid phase
(T = 30◦C, nine degrees above the phase transition temperature), exhibiting
well-pronounced peaks the position and width of which can be easily deter-
mined. The inelastic scans can be evaluated by the generalized three-effective
eigenmode theory (GTEE) [56, 62, 63], using the following function for least-
square fitting:

S(Q,ω)
S(Q)

=
1
π

(
A0

Γh

ω2 + Γ 2
h

+ As

[
γs + b(ω + ωs)
(ω + ωs)2 + γ2

s

+
γs − b(ω − ωs)
(ω − ωs)2 + γ2

s

])
.

The model consists of a heat mode, centered at ω = 0 meV (Lorentzian with
a width Γh), two sound modes, represented by Lorentzians at ω = ±ωs and a
damping γs [62, 63]. From the width of the central mode, and the width and
position of the Brillouin lines, the thermal diffusivity, the sound frequency,
and the sound damping can be determined, respectively, within the framework
of a hydrodynamic theory. To fit the neutron data an additional Lorentzian
component is added describing the broad quasielastic contribution presumably
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associated with intramolecular degrees of freedom and incoherent scattering,
not seen by inelastic X-ray scattering. The solid line in Fig. 22.12 is a fit by the
three-effective eigenmode model with an additional Lorentzian component.

Figure 22.13a shows the dispersion relation in the gel and the fluid phase
as measured by several constant Q-scans at Q-values ranging from Q = 0.7
to 3.0 Å−1. The fluid dispersion has been measured far in the fluid phase of
the DMPC bilayer. At small Qr, longitudinal sound waves in the plane of the
bilayer are probed and give rise to a linear increase of ω ∝ Qr, saturating at
some maximum value (“maxon”), before a pronounced minimum Ω0 (“roton”)
is observed at Q0 � 1.4 Å−1, the first maximum in the static structure factor
S(Qr) (the interchain correlation peak). Qualitatively, this can be understood
if Q0 is interpreted as the quasi-Brillouin zone of a two-dimensional liquid.
Collective modes with a wavelength of the average nearest neighbor distance
2π/Q0 are energetically favorable, leading to the found minimum. At Qr val-
ues well above the minimum, the dispersion relation is dominated by single
particle behavior. The inelastic neutron data are less noisy and cover a wider
range as compared to inelastic X-ray scattering [56]. A quantitative theory
that predicts the absolute energy values of “maxon” and “roton” on the ba-
sis of molecular parameters is absent so far. However, the dispersion relation
can be extracted from MD simulations by temporal and spatial Fourier trans-
formation of the molecular real space coordinates [64] which shows excellent
agreement.

Figure 22.13b shows corresponding energy scans taken at Q = 1.5 Å−1 in
the dispersion minimum for temperatures T between 20 and 40◦C. In the gel
phase an excitation at ωs = −1 meV is found. At higher temperatures, the gel
excitations decreases and a new excitation at energy values of ωs = −2 meV
grows associated with the fluid phase. Clearly the excitations are not spurious
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effects as they are symmetric around the central peak. The assignment of the
excitations to the particular phases is justified by their temperature depen-
dence as in each phase there is a dominant excitation. Both modes are clearly
dispersive and change its energy position when moving out of the minimum
(Fig. 22.13a). Small traces of the “fluid excitation” are already present in the
gel phase. At T = 30◦C, far in the fluid phase, the “gel excitation” is still
present, indicating coexistence of fluid-phase and gel-phase domains. This co-
existence is only observed in the range of the dispersion minimum, which
coincides with the maximum of the static structure factor. One has to note
that at the same time, the elastic scans do not show coexistence of two phases.
While the transition is of first order, a pseudocritical swelling, i.e., a contin-
uous change of the interlamellar distance in the range of Tc, is observed for
DMPC and other lipids [22, 61, 65]. The changes in dz (see Fig. 22.3) are ac-
companied by corresponding changes in the mean distance between the acyl
chains (Fig. 22.11b).

A crucial point is the size of the domains. The coexistence of macroscopic
domains with sizes larger than the coherence length ξn of the neutrons in
the sample would lead to a peak splitting of the acyl chain peak. There-
fore, the domain sizes must be smaller than a few hundred angstroms es-
timated for ξn. Fluid domains in the gel phase and vice versa with sizes
smaller than 0.01 µm2 have been reported in a recent AFM study [66], and
have been related to lateral strain resulting from density differences in both
phases. While the “maxon” and the high-Q range are energetically higher
in the gel than in the fluid phase (due to stiffer coupling between the lipid
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chains in all-trans configuration), Ω0, the energy value in the dispersion mini-
mum, is actually smaller in the gel phase, roughly analogous to soft modes in
crystals.

Figure 22.14 shows an energy scan in the gel phase at Qr=3.0 Å−1, up
to an energy transfer of 30 meV. Aside from the dispersive excitation due to
in-plane density waves, a second nondispersive (optical) mode is observed at
about ω = 14 meV with a width (FWHM) of about 13 meV, corresponding
quite well to the predictions by Tarek et al., [64], and can be attributed to the
motions of the methyl ends of the acyl chains. This mode was not observed
by Chen et al., possibly due to the low signal-to-noise ratio in the inelastic
X-ray measurements at high energy transfers.

22.6 Conclusions

Only a few methods are currently available to determine the fundamental
smectic length scale Λ or the bilayer bending rigidity κ. While light scattering
or optical microscopy techniques determine κ from thermal fluctuations on
much larger length scales, which may lead to different values, X-ray powder
diffraction and line shape analysis is sensitive to Λ only in the limit of very soft
and strongly undulating systems, untypical for phospholipids. By nonspecular
neutron and X-ray scattering from aligned phases the bilayer structure and
fluctuation is accessible over a wide range both for relatively stiff and soft
systems, covering length scales from the molecular scale up to a few 100 nm.

Nonspecular neutron scattering is a very useful tool to elucidate phospho-
lipid membrane interaction on the basis of changing fluctuation and elasticity
properties as described in this chapter. To this end, an appropriate model is
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needed. Turner and Sens have explored the statistical physics of particle in-
clusions in smectic liquid crystals [67,68], providing a quantitative description
of the deformation fields around static defects, as caused by inclusions. Their
model, however, is based on the smectic model, and the inclusions lead to
effective smectic parameters, while the present data show that the scattering
distribution can no longer be described by Caillé theory.

Furthermore, the following problems are associated with the verification of
the parabolic law HWHMqz(qx) predicted for smectic systems: (i) the width
saturates for qx ≥ 0.01 Å−1, indicating contributions from collective molec-
ular motions that are distinct from bending, (ii) the initial increase in the
curve shows some spread and may also be explained by functions other than
parabolas. The first point is accompanied by corresponding deviations from
the smectic model in the curve S(qx) also observed at high qx. We speculate
that collective protrusion of peristaltic modes of the bilayers is at the origin of
this observation. The present results have been verified by different samples
and show consistency between two completely different modes of the experi-
ments, monochromatic and TOF. However, suitable techniques of measuring
the resolution, i.e., the intrinsic width of the cross-sections (cuts) along λ
for constant angles 2θ have to be developed, in order to verify the resolution
model according to [43].

Measurements of the collective short wavelength dynamics in lipid bilay-
ers are a new but promising field, because the collective dynamics is likely to
play a crucial role for different biological functions. The use of a triple-axis
spectrometer allows to measure structure and dynamics, i.e., reflectivity, acyl
chain correlation peak and in-plane dynamics, of model membranes on a mole-
cular length scale in the same run without changing set-up. The dispersion
relation measured in the gel and the fluid phase of the DMPC model sys-
tem and the interpretation of the temperature dependent experiments point
to a new interpretation of the gel–fluid phase transition and the collective
excitations in lipid bilayers. Further inelastic investigations will address the
influence of different head and tail groups to the collective dynamics.

On the interaction of peptides with model membranes the results presented
also show that pronounced changes of the fluctuation spectrum occur already
at moderate peptide concentration, e.g., at P/L = 0.005, where the changes
in the specular reflectivity are still quite small. Furthermore the influence of
cholesterol and membrane-active proteins will be studied, hopefully giving
new insight into the functionality of these systems. The investigation of more
and more complex systems might once lead to a better understanding of real
biological membranes.

Acknowledgments

We thank R. Cubitt for helpful comments and for his great achievements in
the design and construction of the novel D17 reflectometer, C. Münster and



528 T. Salditt, M.C. Rheinstädter
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23

Subnanosecond Dynamics of Proteins
in Solution:
MD Simulations and Inelastic Neutron
Scattering

M. Tarek, D.J. Tobias

23.1 Introduction

Complete understanding of protein function requires knowledge of their
structure, energetics, and dynamics at the atomic level. To probe dynamics,
inelastic neutron scattering (INS) has emerged as a powerful tool allowing the
space and time-resolved study of a wide spectrum of motions in biomolecules
taking place in the subpicosecond to multinanosecond timescales [1–8]. The
ranges of energy and momentum transfers accessible on presently available
neutron spectrometers correspond closely to the lengths and sizes of Molecular
Dynamics (MD) simulations that are feasible nowadays for biological mole-
cules (cf. Fig. 23.1). Therefore, simulations are a potentially valuable tool for
interpreting neutron data on biomacromolecules, and similarly neutron scat-
tering experiments can be used to verify results from MD calculations in a
previously inaccessible time regime, and this has a direct impact on the rapidly
growing area of computational biology.

Due to experimental limitations, neutron scattering was initially used pri-
marily to study protein dynamics in powder environments in order to balance
the trade-off between maximal scattered neutron flux and minimal data col-
lection time. Despite their widespread usage in the food and pharmaceutical
industries [9–11] or in research applications, very little is known about the
organization and interactions of the protein molecules in these powders. Hy-
drated samples are usually prepared by adding a prescribed amount of water
to a dry lyophilized powder. Lyophilization consists of freeze–drying an aque-
ous solution of the protein under vacuum. Although reversible by full hydra-
tion, lyophilization is known to induce changes in protein structure and make
proteins more rigid [12]. Thus there is some concern that partially hydrated
powder samples may contain a certain amount of nonnative structure and
therefore, the scattering data taken on powders may not be truly representa-
tive of native functioning proteins.
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Time-Distance Domains:
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Fig. 23.1. Time and length scales accessible by typical neutron spectrometers and
by molecular dynamics simulations (shaded area)

We used molecular dynamics simulations in comparison to INS experi-
ments on model protein powders, and showed, for the first time, that it is
possible to reproduce quantitatively the neutron data through careful consid-
eration of the environment; hence assessing the ability of current generation
force fields to capture the essence of protein internal dynamics as well as
that of their hydration water on the �100 ps timescale. Our previous results
show clearly that in order to obtain quantitative agreement with INS exper-
iments performed on powder samples, simple representations of the protein
monomers surrounded by a prescribed amount of water molecules in vacuum
are not appropriate [13–16]. Such a representation leads to an overestimation
of the protein motion as well as a much faster dynamics of the hydration water
in the vicinity of the protein surface, and therefore does not guarantee that
the dynamics is well described by the MD simulation.

Recently, neutron scattering experiments have begun to be applied to
probe the dynamics of proteins in solution. Pérez et al. [17] showed that
it is possible through careful data processing to get information on the
internal motions of globular proteins in solution samples. Not long after, other
authors used neutrons to probe the dynamics of unfolded proteins [18,19] and
of protein complexes in solution [20]. Pérez et al. [17] proposed an original
treatment of quasielastic neutron scattering data (QENS) from proteins in
solution. The authors take into account the overall motion of the protein i.e.,
its overall translation and rotation, and assume that it is decoupled from
the internal motion. The analysis of the data appears to indicate that at the
length scale (0.5 ≤ Q ≤ 2.0 Å−1) and timescale (t≤ 100 ps) covered by the
experiment, the scattering contains a substantial contribution from the motion
of the protons due to the global motion of the protein. While such treatment
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of the INS data has been considered in some studies [19], the validity of the
assumptions made remains unclear. The contribution from the overall motion
has simply been ignored in several other studies. This stems mainly from the
fact that it is counterintuitive that the overall translational and rotational mo-
tion of globular proteins in solution, known from light scattering and NMR
measurements to be appreciable only on the nanosecond timescale, have an
effect on motion probed with neutrons on the tens of picoseconds timescale.

Here we extend our MD simulation studies to investigate the dynamics
of proteins in solutions, at low to moderate concentrations. We have two
objectives. First, we use the simulation results to provide support to the as-
sumptions made in experimental data reduction. Second, we use the atomistic
modeling to characterize the changes in the internal dynamics of a protein
upon going from low hydration to high hydration. To these ends we present re-
sults obtained from a series of simulations of four globular proteins in solution:
Ribonuclease A (RNase A), myoglobin (Myo), lysozyme (Lys), α-lactalbumin
(α-Lact) (Fig. 23.2). In the case of RNase A, we compare results from the
solution simulation with previous simulations in powder environments both
at very low and intermediate hydrations.

The purpose of this chapter is not to present a comprehensive review on
probing dynamics of proteins with neutron scattering (up-to-date references
are reported in several chapters of this book) and MD simulations. Rather, we
focus on a few examples to demonstrate the utility of combining neutron scat-
tering experiments and MD simulations in order to elucidate the dynamical

Ribonulease

Myoglobin A-Lactalbumin

Lysozyme

Fig. 23.2. Ribbon representation of the four proteins studied (Protein Data Bank
access codes in parentheses): Bovine pancreatic Ribonuclease (7RSA) [21], sperm
whale Myoglobin (1MBC) [22], human α-Lactalbumin (1HML) [23], and hen egg
white Lysozyme (194L) [24]
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behavior of proteins in solution at the atomic level. The chapter is organized
as follows. First, we describe the computational approaches used in the sim-
ulations, including the system setup, simulation protocols, and the methods
used for analysis of the results. Next, we discuss the MD simulations results
in comparison to neutron scattering measurements performed on proteins in
powder and solution environments, and conclude with a detailed description
of the internal dynamics of proteins in the different environments.

23.2 MD Simulations

Molecular dynamics refers to a family of computational methods aimed at
simulating macroscopic behavior through the numerical integration of the
classical equations of motion of a microscopic many-body system. Macroscopic
properties are expressed as functions of particle coordinates and/or momenta,
which are computed along a phase space trajectory generated by classical
dynamics. The underlying assumption is that over long times the system will
reach an equilibrium state, in which time averages can be equated to sta-
tistical ensemble averages. When performed under conditions corresponding
to laboratory scenarios, molecular dynamics simulations can provide a de-
tailed view of the structure and dynamics at the atomic and mesoscopic levels
that is not presently accessible by experimental measurements. They can also
be used to perform “computer experiments” that could not be carried out
in the laboratory, either because they do not represent natural behavior, or
because the necessary controls cannot be achieved. Lastly, MD simulations
can be implemented as simple test systems for condensed matter theory. In
order to realize this wide spectrum of applications, several issues concerning
system modeling, dynamical generation of statistical ensembles, and efficient
numerical integrators, must be considered.

MD simulations use information (positions, velocities or momenta, and
forces) at a given instant in time, t, to predict the positions and momenta at
a later time, t + ∆t, where ∆t is the time step, usually taken to be constant
throughout the simulation. Numerical solutions to the equations ofmotion are
thus obtained by iteration of this elementary step. The most popular algo-
rithms for propagating the equation of motion, or “integrators,” are based on
Taylor expansions of the positions (see [25] for a survey). A popular approach
to increasing the time step in MD simulations of molecular systems is to use
holonomic constraints to freeze the motion of the highest frequency bonds,
or all of the bonds altogether. This is acceptable because the bond stretching
motion is effectively decoupled from the other degrees of freedom that are
typically of greater interest. There are a variety of algorithms (e.g., shake,
rattle) for solving the appropriate constraint equations and integrating the
equations of motion (see [25]).

The utility of the constraint method rests on the fact that the fastest de-
grees of freedom place an upper bound on the time step, and the time step
can therefore be increased if the fastest degrees of freedom are eliminated.
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A more general approach is based on the premise that the forces associated
with different degrees of freedom evolve on different timescales, and the slower
forces do not need to be computed as often as the faster forces. It turns out,
for molecular systems, that the fastest forces, those associated with intramole-
cular interactions, require the least computational effort to evaluate (O(N)),
while the slowest forces, those associated with nonbonded interactions, require
the most computational effort (O(N2)). Thus, in the interest of computational
efficiency, it is clearly advantageous to calculate the rapidly evolving forces at
each elementary time step, and calculate only the slowly evolving forces at a
larger time interval that is several times the elementary time step. This is the
essence of multiple time step MD, which is used in most MD simulations of
biomolecules these days (see [26] for a review and technical details).

To date, most MD simulations have been driven by forces that were derived
from assumed, empirical potentials (for a detailed overview of commonly used
empirical potentials, see [27]). Although the number and nature of the poten-
tial energy terms varies from one application to the next, the potential for
an arbitrarily complicated molecule such as a biopolymer is generally written
as the sum of “bonded” and “nonbonded” terms. The bonded terms include
energy penalties, usually represented by harmonic potentials, for deforming
chemical bonds and the angles between bonds from their equilibrium values
as well as periodic potentials to describe the energy change as a function of
torsion (dihedral) angle about rotatable bonds. The bonded terms are usually
taken to be diagonal, i.e., there are no terms describing coupling between de-
formations of bonds and angles, bonds, and torsions, etc. These off-diagonal
terms are important for accurate reproduction of vibrational properties, as
are anharmonic terms (e.g., cubic, quadratic). The nonbonded terms, as the
name suggests, describe the interactions between atoms in different mole-
cules, or interactions within a molecule that are not completely accounted for
by the bonded terms, i.e., they are separated by more than two bonds. The
nonbonded terms are typically assumed to be pairwise-additive functions of in-
teratomic separation, r, and include van der Waals interactions and Coulomb
interactions in polar or charged molecules in which the charge distribution
is represented by partial charges (usually placed on the atoms). The van der
Waals interactions, commonly modeled by the Lennard–Jones potential, in-
clude a term that is strongly repulsive (exponential or inverse 12th power of
r), and a weakly attractive dispersion term (e.g., inverse sixth power of r,
representing the induced dipole-induced dipole interaction).

An important aspect of performing simulation studies is to calculate ex-
perimentally measurable properties for comparison with measurements made
at particular thermodynamic state points. Most experiments are carried out
under the conditions of constant temperature and either constant pressure
or volume, e.g., in the isobaric–isothermal or canonical statistical mechanical
ensembles. However, integration of Newton’s equations of motion generates
trajectories at constant volume and energy, i.e., in the microcanonical ensem-
ble. Several techniques for generating trajectories in ensembles other than the
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microcanonical ensemble have been developed (see [25] for an overview). The
most powerful techniques are based on the concept of an “extended system”
(ES), in which the atomic positions and momenta are supplemented by ad-
ditional dynamical variables representing the coupling of the system to an
external reservoir (see [26] for a review and technical details).

23.2.1 Systems Set-up and Simulations

The simulations were all initiated from crystal structures. For each system,
the protein monomers were first solvated in a well-equilibrated water box.
After energy minimization, a constant volume and temperature (300 K) equi-
libration run was followed by constant pressure (1 atm.) and constant tempe-
rature (300 K) runs. The powder simulations have been previously described in
length [13–16]. We therefore only briefly outline here the set up procedure and
run parameters. The powder representations of RNase A each contain eight
protein molecules replicated by periodic boundary conditions (so that they
are actually polycrystalline) constructed from four unit cells (a 2a × 2b × c
lattice) of the monoclinic crystal with the water molecules removed. First, a
constant volume MD run at 500 K was used to produce non-native, disordered
configurations on the surfaces of the protein molecules. This was followed by a
constant pressure run at 300 K during which the system contracted, enabling
the protein molecules to interact with their neighbors and periodic images,
followed this. The system was then hydrated up to hydration levels of h =
0.05 g and h = 0.42 g D2O per gram protein to correspond to low- and high-
hydration experiments by adding 280 and 2,188 water molecules, respectively.

A summary of the simulated protein in solution systems is given in
Table 23.1. The CHARMM22 force field [28] was used. Three-dimensional
periodic boundary conditions were applied and the Ewald sum was used to
calculate the electrostatic energies, forces, and virial in all of the simulations.
The Lennard–Jones interactions and the real-space part of the Ewald sum
were smoothly truncated at 10 Å, and long-range corrections to account for
the neglected interactions were included in the energies and pressures [25]. The
reciprocal space part of the Ewald sum was calculated using the smooth par-
ticle mesh method [29]. The extended system Nosé–Hoover chain method [30]
was used to the control the temperature in all of the simulations, with sep-
arate thermostat chains for the water and protein molecules. The constant

Table 23.1. Characteristics of the simulated systems

no. of protein no. of α domains box/ no. of water
protein PDB residues/atoms β strands dimensions (Å3) molecules

Ribonuclease A 7RSA 124/1,144 3/9 57 × 52 × 40 3,453
Lysozyme 194L 129/1,141 4/3 56 × 48 × 78 6,461

Myoglobin 1HBC 153/1,404 9/0 57 × 52 × 40 3,290
α-Lactalbumin 1HML 142/1,102 4/3 58 × 50 × 80 4,655



23 MD simulations and Inelastic Neutron Scattering 537

pressure simulations were carried out in a fully flexible simulation box by us-
ing the extended system algorithm of Martyna et al. [31]. A multiple time step
algorithm [32] was used to integrate the equations of motion with a 4 fs time
step. The lengths of bonds involving H/D atoms were held fixed by using the
shake/rattle algorithm [33,34].

23.2.2 Generating Neutron Spectra

MD simulations produce phase-space trajectories that consist of the positions
and momenta of all the atoms in the system as a function of time. Here, we
focus on quantities related to incoherent neutron scattering measurements
that probe motions of hydrogen atoms on picosecond timescales. Neutron spec-
troscopy experiments essentially measure the total dynamic structure factor,
Smeas(Q ,ω), in which �Q and �ω are the momentum and energy transfers, re-
spectively. Because the incoherent scattering length of hydrogen is an order of
magnitude larger than the scattering lengths of all the other atoms in proteins
and water (D2O) molecules, for the systems of interest here, the scattering is
primarily incoherent, and hence Smeas

tot (Q ,ω) = Smeas
inc (Q ,ω). The incoherent

dynamical structure factor may be written as the Fourier transform of a time
correlation function, Iinc(Q ,t) the intermediate scattering function

Sinc(Q , ω) =
1
2π

∫ ∞

−∞
Iinc(Q , t)e−iωt , (23.1)

Iinc(Q , t) =
1
N

∑
j

〈
e−iQ·rj(0)eiQ·rj(t)

〉
. (23.2)

Here r j is the position operator of atom j, or, if the correlation function is
calculated classically, as in an MD simulation, r j is a position vector, and the
angular brackets denote an average over time origins and scatterers. Iinc(Q , ω)
can be directly computed from an MD trajectory and Fourier transformed
(FT) to afford Sinc(Q , ω). Note that we have left out the prefactor corre-
sponding to the square of the scattering length. This is convenient in the case
of a single dominant scatterer because it gives I(Q, 0) = 1 and normalized to
unity. The Iinc(Q , t) (and their corresponding spectra) reported in this paper
are “powder averages” computed at eight randomly chosen scattering vectors
with |Q | = Q.

Intermediate scattering functions in proteins do not decay completely on
the timescale accessible to most experiments. A direct Fourier transform is
therefore not appropriate. A window function is generally used in such cases,
and the results may still be accurately compared to experiment if one consid-
ers the proper mathematical form for the window function. The best is that
corresponding to the resolution function of the instrument.

In practice, the spread in energies of the neutrons incident on the sample
results in a finite energy resolution, and the measured spectrum S,meas

inc (Q,ω)
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is a convolution of the true spectrum, Sinc(Q,ω) , and the instrumental reso-
lution function, R(ω)

Smeas
inc (Q,ω) = R(ω) ⊗ Sinc(Q,ω) , (23.3)

where ⊗ denotes a convolution product. The width of the resolution function
determines the timescale of the dynamics probed by the instrument in a non-
trivial way, with narrower widths (higher resolution) corresponding to longer
observation times.

Instrumental resolution functions are generally represented by a Gaussian
or other peaked function, centered at ω = 0, with width δω (or δE = � δω).
Noting that a convolution in energy space is equivalent to a product in the time
domain, we compute resolution broadened spectra, Smeas

inc (Q,ω), by Fourier
transforming the product, Iinc(Q, t)R(t) , where R(t) is the Fourier transform
of R(ω). Typical spectra generated from the Fourier transform of intermediate
scattering functions calculated at different Q values from an MD simulation
trajectory are depicted in Fig. 23.3. It is clearly evident that as a consequence
of the shape of the resolution function, here considered as a Gaussian of half
width at half maximum σ� 180 ps, corresponding to that of an instrumental
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resolution of �100 µeV, the dynamical structure factor contains contributions
from motions that are longer the σ. Thus, it is inappropriate to use σ as a fixed
time interval for computing time averages if the objective is a quantitative
comparison with neutron scattering data.

Interpretation of Smeas
inc (Q,ω) in terms of atomic dynamics requires models

for the diffusive motions. QENS spectra for proteins and other disordered,
condensed phase systems are often interpreted in terms of diffusive motions
that give rise to an elastic line with a Q-dependent amplitude, and a series of
Lorentzian quasi-elastic lines with Q-dependent amplitudes and widths, i.e.,

Sdiff
inc (Q,ω) = A0(Q)δ(ω) +

n∑
i=1

Ai(Q)Li(Γi(Q), ω) , (23.4)

where Li(Γi(Q), ω) is a Lorentzian centered at ω= 0 with half-width-at-half-
maximum Γi(Q)

Li(Γi(Q), ω) =
1
π

Γi(Q)
Γi(Q)2 + ω2

. (23.5)

The amplitudes of the elastic scattering, A0(Q), the elastic incoherent
structure factor (EISF), provides information on the geometry of the motion,
while the line widths are related to the time scales (broader lines correspond
to shorter times). The Q and ω dependence of these spectral parameters are
commonly fitted to dynamical models for which analytical expressions for
Sdiff

inc (Q,ω) have been derived (e.g., jump diffusion, diffusion-in-a-sphere, etc.),
affording diffusion constants, jump lengths, residence times, etc. characterizing
the motion described by the models [35]. Such models can be scrutinized using
the exquisite detail contained in MD simulation trajectories.

23.3 Overall Protein Structure and Motion in Solution

To assess the ability of the simulations to maintain the correct internal struc-
ture of the protein molecules, we have computed the root-mean squared devi-
ations (r.m.s.ds) of the Cα positions in the simulations from the corresponding
crystal structure. The Cα atoms define the backbone of the protein molecule.
In each case the r.m.s.ds had converged (to values between 1.0 and 1.5 Å)
before the averaging period, in the sense that they exhibited small fluctua-
tions in time about their averages, which were not drifting. The results indi-
cate that the overall protein structure is reasonably well maintained during
the simulations. When making such comparisons it is important to keep in
mind that some deviation from the crystal structure is expected because the
intermolecular contacts present in the crystal are absent in solution. We have
also computed the time evolution of the radius of gyration Rg of the molecules
during the simulations, where Rg is computed using all the protein atoms ac-
cording to the standard formula: Rg =

∑N
i mi(ri−rcom)2/

∑
mi , rcom being
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the protein center of mass position, ri is the position of the atom i and mi its
mass. For all proteins under study, after the equilibration period, the radius
of gyration show plateau values at 14.5, 14.2, 15.3, and 14.5 Å, respectively,
for RNase A, Lys, Myo, and αLact.

In order to estimate the contribution from the overall motion of the pro-
tein to the total scattering measured on the 100 ps time scale, we have cal-
culated, for a wide range of Q values, Itot

inc (Q, t), the intermediate scattering
functions computed directly from the trajectories, and I int

inc(Q, t), the inter-
mediate scattering functions computed after removing the translational and
rotational motion of the protein in the solvent (by rigidly rotating and trans-
lating the whole molecule so that the backbone is optimally superposed on
that of a reference structure in a least-squares sense), i.e., singling out the in-
ternal motion. The Fourier transforms of Itot

inc (Q, t) and I int
inc(Q, t) correspond,

respectively, to the spectra measured by INS experiments, and to that result-
ing from the relative motion of the protons with respect to the protein center
of mass (heretofore referred to as the internal motion). The results reported
in Fig. 23.4 show clearly that, on the hundred ps timescale, Itot

inc (Q, t) decays
much more rapidly than I int

inc(Q, t), and the corresponding structure factors
are broader.

Assuming that the MD simulations reproduce qualitatively the overall mo-
tion of the protein in the solution, the present results are the first direct
evidence that the scattering from a protein in solution, on the length, and
timescale studied here, contains a nonnegligible contribution due to the overall
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diffusion of the protein. The contribution from this motion may be analyzed
by considering the ratio Iglob

inc = Itot
inc (Q, t)/I int

inc(Q, t), reported in Fig. 23.5
(left) for RNase A at several Q values in a range accessible by time of flight
spectrometers. The results indicate that in the 100 ps time scale, the overall
motion may be described by a simple exponential decay i.e., Iglob

inc = exp(−νt).
Figure 23.5 (left) shows that in the Q range studied, ν displays a linear de-
pendence on Q2. One may therefore write

Itot
inc (Q, t) = I int

inc(Q, t) exp (−DeffQ
2t) = I int

inc(Q, t)Iglob
inc (Q, t) , (23.6)

where Deff is the slope of the linear fits to the curves reported in Fig. 23.5
(right). By Fourier transform one obtains

Smeas
inc (Q,ω) = Sint

inc(Q,ω) ⊗ Sglob
inc (Q,ω) , (23.7)

where Sglob
inc (Q,ω) is the Fourier transform of Iglob

inc (Q, t).
The right-hand side of each of the previous two equations may be consid-

ered as the contribution from the global motion of the proteins in solution
(i.e., overall rotation and translation of the protein). Direct evidence from
our simulations shows that the internal and the global motions are, within
the length and timescales of the analysis, decoupled.

Turning now back to fitting the data from an INS experiment, our data
support the use of a model in which the measured dynamical structure factor is
fitted considering the expression in Eq. 23.7, where the component Sglob

inc (Q,ω),
is a Lorentzian L(Γglob(Q)) of width Γglob(Q) = ν = DeffQ

2, i.e.,

Sglob
inc (Q,ω) = 1/π

DeffQ
2

ω2 + (DeffQ2)2
. (23.8)
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Assuming now that the internal motion may be decomposed as

Sint
inc(Q,ω) = A0(Q)δ(ω) + (1 −A0(Q)L(Γint(Q)) , (23.9)

one may write

Smeas
inc (Q,ω) = L(Γglob(Q)) ⊗ [A0(Q)δ(ω) + (1 −A0(Q)L(Γint(Q)))] (23.10)

and

Smeas
inc (Q,ω) = A0(Q)L(Γglob(Q))+[1−A0(Q)]L(Γglob(Q)+Γint(Q)) (23.11)

where L(Γglob(Q))and L(Γint(Q)) are Lorentzians representing the overall and
internal motion, respectively.

At this stage, our analysis supports the model used by Pérez et al. [17], in
which the dynamical structure factor is fitted with two Lorentzians, one with a
narrow width Γglob(Q) corresponding to the overall motion of the protein, and
one with a broader one, Γint(Q), corresponding to the diffusive internal motion
of the protons. The constraint on the intensities of the two components given
by the above equation affords a direct estimate of the EISF of the internal
motion.

Estimates of Deff extracted from the MD results are reported in Table 23.2.
These are in satisfactory agreement with the estimates by Pérez et al. for
myoglobin and lysozyme solutions, i.e., 8.2 ± 0.2 × 10−7 cm2 s−1 and 9.1 ±
0.2 × 10−7 cm2 s−1 respectively, in light of the fact that values extracted from
the fit of the INS spectra may contain a large uncertainty resulting from the
subtraction of the buffer scattering from the raw data.

While such an analysis of the scattering from a solution sample is appro-
priate for the timescales corresponding to time of flight spectrometers (t ≤
100 ps), the accuracy of the models fails at much longer time scales, i.e., for
data collected with high resolution backscattering and spin echo spectrome-
ters, and at high Q values. Indeed, at longer time scales and/or high Q, the
overall motion of the protein dominates in dilute samples. The corresponding
correlation functions decay faster than the times corresponding to the experi-
mental resolution. Extracting information about the internal dynamics of the
protein protons in such cases would likely be inaccurate.

Table 23.2. Effective diffusion coefficient from MD simulations

protein molecular weight Deff(107 cm2 s−1)

Ribonuclease A 13,674 12.43
Lysozyme 14,296 15.33
Myoglobin 17,184 7.2
α-Lactalbumin 13,674 14.52
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23.3.1 Internal Protein Dynamics

To compare results from the simulations to available experimental data, the in-
ternal dynamics may be analyzed using the same Gaussian/Lorentzian models
generally adopted to fit the structure factor. In the following cases, I int

inc(Q, t),
the intermediate scattering functions computed from the MD trajectories, are
Fourier transformed as described above by considering a 100 µeV resolution
(similar to that of IN6 at the Institut Laue Langevin) to generate Sint

inc(Q,ω),
which is fitted according to Eq. 23.9. The EISF corresponding to the intensity
of the Gaussian (localized motion) component and the width of the Lorentzian
component corresponding to the diffusive motion are reported in Fig. 23.6. The
results shown here for RNase A are again in satisfactory agreement with the
Pérez et al. data on myoglobin.

In order to highlight the effect of inappropriate data analysis, and to in-
vestigate the effect of the resolution shape on the results, we show in Fig. 23.7
an example where the same fitting model is used to extract the EISF and the
width of the diffusive component. The analysis shows again that the scatter-
ing contains a significant contribution from the overall motion of the protein.

0.3 Internal
Tot (res=const.)
Tot (res=f(Q))

0.1

0 2
Q2 (Å-2)

4

0.2

G 
(m

eV
)

1.0

0.8

0.6

0.4

0.2

0 1 2 3 4 5
Q (Å-1)

E
S

IF

internal
total(res=const)
total(res=f(Q)]
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inc(Q, ω) (right) calculated from the MD trajectory at a

100 µeV resolution. Bottom: corresponding parameters, i.e., half width at half maxi-
mum of the Lorentzian component and the EISF. The triangle symbols represent the
parameters extracted from the fit of Stot
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More importantly, this and additional artifacts due to the characteristics of
the spectrometers may have drastic effects on the parameters extracted from
the data, leading in the worst cases to erroneous interpretation of the data.

23.3.2 Dynamics of Proteins in Solution from MD Simulations

The simulation results reported above did not agree quantitatively with ex-
perimental data. This may of course be related to the accuracy of the force
field used, or to the simulation setup (sampling of multiple conformations for
the protein). One should also keep in mind, however, the experimental limita-
tions. Errors due to data treatment may contribute equally to the discrepancy.
For example, it is important to recall the measured spectra result from the
scattering from the protein and from the solvent. It turns out that subtraction
of the latter is rather complicated and often user-dependent. Bearing in mind
this shortcoming, and based on our previous results obtained for low- and
high-hydration powders, where contributions from the solvent and from the
overall protein diffusion are not an issue, one can claim that the simulations
are rather satisfactory.



23 MD simulations and Inelastic Neutron Scattering 545

The next step is now to provide a “real space” description of the motions
of the protein atoms, and examine how appropriate the models adopted by
experimentalists are to describe such motions. In a typical experiment, it is
not possible to label specific protons to monitor independently their motion. It
follows that one probes the motion of all nonexchangeable protons (the protein
is immersed in a D2O bath) simultaneously. Moreover, the structure factor is
an intensive quantity representing scattering intensity per atom. Therefore,
most if not all models used to describe the protein dynamics assume that
mobile protons (those that give rise to a quasielastic signal in the time domain
corresponding to the experimental resolution) have similar amplitudes and
time scales of motion. The analysis of motion from MD simulations shows
clearly that such models are inappropriate. Indeed, for proteins in solution,
at room temperature, one finds that the protein motion is characterized by a
very large heterogeneity. In particular, as shown in Fig. 23.7, the amplitudes
of motion (mean-squared fluctuations) of different residues along the protein
sequence can be as much as five- to tenfold different. This is consistent with the
sequence dependence of B-factors determined by X-ray crystallography [36]
and previous analysis of MD simulations [37].

One interesting feature emerging from the simulation is the connection
between the secondary structure and the amplitude of motions. Indeed, the
results show that, as expected, the atoms belonging to those residues in highly
structured regions of the protein (α-helices and β-sheets) are much less mo-
bile that those attached to unstructured parts (e.g., loops) of the backbone,
whether located at the surface of the protein or not. It is this kind of observa-
tion that should somehow be feed back into the experimental data analysis.

Inelastic neutron data are often interpreted in terms of a model of nonex-
changeable hydrogen atoms diffusing in a sphere. The complexity of the mod-
els used to fit the data is limited by the small number of parameters that are
extractable from the spectral lineshapes. Thus, it is important to keep in mind
that, while the model of diffusion-in-a-sphere fits QENS data reasonably well,
it is clearly an approximation to ascribe a single sphere radius to hundreds or
thousands of hydrogen atoms in a protein molecule.

MD trajectories may be used to quantify the dispersion in the amplitudes
of nonexchangeable hydrogen motion on the timescale probed by current neu-
tron spectrometers. In Fig. 23.8 we show the distributions of the mean-squared
fluctuations, 〈∆r2

i 〉 = 〈(ri − 〈r2
i 〉)2〉 of the nonexchangeable hydrogen atoms

in the MD simulations of the native α-lactalbumin in solution, computed as
averages over blocks of 100 ps. The mean-squared fluctuations were calculated
after removing the overall translational motion of the protein and hence rep-
resent the amplitudes of the internal motion. It is immediately evident that
there is a broad distribution of H atom amplitudes on the 100 ps time scale.
The distribution is sharply peaked at values near 0.5 Å, with pronounced
asymmetry on the higher amplitude side.

To make contact with the diffusion-in-a-sphere model we identify the
average root-mean-squared fluctuation, 〈〈∆r2

i 〉〉1/2, where the outer angular
brackets denote an average over H atoms, with the average effective radius of
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Fig. 23.8. Distribution of mean-squared fluctuations of nonexchangeable H atoms
from an MD simulation of α-lactalbumin in solution

the sphere in which the H atoms diffuse, obtaining a sphere radius of 0.89 Å.
Our estimates of the radii are about half of those obtained for phosphoglyc-
erate kinase [38] and almost five times smaller than those obtained for α-
lactalbumin [19]. Part of the discrepancy can be attributed to the fact that
the global translational and rotational motion of the protein were not taken
into account in the analysis of the QENS data, while our values include
only internal motions. Indeed, when we do not remove the global motion, we
obtain a value of 1.80 from the simulation which agrees very well with the
corresponding value for phosphoglycerate kinase.

Application of the diffusion-in-a-sphere model with a single radius for all H
atoms is clearly an oversimplification. Indeed, heterogeneity in the diffusion-
in-a-sphere model may be accounted for by using a Gaussian distribution of
sphere radii centered at zero [17,39]. In principle, the shape of the distributions
in Fig. 23.8 could provide the basis for the development of a more realistic
model that includes a distribution of amplitudes, which could be used to fit
QENS data. However, it is not clear whether or not such a model could
be formulated in terms of the small number of fitting parameters that are
available from QENS data.

23.4 Conclusions

In summary, while classical MD simulations using current generation force
fields have allowed us to reproduce quite well the dynamics of proteins in a
variety of environments, as probed by neutron scattering data, the full poten-
tial of such calculations has not yet been fully exploited. We have illustrated
some examples where simulations can be used to provide support for the mod-
els used by experimentalists, and others where it is clear that further work
is needed to extract the maximum information from QENS spectra. At any
rate, it is crucial that simulations and experiments on such complex systems
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go hand in hand, so that “raw data” may be compared side-by-side, and all the
pitfalls, both in the simulation protocols and the experimental data analysis,
may be identified and overcome.
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dynamical model, 356
dynamical transition, 386

EISF, 316, 370, 406, 408, 411, 413, 441,
466, 539, 542, 543

elastic
incoherent neutron scattering, 420

Gaussian approximation, 420
neutron scattering, 521
scattering, 6, 7, 128, 129

elastic incoherent structure factor, 316
elastic- window scan, 331
electron

density profile, 296
image

backscattered, 219, 220
microscopy, 187, 190, 193, 205, 207,

209, 217
endothiapepsin, 37
energetic barrier, 462
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energy landscape, 441, 498, 499

energy resolution function, 321

entropy calculation, 415

enzyme activity, 431

erythrocytes, 108

ESR, 491

ESS, 69, 416

eV spectroscopy, 436, 438

evanescent wave, 284, 514

experimental observation time, 321

F-actin filaments, 290

fascicles, 206, 207

Fermi chopper, 323, 446

ferrofluids, 111

fiber diffraction, 85

fibrinogen, 108, 297

Fickian diffusion, 490

fluctuations, 399, 401

stochastic, 399

structural, 401

fluorescence

correlation spectroscopy, 404

microscopy, 291

spectroscopy, 400, 404

force constants, 421

Fourier synthesis, 508

Fresnel reflectivity, 507, 509

gangliosides, 292

Gaussian approximation, 358

generalized three effective eigenmode
theory, 523

glass

forming liquids, 486

forming systems, 485, 489

transition, 441, 449, 493

glutamate dehydrogenase, 492

glutathione, 450

glycation, 206

glycerol, 491

GP31 protein, 199

grafting density, 292

grazing-incidence diffraction, 284, 290,
291, 302, 506

GroEL/GroES, 172, 192, 202

Guinier approximation, 146, 161, 188

H/D
exchange, 52, 403, 404, 448
labelling, 423

harmonic oscillator, 463, 467
heavy water, 135
hemoglobin, 442
Hill coefficient, 192
hisactophilin, 290
holonomic constraint, 534
human serum albumin, 271, 296
hydration dependence, 426
hydration level, 373
hydration water, 380
hydrogen

bonding, 50, 96, 98
bifurcated, 51
mobile defects, 491

hydration data base, 59
nuclear-spin incoherence, 211

hydrostatic pressure, 114
hydroxyapatite, 209, 211

incoherent scattering, 131–133, 145,
208, 403, 437, 518

background, 287, 300
cross-section

deuterium, 403
hydrogen, 146, 403

length, 537
indirect Fourier transform, 188
inelastic

neutron scattering, 206, 208
scattering, 129, 445

cross section, 520
X-ray scattering, 518, 524

instrumental resolution, 242
insulin, 44, 48, 60
interferometric data inversion, 296
intermediate scattering function, 313,

488, 496, 540
IR spectroscopy, 404, 485
isomorpheus replacement, 12, 46
isopicnic point, 74
isotopic

labeling, 127
substitution, 22, 46, 52, 164

jump-diffusion model, 408, 411, 412
jump-distance, 370
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Kiessig fringes, 240, 259
Kilham rat virus, 143
kinematic approximation, 232, 268
Kohlrauch–Williams–Watts relaxation

function, 488
Kratky camera, 143

L’Hospital’s rule, 234
lamellar spacing, 384, 427
Lamor precession, 336
Langevin equation, 463
Langmuir monolayers, 289
Langmuir–Blodgett

films, 286, 297
transfer, 298

Langmuir–Schaefer
transfer, 298

Laue diffraction, 64
time-resolved, 190

Lennard–Jones potential, 535
light scattering, 128, 130
light-driven proton pump, 424
light-harvesting complex, 364
lineshape analysis, 510
lipid

bilayer, 107
magnetic field alignment, 108

environment, 428
monolayers, 289

functionalized, 291
protein interaction, 290
vescicles

multilamellar, 112
unilamellar, 112

lipopolymers, 292
liposomes, 292
localized atomic motion, 318
localized diffusive motion, 370
Lorentz factor, 507
Lorentzian

line width, 487
lineshape, 513, 516

lumazine synthase, 292
lung surfactant, 290, 295
lyophilization, 531
lysozyme, 36, 38, 43, 44, 48, 60, 113,

266, 295, 297, 371, 445, 485–487,
492, 497, 533, 542

slow relaxation, 488

Mössbauer spectroscopy, 400, 431, 491,
492

magainin, 504, 517
magnetic field alignment, 107
master equation, 368
maxon, 524, 525
Maxwell spectrum, 137
melittin, 227, 259, 300
membrane

dynamics, 518, 521, 523, 527
collective, 519

fluctuations, 512
hybrid bilayer, 259, 299, 302
proteins, 39, 73

metmyoglobin, 47
mineral particles, 217, 219
mode coupling theory, 493, 496, 499
model refinement

structure-based, 287
molecular displacements, 462
molecular dynamics simulations, 400,

449, 524, 531, 534
moment analysis, 474
momentum transfer, 128
Monte Carlo simulations, 162
mosaicity, 67
motor proteins, 191
mucins, 113
multilamellar vesicles, 120
multiple scattering, 141, 145, 349, 381,

405
mushroom-to-brush transition, 293
myoglobin, 27, 37, 44, 57, 113, 117, 290,

359, 399, 422, 442, 462, 494, 497,
533, 542, 543

myosin light chain kinase, 148, 149

neutron
activation analysis, 206
beam focussing, 221
beam polarisation, 340
charge, 5
coherence length, 239
coherent

scattering cross section, 312
coherent scattering length, 8, 227
Compton

profile, 456
scattering, 456
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cross-section, 463

crystallography, 21, 32, 73

differential cross-section, 7

diffraction, 6, 11, 21, 22, 32, 45, 209,
221

dispersion relation, 519

dynamic structure factor, 310

energy transfer, 5, 310

experimental observation function,
346

fiber diffraction, 36, 87

flux, 3, 4, 11, 23

guide, 2, 137

gyromagnetic ratio, 336

image plate, 29, 43, 64, 68

incoherent

scattering cross section, 312

incoherent scattering, 25, 45, 238,
239, 287

cross-section, 9

factor, 34

length, 8

inelastic scattering, 10, 13, 503, 518,
531

intermediate scattering function, 463

Laue diffraction, 23–25, 29, 43

lifetime, 129

magnetic

lens, 221

moment, 2, 5, 22

mass, 5

moderator, 2, 438

momentum transfer, 5, 310

multiple scattering, 479

polarized, 9, 237, 255

protein crystallography, 25, 43

reflectometry, 118, 266, 284, 288

Q–resolution, 239

non-specular, 226, 514

phase-sensitive, 261

phospholipid monolayers, 290

resolution, 285

shear cell, 119

specular, 225

time-of-flight, 236, 512

refractive

index, 11

lens, 221

resonance spin–echo spectrometry,
344

scattering
cross-section, 8, 9, 21, 311
length, 9, 22, 74, 88, 289
length biguplusdensity, 14
length density, 11, 44

scattering function, 310
single crystal diffraction, 22
source, 1, 22, 64, 67, 236, 435

accelerator, 4, 436
cold, 137, 151, 237, 438
pulsed, 435
reactor, 2, 23, 137, 435
spallation, 3, 25, 28, 32, 61, 68, 139,

416, 435, 437, 499
spectroscopy, 13, 399, 403, 435, 485,

537
energy resolution, 406
resolution, 487

spin, 2, 9
spin-echo, 437, 438, 485, 542
spin-echo principle, 337
static structure factor, 313
structure factor, 12

dynamic, 13, 437
supermirror, 138
total scattering cross-section, 7
wave vector, 5

neutron instruments
spin-echo spectrometers, 335
backscattering spectrometers, 328,

405, 439, 487, 488, 542
HFBS, 330
IN10, 330
IN13, 330
IN16, 329
IRIS, 334, 440
OSIRIS, 440

chopper spectrometers, 439, 446
DCS, 326
FOCUS, 324, 442
IN5, 326
IN6, 324, 412, 442
MARI, 446
MIBEMOL, 326
NEAT, 326

crystal analyzer spectrometers
TOSCA, 446
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neutron instruments (Continued)
diffractometer

D19, 101
diffractometers

AND/R, 156
BIX, 43
BIX-3, 28
BIX-4, 28
BIX-P1, 61
D19, 26, 68, 90
DB21, 26, 75
LADI, 26, 27, 29, 43, 64
LMX, 64
MANDI, 64
MaNDi, 31, 61
PCS, 28
SXD, 28, 30
VIVALDI, 30

eV spectrometers
VESUVIO, 456

reflectometers
D17, 515
NG-1, 237

SANS spectrometers, 165
D11, 137
D22, 139, 200

spin–echo spectrometers
MUSES, 342

TOF–TOF spectrometers, 325
TOF-XTL spectrometers, 333
triple axis spectrometers, 504, 527

IN12, 507, 520
IN3, 520
N5, 110

XTL–TOF spectrometers, 323
XTL–XTL spectrometers, 328

NMR, 50, 54, 109, 155, 187, 190, 400,
402, 404, 407, 411, 452, 457, 491,
498, 518, 533

normal mode analysis, 463
nucleic acids, 14, 26
nucleosides, 455
null reflecting water, 267
Nylon, 491
Nyquist

lattice points, 234
number, 235

observation function, 321

OmpF porin, 73, 80
optical microscopy, 286
osmotic compressibility, 361
osmotic pressure, 507
osteon, 219, 220

pair correlation function, 316
pair-distance distribution function, 131,

146, 188
papaya mosaic virus, 108
Parratt algorithm, 507
PDB format, 162
phase

determination, 296
inversion, 231
problem, 12, 76, 231, 507

phenomenological fit, 406, 407
phonon-expansion, 361
phonon-population factor, 362
phospholipase, 295, 298
phospholipase A, 81
phospholipid, 15

bilayers, 120, 254, 289, 297, 300, 301,
457, 504

anomalous swelling, 522
DAPC, 117
DBPC, 117
density profile, 508
DLPC, 116, 518
DMPC, 108, 113, 114, 116, 259,

297, 301, 505–507, 514, 515, 519,
522, 524, 525, 527

DMPG, 109, 301
DOPC, 233
DPPC, 297
DPPS, 299
DSPC, 117
dynamics, 527
fluctuations, 507, 510
hydration, 505, 506
mosaicity, 504
thermal fluctuations, 513
undulations, 512

collective motion, 503, 504
critical unbinding, 114
membranes, 292

fluctuations, 503
monolayers, 287, 290

DLPE, 290
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DMPC, 290, 294, 301
DMPG, 290
DPPC, 288, 290
DPPE, 293
DPPG, 290
DSPE, 293
ganglioside, 293
PEGylated, 293

phase behavior, 114
photocycle, 424, 427
photoreaction center, 79
Plazcek expansion, 442
pneumolysin, 298
Poiseuille cell, 118
poly(allylamine hydrochloride), 301
poly(methyl methacrylate), 144
poly(methyl oxazoline), 294
poly(styrene sulfonate), 301
poly-L-lysine, 290
polyamides, 491
polyelectrolytes, 298, 301
polyethylene glycol, 292
polymer

brush, 292
cushion, 301

polyols, 491
Porod regime, 145
powder sample, 421
protein, 289

activity, 492, 495
adsorption, 265, 290, 291, 294–296,

298
aggregation, 400, 404
conformational

changes, 401, 402
entropy, 414, 415

cosolvent, 491
crystallization, 59
crystallography, 23, 43, 63, 193

high pressure, 113
dehydrated protein, 462
denaturation, 294
diffusion, 541

coefficient, 404, 411
diffusive motion, 543
dynamic, 206, 400, 419, 485, 486, 491,

531, 532, 543
transition, 492

energy landscape, 401

folding, 113, 176, 294, 399–401, 404,
413, 414

folding/unfolding transition, 402,
412, 443

function, 419, 498, 531
glucose-vitrified protein, 462
hydration, 55, 399, 410, 491, 532
hydrodynamic radius, 411
hydrogen bonds, 403
internal flexibility, 492
ligand binding, 375
light harvesting, 79
molecular resilience, 421
monolayers, 291
motions, 190
physiological condition, 399
plasticizer, 491, 492
powder sample, 399
quasielastic scattering, 406
rotational diffusion, 411
sample preparation, 403
solvent scattering, 399
stability, 412, 415
structural

fluctuations, 400, 414
stability, 402

thermal unfolding, 415
thermostable, 412
translational diffusion, 411
unfolding, 117

protein-water interaction, 461
proteoglycan, 206–208
proteomics, 63
proton dynamics, 440
pseudo critical swelling, 525
purple membrane, 108, 381, 424
pyrolytic graphite

neutron monochromator, 110, 238

QENS, 309, 355
QENS spectroscopy, 323
QISF, 370
quasi-elastic

incoherent neutron scattering, 487
incoherent structure factor (QISF),

318
neutron scattering, 206, 208, 309,

405, 428, 518, 532, 546
scattering, 129
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r.m.s. roughness, 286
radiation damage, 63
radius of gyration, 117, 130, 140, 144,

147, 152, 161, 188, 202, 539
Raman spectroscopy, 485
rate equation, 368
Rayleigh scattering, 491
recoil energy, 456
red blood cells, 400
reflection amplitude, 235
reflectometry, 228

angle-dispersive, 286
critical angle, 507
footprint correction, 246, 248
master equation, 509
momentum transfer, 286
non-specular, 503, 506
nonspecular, 510
off-specular, 284, 302
phase-sensitive, 232
resolution, 286
semi-kinematic approximation, 509
specular, 284, 506
total reflection, 286

refractive index, 249
relaxation

process, 487, 496
single exponential, 488

residence time, 368
resolution function, 538
ribonuclease, 35, 486, 497, 533, 536, 543
ribozyme, 165
RNA, 165, 178
rocking curve, 116, 247, 522
rotational jumps, 478
rotational motions, 356
roton, 524
rubredoxin, 30, 39, 44, 52, 57

S-layer protein, 291
sample

theorem, 287
transmission, 405

SANS, 4, 111, 112, 118, 127, 161, 187,
195, 205, 210, 265, 404

absolute calibration, 140
desmearing, 144
incoherent background, 145
instrumental resolution, 142

pinhole camera, 144
time resolved, 200

SAXS, 128, 130, 145, 153, 166, 187, 209,
210, 213, 404

pole-figure, 218
scanning, 205, 219
time resolved, 200

scattering vector, 6
SDS, 277
secondary extinction, 254
self assembled monolayers, 272, 296
self-diffusion coefficient, 358
semikinematical scattering theory, 508
shape restoration models, 148, 154
shear flow, 118
silanization, 294
Slepian

number, 235
smectic

elasticity, 510, 512, 513, 515
liquid systems, 527
theory, 513

Snell’s law, 249
Soller collimator, 253
solvent

accessible surface area, 163
matching, 135
scattering, 409
viscosity, 491

sound wave, 524
spectral power density, 514
spectrin, 290
spherical micelles, 140
staphylococcal nuclease, 114
stopped-flow apparatus, 201
streptavidin, 292, 296
stretched-exponential decay, 474
structural fluctuations, 462
structure factor, 11, 23, 407, 441, 537
superoxide dismutase, 442
surface roughness, 288
swelling method, 507
synchrotron radiation, 205, 208, 216,

219

temperature factor, 407, 429, 545
tendon, 206–208, 219

mechanical properties, 206
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Thompson scattering, 8
factor, 135

time-focusing principle, 324
tobacco

mosaic virus, 108
rattle virus, 111

translational diffusion, 358, 379
translational motion, 356
trehalose, 449, 493

van Hove
correlation function, 313, 490
scattering function, 313
self-correlation function, 315, 403,

464
vapor pressure paradox, 121, 505
velocity selector, 138
vibrational density of states, 361
vibrational modes, 362
vibrational motions, 486
visco-elastic relaxation, 470
vitamin B12, 36
volume-restricted distribution function,

287, 301

water

distribution profile, 296

dynamics, 491

viscosity, 495

window function, 537

X-ray

atomic form factor, 88

atomic scattering factor, 44

crystallography, 65, 73, 187, 190

diffraction, 85, 209

interferometry, 296

protein crystallography, 46

protein diffraction, 65

reflectometry, 288, 507

nonspecular, 511

scattering, 120

beam damage, 189, 287

Zemach-Glauber expression, 451

Zimm approximation, 188
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