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1 Introduction

Lóránt Tavasszya and Gerard de Jongb

aTNO, Delft and Delft University of Technology, The Netherlands
bInstitute for Transport Studies, University of Leeds, UK; Significance BV,
The Hague, The Netherlands; and Centre for Transport Studies, VTI/KTH,
Stockholm, Sweden

1.1 Background and Objectives

Freight transport is an essential part of our economy as it fulfils a unique service

within supply chains, bridging the distances between spatially separated places of

supply and demand. As is the case with passenger transport, accessibility of places

for freight is vital or the economic development of society. Freight transport flows

have been growing continuously in the past, due to an increase in population, fall-

ing trade barriers and declining transport costs. In addition, the growth of freight

flows is propelled by increasing consumption levels and the customisation of pro-

ducts and services. This growth has been facilitated by major infrastructure exten-

sions including roads, railways, waterways, ports and storage and transhipment

activities. In recent decades, however, freight flows have also become an area of

concern to public policy in a very different way. This relates to the aim of protect-

ing the environment from the negative side effects (e.g. health-related local emis-

sions, greenhouse gas emissions, traffic accidents) of freight transport growth, as is

also the case in passenger transport.

Our final goal with this book is to disseminate better tools to evaluate freight

transport policies. We give a concise description of the state of the art of mathe-

matical models of the freight transport system, focussing mainly on areas where it

deviates from passenger transport models. Such mathematical models can support

freight transport policy design in different ways, including:

� Description of flows in a base year and explanation of the drivers of freight transport,
� Forecasting of flows or exploration of alternative futures,
� Performance assessment of freight systems, e.g. for cost-benefit analysis,
� Design and optimisation of freight systems.

Freight transport models have been around in transport research since the early

1960s, and appeared more or less in parallel with passenger transport models.

Despite the fact that the underlying economic and statistical theories are similar

and date back much further, the application and development of freight models
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took place much more slowly. This was partly due to the above-mentioned late

appearance of freight transport as a major area of public policy. More importantly,

perhaps, it was the lack of data, or appropriate behavioural or applied economic

theory that distinguished the drivers of freight transport from those of passenger

transport. In the 1970s, freight was largely treated by the research community in a

simplistic way, as a separate class of passengers, leaning on the same theoretical

underpinning and the same applied models. At present, in the community of practi-

tioners, it largely still is. In the meantime, however, new freight-related disciplines

have emerged, like logistics and supply chain management, aiming at improving

firm logistics, according to principles of optimisation of service levels and minimi-

sation of costs. Taking these new disciplines as the basis for developing a theoreti-

cal underpinning of freight transport models, a whole generation of new freight

modelling approaches developed in the late 1980s and early 1990s. Surprisingly,

these approaches have hardly made it beyond the scientific literature, due to heavy

data requirements or simply a lack of demand by policy makers. In current times,

with increasing pressure on government to effectively deal with growing freight

flows, the demand is increasing, however, and the available concepts deserve to be

more widely known and used.

1.2 Conceptual Framework for Freight Decisions

We will focus on the development of descriptive, empirical models that are built on

theories of freight systems behaviour and can be statistically calibrated and vali-

dated. The first questions we ask when we go into the behaviour of the actors in the

freight system is who the decision-makers are, what decisions they take and how

(through which markets) they affect the functioning of the freight transport system.

As we are concerned with long-term effects of transport policy, we also need to

focus on changes in the freight transport system on the longer term. The strategic

decisions in freight transport involve major investments in assets, such as produc-

tion plants, are related to longer design or use cycles (e.g. patents and licences) and

cannot be reviewed frequently (e.g. because of longer-term contracts or regula-

tions). Such decisions will be made for the longer term, typically once every 5�10

years. The tactical decisions are reviewed on a more frequent basis (typically

months to years), as they concern relatively small investments (e.g. a warehouse or

a truck), but still have a lag time because the decision is linked to investments or

agreements with external parties (e.g. outsourcing contracts, service agreements).

Operational decisions are those that can be taken at the discretion of the producing

or service providing firm itself and have a short review period in the planning and

management cycles (in the order of days to months, like the routing of freight). In

line with this distinction between shorter and longer-term decisions, we distinguish

three main layers or markets of the freight system (see e.g. other market-oriented

frameworks in Manheim (1979), Wandel & Ruijgrok (1993), Liedtke, Tavasszy, &
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Wisetjindawat (2009), Roorda, Cavalcante, McCabe, & Kwan (2010), Tavasszy

et al. (2012), de Jong et al. (2013) and Savy & Burnham (2013)):

1. Exchange of goods: production, consumption and trade (the commodity market),

2. Inventory networks (the market for inventory logistics services),

3. Choice of transport modes, trips and routes (the market for transport logistics services).

This framework should not be read as the freight version of the four-step passen-

ger transport modelling framework. It is meant as a template for systematic discus-

sion of many decisions, contained within these markets, allowing us to focus on

some specific decisions and to integrate others. In addition, the reader should note

some substantive differences. Because of the close theoretical relationship between

freight generation and spatial distribution, we have combined these into one layer.

Also, choice problems related to inventories (the second layer) are specific for

freight. Passengers are not stored for later delivery and are (usually) not underway

without a destination, whereas freight often is. This phenomenon cannot be tackled

by the other decisions.

A short description of these layers, including their demand and supply sides and

market mechanisms follows below. We discuss the main decisions, the agents and

their importance for freight transport.

1.2.1 Goods: Production, Consumption and Trade

Production and consumption revolve around the actors that form the demand and

the supply for goods: producers and consumers. They are both on the sending and

the receiving end for freight. Note that producers are on the receiving end of goods

flows, such as raw materials and other inputs for manufacturing, and consumers are

on the sending end of freight when it concerns waste or return shipments. The

decision-makers at firms are the managers responsible for R&D, product, location

and plant management etc. The decisions at hand include the location(s) for produc-

tion, the deployment of factors of production, such as land, goods and services,

labour and capital; they will determine the nature of products being made, the

volumes of production etc. Consumers and households shape the final demand for

goods; their decisions include, by analogy, the residential location, their consump-

tion patterns and the way they deal with waste. An important decision at the level

of individual firms and consumers that has to be highlighted here is that of shipment

size or order size. We define these two terms in this book as synonyms, so a ‘ship-

ment’ refers to a bundle of goods that is ordered and delivered together from a pro-

ducer or warehouse. A transport vehicle or vessel may contain one or multiple

shipments (e.g. for several receivers). The total amount of goods in the vehicle is

called the ‘payload’.

As consumers make trade-offs between the number of times to go the supermar-

ket and the volume of their groceries, so do firms. Trade builds on agreements for

the transfer of ownership or delivery of service. It determines the spatial boundaries

of the flows of goods, and as such drives the spatial organisation of movement of
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goods. The choice of trading partner and trading volume is also a composite of

many underlying decisions. These include the sourcing partners or shopping loca-

tions from the demand perspective, from the supply perspective this includes the

decisions on sales areas and the price setting for products. The decision-making

agents are the managers in industry responsible for sales, marketing or sourcing.

They usually belong to the producers, resellers or retailers of the products in ques-

tion, or in case of goods that involve heavy speculation, professional traders to

which this function is outsourced. Consumers and their households are also

decision-making agents as they buy products and services. Finally, government also

directly influences trade as an agent in the market through import barriers, interna-

tional taxation rules, customs regulations etc., and by its own production and

consumption.

1.2.2 Inventory Networks

Inventory networks are a spatial form of organisation of inventories. Given the spa-

tial patterns and volumes of trade, storage and (de)consolidation of flows may

occur at intermediate locations that are in between places of production and con-

sumption. The main purposes of these inventories is to keep logistics costs low by

bundling inventories and transport flows and to maintain high service levels with

proximity to markets. Whether or not such intermediate inventories are necessary

or worthwhile depends on many factors, including the physical characteristics of

goods that determine logistics costs structures (e.g. perishability) and the service

requirements. The effect that these intermediate inventories have on flows is that

the spatial patterns of trade are changed, i.e. new origins and destinations for trans-

port are created. In addition, shipment sizes are determined. These decisions are

usually taken by logistics managers of the firms that send or receive goods.

Sometimes the role of a logistics manager is partly outsourced to one or more pro-

fessional service firms (logistics service providers), in which case the decision on

locations and volumes of intermediate stocks is taken jointly for several firms.

1.2.3 Transport Organisation

The choice of the modality or mode of transport (road, rail, water, air) is the most

discussed point of intervention for freight transport policies. This is in sharp con-

trast with the industry, however, where the decision is often taken implicitly, or

without much contemplation. This can be explained by the fact that, given the

dependence on available infrastructures and the transport requirements of the

goods, the number of realistic choices for a firm is often limited (Jordans et al.,

2006). At the same time, firms are not unwilling to reconsider the mode of trans-

port, as there are substantial differences in scale (and thus costs) and performance

between alternative modes. Each mode of transport offers a diverse set of specia-

lised means of transport (5vehicle types within a given mode, e.g. lorries of differ-

ent sizes), tuned to different good types (e.g. bulk load or unit load) and shipment

sizes. As the choice of means of transport is less constrained by infrastructure
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availability, firms very intensively use this decision to optimise transport. The deci-

sion to invest in vehicles is of course a different, longer term one than the assign-

ment of shipments to vehicle or ship types. Note that the choice of mode will often

coincide with the decision on shipment size. As with inventories, the agents respon-

sible for logistics management take the decision of mode of transport. This can be

outsourced to a logistics service provider or forwarder.

The actual dispatch of shipments, once the mode and means of transport are

known, is organised in space and time in the routing and scheduling decision.

Transport planners at the shipping company or the carrier (in case of outsourced

transport services) carry out this transport planning on a weekly or daily basis. The

route followed between intermediate points of loading and unloading may also be

suggested by the transport planner to the driver, although the driver will deviate

from the route if necessary. There can be multiple origins per destination (n:1, e.g.

a retailers distribution centre being served by many producers), multiple destina-

tions per origin (1:n, e.g. a producer who wants to deliver to several clients within

a city), or a combination (1:1, e.g. intra-company movements or n:n, e.g. postal ser-

vices). Different spatial configurations of senders and receivers will require a dif-

ferent trip structure and planning for vehicles. This trip structure can be a simple

return trip, but it can also be a complex tour or hub-and-spoke structure. Note that

at this stage, a special category of trips is created: empty trips.

The three layers of decision-making discussed above are brought together in a

table showing the market at hand, the decisions and decision-makers involved, and

the time period of review of decisions.

As will be clear from the above, decisions leading to freight transport are not

independent. There can be a direct and mutual dependence between decisions. This

is for example the case between production, consumption and trade. While every

region has supply and demand of goods, this profile will be different in every

region, and trade will take place to take advantage of these differences. According

to economic theory, the price of goods in every location will act as a mechanism

determining both the local demand and supply, and trade. Modelling these deci-

sions without a connection through price will make the model inconsistent. In the

case of transport mode choice and shipment size choice, the optimal shipment size

will depend on the costs of transport per shipment, whereas the cost of transport is

given by the choice of mode and will depend on shipment size. Ideally, these

should be described together. Dependence between decisions also takes place if

one decision forms the input for the other; trade determines the volumes between

producers and consumers; if these volumes determine the choice of mode or inven-

tory structures, there is a dependency. In the reverse direction, once mode choice

and inventory structures are determined, the total logistics costs between origins

and destinations are known, which is an input for trade. In short, it is useful to be

clear about dependencies between decisions. Does this mean that we have to strive

for a completely integrated, comprehensive model? Although theoretically this

would be desirable as it would lead to a consistent model, practically this is often

unfeasible. In practice therefore, a loose coupling between sub-models of individual

markets is attempted. As we will see, however, in practice sub-models are often
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also integrated in those cases, where an integrative theory is available and where

this is feasible in computational or empirical terms.

Note that the literature on these decisions in the management discipline (related

to production, logistics and supply chain management) is extensive.

Methodologically, this literature focuses on micro-level qualitative analysis (aiming

at understanding phenomena through case studies) and on normative (or optimisa-

tion) modelling, also at the firm level. There has been little systematic effort to

build descriptive, structural models of decision-making, in connection to the knowl-

edge reported in the broader logistics-related management literature. This is the

subject of an ongoing stream of research that has grown fast in the past decades. In

the subsequent chapters, we will take stock of the state of the art in the field of

freight transport models, limiting ourselves to those models that have shown empir-

ical evidence of feasibility and validity.

1.3 Freight Models � Theoretical Perspective of the Book

A compilation of the latest research on most of the freight transport markets and

decisions distinguished in Table 1.1 can be found in Ben-Akiva, Meersman, & van

de Voorde (2013). This book on the other hand tries to provide an overview of

existing freight transport modelling, both traditional and innovative, both well-

established and experimental, integrated in a specific overall framework, to be used

both by people working at the research frontier and by consultants and researchers

doing applied work all over the globe.

The framework provided above of decisions and markets translates as follows

into the different model types discussed in this volume (Table 1.2).

At the first level, the alternatives for modelling depend on several assumptions

within the system. Assuming fixed prices and technologies will lead to input/output

models � if we want to distinguish between sectors. Alternatively, if there is only

one sector, the volume and type of economic activity in a region will be the main

determinants of the amount of freight entering or leaving a region and we will have

freight generation models. Relaxing the assumption of fixed prices and technolo-

gies will lead to computable general equilibrium (CGE) models; adding the spatial

dimension (i.e. a full interregional framework) will lead to spatial CGE (SCGE). A

land use transport interaction (LUTI) model and the regional production function

models can be derived from the SCGE model (Bröcker, 1991).

Until here, production, consumption and flows are modelled as a continuous

flow, usually measured over a long period of time (typically a year), representing

the trade contract. Physical flows often move in discrete quantities, however, and

may be stored at discrete points at locations that are central for several producers

or consumers. Therefore, at this second level, a conversion is needed to break up

the continuous flows into shipments and into the segments of the inventory chains

that these shipments will follow. Note that shipment sizes can be infinitely small

(resulting in a flow through a pipeline) and that flows also move directly from

6 Modelling Freight Transport



producer to consumer, not just via intermediate inventories. The challenge here is

to find out how freight is distributed over these options.

At the third level, when it is clear for individual shipments what their origins

and destinations are for transport, transport is organised through the choice of

modes, vehicles and routes. We note that these choices will interact with other

decisions, such as those concerning the size of the shipment or the choice of distri-

bution centre. We will discuss several ways to deal with these interactions in trans-

port models, e.g. by ignoring the interactions completely or by using fully

integrated models.

An important conclusion from this discussion is that many freight models are in

fact partial models of a more complex system. Our objective here is to provide a

very simple taxonomy with this table that allows to distinguish different models

from each other by means of the decision within the system that they represent. In

order to obtain a comprehensive view of the whole system, these partial models

can be used as building blocks. We will return to the options to create a full freight

transport model from the components shown above in Chapter 11.

Table 1.1 Layers of Decision-Making in Freight Transport � An Outline for Modelling

Purposes

Market Decisions Decision-Maker Time

Period

Goods:

Production,

consumption,

trade

Plant location

Production system

Production factors

Products

Retail outlets

Suppliers

Shipment sizes to

customers

Producer: CEO level,

production manager

Consumer (household) Producer:

marketing, sourcing, sales

Consumer (household)

Long

term

Inventory

networks:

Warehousing

services

Location of distribution

centres,

Inventory volumes

Assignment of senders and

receivers to DCs

Intermediate shipment

sizes

Marketing manager

Logistics manager

If outsourced: logistics

service provider

Medium

term

Transport

organisation:

Mode, means and

route choice

Mode(s) of transport

Means of transport (vehicle

types within a mode)

Intermediate shipment

sizes

Means of transport

Scheduling

Routing

Logistics manager

Transport manager

If outsourced: logistics

service provider

Short

term
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The right most column in Table 1.2 notes the disciplinary angles, along which

the partial models have developed through time. They are worthwhile to note as

they still indicate how different professional groups are nowadays working on these

models, sometimes in separation. The main disciplines that have contributed to

freight demand modelling are transport engineering, growing from the tradition of

passenger transport models, and economic geography. Models for production, con-

sumption and trade have traditionally evolved within the domain of economic geog-

raphy, rooted in microeconomics (Bröcker, 1998; Krugman et al., 1999). For

transport engineering purposes, other pragmatic models have been built to be able

to forecast trips, or describe feedback relations between freight transport and the

economy, in the form of LUTI models. In between the transport engineering model-

ling and economic geography approaches we find approaches, such as the evolu-

tionary economics models inspired by the techniques of systems dynamics (Fiorello

et al., 2010), and the regional production function models (see Wegener, 2011 for

an overview).

Aggregate models for trade have been used widely since the 1970s within both

domains, in the form of gravity models (Chisholm & O’Sullivan, 1973). It is quite

some time ago already, but not widely known, that the transport engineering mod-

els have been re-interpreted from the perspective of choice theory and economic

geography in aggregate agent models (see Erlander & Stewart, 1990 and Chapter 2,

respectively).

The main use (though not exclusive use) of choice theory in freight transport

however has been for mode choice. The earliest applications were aggregate mod-

els in the engineering domain, later these were replaced by disaggregate models

using more sophisticated data acquisition and econometric estimation techniques.

Behavioural modelling in freight transport is now entering the field of experimental

economics, where the emphasis is on understanding decision rules as an outcome

Table 1.2 Overview of Models Discussed in This Volume

Market Partial Models Disciplinary Focus

Production/

consumption

and trade

� Production/consumption: Input/

output models
� Trade: Gravity models
� Combined: Spatial

computable general equilibrium

models and derivatives
� Freight generation models

� Input/output economics
� Engineering
� Economic geography
� Econometrics

Inventory

logistics

� Shipment size choice
� Inventory chain models

� Operations research
� Discrete choice theory

Transport

logistics

� Mode choice models

� Freight to trip conversion models
� Mode and route choice:

supernetworks

� Discrete choice theory

� Engineering
� Network modelling
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of interactive multiple-agent games and processes, in contrast to econometric esti-

mation of steady states under the assumption of market equilibrium. Finally,

another major influence on the state of freight models recently has come from

operations research, as it developed normative (optimisation) approaches for firm

level decisions on supply chain issues relating to inventories, shipment sizes and

transport modes. Note that our perspective here is a descriptive one (our aim being

to describe and forecast transport flows for a country, a region or a city). As such

we are mainly interested in the question whether normative models for logistics

can be used to improve our prediction of decisions of firms under different

circumstances.

Although linkages between these disciplines are developing, and economics

appears to be an important integrative discipline for freight modelling, we are still

far away from a widely accepted, unifying theoretical framework. We will be revi-

siting the origins of the different model types and note the linkages with other mod-

els or disciplines, where appropriate.

Route choice or network assignment was included as one of the decisions in

Table 1.1 and as one of the partial models in Table 1.2 (it also is the last stage of

the traditional four-stage model). This book does not contain a specific treatment

(e.g. in the form of a separate chapter) on traffic assignment to networks. The rea-

son is that most assignment modelling is the same in freight and in passenger trans-

port, but with different restrictions (which can be handled by using the same

models, but with different data). For this we therefore refer to a textbook on trans-

port modelling in general, such as Ortuzar & Willumsen (2011). A difference

between freight transport assignment and that for passenger transport is that multi-

modal assignment has received greater attention in freight transport modelling.

Some examples of this approach are mentioned in Chapter 6 (on mode choice) of

this book.

1.4 Freight Models � Practical Perspectives Addressed

As described earlier, the need for an understanding of the nature of freight transport

has emanated from concerns about its growing importance for the economy and the

environment.

The needs of policy makers stated above apply in principle to all spatial levels

of government: whether at international, state, regional or city level, the concerns

and needs for information are very similar. Obviously, depending on the scale-

typical policies, governance arrangements and problems, the need for information

may be slightly different. We will not pay much attention to these differences,

except for one interesting phenomenon: it appears that the smaller and denser the

area, the higher the need to integrate the above issues into integrative policy assess-

ment models, with broad stakeholder support. Not surprisingly perhaps, integrative

models have been developed mostly from the urban context, combining different

methodological angles, including economic geography, transportation engineering
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and supply chain management approaches into hybrid frameworks (Donnelly,

2007). There are hardly any examples of such comprehensive models outside an

urban context; SMILE (Tavasszy et al., 1998) being an exception. For this reason,

we devote special attention to urban freight models, and otherwise remain neutral

towards the question of tuning models for specific spatial scales.

Government departments responsible for transport policy have increasingly

become concerned about the lack of availability of operational tools to forecast

freight transport and understand the possible effects of policy measures. Besides

understanding the scientific state of the art in freight modelling, there is also a very

practical need to develop operational models (be it comprehensive, sketch type or

for back-of-the-envelope calculations). In order to cater for this practical demand,

we treat a number of implementation issues that modelling practice is confronted

with. This concerns the following topics:

1. Approaches to develop simplified freight models,

2. Modelling approaches that allow optimal use of available data,

3. Empirical results on elasticities and service valuation.

Ad 1. The design of the model should follow its purpose, and different purposes

require different designs. If one and the same model has to fulfil several purposes,

this may lead to unworkable or incomprehensible models. Methods and techniques

for reducing model complexity need to be discussed.

Ad 2. Despite the abundance of data in logistics and transport operations, data is

often proprietary and difficult to access. We often have to build on publicly avail-

able statistics or on large-scale, open surveys. Usually, several databases of differ-

ent nature and context are available, and data is missing. What data sources are

there and which modelling approaches fit best with these sources?

Ad 3. Models can generate numbers for recurrent use in policy making pro-

cesses; examples are monetary values for converting physical effects of policy into

economic effects, or elasticity values that describe the sensitivity of transport flow

volumes to changes in transport costs and times.

The discussion on these topics summarises the state of practice and provides

examples of concrete applications in freight modelling in various countries.

1.5 Organisation of This Volume

The book is organised according to the framework of the three markets as pre-

sented above, and a series of cross-cutting chapters to treat common issues of

implementation towards practical usage of models. Each of the Chapters 2�7

relates to one of the markets in the modelling framework. Chapters 8�11 focus on

cross-cutting issues related to implementation, summarising the state of practice in

this area and showing lines for research and development.

Chapter 2 describes the models used to depict the spatial demand for goods and

services: it describes the first layer of our framework. The chapter develops from

the inter-sectorial input/output models, through the well-known gravity model for
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interregional trade, culminating at integrated forms, such as the multiregional

input/output (MRIO) and SCGE models used in state-of-the art systems. Chapter 3

takes a different angle at freight and trip production: explaining goods flows with-

out explicitly modelling inter-sectorial relations (which is an important simplifica-

tion), using freight generation models. If mode choice does not need to be

modelled explicitly, trips can be modelled directly with trip generation models, giv-

ing a direct relation between economic aggregates and transport movements. For a

national freight model, mode choice often is indispensable, but for a model at the

urban scale, road transport may be the only mode that really matters. Chapter 4 fol-

lows up with a new model type that determines spatial organisation of flows

between production and consumption points via inventory networks (the second

layer). It explains how freight models can reproduce the spatial patterns of such

networks that arise from the need to store goods at intermediate places. Chapters 5

and 6 focus on the mode choice decision (the third layer), where the origins and

destinations of freight movements are fixed, except for possible immediate tran-

shipment between modes or cross-docking between carriers. Chapter 5 theoretically

and empirically explores the relations between mode choice and the decision of

shipment size, which had been ignored in most freight transport models but is mov-

ing more to the forefront now. Chapter 6 provides an account of the state of the art

in mode choice. Chapter 7 describes the state of the art in modelling the conversion

from freight (measured in metric tonnes) to trips (measured in vehicles), including

the physical and spatial parameters of these trips (i.e. their shipments and their

routing). In addition, the chapter focuses on the freight-typical question of empty

trips.

Chapter 8�11 take an integrative stance, compared to the previous chapters.

Chapter 8 outlines the development of models for urban freight systems, where the

representation of the interests of multiple stakeholders has been an important deter-

minant for model acceptance. Chapter 9 provides an overview of the empirical

results of models for use in policy assessment, in the sense of the monetary valua-

tion of freight performance and the elasticity of transport flows for changes in

costs. Chapter 10 focuses on the issue of data availability, linking the difficult issue

of lack of detailed public data and abundance of proprietary data about freight

transport, to alternative solutions in terms of model form. Chapter 11 discusses

opportunities for building simplified models where comprehensive models are not

feasible and presents lessons learnt from large-scale freight model development,

where they are available.
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2 Modelling Inter-Regional Freight
Demand with Input�Output,
Gravity and SCGE Methodologies

Olga Ivanova

Dutch Organization for Applied Scientific Research (TNO), Strategy and
Policy, The Netherlands

2.1 Introduction

Continuing population and economic growth, trade specialisation and globalisation

trends of the last decades have resulted in an unprecedented increase in freight trans-

port movements both in terms of volume as well as in terms of average distance.

Reductions in costs and improvements in the efficiency of freight transportation

have acted as drivers of further globalisation, economic growth and contributed to

the global integration of the capital market and an increase in the amount and scope

of foreign direct investments (FDIs) in different parts of the world.

International and inter-regional freight demand is determined by the spatial distribu-

tion of production and consumption activities. International freight flows mirror to a

large extent the trade flows between the countries with the exception of a relatively

small number of transit countries with large ports, such as Singapore, Panama and the

Netherlands, where some goods are being transhipped. The main driving forces of

freight transport demand include population growth and population migration, techno-

logical development, specialisation including access to natural resources, agglomera-

tion and dispersion forces. These drivers are quite similar to the drivers of international

trade which determines the methodologies that are currently being used for prediction

of international and inter-regional demand for freight transportation services.

It is well established in the literature that forecasting freight transport flows is

more difficult from a methodological point of view than modelling passenger trans-

port demand. This complexity is partially explained by the large number of actors

that are involved in the generation of freight transport flows as well as the large

number of heterogeneous goods that are being transported by a combination of dif-

ferent transport modes. The complexity of the freight movements is one of the

main reasons why the development of freight transport modelling has been lagging

behind the development of passenger transport modelling.

Existing methodologies also differ with respect to the aim of the overall analysis.

Most of the existing freight transport models are designed to assess the effects
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of what-if scenarios, such as for example changes in the transport costs, rather than to

provide a long-term forecast of the developments in freight demand. The later task is

more difficult and requires knowledge on the long-term changes in the worldwide pro-

duction and specialisation patterns. Usually this is done via a construction of long-

term scenarios outside of the modelling tool. The realisation of a specific scenario is

uncertain and their complexity varies depending on the type of the policy or research

question at hand.

In 2008, Paul Krugman was awarded the Nobel Prize in economics for his work

on the ‘analysis of trade patterns and location of economic activity’. The develop-

ment of his groundbreaking theory and related models had a major influence on

our understanding of the role that freight transport costs play in economic develop-

ment and location decisions of firms and individuals. The work of Krugman laid

the foundation for the new economic geography (NEG) theory which gives an

explanation for the mechanisms of agglomeration and dispersion forces behind the

geographical patterns of various types of production activity. Since distance and

associated transport costs play a central role in the explanation of agglomeration

patterns NEG theory is currently used in several models that predict changes in

international and inter-regional freight demand flows.

The spatial patterns of production and consumption activities give rise to inter-

national and inter-regional trade and freight transportation flows. The general meth-

odology of modelling freight demand involves the following two steps:

(1) representation of spatial distribution of economic activities that is spatial demand

and supply of commodities and their changes as response to policies and macroeco-

nomic trends; (2) given the spatial distribution of demand and supply for various

commodities the trade flows between countries and/or regions are calculated on the

basis of models of micro or representative economic behaviour of the trader.

The main approaches that are used for modelling of trade flows between regions

and hence freight demand given a particular spatial distribution of supply and

demand include:

� structural spatial models and in particular gravity model;
� discrete choice models, such as logit and nested logit;
� (nested) constant elasticity of substitution (CES) functions used as a part of spatial

computable general equilibrium (SCGE) models.

Spatial interactions model is an aggregated one and includes the representation

of aggregated spatial zones and economic activities. The most popular spatial inter-

action model is the gravity model that assumes that the trade flows (or other inte-

gration flows such as migration for example) between two zones depend positively

on the level of economic activity in these zones and negatively upon the distance

(proxy for transportation costs) between them. Gravity models have been widely

used in the last decades in order to forecast the development and changes as result

of policies of the international trade flows.

Discrete choice models describe, explain and predict choices between two or

more discrete alternatives, such as choosing between modes of transport and/or ori-

gin of a particular final/intermediate commodity. Daniel McFadden has won the

14 Modelling Freight Transport



Nobel Prize in economics in 2000 for his work in developing the theoretical basis

for discrete choice models. These models including logit and nested logit types

relate the choice made by each person to the attributes of the person and the attri-

butes of the alternatives. For example, the choice of the wholesaler from which

region to purchase commodities depends on the regional prices, transportation costs

between the regions and some unobserved characteristics of the regions. Logit and

nested logit models estimate the probability that a person chooses a particular

alternative.

The CES production function was introduced by Arrow, Chenery, Minhas and

Solow in 1961. Formally, the elasticity of substitution measures the percentage

change in factor proportions due to a percentage change in the marginal rate of

technical substitution. This function has nice mathematical properties and has been

widely used in general equilibrium models. CES function has also been the core of

the NEG models and allowed one to capture the representation of the complex

agglomeration forces. It has been demonstrated by Anderson, de Palma, & Thisse

(1987) that the CES demand function is a special case of a nested logit model

whose second stage is deterministic.

The main methods that are currently used in order to investigate the spatial dis-

tribution of economic activity and inter-regional trade flows include:

� microeconomic theory in particular the Von Thünen and Alonso models,
� spatial accounting models in particular inter-regional input�output (IO) and SCGE

models.

Microeconomic theory focuses on the representation of the individual behaviour

of consumers and producers. The applications of this theory to the location of activ-

ities includes Von Thünen model which captures the impact of transportation costs

on land use and land prices. Alonso has further introduced the bid-price curve for

the land prices that has been widely used in the land-use transport-interaction mod-

els, such as MEPLAN and URBANSIM (Sivakumar, 2007). The models based on

the microeconomic theory include the decisions of households and firms that are

based on utility and profit maximisation assumptions in combination with equilib-

rium on the land market that results in the equilibrium land prices.

The spatial accounting models include inter-regional IO models and SCGE models.

IO models describe the inter-industry relationships in terms of intermediate inputs.

The IO model has been originally proposed by the Nobel Prize winner Leontief and

has been focuses on the single country interactions between the industries. The output

and intermediate inputs of the industries in his analytical framework are driven by the

developments in final demand of the households.

Standard multi-regional IO models are not flexible as their inter-regional trade

coefficients are constant and do not reflect the changes in regional prices and inter-

regional trade and transport costs. Random utility can be adopted in order to

describe how sectors choose in which region to purchase their intermediate inputs

in a utility maximising or cost minimising way. This can be done using the discrete

choice models including logit and nested logit. These models are estimated econo-

metrically and integrated within the general structure of the IO model.
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The background of SCGE models can be found in the theory of Walras. Its core

is the concept of market equilibrium where the ‘invisible hand’ of Adam Smith

acts an auctioneer and keeps demand equal to supply on all the markets in the

economy. The SCGE model belongs to the class of microeconomic-based macro-

models since it includes the representation of microeconomic behaviour of

economic agents, such as utility maximisation and profit maximisation as well as

the representation of all markets in the economy.

The rest of the chapter is organised as follows. We start with an overview of the

present state-of-the-art in international and inter-regional freight demand model-

ling. This overview pays particular attention to the differences between the theoret-

ical and empirical literature as well as the pros and cons of each of the existing

methodologies. We further focus on the three main approaches to the modelling of

freight demand including gravity model, the IO framework and spatial general

equilibrium modelling. Each of the methodologies is explained in detail and the

implementation challenges are discussed. In the concluding part of the chapter we

provide the comparison between the three main methodologies and present our

view of the future research agenda in the field of gravity and spatial general

equilibrium modelling.

2.2 State-of-the-Art in of Inter-Regional Freight Demand
Modelling

During the past decades the modelling of trade flows and consequently freight flows

has been widely researched and different methodologies have been developed in order

both to forecast the future trade flows between the countries as well as to analyse the

changes in trade patterns as a result of some macroeconomic and policy changes. The

forecasting of the trade flows is done with the use of econometric models, such as spa-

tial interaction models and in particular the gravity model. The parameters of these

models are based on the historical data and are usually statistically significant.

The ‘what-if’ scenarios are usually analysed with the use of the simulation mod-

els including inter-regional IO models and SCGE models. Simulation models focus

on capturing the structure and main drivers of the trade flows including the location

of various production and consumption activities, the level of transportation and

trade costs as well as the impact of various policy instruments, such as taxes and

subsidies. The advantage of using SCGE models for the calculation of the trade

flows is that they allow for endogenous calculation of impacts of transport costs

and trade tariffs on the regional price levels, production and income distribution

between the regions.

One of the widespread critiques of the use of SCGE models for predicting

changes in trade flows is that most of their parameters are not estimated economet-

rically and hence their results cannot be validated statistically. Despite this critique

the result of applied SCGE models have been found robust and theoretically correct

in many trade-related studies. Besides that, the possibility exists (1) to use
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econometrically estimates parameters as a part of SCGE models and (2) to integrate

econometrically estimated models of trade within the SCGE structure.

Econometric approaches to modelling international trade (Erlander & Stewart,

1990) have mostly focused on the gravity equation and prediction of the total trade

flow between the pair of countries as a function of their Gross Domestic Products

(GDPs), bilateral distance (as a proxy for transport costs) and some other explana-

tory variables, such as non-monetary trade barriers (custom procedures), history,

culture and institutions.

The importance of transport infrastructure for productivity and economic growth

has been quite widely investigated in both theoretical and empirical literature

(Banister & Berechman, 2001). It has been pinpointed as one of the main factors

behind the production specialisation and the volume of international trade. The

main mechanism behind this finding is that the stock of transport infrastructure is

the main explanatory factor for the level of transport costs.

In the majority of trade literature transport costs have been considered as exoge-

nous variables and approximated by the geographical distance between the geo-

graphical locations. This assumption has been largely justified by the absence of

reliable data on the transportation costs as well as the focus of the present trade-

related research on trade factors other than transport infrastructure and logistics.

Most of the existing empirical literature on the gravity model focuses on aggre-

gated trade flows data and ignores the differences between various commodities

and region pairs in terms of the impact of transport costs on trade patterns and

volumes. This aggregated approach does not allow for making policy-relevant con-

clusions related to particular industries and commodities and diminishes the useful-

ness of the econometric analysis.

The focus of researchers on the aggregated trade flows might be explained by

the large heterogeneity in the results of econometric estimates on the detailed trade

data by commodity type in combination with a large share of non-significant para-

meters in case of regressions for detailed commodity groups. Another challenge is

the presence of a significant number of zero trade flows in the detailed data which

requires the use of more sophisticated econometric estimation techniques. Instead

of using ordinary least squares (OLS) for the estimation a researcher should then

make use of the more advanced Poisson, Tobit or Heckman’s two-stage estimation

models (Helpman, Melitz & Rubinstein, 2008; Santos Silva & Tenreyro, 2006) in

order to properly estimate the gravity model in the presence of zero trade flows.

Another strand of literature is related to the use of multi-regional IO model with

fixed and variable trade coefficients. The basic concept of this modelling frame-

work can be traced back to the theory of Keynes that has introduced the concept of

effective demand postulating that production is determined by consumption.

Leontief has translated this theory to the multi-sectoral setting and proposed the

country-level IO framework which was able to simulate the inter-industry relation-

ship via the use of fixed technical input coefficients. The work on the multi-

regional IO models was pioneered by Chenery, Isard and Moses in the 1950s.

These works have introduced inter-regional trade coefficients that allow for calcu-

lation of inter-regional trade but did not specify any functional forms behind them.
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The development of the random utility theory (see Chapter 6) has allowed for

development of the functional forms for the trade coefficient that are based on

microeconomic behavioural principles. In the new generation of multi-regional IO

models with variable trade coefficients, inter-regional trade flows respond to the

changes in inter-regional trade and transport costs.

Even though the multi-regional IO models with variable trade coefficients took

into account the impact of transport costs on trade patterns and volumes, they still

did not account for changes in prices, links between changes in households’

incomes and expenditures and were purely demand-driven. These drawbacks gave

rise to another strand of modelling literature, namely SCGE modelling. The back-

ground of these models can be found in the theory of Walras. Its core is the concept

of market equilibrium where the ‘invisible hand’ of Adam Smith acts as an auction-

eer and keeps demand equal to supply on all the markets in the economy. The

SCGE model belongs to the class of microeconomic-based macro-models since it

includes the representation of microeconomic behaviour of economic agents, such

as utility maximisation and profit maximisation as well as the representation of all

markets in the economy.

Computable general equilibrium (CGE) models offer a framework to model the

full level of economic interactions, based on IO tables and national account data.

SCGE models typically are comparative static equilibrium models of inter-regional

trade and location based in microeconomics, using utility and production functions

with substitution between inputs, mostly modelled using CES equations. Since the

‘revival’ of regional economics, particularly attributed to the work of Fujita,

Krugman & Venables (2001), many SCGE models incorporate the monopolistic

competition framework of Dixit�Stiglitz to represent the effects of regional com-

petition and concentration of economic activity.

During the past decade, several SCGE models have been developed for the anal-

ysis of policy-related questions. Some examples of well-known CGE models with

disaggregation on the level of regions are CGEurope (Bröcker, Korzhenevych &

Schuermann, 2010), RAEM (Ivanova et al., 2007), GEM-E-3 (Capros et al., 1997),

etc. The present SCGE models have a sophisticated theoretical foundation and

rather complex, non-linear mathematics. The latter is precisely the reason why

SCGE models are able to model (dis)economies of scale, external economies of

spatial clusters of activity, continuous substitution between capital, labour, energy

and material inputs in the case of firms, and between different consumption goods

in the case of households.

The main basis and logical assumptions of SCGE can be summarised in a

few lines:

1. Interaction between regions is costly and requires transport, which is essential in the

model.

2. The further two regions are apart, the more costly the interaction (increased transport and

trade costs).

3. Trade interactions are modelled with CES functions, applying the Armington assumption.

The Armington assumption states that imported and domestically produced products are

imperfect substitutes (or varieties) and that consumers prefer a ‘balanced’ amount of these
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goods. The later means that the consumer cannot fully replace domestic goods with the

imported ones and vice versa.

4. Passenger and freight transport behave differently. Freight transport is often modelled in

much more detail and is the main source of interaction between regions.

5. Supply should equal demand at the regional level, reflecting market clearance.

6. In the framework of Dixit�Stiglitz monopolistic competition, increased concentration of

industries increases the variety to consumers and leads to bonuses in terms of proximity.

The applications of SCGE models are mainly focused on regional infrastructure

investments, transport policy-related issues, such as road taxes or road charging

and regional planning (housing, labour market policy and land use).

2.3 Forecasting Inter-Regional Trade Using Gravity

2.3.1 The History of Gravity Model

The gravity model has been first introduced into economics by the Nobel Prize

winner Tinbergen and Linneman to explain the flows of international trade in

goods. Despite the lack of a solid foundation in behavioural theory, the gravity

model has proved to be quite robust and empirically sound. During the last decades

the gravity model has been applied in numerous studies in order to explain the fac-

tors that influence the changes in trade flows which include in particular the dis-

tance and related transport costs. The gravity model has been also implemented for

the modelling of trade in services, migration flows and capital (in particular FDIs)

flows between the different countries of the world.

The gravity model is based on the equations from the Newtonian physics. His

law of universal gravitation describes the gravitation force between the two masses

in relation to the distance that lies between them the following way:

Fij 5G
MiMj

d2ij
ð2:1Þ

The gravitational force Fij between the two bodies is a function of their masses

Mi and Mj divided by the square of the distance between them dij and multiplied

with the gravitational constant G that is identified empirically.

In case of trade flows this is translated into an equation where the bilateral trade

flow is a function of the sizes of the trade partners (their GDPs) and their proximity

(distance). The basic gravity equation can be formulated as follows:

Fij 5Oi � Dj � Rij ð2:2Þ

where Fij is a trade flow of goods, Oi is the vector of the characteristics of the

origin and Dj is respectively the vector of the characteristics of the destination, Rij

is the bilateral resistance factor that can itself be a function of various explanatory
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variables, such as distance, transportation and trade costs, non-monetary barriers to

trade, etc.

In order to simplify the econometric estimation of the gravity model, the equa-

tion above can be log-linearised in the following way:

F�
ij 5 log Fij 5α1β1 � log Oi 1β2 � log Dj 1β3 � log Rij 1 ε; εANðo;σ2Þ ð2:3Þ

2.3.2 Theoretical Foundations of Gravity Equation

The theoretical foundations of the gravity equation are based on the reduced form

of the spatial general equilibrium model with iceberg transport costs, monopolistic

competition and increasing returns to scale. Let us follow the modelling set-up

followed by Bergstrand et al. (2013).

Let us assume that there exists a single regional consumer with the CES utility

function depending on the amount of goods produced in different regions of the

economy. There are iceberg transport costs associated with movement of goods

between the symmetric regions. This means that a certain share of good disappears

during the movement to reflect transport costs. Regions and firms in the model are

symmetric meaning that all products in region i sell at the same price pi. The value

of the total trade flow between region and j denoted Xij is equal to nipitijcij, where

ni is the number of firms/varieties produced in region i, tij $ 1 are ad valorem ice-

berg trade costs (i.e. as a percentage of the value of trade flow) and cij is the

demand in region j of the output if each firm/variety in the region i. Given the CES

utility function in each of the region, the trade flow can be derived as a function of

regional effective demand Dj that is equal to the GDP of the region:

Xij 5 ni
pitij

Pj

� �12σ

Dj ð2:4Þ

where Pj 5
XN
n51

niðpitijÞ12σ

" #1=12σ

is the CES composite price index derived on the

basis of the consumer’s utility function.

It is assumed that each product/variety is produced under the increasing returns

to scale in a monopolistically competitive market using only one production factor,

labour. This assumption allows one to identify the equilibrium number of firms/

varieties on the market, ni.

The representative firm in region i is maximising its profits under the linear

costs function:

li 5α1φyi ð2:5Þ

where li denotes the amount of labour used for production by the representative

firm in region i, α is the amount of labour necessary to set up a new firm, yi is the
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output of the representative firm in the region i and φ is the labour costs per unit of

output. It is assumed that both fixed and variable labour costs are homogenous

across the regions.

The profit maximisation of the representative firm results in the condition for

the optimum prices of the output that are determined as the monopolistic markup

over the unit production costs:

pi 5
σ

σ2 1
φwi ð2:6Þ

where wi is the wage in region i and φwi represent the costs of a unit of production

output in the region.

Under the monopolistic competition zero economic profits in the equilibrium

with free entry of firms ensure that

yi 5
α
φ
ðσ2 1Þ5 y ð2:7Þ

and the output of each monopolistic firm is the same and is equal to y. An assump-

tion about the full utilisation of the labour endowment in each of the regions Li
results in the following equilibrium number of firms/varieties:

ni 5
Li

α1φy
5

Li

ασ
ð2:8Þ

Based on the assumptions and derivations presented above it is possible to

rewrite the formula for the total trade flows between the regions i and j as the func-

tion of regional-realised demands/GDPs, labour endowments and trade costs:

Xij 5DiDj

ðDi=LiÞ2σt12σ
ijPN

k51

DkðDk=LkÞ2σt12σ
kj

ð2:9Þ

The formula above represents the gravity equation that can be used for empirical

analysis.

2.4 Multi-Regional I/O Framework

2.4.1 Multi-Regional IO Models with Fixed Trade Coefficients

IO models represent the economic interactions between different economic agents,

such as firms and consumers in the economy. The models employ the representa-

tive actor assumption where the behaviour of heterogeneous firms in each sector

can be averaged out and represented as behaviour of one large firm. Assume that
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we have M production sectors and one representative consumer in the single region

economy. The IO model describes the monetary flows of commodities and services

between the economic agents in the following way:

Xm 5
X
n

xmn 1 Ym ð2:10Þ

where Xm is the total output of sector m that is defined as the sum of intermediate

uses of its products by all sectors in the economy xmn plus the final consumption of

the households, Ym. The direct purchases of the sectors can be expressed via the

use of Leontief technical coefficients amn as

xmn 5 amnXn ð2:11Þ

The initial equation can be than rewritten in a classical way as follows:

Xm 5
X
n

amnXn 1 Ym ð2:12Þ

The extension of IO model to multiple regions was first proposed by Isard in

1960, who has introduced an explicit spatial dimension into the inter-sectoral flows

table in the following way:

Xim 5
X
j

xmij ð2:13Þ

where xmij is the trade flows of production of sector m from region i to region j.

This can be rewritten in the classical way with the use of the technical coefficients

amnj:

xmij 5
X
n

amnj
X
k

xnjk 1 Ymj ð2:14Þ

If one denotes the total consumption of commodity m in region j as

Cmj 5
P

ixmji, this can be rewritten as:

Cmj 5
X
n

amnjXnj 1 Ymj ð2:15Þ

2.4.2 Introduction of Variable Trade Coefficients Using Random
Utility Theory

Standard multi-regional IO models are not flexible as their inter-regional trade

coefficients are constant and do not reflect the changes in regional prices and
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inter-regional trade and transport costs. In order to overcome this important draw-

back of the inter-regional IO models several empirical applications have made use

of the random utility theory in order to capture the impacts of changes in transport

costs on the share of commodities bought by firms and households in region i from

the rest of the regions in the model.

Random utility can be adopted in order to describe how sectors choose in which

region to purchase their intermediate inputs in a utility maximising or cost minimis-

ing way. Based on discrete choice theory the trade volume of sector n from region

i to region j is written as:

xnij 5Cnj

expðλnυnijÞX
k

expðλnυnkjÞ
ð2:16Þ

where λn is a dispersion parameter and υnijis the systematic utility that includes the

disutility of transport costs between the regions. It should be noted that the deriva-

tion of structural gravity model can be also based on modelling of individual dis-

crete choices of the trader that faces unobservable costs and benefits presented

above (Erlander & Stewart, 1990). The trader chooses the bilateral trade pair with

the highest benefit. The discrete choice model is used in order to represent the

behaviour of the population of individual traders and can be estimated econometri-

cally. Building on the multinomial logit one can derive a structural gravity model

based on the efficiency principle.

Random-utility multi-regional IO models still suffer from a number of important

deficiencies, in particular:

� They do not sufficiently take into account the interdependencies between incomes and

expenditures.
� They are demand-driven models and hence the supply side effects cannot be modelled

properly.

In the recent decade significant progress has been made in the field of

computable SCGE modelling that can be considered as a good alternative to inter-

regional IO models since they preserve the modelling capacities of inter-regional

IO models and compensate for their drawbacks mentioned above.

2.4.3 Overview of Empirical Inter-Regional IO Models

2.4.3.1 RIMS II

RIMS II is the regional IO modelling system for the United States (U.S.

Department of Commerce, 1997) that is used for the calculation of different type of

multipliers related to the regional effects of public and private sector projects and

development programs. RIMS II is based on an IO table derived from two data

sources: BEA’s national I�O table, which shows the input and output structure of

nearly 500 US industries, and the BEA’s regional economic accounts, which are
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used to adjust the national I�O table to show a region’s industrial structure and

trading patterns. One of the examples of use of RIMS II is the evaluation of

regional impacts of military base closings, impacts of expanding airports and

effects of the investments into shopping malls and sports stadiums.

2.4.3.2 IMPLAN

IMPLAN is a regional IO model for the United States.1 IMPLAN uses a uniform

national production technology and applies the data on regional coefficient

approach in order to regionalise the IO coefficients for the production sectors.

IMPLAN uses a top-down approach to build up its database. National data are used

as a restriction for the state data. Employment and earnings data are based on

County Business Patterns data and BEA data. IMPLAN estimates output at the

state level by using value-added report by BEA as proxies to allocate US total

gross output. Also, IMPLAN allocates state total gross output to counties based on

county employment earnings.

2.4.3.3 REMI Model

The REMI model was developed in 1980s for commercial applications and has

been extensively marketed to a large number of customers by the same named

firm.2 As a US regional model, the main market was the US state governments,

especially the state departments of transportation, but also a handful of European

customers purchased the services of REMI. Despite its commercial success and

continuous revision, conceptually the model is based on the state of the regional

science of the 1970s and 1980s.

REMI is a hybrid model that links an IO core to a regional econometric model.

Without the econometric responses REMI collapses to a standard IO model. The

econometric specifications are neoclassical in nature. The model uses the notion of

regional for the long-term representation of regional economic growth.

2.4.3.4 FIDELIO 1

Fully inter-regional dynamic econometric long-term input-output (FIDELIO) model for

the EU27 is a new hybrid econometric and IO model developed for Joint Research

Centre (JRC) � Institute for Prospective technological Studies (IPTS) that uses the lat-

est World Input Output Database (WIOD) data set (www.wiod.org) for the estimation

of its econometric core (Kratena et al., 2013). It uses a set of supply-use tables at the

level of 59 NACE industries/commodities for the EU27. For the representation of factor

demand and trade FIDELIO uses flexible functional forms, such as Translog and AIDS.

Private consumption in the model is a result of a dynamic optimisation process

with durables and non-durables. FIDELIO focuses on energy and the energy effi-

ciency of the durables purchases by households. The production functions in the

1 See http://implan.com/V4/Index.php Accessed 24.07.13.
2 See Regional Economic Models Inc. http://www.remi.com/ Accessed 24.07.13.
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model are described by a Translog model that differentiates capital, labour, energy,

imported and domestic intermediates. That gives a different model of international

trade as compared to the standard CGE model that makes use of the CES functions.

The model includes satellite accounts for energy and environment based on WIOD

data set. Labour supply is modelled under the assumption of wage bargaining based

on the wage curve model.

2.4.3.5 IDEM

Integrated demographic and economic model (IDEM) of Italy is a multi-regional

model of the Italian economy that consists of the demographic part that is based on

spatial cohort-component approach, and an economic part that is based on a multi-

regional IO approach ( Fachin & Venanzoni, 2012). The two parts of the model are

interlinked by productivity growth, labour market participation and migration flow

variables. The model has been used for regionalisation of national economic fore-

cast of the Italian Treasury and evaluation of regional public investments and inter-

ventions, such as, for example, investments into transport infrastructure.

2.4.3.6 PECAS

The production exchange and consumption allocation system (PECAS) model for

Canada and United States has been developed by Dr. Doug Hunt and Dr. John

Abraham of the University of Calgary (Hunt & Abraham, 2009). It consists of two

principal models: (1) activity allocation (AA) model: an aggregate, equilibrium

spatial IO model and (2) spatial development (SD) model: a disaggregate state-

transition model. The core of PECAS is a spatial IO model that represents the mon-

etary trade flows between different regions. The monetary inter-regional trade

flows are further translated into the commodity flows in physical units. The model

is static and calculates regional consumption prices on the annual basis. PECAS

includes the representation of labour market and real estate market as well as the

markets for other goods and services.

2.5 Spatial General Equilibrium Models and NEG Effects

2.5.1 Overview of the Methodology

SCGE is a regionalised version of the CGE model and has all its major features.

SCGE models are usually calibrated on the multi-regional social accounting matrix

(SAM) for 1 year. (S)CGE models incorporate microeconomic behaviour of all

major agents in the economy as well as the main macroeconomic relationships,

such as market balance, the relationships between savings and investments, trade

balance and interest rate, governmental balance, etc. During the last decades they

have proved to be an interesting and important tool for policy analysis.

According to Thissen (1998, p. 2) a CGE model is ‘the general equilibrium links

among income of various groups, the pattern of demand, the balance of payments
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and a multi-sector production structure. Moreover, the model incorporates a set of

behavioural equations describing the economic behaviour of the agents identified

in the model and the technological and institutional constraints with which they are

faced. The model is in general equilibrium, because a set of prices and quantities

exists, such that all excess demands for commodities and services, in nominal as

well as in real quantities, are zero.’

CGE models consist of the behavioural investment, demand and supply equa-

tions, where the coefficients are either estimated econometrically or calibrated (the

calibration technique is explained later in this section). Fundamental macroeco-

nomic behavioural equations are based on the microeconomic theory of producer

and consumer. CGE models incorporate linkages between the production sectors in

the form of inter-sectoral trade. They describe how much of each commodity and

service a sector needs to buy both per unit of the output and in total. The amounts

of commodities and services used per unit of production output are determined

endogenously and depend upon the production technology of the sector and relative

prices of commodities and services.

The choice of the closure rule of the (S)CGE model reflects the macroeconomic

theory the model-builder believes in. For example, according to the neoclassical

theory labour is paid a wage equal to its marginal productivity and is flexible,

whereas according to the neo-Keynesian theory nominal wage is fixed and does not

move. The choice of the macroeconomic closure affects the possibilities for policy

simulations with the (S)CGE.

The macroeconomic part of the (S)CGE model includes the relationship describ-

ing the development of the capital stock, where the stock at year t is equal to the

stock in year t2 1 minus depreciation plus investment. It also includes the saving

decisions of the households and firms. In the simplest case, firms save enough to

cover their depreciation plus expected economic growth rate and households save a

constant share of their disposable income each period of time. Total savings are

spread between different sectors (and regions) based on the expected rate of return

and depreciation in a particular sector (and region). The rule according to which

savings are allocated to different sectors varies between the (S)CGE models and

reflects the assumptions of the model-builder about expectations and behaviour of

the economic agents.

2.5.2 Calibration of SCGE Models

Calibration is the most widely used methodology to derive a consistent set of para-

meters of the SCGE model. In order to derive these parameters one has to assume

that the initial data set of the model represents the equilibrium point and hence can

be viewed as a reference equilibrium. The parameters of the model are calculated

in such a way that the model solution reproduces the empirical data set of the

model. The core of an SCGE model database is the SAM that represents the mone-

tary flows in the economy and makes sure that a number of equilibrium conditions

are satisfied. The columns of the SAM represent the economic sectors whereas the

rows represent the markets for goods, services and factors of production. The
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columns of the SAM provide information about the intermediate and factor inputs.

The total sum of production inputs equals the sum of sector-specific outputs which

corresponds to the equilibrium zero profit condition. The rows of the SAM provide

information about supply of and demand for goods, services and factors of produc-

tion. The total sum of supplies is equal to the total sum of demands which corre-

sponds to the market equilibrium condition.

The calibration procedure has generated a lot of criticism on the literature due to

the impossibility of performing a sound statistical test on the values of the model

parameters. This requires modellers to make sure that each model simulation is

accompanied by thorough sensitivity analysis. An alternative technique is an

econometric estimation of model parameters based on time series, cross section

and/or panel data. This technique is widely used for macroeconomic general equi-

librium models with small number of equations but impossible to use in the case of

SCGE models due to (1) lack of data necessary for full econometric estimation and

(2) lack of powerful solution algorithms for the estimation of large systems of

equations. As a compromise some existing empirical SCGE models use a number

of econometrically estimated parameters and calibrate the rest of them on the initial

data of the SAM.

2.5.3 Simple Mathematical Formulation

The following mathematical formulation of a simple SCGE model is an extension

of the model used by Krugman for the derivation of the gravity equation and fol-

lows the notations and structure explained in Section 2.3 of this chapter. It illus-

trates the main elements of the modelling framework which should be considered

as the core of the model and by no means as the ultimate structure. In real applica-

tions the model structure reflects the research question at hand and the data avail-

ability of each particular country.

The core SCGE model represents a closed economy with N sectors,

n5 1; 2; . . .;N and I regions, i5 1; 2; . . .; I. Each sector is assumed to produce only

one type of commodity hence there is a full correspondence between sectors and

commodities. In each region there are three types of the activities: production, trans-

port and final consumption. The inter-regional part of the model is based on the so-

called pooling concept. This concept states that the commodities of type i used for

intermediate and final use in region r are first merged into a pool of commodity i in

region r and only after that delivered to intermediate and final consumers. This

assumption implies that the regional mix of each commodity does not vary between

the final and intermediate consumers in a particular region. The pooling concept

greatly simplifies the data requirements and the dimensionality of SCGE model.

Each region i of the model includes N production sectors, one household and N

transport agents or wholesalers who choose the regional mix of each commodity

consumed in the region r. Sector i in region r produces its output using pooled

goods and labour as its production inputs. The regional household earns its income

from selling its labour endowment and purchases final consumption goods from the

region-specific pool.
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Each regional transport sector or wholesaler operates under the CES utility function

depending on the amount of goods produced in different regions of the economy.

There is commodity-specific ad valorem iceberg transport costs tnij associated with

movement of goods between the symmetric regions. This means that a certain share of

the goods disappears during the movement. Given the CES utility function of the

transport sector or wholesaler in each of the regions, the trade flow can be derived as:

Xnij 5
pnitnij

qnj

� �12σn

Snj ð2:17Þ

where, qnj 5
PN
n51

ðpnitnijÞ12σn

� �1=12σn

is the CES composite price index derived on the

basis of the CES utility function of the transport sector or wholesaler and Snj is the

total sales of the commodity n in the region j. The total regional sales consists of

intermediate consumption by the production sectors Qnkj plus the final consumption

by the regional household Cnj that is Snj 5
P

kQnkj 1Cnj. The CES composite price

index qni represents the equilibrium prices of the pooled commodities in region i.

The output of commodity n in region iYniis produced according to the

Cobb�Douglas production function that uses labour Lni and the aggregate of inter-

mediate inputs Qnkj as its factors:

Yni 5 Lαn

ni L
k

Q
γkn
kni

� �12αn

ð2:18Þ

where αn and γin are specific Cobb�Douglas shares of labour and intermediate

inputs.

Optimal intermediate and labour inputs of the firms are derived as a result of

costs minimisation under the technology constraint represented by the production

function in the following way:

Lni 5
αnYnipni

wi

ð2:19Þ

Qkni 5
ð12αnÞγinYnipni

qki
ð2:20Þ

Based on the functional form of the production function, the unit production

costs are calculated as:

cni 5wαn

i L
k

q
γkn
ki

� �12αn

ð2:21Þ

Regional households use the income that they get from selling their labour

endowment Li to the firms in their region on purchasing pooled commodities from
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the transport sector or wholesaler. The amount of purchased good is derived on the

basis of the following utility maximisation problem:

Ui 5 L
k

C
βk

ki ! max;
X
k

Ckiqki 5 Liwi ð2:22Þ

The optimal households’ demands are derived as:

Cki 5
βkLiwi

qki
ð2:23Þ

Equilibrium market conditions of the model include equilibrium on the regional

labour market which determines the level of the regional wages wi:

X
n

Lni 5 Li ð2:24Þ

And equilibrium on the commodity market that determines the level of the

producer prices pni:

Yni 5
X
k

Xnik ð2:25Þ

The latter equilibrium condition states that the level of the output in a particular

region is equal to the sum of all outgoing trade flows plus the consumption in the

own region. These trade flows represent the region-specific demands for the output

produced in the region. The combination of intermediate and final demand equa-

tions with the market equilibrium conditions gives the formulation of a simple

SCGE model.

2.5.4 Including the Spatial Dimension

A geographic or spatial dimension has been included in formal economic analysis

in a number of different ways over the years. Many papers have dealt with geogra-

phy and space or distance through proxies, like transport costs or land price gradi-

ents or labour mobility. A geographic pattern of economic activity arises through a

tension or balance between centripetal forces that agglomerate economic activities

and centrifugal forces that break up or limit the size of agglomerations.

Ottaviano & Puga (1997) distinguish four mechanisms leading to circular and

cumulative spatial concentration of economic activities: labour migration, IO lin-

kages due to intermediate goods, factor accumulation and the combination of inter-

temporal linkages, history and expectations.

Peripheral regions may lack the critical mass to hold on to an economic activity.

Consequently, regional policy may be only temporarily successful in luring
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economic activity towards the periphery. Even worse, increasing the degree of

inter-regional freedom of trade by large infrastructure projects, by product harmo-

nisation, or by any other act that fosters economic integration may have a perverse

impact on the periphery since it may become profitable for firms to relocate to the

core and serve the peripheral market from there. The NEG combines insights from

regional science within a consistent general equilibrium framework. It stands as the

only theory within mainstream economics that takes the economics of location

seriously.

2.5.5 Capital and Labour Mobility

The relation between growth and agglomeration depends crucially on capital mobil-

ity. Without capital mobility between regions, the incentive for capital accumula-

tion and therefore growth might lead to a self-reinforcing unidirectional

agglomeration force that moves all economic activity into one location also called

a ‘catastrophic’ spatial agglomeration. In the absence of capital mobility, some

results are in fact familiar to the NEG (Fujita et al., 2001): a gradual lowering of

transaction costs between two identical regions first has no effect on economic

geography but at some critical level induce catastrophic agglomeration. In the

model presented in this chapter, in the absence of migration, ‘catastrophic’ agglom-

eration means that agents in the south have no more private incentive to accumu-

late capital and innovate. The circular causality which gives rise to the possibility

of a core-periphery structure is common in economic geography models that are

characterised by both production and demand shifts which reinforce each other.

The production shift takes the form of capital accumulation in one region (and de-

accumulation in the other) and the demand shift takes the form of increased perma-

nent income due to investment in one region (and a decrease in permanent income

in the other region).

2.5.6 Agglomeration/Dispersion Forces

Three different explanations exist for the existence of spatial agglomerations: one

is the natural advantages of different regions, another captures the intuition that

agglomeration can occur when firms benefit from production externalities, and the

last one describes how market access forces may cause agglomeration. Each type

of agglomeration produces different relationships between residential land rents in

regions where an industry operates, that industry’s productivity, that industry’s

share of regional employment, and the diversity of regional employment across all

industries.

The natural advantages model includes different industries, each of which uses

an industry-specific raw material, as well as labour, in its production process.

Regions differ in their endowments of these raw materials. These raw materials

cannot be transported from one region to another, so firms may find it advanta-

geous to locate in regions with a large endowment of the industry-specific natural

resource used in their production process. Thus, natural advantage is manifested in
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the exogenous pattern of raw material availability; producers located in a region

with a large endowment of their required raw material will have an advantage over

competitors located in a region with a small endowment of their required raw mate-

rial, since their raw material input will be available at lower cost.

Next firms benefit from local production externalities, which exist when a firm’s

production possibilities depend on the actions of other firms located in the same

region. Specifically, a firm’s production possibilities vary with the employment

decisions of other nearby firms. This type of production externality may be the

result of knowledge spillovers that occur when employees in different firms have

informal contact with each other, or because high turnover in local employment

allows a firm to benefit from the knowledge its employees acquired at their previ-

ous jobs. Production externalities are typically classified as either localisation

externalities or urbanisation externalities. Localisation externalities exist when

firms benefit from proximity to similar firms or other firms in the same industry.

Urbanisation externalities exist when firms benefit from locating in a diverse loca-

tion or from proximity to firms engaged in variety of different industries.

A third source of agglomeration is agents’ desire for proximity to markets. If

goods are costly to transport, then consumers want to be close to as many produ-

cers as possible in order to reduce the cost of purchasing goods. At the same time,

producers want to be close to as many consumers as possible in order to have the

largest possible market for selling their output. Together, these forces generate a

circular causality in which agglomeration occurs because consumers and producers

want to be close to each other.

2.5.7 Review of the Empirical SCGE Models

2.5.7.1 MIRAGE

MIRAGE is a multi-region, multi-sector CGE model developed by CEPII for trade

policy analysis.3 MIRAGE uses the latest version of the Global Trade Assessment

Project (GTAP) global database. The model includes the representation of imper-

fect competition, product differentiation and FDI. MIRAGE includes a very

detailed representation of trade barriers based on the database MAcMaps. The

model has been tested using the trade liberalisation between the European Union

and its periphery as an example. Imperfect competition in the model follows a

Cournot oligopolistic framework. It combines horizontal product differentiation

with geographical differentiation. The model is dynamic and uses a recursive set-

up. The number of operating firms in each of the oligopolistic sectors is determined

endogenously in the model. Dynamic part of the model includes the representation

of capital reallocation and FDI flows. MIRAGE includes three attractive modelling

features that distinguish it from other trade-oriented CGE models: (1) explicit

modelling of FDI flows, (2) vertical product differentiation, (3) representation of

monetary and non-monetary trade barriers.

3 See http://www.mirage-model.eu/miragewiki/index.php?title5Accueil Accessed 24.07.13.
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2.5.7.2 GEM-E3

GEM-E3 is an applied general equilibrium model for the European Union that has

been developed by the consortium led by Technical University of Athens and sub-

sequently used for energy and environmental policy analysis.4 The model is based

on EuroStat data. It includes the representation of markets for goods, services,

labour and capital. GEM-E3 represents each EU member state individually and

links them with the international trade. It incorporates the representation of various

sectors of the economy. The model is recursively dynamic over time and includes

the representation of capital accumulation and technological progress. Investment

decisions are based on backward-looking expectations. The model has detailed

representation of the governmental sector with its major taxes, subsidies and trans-

fers. The focus of GEM-E3 is energy-environmental policies and systems. It

includes the representation of emissions and abatement curves.

2.5.7.3 DART

The dynamic applied regional trade (DART) general equilibrium model is a multi-

region, multi-sector, recursive-dynamic CGE model that has been developed by the

University of Kiel (Springer, 1998). The model uses GTAP database for calibration

of its parameters. Each region of the model includes the representation of producers,

consumers, government and investments. The world in DART is divided into several

regions that are linked by international trade. It is a recursive dynamic model where

the time periods are connected by capital accumulation. Dynamics of the model is

based on assumptions about economic growth rates and population changes. The

output of each sector is produced using the combination of energy with intermediate

inputs and primary factors of production including capital, labour and land. Energy

use in the model is associated with the greenhouse gas (GHG) emissions.

2.5.7.4 MONASH

The MONASH model has been developed by the Centre of Policy Studies and

Impact Project at Monash University, Australia.5 The model is an extension of the

static ORANI model for Australia. MONASH is a multi-regional, multi-sectoral

dynamic CGE model system which allows for different choices of the levels of sec-

toral and regional disaggregation. One can also apply different assumptions with

regard to behaviour of economic agents. In particular one can change assumptions

about the types of expectations of the economic agents. The model includes the

representation of inter-regional transport margin that are required for trade of goods

and services in the model. All economic agents make inter-temporal decisions,

where firms maximise their discounted profits by making investment decisions and

households decide upon the share of disposable income that is spent on consump-

tion and savings. MONASH allows for different types of closures. Depending on

4 See http://ipts.jrc.ec.europa.eu/activities/energy-and-transport/gem-e3 Accessed 24.07.13.
5 See http://www.monash.edu.au/policy/monmod.htm Accessed 24.07.13.
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the type of the model run different assumptions regarding the set of exogenous

variables is adopted.

2.5.7.5 SCGE Model for Japan

Toshihiko Miyagi developed the SCGE model for Japan used for the assessment of

the indirect economic effects from Tokai�Hokuriku Expressway for the whole of

the country (Miyagi, 2001). The aim of the model is to calculate the multiplier

effects of the transport investment project at the regional and country levels. Japan

is split into nine regions based on the data from inter-regional IO table. The model-

ling on inter-regional transport flows is based on the use of CES functions.

2.5.7.6 CGEurope Model

CGEurope developed by the University of Kiel is a spatial general equilibrium

model for a closed system of 270 regions covering the whole world, with a focus

on Europe (NUTS2), and uses the NEG framework (Bröcker et al., 2010). All

regions are treated separately and are linked through endogenous trade. The infer-

ence method is comparative static, which means that in each model run two equi-

libriums (benchmark and scenario) are compared. The basis for comparison is a

generally understandable indicator, like real income, real GDP and the equivalent

variation measure.

In each region resides a set of households, owning a bundle of immobile production

factors, which is used by firms for production of goods. Two types of goods are con-

sidered: local and tradable. Local goods can only be sold within the region of pro-

duction, while tradables are sold everywhere in the world, including the own region.

Producers of local goods combine primary factor services, local goods and trad-

ables, using nested Cobb�Douglas technology with region-specific cost share para-

meters. The output of local goods is assumed to be completely homogeneous, and

is produced under constant returns to scale. Firms take prices for inputs as well as

for their output as given, and they do not make any excess profits.

Instead of directly selling this output to households or other producers, firms

can use it as the only input needed to produce tradables. The respective technology

is increasing returns to scale. Tradable goods are modelled as being close but

imperfect substitutes, following the Dixit�Stiglitz approach. Different goods stem

from producers in different regions. Therefore, relative prices of tradables do play

a role. Changes of exogenous variables (transport costs) make these relative prices

change and induce substitution effects. For producers of tradables, only input prices

are given, while the output price can be set under the framework of monopolistic

markup pricing. Due to free market entry, however, profits are driven to zero, as

they are in the market for local goods.

Two features that give the CGEurope model its spatial dimension are:

� the distinction of goods, factors, firms and households by location, and
� the explicit incorporation of transaction costs for goods, depending on geography as well

as national segmentation of markets.
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Two kinds of trade costs are introduced: costs related to geographic distance

(transport costs) and costs for overcoming impediments to international trade. The

former are modelled under the assumption that transport costs are increasing with

distance but at diminishing rate. The change of these costs will constitute the policy

scenario.

A new dynamic version of the model has been developed recently under the

European Commission’s FP6 REFIT project and is presently being tested (Bröcker

& Korzhenevych, 2013). The dynamic version includes inter-temporal investment

and savings decisions of the households and firms.

Experiences with the CGEurope model show the possibility of a successful

implementation of an applied SCGE model for all European regions as well as the

possibility of modelling investment decisions in a dynamic way within the model

structure. The model in its present formulation has a simple and clear mathematical

structure derived from microeconomic theory. The number of sectors represented

in the model is limited to only two: tradable and non-tradable, which does not

allow for extensive sectoral analysis and limits the type of policies which can be

assessed with the model. The focus of the model is on the assessment of transport-

related policies.

2.5.7.7 PINGO Model

The Norwegian model PINGO was developed with the aim of providing forecasts

for regional and inter-regional goods transports (Ivanova, Vold & Jean-Hansen,

2002). The model uses the assumption of a small open economy with Norway

being represented by 19 regions and one rest of the world region, allowing exports

and imports. Trade between regions are supported by an explicitly modelled trans-

port sector incurring transport costs. Origin-destination (OD) matrices combined

with transport costs from the Norwegian transport model NEMO have been used in

order to construct a SAM, used for calibration of the model. The model distin-

guishes between nine types of production sectors, one service sector and one

investment sector where the sectors act according to the assumption of perfect com-

petition. Through interaction with the transport model NEMO, forecasts are made

for mode-specific OD matrices, transport costs, transport volumes, etc. PINGO is a

static type model, where forecasts are driven by changes in exogenous variables,

such as policy variables and projections of regional populations.

2.5.7.8 SCGE Model for the Philippines

Goce-Dakila and Mizokami (2007) have developed an SCGE model for the

Philippines. The aim of their model is to identify the most efficient transport infra-

structure investment among three alternative transport modes � land, air and water

� for five regions in the Philippines. The model utilises the assumption of perfect

competition. It includes the representation of seven production sectors with three

types of transport services: water, air and land transport. The demand for transport

services is derived on the basis on intermediate demand. Each sector produces
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using two types of production factors: labour and capital. The effects of transport

infrastructure investments are simulated as productivity shocks to the three trans-

portation sectors in the model.

2.5.7.9 B-MARIA Model for Brazil

B-MARIA is the SCGE model for Brazil that has been developed and is presently

maintained by the University of Sao Paulo (e.g. see Haddad & Hewings, 2005).

Then model includes the representation of 27 regions of Brazil and eight different

production sectors each producing a specific commodity. The sectors included into

the model are: (1) agriculture, (2) manufacturing, (3) utilities, (4) construction,

(5) trade, (6) financial institutions, (7) public administration and (8) transport.

Besides the production sectors each region includes the representation of the

household and the regional government. At the national level the model includes

the representation of the federal government and international trade. The model has

been calibrated on the data from the inter-regional IO tables for Brazil for the year

1996. The model is static and can operate under two different closer rules: (1) short

run and (2) long run. In addition to the assumption of capital immobility the short-

run closure of the model also includes fixed regional population and labour supply

in combination with fixed regional wage differentials. In the case of the short run,

investments of the firms are exogenously fixed. Governmental deficit has been also

exogenously fixed in this version of the model.

The latest version of B-MARIA (Haddad & Hewings, 2005) includes increasing

returns to scale via a combination of a CES production function with the fixed

entry costs to the industry. The model also includes the representation of the

Brazilian transport network. The transport network is included in the model via the

inclusion of the real transport margins (in contrast to the iceberg costs assumption)

into the model. Transport services in the model are produced by regional transport

sectors using labour, capital and intermediate goods. Inter-regional freight transport

flows generated by the model are further mapped to a geo-coded transport network.

The transport network model allows one to calculate the inter-regional transport

costs as a function of the freight flows and report them back to the economic part

in an iterative manner.

2.5.8 The RAEM Family of SCGE Models

2.5.8.1 RAEM-Light Model

RAEM-Light model is constructed under the assumption of perfect competition

and constant returns to scale and hence are not able to capture the NEG features

(Koike & Thissen, 2005). The economy consists of multiple regions that are linked

by inter-regional trade. Labour and capital are immobile between the regions.

Transport margins are modelled based on the iceberg assumption that is a certain

share of commodity disappears during transportation from one region to another.

RAEM-Light includes the elements of stochasticity. The choice of the origin for
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the goods purchased by consumers and producers is determined on the basis of

logit type of model. This model estimated the probability that consumers and pro-

ducers will choose to buy goods from a particular region. This probability if influ-

ences by regional prices and transportation costs. The total inter-regional trade

flow is calculated as the total demand multiplied by the logit probability. The

model has been implemented for Japan, the Netherlands and Hungary.

2.5.8.2 RAEM Model

RAEM is the SCGE model for the Netherlands that has been developed by the

Netherlands Organisation for Applied Scientific Research (TNO) in cooperation

with the University of Groningen. It has also been implemented for Belgium,

BeNeLux, Norway, Russia and the European Union (RAEM-Europe). The model

fits in the NEG theory. The latest (dynamic) version of the model (RAEM 3.0) for

the Netherlands has been developed in a joint project of TNO with Transport and

Mobility Leuven during the years 2006�2007 (Ivanova et al., 2007).

The RAEM model includes the representation of the microeconomic behaviour

of the following economic agents: production sectors differentiated according to

the SBI93 Dutch classification; an investment agent; federal government and an

external trade sector. The model is a dynamic, recursive over time, model, involv-

ing dynamics of capital accumulation and technological progress, stock and flow

relationships and backward-looking expectations. The recursive dynamic structure

is composed of a sequence of several temporary equilibriums.

The level of the unemployment benefits, received by the household, depends

upon the level of unemployment associated with this particular household type.

The voluntary unemployment in the economy is modelled according to the wage

curve, which relates the level of the unemployment and the level of the real wages

in the economy.

The RAEM model adopts the assumption of the average cost pricing in combi-

nation with the assumption of the Dixit�Stiglitz varieties and monopolistic compe-

tition between the firms inside each sector. Under the monopolistic competition

framework, it is assumed that each sector consists of a number of identical firms,

each producing a unique specification of a particular commodity. The model incor-

porates the representation of the federal government. The governmental sector col-

lects taxes, pays subsidies and makes transfers to households, production sectors

and to the rest of the world.

2.5.8.3 RHOMOLO Model of EU DG Regional Policy and JRC-IPTS

RHOMOLO is a regional holistic model for Europe which has been implemented

at the level of NUTS2 regions for a number of EU countries (Brandsma, Ivanova &

Kancs, 2011). The model integrates economic environmental energy and social

dimensions in one unified framework.

RHOMOLO is especially developed for an ex-ante impact assessment of the

European Cohesion Policy (ECP). The model can also be used for ex-post impact
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assessment, other policy simulations and comparison between policy scenarios.

RHOMOLO incorporates the following important features:

� Link regions within a NEG framework
� Has inter-temporal dynamic features with main endogenous growth engines including

accumulation of knowledge and human capital
� Incorporates public sector interventions
� Incorporates a multi-level governance system

The RHOMOLO model is an equilibrium model with inter-regional trade and

location choice based on microeconomics, using utility and production functions

with substitution between inputs. It is able to model (dis)economies of scale, exter-

nal economies of spatial clusters of activity, substitution between capital, labour,

energy and material inputs in the case of firms, and between different consumption

goods in the case of households. Moreover, monopolistic competition of the

Dixit�Stiglitz type allows for heterogeneous products implying variety, and there-

fore allows for cross hauling of close substitutes of products between regions.

All production activities in the model are associated with emissions and environ-

mental damage. The model incorporates the representation of all major GHG and

non-GHG emissions. Emissions in the model are associated either with the use of

energy by firms or with the overall level of the firms’ outputs.

The general structure of the SCGE model extends to include endogenous growth

elements, such as technological progress and human capital accumulation.

Development of these two factors is based on the behavioural decisions of house-

holds and firms in the model as well as public expenditure. The model contains the

representation of two levels of the government, one level representing the central

government and the other representing the regional governments, with two levels

of the budgetary system.

The model is dynamic, recursive over time involving dynamics of physical and

human capital accumulation and technological progress, stock and flow relation-

ships and adaptive expectations. The main model parameters are estimated econo-

metrically using either time series or panel data techniques. The remainder of the

model parameters are calibrated on the latest available data for 2007.

2.6 Conclusions and Ideas for Further Research

The present chapter presented a review of present theoretical and empirical

approaches to predicting inter-regional freight transport flows. Continuing popula-

tion and economic growth, trade specialisation and globalisation trends of the last

decades have resulted in unprecedented increase in freight transport movements

both in terms of volume as well as in terms of average distance. Reduction in costs

and improvement in efficiency of freight transportation has acted as the driver of

further globalisation, economic growth and contributed to global integration of the

capital market and increase in the amount and scope of FDI investments in different

parts of the world.
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International and inter-regional freight demand is determined by the spatial dis-

tribution of production and consumption activities. International freight flows mir-

ror to the large extend the trade flows between the countries.. The main driving

forces of freight transport demand include population growth and migration, tech-

nological development, specialisation including access to natural resources,

agglomeration and dispersion forces. These drivers are quite similar to the drivers

of international trade which determines the methodologies that are currently being

used for prediction of international and inter-regional demand for freight transpor-

tation services.

The main theories that are currently used in order to investigate the spatial dis-

tribution of economic activating and inter-regional trade flows include microeco-

nomic theory in particular Von Thuenen and Alonso models, spatial interaction

theory in particular gravity model and spatial accounting models in particular

multi-regional IO and SCGE models. The present chapter has considered in-depth

the three approaches to modelling trade and freight flows: gravity model, multi-

regional IO model and finally the SCGE model. Each of the described approaches

has its pros and cons that I would like to briefly discuss below.

The main positive feature of the gravity model is that it is estimated econometri-

cally and hence its results can be statistically validated. Unfortunately, there are

relatively few applications of the gravity model to detailed commodity trade statis-

tics. Most of the empirical models explain the total flows of trade between the

countries without going into the more commodity details. This is partly explained

by the quality of the data and the complexity of the econometric methods that are

required to deal with missing data and many zero trade flows. The present aggre-

gate level of details used in gravity modelling limits into usefulness for predicting

freight transport flows.

Multi-regional IO models with fixed trade coefficients have relatively low data

requirements and are easy in implementation. They capture the essence of inter-

regional interactions but ignore the changes in trade patterns as response to changes

in transportation costs. The later drawback is largely overcome with the use of ran-

dom utility-based trade coefficients. They are based on econometric estimations

with micro-level data of transport surveys and take into account the impacts of the

transportation costs. However, these models ignore the income and supply side

effects that could be important in case of major changes in transport infrastructure

and/or transport policy.

Both income and supply side effects are taken fully into account in the SCGE

models. These models have theoretically sound assumptions and elegant mathemat-

ical structure. They are currently becoming more popular among researchers and

policy makers as the quality of regional data and the computer power is gradually

improving. The major drawback of these models is high implementation costs and

impossibility to estimate econometrically all main behavioural equations. The cur-

rent practice is to estimate econometrically a number of main model parameters

which calibrate the rest on the base-year data set.

As you could see from the mathematical derivations presented in the chapter the

three strands of modelling have a lot in common. The theoretical structure of the
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gravity equation is derived on the basis of spatial general equilibrium model and

hence fully consistent with theoretical assumptions of SCGE modelling. SCGE

models use IO data as the core of its modelling framework. In many cases, they

also use Leontief fixed technological coefficients for the calculation of intermediate

production inputs.

Given the present speed of data quality improvement and advancements in

computational and computer techniques, SCGE modelling can be seen as the future

of regional economic modelling and a preferred methodology for predicting inter-

regional transport flows and effects of changes in transport policy and transport

infrastructure. However, it is important to include well empirically validated and

econometrically tested functional forms and parameters into the models in order to

make them more robust and reliable.
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3.1 Introduction

The freight transport system is a key contributor to the vibrancy of local and

regional economies. However, in spite of its importance, the functioning of the sys-

tem is still poorly understood. To a great extent, this is the result of its complexity

and challenge of collecting data to characterise it. Some of the elements that make

freight such a complex system are the multiplicity of the participating agents, the

range of transport modes and geographical areas, and the different measures used

to define and measure freight. Some of these factors are at the root of the differ-

ence between the freight system and its better understood counterpart, the passen-

ger transport system (Holguı́n-Veras et al., 2012a). These differences include that

freight is entirely passive and require the intervention of agents to conduct loading

and unloading activities; there is a wide range of commodities that are being trans-

ported; the decisions about mode, route and delivery times are made by different

agents and, there is a large difference between the freight demand and the freight

traffic that transport it (Friedrich, Haupt, & Noekel, 2003; Holguı́n-Veras &

Thorson, 2000; Ogden, 1992; Ortúzar & Willumsen, 2001).

This chapter provides an overview of a critical aspect of freight demand model-

ling, which is related to the estimation of the freight generation (FG) (amount of

cargo generated) and the freight trip generation (FTG) (number of freight vehicle

trips generated) required to transport the freight generated. As discussed later in the

chapter, it is important to treat FG and FTG separately because not doing so will

lead to erroneous results. This is important because FG/FTG analyses play a key

role in the assessment of the traffic impacts produced by land use changes, and in

Modelling Freight Transport. DOI: http://dx.doi.org/10.1016/B978-0-12-410400-6.00003-3

© 2014 Elsevier Inc. All rights reserved.

http://dx.doi.org/10.1016/B978-0-12-410400-6.00003-3


long-term transport modelling exercises. Since the majority of the cargo move-

ments in urban areas are transported by road (e.g. trucks and delivery vans), the

remainder of this chapter will discuss FTG based on this mode.

The chapter provides an overview of the literature in Section 3.2, reinterprets

FG and FTG from the logistical perspective in Section 3.3, and establishes the key

factors to be taken into account when modelling in Section 3.4, while Section 3.5

discusses empirical results from the New York City (NYC) metropolitan area. The

chapter ends with the statement of general conclusions.

3.2 Literature Review

FG refers to the production and attraction of cargo, measured by tonnage or volume

(e.g. m3). FTG, in contrast, measures the number of freight vehicle trips that are

generated by the transport of FG. Treating FG and FTG as separate concepts is

important because while FG is directly correlated with the size of the establish-

ments, FTG may not (Holguı́n-Veras et al., 2011). This is the result of the role

played by the shipment size, which enables large business establishments to receive

larger shipments minimally increasing the amount of vehicle trips produced. In this

context, a better understanding of the variables driving the generation of freight

and freight trips would enable more accurate demand forecasts, and better quantifi-

cation of the traffic impacts of freight activity. In consistency with the practices in

passenger transport modelling, one could subdivide FG and FTG in attractions and

productions (Ortúzar & Willumsen, 2001), leading to the concepts of freight attrac-

tion (FA), freight production (FP), freight trip attraction (FTA) and freight trip

production (FTP).

Different methodologies have been used in FG and FTG modelling. Table 3.1

summarises the advantages and disadvantages of the various techniques (Bastida &

Holguı́n-Veras, 2009; Jong, Gunn, & Walker, 2004). The applications also differ in

terms of the dependent and independent variables that have been used, the levels of

aggregation and geography, and model structure.

3.2.1 FTG Models

There are a number of publications discussing FTG models, for the most part using

constant trip rates and ordinary least squares (OLS) models. Brogan (1980) identi-

fied land use policies as the most effective stratification strategy to improve FTG

models. Bartlett & Newton (1982) estimated regression models for FTG using total

employment, site area, gross floor area and non-office employment as independent

variables. Middleton, Mason, & Chira-Chavala (1986) analysed FTG for special

land use classes. Tadi & Balbach (1994) estimated trip generation rates for differ-

ent vehicles types and non-residential land uses using traffic counts. The Quick

Response Freight Manual (Cambridge Systematics Inc., 1996) produced FTG rates

based on employment to estimate the number of trips at the zonal level, volumes at
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Table 3.1 Advantages and Disadvantages of FG/FTG Models

Type of Model Advantages Disadvantages

Time series Require multiple data points,

over time, for the same

facility. Limited data

requirements for

independent variables

Little insight into causality and,

limited possibility to study

policy effects

Trip rates Simple to calculate Unable to connect the effect

of business size on FTG

which may lead to significant

errors

Limited data requirements

(zonal data)

Little insight into causality and,

limited scope for policy effects

Input�output Linked to the economy Need input�output table,

preferably multi-regional

Policy effects could be

considered if coefficients

are elastic

Need to identify import and

export trade flows

Restrictive assumptions if fixed

coefficients

Need conversion from values to

tonnes

Ordinary least

squares

(regression)

Able to identify relations

pertaining to demand

generation; can be used

not only to forecast future

demand, but also to

establish the linkage

between variables

Violations of the ordinary least

square (OLS) assumptions

could lead to inaccurate

parameters; especially using

aggregated data

Spatiat regression Improves model fit;

eliminates problems

associated with spatial

autocorrelation

Choice of a spatial model

depends on actual data and it is

hard to pre-determine which

structure is more appropriate

Cross classification

method

Good regional estimates May produce errors for traffic

impact analyses

No need for linearity

assumption between

variables

Independent variables used may

not be independent

Needs a sizeable and detailed

database to develop models

MCA Can overcome the

disadvantages of cross

classification analyses

May overestimate the future

number of FG or FTG if the

number of observations by

category is not adequately

selected

(Continued)
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external stations and trips between zones. The Federal Highway Administration

(FHWA) Guidebook on State Travel Forecasting (Federal Highway Administration,

1999) estimates truck trips based on land use and trip data obtained from travel dia-

ries. Iding, Meester, & Tavasszy (2002) estimated OLS models on data on indus-

trial sites and found that the most appropriate independent variables depend on the

industry sector and whether it is an FTA or an FTP model. The ITE Trip

Generation Manual (Institute of Transportation Engineers, 2008) contains a compi-

lation of FTG rates for different land uses. Bastida & Holguı́n-Veras (2009) used

OLS models, trip rates and multiple classification analyses (MCA) on disaggregate

FTG data to estimate disaggregate FTA rates. They found that commodity type,

industry sector and employment are the variables that better predict FTG. Holguı́n-

Veras et al. (2012a) analysed the errors introduced by assuming a constant FTG

rate and concluded that it could lead to large estimation errors if it is used to esti-

mate FTG for industry segments where the FTG does not depend on business size.

This key issue is further discussed later in the chapter.

Using FTG data for the NYC metropolitan area, Holguı́n-Veras et al. (2011)

estimated disaggregate establishments-level OLS models for FTG, using employ-

ment as the independent variable. They found that in 51% of the industry segments

analysed, the FTG was constant as it does not depend on business size; for 31% the

FTG was a function of a constant and an FTG rate per employee; and the rest of

the cases FTG was a constant rate per employee. This provides confirmatory evi-

dence of the need to decouple FG from FTG, and calls into question common prac-

tices of using FTG rates per employee. Lawson et al. (2012) estimated and

compared disaggregate models for different land use classes using two different

land use classification systems. Furthermore, Holguı́n-Veras et al. (2013) assessed

the transferability of these FTG models using external validation data (FTG data

from NYC carriers and receivers, New York Capital Region, Mid-West furniture

chain and Seattle region grocery stores). They found that the disaggregate models

developed by Holguı́n-Veras et al. (2011) and Lawson et al. (2012) outperformed

the models provided by the ITE manual (Institute of Transportation Engineers,

2008) and the Quick Response Freight Manual (U.S. Department of Transportation,

Table 3.1 (Continued)

Type of Model Advantages Disadvantages

Neural networks Can produce accurate results;

do not need to preselect

independent variables; the

learning capability of the

model can discover

complex interactions

among independent

variables.

Need a sizeable database to

develop and calibrate the

model

Source: Holguı́n-Veras et al. (2012a).
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1996; U.S. Department of Transportation, 2007). Sanchez-Diaz, Holguı́n-Veras,

& Wang (2013) studied the role of network characteristics and spatial autocorrela-

tion on FTA. They found that locational variables (e.g. street width and distance to

truck routes) influence FTA. Moreover, retail establishments were found to have

significant spatial autocorrelation. For an overview of FTG models developed in

Europe see Taniguchi & Thompson (2002) and Patier & Routhier (2008). These

models are generally based on zonal aggregates or data from surveys conducted at

different geographic locations.

Other authors have analysed FTG at special facilities. Studies of port FTG have

been conducted by Guha & Walton (1993); Wegmann, Chatterjee, Lipinski,

Jennings, & McGinnis (1995); Al-Deek, Johnson, Mohamed, & El-Maghraby

(2000); Al-Deek (2001); Holguı́n-Veras, López-Genao, and Salam (2002); Wagner

(2010). For warehouse FTP include the works of DeVries & Dermisi (2008) and

Orsini, Gavaud, & Bourhis (2009). In addition to rates and regression models, times

series models (Garrido, 2000), input�output (Sorratini, 2000), neural networks (Al-

Deek, 2001) and other related models have been used for FTG.

3.2.2 FG Models

Different techniques have been used for FG modelling. Novak, Hogdon, Guo,

& Aultman-Hall (2007) used OLS to develop FP models for the United States.

They analysed different variable transformation techniques and the implication of

spatial regression for FP. Waliszewski, Ahanotu, & Fischer (2004) used

commodity-type specific growth rates to estimate FP and FA at the zonal level.

Input�output and spatial computable general equilibrium (SCGE) models are

recurrently used to estimate FP and FA at the zonal level (see also Chapter 2 of

this volume). Some of the models focusing on regional applications include

Sorratini & Smith (2000); Boyce (2002)Hewings, Sonis, & Boyce (2002); Zhao &

Kockelman (2004); Al-Battaineh & Kaysi (2005); Giuliano, Gordon, Pan, Park, &

Wang (2007). For specific models used in European countries see the SMILE and

RAEM (Dutch) models (Oosterhaven, Knaap, Ruijgrok, & Tavasszy, 2001;

Tavasszy, van de Vlist, Ruijgrok, & van de Rest, 1998) that estimate FP and FA by

linking production and consumption in product chains; the SAMGODS (Swedish)

input�output model (Swahn, 2001); the CGEurope (German) SCGE model

(Bröcker, 1998); the PINGO (Norwegian) SCGE model (Ivanova, Vold, & Jean-

Hansen, 2002); and the integrated regional economic freight model of the United

Kingdom (WSP Policy & Research, 2005). Holguı́n-Veras et al. (2012a) compiled

the FG/FTG models reported in the literature in a relational database that is avail-

able at Holguı́n-Veras et al. (2012b).

3.3 Logistical Interpretation of FG/FTG

A key aspect to understand FG and FTG is the production process taking place in

the establishment, which is the raison d’être of the businesses being there in the
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first place. The nature of the inputs, the amount of vendors a firm uses to obtain

the supplies needed to operate, and the FG and FTG the establishment creates are

essentially determined by the type of industrial activity and size of the establish-

ment. One could expect that in general, although large businesses require larger

quantities of inputs, they do not necessarily require a more diverse set of inputs,

because the production process may be similar to the one at smaller establishments.

This conjecture was corroborated with empirical evidence by Holguı́n-Veras et al.

(2012a), where statistical analyses showed that there is no significant relationship

between the number of suppliers and business size for a sample of establishments

in NYC.

The number of trips generated depends on the logistic decisions of supplier and

receiver. In the context of economic specialisation and a competitive market, sup-

pliers have to deliver the supplies in the way specified by the receivers because not

doing so may lead to loss of customers, even though the absence of consolidation

leads to higher transport costs. As truck trips are indivisible, any delivery or ship-

ment produces one trip whether it transports a full truckload or a small amount of

cargo. In this context, supply chain modelling provides an important perspective on

FG/FTG. The main reason is, as discussed before, related to the fact that the FG/

FTG is the result of the orders that business establishments place for the supplies

needed for their economic activities. As a result, understanding the logic behind

these business decisions helps gain insight into FG and FTG.

Generally, the FG is a function of business size as the larger an establishment is,

the larger the volume of cargo that arrives and departs from it. However, the situa-

tion with FTG is different because FTG is not only impacted by the amount of

cargo, but also by the shipment size used during transport. The role of shipment

size is quite significant because businesses could increase FG, without increasing

FTG, by simply increasing shipment size, changing the type and size of the vehicle

or mode used, or all simultaneously. Therefore, an increase in the FG required does

not necessarily translate into an increase in FTG. The constant number of inputs

required for operations, the indivisibility of truck trips, and the flexibility of

increasing shipment sizes challenge the premise that FTG is proportional to busi-

ness size. The inescapable conclusion is that the flexibility provided by the ability

to change shipment size enables large establishments to proportionally generate

less FTG than smaller ones.

In terms of logistics decisions, inventory theory, and particularly the economic

order quantity (EOQ) model (Harris, 1915; Holguı́n-Veras et al., 2011), help

explain this phenomenon. The EOQ computes the optimal combination of shipment

size and delivery frequency that minimises the total logistics cost TC (transport

plus inventory costs) associated with transporting a given amount of cargo (see

Chapter 5 of this volume for additional discussions of the EOQ model and choice

of shipment size). In the simplest case, TC is equal to the summation of: (Eq. 3.1)

the cost of placing the order (fixed cost A per order, for order set-up); (Eq. 3.2) the

transport costs, which include a fixed transport charge K per trip (often specific to

mode, covering loading/unloading, drayage, among others) and a variable cost of
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transport per unit c; and (Eq. 3.3) the inventory cost per unit h. TC can be

expressed as:

TC5 ðA1KÞD
Q

1 h
Q

2
1 cD ð3:1Þ

where Q is the shipment size, thus D/Q is the total number of shipments to be

transported. From this equation, the EOQ model establishes that the optimal ship-

ment size Q�, and the optimal time between orders, T�, can be derived as:

Q�5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðA1KÞD

h

r
5
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From T�, one could find the optimal frequency f � as:

f � 5
1

T� 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hD

2ðA1KÞ

s
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðInventory costÞðdemand per unit timeÞ
2ðset-up cost1 transportation costÞ

s
ð3:4Þ

These equations highlight the differences between FG and FTG. For instance,

while the FTG equals the number of vehicles used to transport Q� times the deliv-

ery frequency f�; FG is the demand per unit time (D). The models show that

increases in FG have a proportionally smaller increase in FTG, as the increase in

FG is managed by smaller increases in shipment size and delivery frequency.

Therefore, a four-time increase in FG will result only in the doubling of the FTG.

It is important to mention that the EOQ model provides a good estimate of the

shipment sizes observed in real life (see Combes (2012) and Chapter 5 of this

volume). Moreover, it is expected that modes or vehicle types with high set-up and

transport costs will be used to transport larger shipments less frequently. In

addition, for the cases of non-bundled shipments, it would be optimal to select the

vehicle type with capacity closer to the shipment size. In essence, to transport the

amount of cargo needed by large establishments, businesses increase both shipment

size and delivery frequency. As a result, the increase in FTG is typically less than

proportional to the underlying increase in FG with respect to a smaller establish-

ment. This is illustrated in Figure 3.1.

Empirically, Figure 3.2 shows the number of deliveries per employee for a sam-

ple of (53) establishments in the wholesale trade industry in the New York

Metropolitan Area. The figure shows that the number of deliveries per employee

for small businesses is about six times the number of deliveries for large

businesses.
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3.4 Factors to Take into Account when Estimating or
Applying FG and FTG

The research conducted by José Holguı́n-Veras et al. (2012a, 2012b) clearly sug-

gests that the quality of the estimates of FG/FTG depends on how the data are cate-

gorised and aggregated, and the models estimated. This section discusses these

important factors.
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Figure 3.1 Conceptual relationship between FG, FTG and business size.

Source: Holguı́n-Veras et al. (2012a).

0.50

0.45

0.40

0.35

0.30

0.25

D
el

iv
er

ie
s 

pe
r 

em
pl

oy
ee

0.20

0.15

0.10

0.05

0.00
1–4 5–9 10–19 20–49

Number of
establishments

16

4

50–99

Employment range

Figure 3.2 FTA of establishments in the wholesale trade industry.

Source: Holguı́n-Veras et al. (2012a).
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3.4.1 Classification Systems

Classification systems are useful to group establishments that are likely to have

similar FG/FTG patterns. Among other benefits, classification systems enable sim-

ple models like the ones typically used for FTG analyses, to increase the statistical

quality of the estimates produced, and provide a convenient way to organise the

models so that they match local land use ordinance. The classification systems

used for FG and FTG could be classified into economic-based and land-use-based.

The former classifies establishments on the basis of the industry sector they belong

to, while the latter classifies them depending on land use characteristics.

Economic-based classification systems used in the United States include the

Standard Industrial Classification (SIC), and the North American Industry

Classification System (NAICS). The first attempts at formulating standardised eco-

nomic classification systems dates back to the 1930s resulting from the need to col-

lect and analyse industry statistics, to avoid ambiguities and to be able to make

comparisons across regions and agencies. The first complete edition of the SIC was

produced in 1939, with a final revision almost 40 years later in 1987 which

included 1004 different industries. The SIC was then replaced in the 1990s due to,

among other issues, concerns about its inefficient coverage of emerging service

sectors. This led to the development of the NAICS in 1997 which is the current

industrial classification system in use in the United States, covering a larger num-

ber of sectors than the SIC, though numerous legacy data still use SIC.

Land use classification systems have been used for many years to support land

use zoning and planning. However, the variety of activities and characteristics

makes it difficult to create a land use classification system appropriate for all com-

munities. The first attempt to formulate a nationwide land use classification system

was the Standard Land Use Coding Manual (SLUCM) in the 1970s. This

system was updated in the 1990s, giving rise to the Land-Based Classification

System (LBCS). A unique aspect of the LBCS is that it seeks to classify land use

in four different dimensions: activity, function, structural character, site developer

character, and ownership (American Planning Association, 1994). Although the

LBCS offers great flexibility, it failed to take roots and only a handful of cities

adopted it. Instead, most cities and municipalities adopted their own zoning

ordinances to regulate the size and use of land and buildings, such as the City of

New York Zoning Resolution. For a more detailed description of the different

classification systems see Holguı́n-Veras et al. (2012a).

Recent research has shed light into the performance of these classification sys-

tems as the foundation for FG/FTG modelling. The results show that economic

classification systems are significantly better than land-use-based classification sys-

tems for FG/FTG modelling (Holguı́n-Veras et al., 2012a). Specifically, the best

models were found when combining an economic measure of business size, such as

employment, and an economic classification system, such as SIC or NAICS. There

are good reasons for that to be the case. To start with, employment is an input to

the economic process taking place in the establishment. Thus, under competitive

conditions the larger the employment, the larger the output. If the inputs and
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outputs are physical, one could expect that FG would be related to employment,

and to a lesser extent, FTG. In contrast, the amount of space occupied by an estab-

lishment is not necessarily an input to the production process (only in a handful of

sectors, such as agriculture and mining, land could be considered an input); more

appropriately, the space is a constraint. Moreover, most land use classification clas-

ses are very general in nature (e.g. ‘commercial’) and, as a result, tend to cluster a

disparate collection of establishments with very different economic characteristics.

The internal heterogeneity of such classes significantly reduces the ability of the

models to produce statistically solid results.

3.4.2 Level of Aggregation

Models can be classified in two main groups depending on the type of data used.

Aggregate models are able to provide average estimates over a group using an

average of many individual data points, while disaggregate models use less but

more detailed data points to explain individual behaviour. Advantages of disaggre-

gate models include having the potential to provide more temporally and spatially

consistent models; increased efficiency in data usage as they require less data

points as input; ability to utilise the inherent variability in the data, which is lost in

aggregate models; and a lower chance of having biases in the model due to correla-

tion that exist between aggregate units (Ortúzar & Willumsen, 2001). Disaggregate

models could be used to produce aggregate results but attention has to be paid in

using correct aggregation procedures. This important subject is discussed next.

3.4.3 Aggregation Procedures

In order to conduct appropriate spatial aggregation at the zonal level using disag-

gregate models, it is important to take into consideration the mathematical structure

of the disaggregate models. Although there is a wide range of cases, the discussion

here uses as an example employment-based models. However, the aggregation pro-

cedures will hold for other models of similar structure (Holguı́n-Veras et al., 2011).

In general, the total FTG of a zone, F, would be the aggregate of the FTG of the n

independent establishments, fi, in the zone.

F5
Xn
i51

fi ð3:5Þ

Due to the linear nature of fi, there are only three possibilities: a constant α per

establishment (Type S); a rate β per employee (Type E); or a combination of a con-

stant and a term that depends on employment, E (Type C). Table 3.2 shows the

appropriate aggregation procedure for each type of model.

In essence, for the Type S models, the total FTG is the product of the unit FTG

(α) and the number of establishments (n). For the Type E models, the total is esti-

mated by the product of the FTG rate (β) and total employment (E�). Total

52 Modelling Freight Transport



employment is estimated by the summation of the individual employment, Ei, of

the n establishments in the zone. Finally, the aggregate FTG for Type C models is

the product of the total number of establishments and the constant (α) added to the

product of the total employment (E�) and the FTG rate (β).
Furthermore, for zones that exhibit the presence of establishments with different

FTG patterns, that is, their FTG is determined by different model structures, the

aggregate FTG for the different groups of establishments must be estimated follow-

ing the appropriate procedure from Table 3.2 and then add the individual totals.

Mathematically:

F5FS 1FE 1FC ð3:6Þ

3.5 Case Study: FTG in the New York City
Metropolitan Area

This section provides a summary of the research conducted by the authors, for the

most part centered in the NYC metropolitan area, so that the readers could get an

idea about the FTG patterns in a large metropolis. The data used in the research

were collected via two surveys, one for carriers and another for receivers. Survey

questions were concentrated in the areas of company attributes, operational and

FTG. The sample selected was comprised of receiver companies in Manhattan and

carrier companies located in selected counties of New York and New Jersey from

different industry sectors. The approaches used in the estimation process were ordi-

nary least squares (OLS) and MCA. The OLS models considered the functional

form in which FTG is a function of the total number of employees per establish-

ment. The dependent variables were freight trips production (FTP) and freight trips

Table 3.2 Spatial Aggregation Procedures for Disaggregated Models

Type Model Type Model

Structure

Aggregation Procedure

S FTG constant per

establishment

fi 5α
FS 5

Pn
i51

α5 nα

E FTG rate per

employee

fi 5βEi FE 5
Pn
i51

βEi 5β
Pn
i51

Ei 5βE�

C FTG is a constant

and a term that

depends on

employment

level

fi 5α1 βEi FC 5
Pn
i51

ðα1 βEiÞ5 nα1β
Pn
i51

Ei 5 nα1βE�
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attraction (FTA). The use of such linear models gives rise to one of the three types

of models (S, E and C) described in the previous section depending on the level of

significance of the parameters. The measure used to evaluate the efficiency of the

model in estimating FTP and attraction is the root mean square error (RMSE).

Table 3.3 shows the disaggregate models for FTA considering business size for dif-

ferent industry segments. The results indicate that 60% of the models were a con-

stant trip rate per establishment while the remaining models being a constant and

rate per employee. These suggest, as discussed in Holguı́n-Veras et al. (2011), that

using constant trip rates per employee may not be the most appropriate approach to

estimate FTA.

To gain further insight into the relation between FTG and business size, the

authors selected those industries that exhibited a combination of a constant per

establishment and a term based on employment (Type C models) to estimate MCA

models. Table 3.4 shows the resulting MCA models for these industries. These esti-

mates indicate that, on average, those establishments in the retail trade industry

(NAICS 44) receive one more delivery than those in the accommodation and food

service (NAICS 72) and wholesale trade (NAICS 42) industries.

Table 3.3 FTA (Deliveries/Day) Models by NAICS

Economic Classification System:

NAICS

Obs. Constant Rate per

Employee

RMSE

23 � Construction� 25 2.160 1.364

31, 32 and 33 � Manufacturing� 51 2.831 2.791

31 � Food, beverage, tobacco, textile,

apparel, leather and allied product

manufacturing

21 2.400 1.295

32 � Wood, paper, printing, petroleum

and coal products, chemical,

plastics, non-metallic and mineral

product manufacturing

10 4.420 5.483

33 � Metal, machinery, computer,

electronic, electrical, transportation,

furniture and misc. manufacturing

20 2.490 2.483

42 � Wholesale trade� 117 2.272 0.069 3.655

44 and 45 � Retail trade� 98 3.070 0.063 4.054

44 � Motor vehicle, furniture,

electronics, building material, food

and beverage, health, gasoline and

clothing stores

69 2.458 0.132 4.298

45 � Sporting goods, hobby, book and

music stores

29 2.724 4.352

72 � Accommodation and food� 56 1.307 0.081 3.091

�Group models.
Source: Adapted from Holguı́n-Veras et al. (2012a).
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Similarly for FTP, Table 3.5 shows the resulting disaggregate models for the dif-

ferent NAICS codes. For FTP, 30% of the models are Type S, another 30% are

Type E, and the remaining 40% are Type C. These results show, yet again, that a

large number of industry sectors have a constant FTA that does not depend on busi-

ness size.

Table 3.6 shows the MCA results for the different industries. These results indi-

cate that establishments in the construction (NAICS 23) industry averaged approxi-

mately one more trip than those in the manufacturing (NAICS 32) industry.

Establishments in the transport and warehousing (NAICS 42 and 48) industries

both averaged at least one more trip than establishments in the retail trade (NAICS

44) industry.

For a comparison between estimating methodologies and for a description of

models estimated for other industry classification systems and land use categories

see Holguı́n-Veras et al. (2011), Lawson et al. (2012) and Holguı́n-Veras et al.

(2013).

3.5.1 Transferability of FG and FTG Models

An important consideration for FG and FTG modelling is how transferable these

models are. This is because, quite frequently, FG/FTG models are used for low

budget studies, such as traffic impact analysis mandated by local codes to ensure

that proposed developments do not produce undue negative effects on the transport

networks. Transferable models are particularly useful when there is a lack of data

to produce separate models.

However, in spite of its importance, the amount of research conducted to

assess transferability of transport models is very small. In order to help fill this

void, Holguı́n-Veras et al. (2013) assessed how well the models estimated were

able to estimate FTG at locations different than NYC. These analyses were con-

ducted using econometric techniques, and applying the models estimated to com-

pute the corresponding estimation errors. The results obtained are discussed

next.

Table 3.4 MCA Rates for FTA (Deliveries/Day)

Economic Classification System: NAICS

42: Wholesale

Trade

44: Retail

Trade

72: Accommodation

and Food

Employees�
1�10 2.443 3.543 1.902

11�20 3.341 4.442 2.801

21�30 5.685 6.785 5.144

RMSE 3.658 4.197 3.355

�For establishments with more than 30 employees results were not statistically significant.
Source: Adapted from Holguı́n-Veras et al. (2012a).
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Table 3.5 FTP (Trips/Day) Models by NAICS

Economic Classification System:

NAICS

Obs. Constant Rate per

Employee

RMSE

23 � Construction� 9 0.068 1.586

31, 32 and 33 � Manufacturing� 28 2.214 3.599

31 � Food, beverage, tobacco, textile,

apparel, leather and allied product

manufacturing

13 2.846 4.990

32 � Wood, paper, printing, petroleum

and coal products, chemical,

plastics, non-metallic and mineral

manufacturing

7 0.023 0.648

33 � Metal, machinery, computer,

electronic, electrical, transportation,

furniture and misc. manufacturing

8 1.750 1.639

42 � Wholesale trade� 124 1.755 0.036 5.094

44 and 45 � Retail trade� 9 0.161 6.485

44 � Motor vehicle, furniture,

electronics, building material, food

and beverage, health, gasoline and

clothing stores

5 0.993 0.021 0.237

48 and 49 � Transportation and

warehousing�
157 2.718 0.038 4.811

48 � Air, rail, water, truck, transit,

pipeline, scenic and sightseeing, and

support activities

153 2.725 0.038 4.005

�Group models.
Source: Adapted from Holguı́n-Veras et al. (2012a).

Table 3.6 MCA Models for FTP (Trips/Day)

Economic Classification System: NAICS

23 �
Construction

32 � Wood,

Paper,

Petroleum,

Coal,

Chemical

42 �
Wholesale

Trade

44 � Motor

Vehicle, Furniture,

Electronics, Food

and Beverage

48 and 49 �
Transportation

Employees

1�20 2.424 1.303 2.946 1.685 3.381

21�40 1.727 0.606 2.564 1.303 2.998

41�60 2.061 0.939 3.283 2.023 3.718

61�80 4.061 2.939 2.764 1.504 3.199

.80 5.121 4.000 7.609 6.348 8.043

RMSE 1.074 0.934 4.650 0.618 5.219

Source: Adapted from Holguı́n-Veras et al. (2012a).
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To conduct the econometric analysis of transferability, Holguı́n-Veras et al.

(2013) joined FTG data from 30 different cities and included binary variables to

represent the different areas. The resulting pooled data was used to estimate models

that included the locational binary variables. The results indicated that these binary

variables, in most cases, were not statistically significant. The implication is that

there are no location specific effects that, as a result, the models were transferable

(at least within the US context).

The second technique used to assess transferability entailed a comparative anal-

ysis of the models available in the literature (Beagan, Fischer, & Kuppam, 2007;

Institute of Transportation Engineers, 2008) and the FTG models reported in

Campbell, Jaller, Sanchez-Diaz, Holguı́n-Veras, & Lawson (2011), National

Cooperative Freight Research Program (2012), and Holguı́n-Veras et al. (2011).

The results produced by Holguı́n-Veras et al. (2013) are shown in Table 3.7.

Table 3.7 shows that, in all but one case, the NCFRP 25 models perform much

better than the ITE and the QRFM models. Moreover, the RMSE and the gap in

performance between NCFRP 25 and the QRFM model tend to increases with

employment, as predicted in Holguı́n-Veras et al. (2011). However, the geographi-

cal origin of the validation data does not seem to affect the RMSE, thus suggesting

some degree of transferability.

3.5.2 Spatial Effects on Freight Trips Attraction

An additional enhancement to FTG modelling is the incorporation of locational

variables and spatial autocorrelation to account for spatial effects. Sanchez-Diaz

et al. (2013) show that the inclusion of locational variables (e.g. width of front

street, distance to truck routes and distance to large traffic generators) can improve

the explanatory power of FTA models by as much as 80%. Another spatial effect

affecting FTA is spatial autocorrelation; these effects can be isolated or controlled

using spatial econometrics. As shown in Sanchez-Diaz et al. (2013), retail estab-

lishments are particularly affected by spatial autocorrelation. According to the

empirical results, in the retail industry, FTA is negatively affected by proximity

between establishments. In other words, proximity between retail establishments is

associated to lower FTA.

3.6 Conclusion

The chapter provided an overview of the concepts of FG and FTG and the corre-

sponding modelling processes. The chapter focused on road transport mode for FTG

since trucks and other delivery vehicles are the dominant mode for urban goods

movements. The discussions establish the importance of treating FG and FTG as two

different concepts. While FG is the amount of cargo generated by an establishment,

FTG is the number of freight vehicle trips required to transport the cargo. In compet-

itive markets, larger businesses are expected to produce proportionally more FG than
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Table 3.7 Estimation Errors for NCFRP 25, QFRM and ITE Models

Classification Description Validation Data Model Applied

Sample

Size

Mean

Employment

Data

Set

NCFRP 25 QRFM ITE

Model RMSE Model RMSE Model RMSE

NAICS 72 Accommodation/

food

5 5.8 NYS-

CR

1.3071
0.081�E

1.26 1.206�E 6.51 n/a n/a

ITE 816 Hardware/paint

stores

8 10.0 NYC 0.369�E 1.67 1.206�E 1.99 53.21�E
Trucks: 2%

2.04

LBCS Activity

restaurants

5 5.8 NYS-

CR

2.488 1.93 1.206�E 6.51 n/a n/a

ITE 890 Furniture stores 12 10.0 NYC 3.769 2.22 1.206�E 4.58 12.19�E
Trucks: 5%

3.39

LBCS Function retail 13 8.9 NYS-

CR

3.682 2.55 1.206�E 22.46 n/a n/a

ITE 890 Furniture stores 58 8.9 MW-

FC

3.769 3.42 1.206�E 5.60 12.19�E
Trucks: 5%

1.25

ITE 860 W holesale

markets

102 17.2 NYC 2.2721
0.069�E

3.66 1.206�E 12.23 8.21�E
Trucks: 30%

11.66

SIC 56 Apparel/

accessory

10 10.2 NYS-

CR

1.8891

0.187�E
4.05 1.206�E 23.25 n/a n/a

NAICS 44 Grocery stores 7 15.3 SR-GS 2.4581
0.132�E

4.10 1.206�E 32.06 n/a n/a

SIC 58 Eating/drinking

places

5 5.8 NYS-

CR

4.3071 0.081�E 4.14 1.206�E 6.51 n/a n/a

SIC 52 Building

materials stores

6 18.8 NYS-

CR

5.260 4.42 1.206�E 36.14 n/a n/a

LBCS Activity goods 21 13.0 NYS-

CR

2.5881 0.067�E 4.56 1.206�E 23.81 n/a n/a



SIC 54 Food stores 8 19.5 NYS-

CR

3.0001 0.288�E 5.09 1.206�E 26.04 n/a n/a

NAICS 44 Grocery stores 30 78.0 NYC-

GS

2.4581 0.132�E 7.08 1.206�E 41.73 n/a n/a

NAICS 44 Retail trade 21 55.0 NYS-

CR

3.4511 0.153�E 8.02 1.206�E 23.42 n/a n/a

LBCS Function grocery 8 19.5 NYS-

CR

0.217�E 13.89 1.206�E 26.04 n/a n/a

Notes: SIC, standard industrial classification; NAICS, North American classification system; LBCS, land-based classification standard; NYS-CR, New York state capital region data; NYC,
NYC data; NYC-GS, NYC grocery stores data; MW-FC, mid-west furniture chain data; SR-GS, Seattle region grocery stores data; grocery stores, furniture stores and LBCS models only
consider attraction; ITE models estimate total passenger trips and truck trips proportion; E, employment; and RMSE, root mean squared error.
Source: Adapted from Holguı́n-Veras et al. (2013).



small ones, thus FG increases with business size. This is not necessarily the case for

FTG, since logistics decisions on shipment size, vehicle (and mode) choice and fre-

quency of distribution come into play when determining the number of truck trips

generated. Furthermore, the indivisibility of truck trips leads to a situation where the

transport of a small shipment takes the same number of truck trips than a large one.

Thus, small businesses tend to produce proportionally more FTG than large ones.

As a result, it is important to try to capture these logistics patterns through the

use of disaggregate (establishment level) models. Furthermore, the research con-

ducted by the authors Holguı́n-Veras et al. (2012a) suggests that the quality of esti-

mates depend on how the data are categorised and aggregated, and the model

estimated. In this context, the chapter describes economic-based and land-use-

based classification systems used for modelling purposes, and discusses the advan-

tages of economic-based systems based on results from previous research. The

chapter also provides an overview of the different methodologies used in the litera-

ture to estimate FG and FTG and discusses the advantages and limitations of each.

Since disaggregate models are preferred, the chapter stresses the importance of

using the appropriate aggregation procedures when producing aggregate estimates

and describes the aggregation procedures for different functional forms of FG/FTG

models estimated using ordinary least square (OLS).

Using the NYC Metropolitan area as a case study, the authors show a number of

FTG models estimated using ordinary least squares (OLS) and MCA. The models

were estimated for different industry segments using employment as the indepen-

dent variable. The results show that using business size (employment) alone may

not be the most appropriate approach to estimate FTG, since 60% of the attraction

and 40% of the production models resulted in constant rates per establishment.

These results were validated with external data. In addition, the chapter discusses

the need to evaluate the transferability of estimated FG/FTG models following pre-

vious research conducted by the authors Holguı́n-Veras et al. (2013). In addition,

the chapter discusses the analyses conducted to assess the role of locational vari-

ables and spatial effects. The results indicate that these effects could greatly

improve the explanatory power of FTG models.

The general and more detailed discussions provided in this chapter provide a

complete overview of the FG and FTG estimation process. It is expected that these

contribute to the improvement of the state of the art and practice of freight demand

modelling.
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4.1 Introduction

The transport of goods does not always follow the direct route from production to

consumption. Often, goods take detours and are routed via warehouses or tranship-

ment centres on their way. This is done to bundle goods for transport or to store

goods in warehouse locations. Cost savings due to economies of scale in transport

and storage are an important driver, as are the service benefits of having inventory

close to the customer. In this chapter, we focus on the use of warehouses in the dis-

tribution chain. Looking at the general tendency of increasing proportion of high

value goods and smaller lot sizes this phenomenon is especially important.

The explicit consideration of distribution structures in freight transport models

seems recommendable out of several reasons: first the ‘detours’ represent a signifi-

cant part of freight transport. Second, distribution structures are important to

explain spatial patterns of freight flows; a region might not have production or con-

sumption but attract freight transport because of its logistics function, accommodat-

ing warehouses. Third, the warehouse structures and the routing of flows represent

a logistics decision and thus represent possibilities of actors to react to changes in

policy or infrastructures that are the object of investigation for the freight transport

modeller. And finally, these structures comprise the opportunities for synergies

through bundling. Thus, they are important to derive the costs of freight transport.

In this chapter, we present alternative methods to include these structures in freight

transport models. We distinguish between models at the disaggregate or micro level

and the aggregate or macro level. First, we take a look at the micro level to understand

how these structures emerge in detail. We identify their drivers, taking the perspective

of an individual firm’s logistics network and introduce the typical normative modelling

approaches for sub-problems. Also we provide an example of using these approaches

(optimisation heuristics) for describing the emergence of structures in disaggregate

freight transport models. Then, we move to the macro level, describing the problems

of modelling these structures in aggregate freight transport models. Thus we try to

build the bridge between the micro and macro view. Three approaches for modelling

the structures on the macro level will be introduced: gravity modelling for O/D flows,
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discrete choice model for distribution structures and hypernetwork models. We con-

clude the chapter with a brief summary and an outlook on future research topics.

4.2 The Micro Level

At the detailed (micro) level, transport demand consists of commodity flows

between locations (establishments) that can be described by the amount (measured

in weight, volume and value) of a commodity, transported from one location to

another, over a certain time period.

Those locations can be:

� Production locations that are the sources of the commodities.
� Points of sale where commodities are sold to other actors. Often, from this point onwards

commodities are transported in very small quantities, for example, in private cars.
� Consumption locations that are the final destination of the commodities. These can again

be production locations where the commodity is used as an input for producing another

commodity, but also points of final consumption like restaurants or private homes.
� Warehouse locations where commodities are stored, picked and packaged (picking

describes the collection of goods from shelves in warehouses).
� Transhipment locations where commodities are reloaded to other vehicles, bundled, or

unbundled.

Warehouse and transhipment locations are the result of logistics decisions. For

logistics decisions, individual commodity flows are the input for which the optimal

distribution structures, supply paths, lot sizes, tours and routes are determined. The

decision on distribution structures includes (Pawelleck, 1996):

� Number of echelons, meaning how many layers the hierarchy of warehouses has, com-

mon levels are central (CDC) and regional (RDC) distribution centres.
� Number of warehouses/transhipment points on each echelon.
� Allocation of source or destination locations to warehouses/transhipment points.
� Location of warehouses/transhipment points.

Implicitly the decisions on distribution structures include decisions on supply paths,

meaning the locations a commodity passes through from source location (production)

to destination (consumption) location, lot sizes of commodities transported, tours of

the transporting vehicles and routes of the vehicles on the transport infrastructure.

There are different actors that decide on distribution structures, each having a

certain scope for decision, meaning the set of flows that is taken into account for

the logistics decisions. The most important actors are:

� Production companies, looking at the flows from their production locations to the location

of their customers.
� Wholesale companies or retail chains that consider flows of commodities they are trading,

originating from locations of many different producing companies and destined to con-

sumption locations or points of sale.
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� Logistics companies that also consider flows from locations of many different producing

companies to consumption locations or points of sale, with the difference that they do not

own the commodities.

The decisions are taken based on flows considered and the objectives of these

logistics actors. In logistics dominant objectives are costs and service level (e.g.

transport time or product availability). In recent times, many discussions indicate

that besides these economic objectives also the other sustainability dimensions

‘social’ and ‘environmental’ are becoming more important. The most important dri-

vers and developments behind commodity flows, costs and service levels, will be

discussed in the following, after giving a short overview on relevant cost categories

as a basis for discussion.

Common logistics cost categories are given in Table 4.1. Detailed discussions

on logistics cost categories and their application in transport modelling can be

found in many publications, examples are Beuthe, Vandaele, & Witlox (2004),

Park (1995), Blauwens, De Baere, & Van de Voorde (2012)) or Friedrich (2010).

Transport costs are all costs caused by the transport of goods between locations.

Inbound costs per tonne-km (tkm) or pallet-km (pkm) to a warehouse are usually lower

than outbound costs from a warehouse. This is mainly due to lower transport capacity

utilisation on distribution tours compared to main runs, smaller vehicles and regional

or urban instead of interregional roads causing more time and fuel consumption.

Storage costs include all costs necessary to keep goods at a location. A signifi-

cant part of storage costs are fixed, at least for a certain time period, these are espe-

cially costs for land, building and equipment. Costs for ordering and handling

include all costs of activities within the warehouse or transhipment point.

Especially in countries with high labour costs all costs for manual handling, picking

or packaging of goods play a very important role. Picking describes the collection

of goods from shelves in warehouses. Risk costs are all costs of unintended events

that might happen. Often they are connected to the service level, for example, hav-

ing a high availability of goods may cause spoilage while a low availability of

goods may cause out of stock situations.

These are the main cost categories currently considered by logistics actors. In

the future, sustainability aspects may become more important, and thus also

Table 4.1 Logistics Costs Categories with Main Components

Categories Transport

Costs

Storage

Costs

Ordering

and Handling

Costs

Risk

Costs

Main cost

components

� Driver
� Fuel
� Vehicle
� Infrastructure use
� Capital cost

during transit

� Capital
� Building and

equipment
� Land
� Energy

� Handling
� Picking and

packaging
� Ordering
� Order

processing

� Out of stock
� Loss and

damage
� Spoilage
� Obsolescence
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external costs, for example, damages caused by emissions, may play a role. This is

already the case for public investments.

4.2.1 Drivers and Their Developments

This section gives an overview of drivers for distribution structures by explaining their

possible impact on logistics cost categories and the form of the distribution structures.

The relationships described are only rough tendencies that must be verified in detail in

the respective situation. Figure 4.1 shows the five categories of drivers described.

Besides demand and supply (of goods transported) that are the basis for decisions,

there are characteristics of goods handled and the logistic system in place as well as

external resources used which might influence the distribution structures.

4.2.1.1 Demand for Goods

The first category covers all drivers connected to demand. Main drivers here are

the volume of demand in the delivery points, their distribution in space, the volatil-

ity of demand over time and the required lead time. Lower volumes or a lower den-

sity of delivery points in space lead to higher (outbound) transport costs. This

causes a tendency to more regional warehouses in order to be closer to the delivery

points and avoid outbound transport costs. In this context, the current development

of increasing e-commerce is especially interesting. A distribution system for deliv-

ery to private households would have warehouses or transhipment facilities close to

the consumers as it is case for courier, express and parcel (CEP). This is different

to many traditional distribution structures in retailing. Volatility in demand and the

requirement of short lead times leads to more stocks in warehouses to have a high

availability. This leads to higher storage costs and thus to a tendency of fewer

warehouses. If the volatility is independent between the delivery points (and the

same good is delivered) fluctuations can be balanced by a more central structure,

leading to a tendency for additional (central) echelons. Smaller lead time on the

other hand requires regional stocks to have a short transport time. This tendency is

the opposite of the tendency of fewer warehouses due to higher storage costs.

Demand

Volume

Distribution in
space

Volatility

Required
lead time

Possible lead
time

Reliability Perishability
Planning

capabilities Energy

Distribution in
space

Handling
requirements Scope Real estate

Volume Value density Automation
Transport

infrastructure

Supply Good
Logistics
system

Resources

Figure 4.1 Drivers for distribution structures.
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4.2.1.2 Supply of Goods

As drivers of demand, drivers of supply are volume of supply per delivery point

and distribution in space. However, since inbound costs are much lower the influ-

ence is smaller. Instead of volatility and required lead time, one would rather speak

of reliability and possible lead time of supply. Both, lower reliability and longer

lead time, lead to more stock in the warehouses and thus to an increase in storage

costs and a tendency to fewer warehouses. Again, if the same good is supplied and

fluctuations through reliability are independent they can be balanced.

4.2.1.3 Goods’ Characteristics

Characteristics of goods have a high influence on logistics processes. Besides the

value density of goods, special handling requirements and perishability can have an

important influence. High value density causes high capital costs of stocks and thus

a tendency to smaller transport lot sizes. For the warehouse structure this means

higher storage (higher capital cost) as well as higher transport costs. Special han-

dling requirements lead to higher handling costs and the need of special handling

equipment. It thus becomes harder to bundle goods with different requirements in

the same logistics system. The general tendency is that this leads to fewer echelons

and warehouses within a logistics system, but more warehouses overall.

4.2.1.4 Logistic System

For logistics systems automation of logistics activities, the change in planning

scope and planning capabilities are relevant drivers. Automation especially can be

found within warehouses; this reduces variable storage costs but increases the nec-

essary investments. The tendency for warehouse structures can be different. An

example of changes in planning scope is growing logistics systems like the replace-

ment of national by European distribution systems. This may lead to new centres

of gravity of demand and supply within the logistics system in space and thus to

new locations. Also, a better usage of the logistic system could be the consequence

which would result in fewer warehouses. The planning capabilities today change

through more powerful IT systems and the availability of data. This can increase

the efficiency of all processes and may influence all costs, transport costs can be

lower because of better usage or handling costs can be reduced through improved

processes in the warehouse, the overall tendency for the distribution system is diffi-

cult to predict.

4.2.1.5 Resources

Finally, resources used by logistics systems can be a driver of distribution struc-

tures. This includes the availability and costs of transport infrastructure, real estate

for logistics locations and energy. Higher costs or a lower service level of infra-

structure increases transport cost and therefore cause a tendency to more ware-

houses to avoid outbound transport. Higher real estate costs lead to higher storage
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fixed costs and thus a tendency to fewer warehouses. And higher energy prices also

lead mainly to higher transport costs and the tendency to more warehouses.

4.2.2 Micro-Level Normative Models

As mentioned before the determination of a distribution structure can include the

number of warehouses, warehouse levels, warehouse locations and allocation of

consumption points, production locations or customers to warehouses. Each of

these problems is highly dependent on the others. Especially, if several of these

sub-problems are handled together, finding the optimal solution is very complex

and heuristics are used to solve the problems approximately. In the following the

most common approaches for the problems are outlined for each individual prob-

lem as well as for some combinations.

4.2.2.1 Number of Warehouses

Isolating the number of warehouses problem is difficult, since it highly depends on

the other problems like possible locations of warehouses and allocations of drains to

warehouses. If, for example, an additional warehouse is added optimal locations of

all warehouses change. Tempelmeier (1980, p. 50�57) gives a very detailed prob-

lem definition including all cost components. But for the sake of simplicity we want

to describe shortly a model of Geoffrion (1979) which catches the most important

drivers and also matches quite well with the discussion of drivers in the last section.

Geoffrion (1979) proposes a formulation that does not need data on locations.

He assumes an equally distributed demand in a plane, described by a demand den-

sity d and the considered area A. The distances to suppliers and consumption points

are estimated, based on average geometric distances. He arrives at a relatively sim-

ple formula for the optimised number of warehouses:

n� 5 0:3323F3 d3
c2

wfix

� �2=3
3 12

c1

c2

� �2 !1=2

ð4:1Þ

where:

n� 5 optimal number of warehouses

F5 served area (km2)

d5 demand density in area (Pallets/km2)

c15 inbound transport cost rate (EUR/(km and pallet))

c25 outbound transport cost rate (EUR/(km and pallet))

wfix5 fixed warehouse costs (EUR (Euro))

Even though this model is simplified in many ways, it makes some dependen-

cies clear, that have been discussed earlier in this chapter. The number of ware-

houses increases with the service area, with the demand density and with the

outbound cost rate; it decreases with the warehouse fixed costs. The variable
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service costs do not appear in this final formula, since it is assumed that they do

not differ by warehouse size and thus do not have an influence. Also, obviously, no

differences in stock levels are considered. Thus the model could for example not

explain the difference in the number of warehouses between a discounter and a full

service retailer in food retailing. The influence of the number of warehouses on

stock levels was analysed in detail by Toporowski (1996, p. 82 ff.). Assuming the

basic lot size model, he calculates cycle stock (the amount of goods consumed

between two deliveries) for n compared to one warehouse. He concludes that the

cycle stock increases by a factor of n when changing from one to n warehouses.

His analysis shows how significant the influence of stock level is on the decision

of the number of warehouses. In terms of costs, an increased stock level is reflected

in additional costs for stock positions and capital costs.

4.2.2.2 Warehouse Levels

Now, we focus on the isolated warehouse level problem. Often, this problem can

be limited to the question if a second warehouse level (central warehouses) should

be established. Therefore, we refer to an approach of Bartholdi and Hackmann

(2008, p. 73 ff). Their approach originates from the problem of what articles should

be placed in an additional forward area in a warehouse. In this forward area, pick-

ing is cheaper and therefore it is recommendable to put those articles in the forward

area that promise the highest cost savings. Given is a volume V of the forward

area, the volume va that is needed to put article a (a5 1. . . A) into the forward area

and the potential saving sa of putting article a into the forward area. Thus, maxi-

mising the total savings S, the optimisation problem can be written as:

Max S5
XA
a51

sa ð4:2Þ

XA
a51

va #V

va $ 0; ’ aA1 . . . A

If this idea is transferred to the question of a second (central) warehouse level, it

has to be considered which articles should be put into the central warehouse.

Instead of setting a certain volume as given, it can be analysed for which article a

centralisation would result in savings in variable costs. These savings have to be

compared to the additional costs of a central warehouse (Cadd). Thus, it is benefi-

cial to introduce a central warehouse level, if:

XA
a51

maxfsa; 0g2Cadd . 0 ð4:3Þ
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The savings in variable costs result from lower stock levels and less inbound

transport costs.

4.2.2.3 Warehouse Locations

The basic ‘warehouse location’ (or ‘facility location’) problem in literature includes

the location, allocation and number problems. It will be discussed in the last para-

graph of this section. At this point the focus is on the location problem only. If the

location can be chosen freely in the plane (no discrete alternatives), the problem is

known as ‘Steiner�Weber’ problem (Domschke & Drexl, 1996, p.167 ff): Given

are the locations of the consumption points i (i5 1 . . . I) in form of coordinates (hi; vi)

and each consumption point has a demand of Xi. Then the (transport) optimal loca-

tion (h�; v�) for the warehouse is where the total distance between the warehouse

and the locations is minimised:

Min
XI
i51

Xi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðh2hiÞ2 1 ðv2viÞ2

q
ð4:4Þ

This function cannot be solved analytically, but Miehle (1958) defines an itera-

tive procedure that follows the Steiner�Weber model. The ‘mental model’ behind

this approach (also called weights and strings model) describes a physical apparatus

in form of the table which represents a map. A hole is made at each consumption

point with a string going through, holding a weight at the end that corresponds to

the demand. All strings are fixed at a ring on the table. The position where the ring

comes to a hold is the optimal position. As a starting solution (first iteration in the

Miehle procedure), the centre of gravity can be taken:

ðhgr; vgrÞ5
PI

i51 hiXiPI
i51 Xi

;

PI
i51 viXiPI
i51 Xi

 !
ð4:5Þ

This location often is already close to the above described minimum. For the

following iterations the new coordinates (h; v) are determined by differentiating (4)

with respect to a and b, setting the result equal to zero and solving by a and b.

In many cases, however, discrete alternatives are given; also distances often do

not correspond to the Euclidian distance but depends on the road network.

Therefore, the solutions generated can only be taken as approximation, and loca-

tions close to this optimal point have to be checked.

4.2.2.4 Allocation of Consumption Points

Finally, the allocation problem of consumption points to warehouses corresponds

to the classic transport problem (Neumann & Morlock, 1993, p. 325 ff.): Given are

i5 1 . . . n warehouses and j5 1 . . . m consumption points, each consumption point

needs the quantity of bj and each warehouse has the capacity to supply the quantity of
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ai (total demand equals total supply capacity). The cost matrix cij represents the trans-

port costs per unit and the matrix xij the quantity transported between i and j. The

objective of the transport problem is to find xij that minimise total transport costs:

Min TC5
Xn
i51

Xm
j51

cijxij

s:t:
Xn
i51

xij 5 bj ðj5 1 . . . mÞ

Xm
j51

xij 5 ai ði5 1 . . . nÞ

xij $ 0 ði5 1 . . . n; j5 1 . . . mÞ

This is a classical linear optimisation problem that can be solved with the sim-

plex method. A special form of the network simplex method is the MODI

(Modified Distribution) method. In a transport tableau, representing the flows from

the warehouses to the consumption points, cycles are determined that improve costs

and change (increase and decrease) flows by a certain quantity so that constraints

stay fulfilled (Figure 4.2). This method is a very efficient way to solve the transport

problem (Neumann & Morlock, 1993, p. 337). Details on the derivation of this

method can be found in Domschke (1981).

This description of the allocation problem corresponds to the case of capacitated

warehouses, meaning that warehouses have a limited capacity. The incapacitated

case is trivial, since customers can just be allocated to the nearest warehouse.

4.2.2.5 Combined Problems and Solution Procedures

The facility (or plant) location problem and the warehouse location problem in lit-

erature are two very closely related problem types that include three of the above

Figure 4.2 Schematic view of MODI approach in a transport tableau.

Source: Simplified from Neumann & Morlock (1993, p. 333).
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described problems: number problem, location problem and allocation problem.

The warehouse location problem (Baumol & Wolfe, 1958) describes the problem

of placing warehouses between the production and customer locations, the facility

location problem describes the problem of placing facilities (plants or depots) to

serve customer locations (see for example Sharma & Berry (2007) for a differentia-

tion between warehouse and facility location problem).

Facility location problems can be differentiated by various characteristics; one

example is whether facilities are capacitated (Aikens, 1985) for an overview and clas-

sification). The simple capacitated facility location problem can be formulated as:

Min
Xn
i51

Xn
j51

cijxij 1
Xn
j51

fizi

s:t:
Xn
i51

xij 5 bj ðj5 1 . . . mÞ

Xm
j51

xij # aizi ði5 1 . . . nÞ

xij $ 0 ði5 1 . . . n; j5 1 . . . mÞ

ziAf0; 1g ði5 1 . . . nÞ

where:

cij5 cost matrix for transport from facility i to consumption point j

xij5 quantity delivered from facility i to consumption point j

fi5 cost of facility i

zi5 1 if plant is established, 0 otherwise

bj5 demand of consumption point j

ai5 capacity of facility i

At the first glance, the description looks very similar to the transport problem. It

differs in the additional consideration of fixed cost fi for warehouses and binary

variables zi expressing that warehouse locations only represent potential ware-

houses. Also, the first constraint is formulated more generally to include the case

that less than the capacity of the warehouse is used as well.

Nevertheless, this problem is far more complex, it includes the location and the

number problem. Finding optimal solutions for large-scale problems does need a

lot processing capacity (Beasley, 1988). Heuristics are therefore used to generate

good (not optimal) solutions (see Green, Kim, & Lee (1981) for examples).

If the problem of the number of warehouses is separated out the resulting prob-

lem is reduced to location and allocation. Despite the simplification, the problem

stays complex. Domschke & Drexl (1996, p. 183) propose for the practical
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application a heuristic from Cooper (1972) that solves the allocation and location

problem in turn and thus continuously improves the solution. A similar heuristic

was proposed in the area of cluster analysis by Späth (1975), called KMEANS-

principle. Both Cooper and Späth show through tests that this approach produces

very good results.

4.2.2.6 Heuristic for the Overall Warehouse Structure Problem

In this section, we describe an optimisation heuristic that solves the overall ware-

house structure problem including all four component problems. It has been imple-

mented by Friedrich (2010) and is combination of the before mentioned methods

for the individual problems. Figure 4.3 gives an overview on the heuristic. In a first

phase, the number of warehouses and the warehouse levels are optimised. Then

locations of warehouses and allocations of stores to warehouses are determined in a

second phase.

The optimisation in the first phase is done by full enumeration, meaning that

costs for all possible warehouse structures are calculated. Different kinds of central

levels are distinguished by the weekly frequency (frCW) of transports between cen-

tral and regional warehouse level. The costs considered within the calculation

Procedure heuristic

n= 1, frcw = 0

Determine logistic costs Cn for n regional warehouses
considering future changes of supply paths

(Costs considered: warehouse costs, capital costs,
inbound and outbound cost, direct delivery costs)

Virtual locations (average
distances)
Demand equally distributed
on warehouses

Increase
frcw and
set n= 1

max frcw?

Yes
n=nmax? n=n+1

Yes

Locations
(Steiner-
Weber,

weighted
distances)

Allocation
(Transport
problem,
MODI

algorithm)

Yes

Transport costs linear to
pallet km
No changes in inbound
logistic costs

Structure
determined

Tkm
reduced?

No

No

No

Simplifying assumptions

•

•

•

•

Figure 4.3 Heuristic for the determination of a warehouse structure.
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include warehouse costs, capital costs, inbound and outbound costs as well as costs

for direct delivery. All these costs are dependent on the structure. The calculation

considers all changes caused by a ‘new’ warehouse structure. Besides new lot sizes

for inbound transports this includes possible changes of supply paths. It has to be

noted that the heuristic uses some simplifying assumptions to keep the problem

solvable. For the determination of the number of warehouses these are the assump-

tions of virtual locations and equal demand for all warehouses. The locations are

assumed to be distributed equally in space, thus, average distances can be used for

calculation. Equal demand of warehouses is assumed to avoid a combinatorial

problem which needs more time to be solved.

The detailed modelling of this first part differentiates the heuristic from standard

problems in operations research like the warehouse location problem or the facility

location problem. Contrary to these problems, warehouse costs are modelled in a

very detailed way.

The allocation and location problem are solved integrated in an iterative proce-

dure. The choice of locations corresponds to the Steiner�Weber problem. The allo-

cation problem corresponds to the standard transport problem in operations research

and can be solved by the MODI algorithm. By repeatedly solving the two problems,

the solution is constantly improved. The heuristic terminates if no improvement can

be reached through changing warehouse locations or allocation of stores. The

implicit assumption, taken in this part, is that inbound costs do not change and thus,

no recalculation of the first part is necessary. Also the procedure assumes that the

minimisation of tonne kilometres corresponds to the minimisation of costs. More

details on both phases of the heuristic can be found in Friedrich (2010).

4.2.3 Applicability for Descriptive Purposes

The purpose of freight transport demand modelling is to describe reality and not to

optimise. Thus, a core question is if optimisation heuristics can be used to describe

real decisions. The heuristic described before has been used within a logistics simu-

lation model mapping the food retailing sector in Germany (Friedrich, 2010).

For the simulation model data of 31 logistics systems of food retailing compa-

nies was available. Five of them were used for calibration the remaining 26 for val-

idation of the model. For calibration some parameters in the model, such as truck

cost per kilometre or warehouse fixed cost, were left variable to a certain extent

and determined by calibration. Comparing the simulation results of the remaining

26 systems showed the validity of the simulation model. Figure 4.4 shows the over-

all results of the model. There is a difference of 13 (205 simulated and 213 exist-

ing) in the total number of warehouses and an average distance of 60 km between

the simulated and the real warehouse. Considering that the resolution of the model

was NUTS (Nomenclature of Territorial Units of Statistics) 3 this seems a very

good result, meaning that the algorithms (using the calibrated parameters) seem to

explain the behaviour of the actors.

For the remaining differences there could be two reasons. First, simplifications

have been made in the overall simulation model as well as in the heuristic
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described; two examples are the assumption of the same size of warehouses within

a structure and the green field approach meaning that historical locations of ware-

houses were not considered. In reality the sizes of warehouses within a structure may

deviate and the structures develop over time. The second reason may be that the actors

may have different objective functions or may not be as rational as assumed by the

heuristic, resulting for example from a lack of information. This is a classical chal-

lenge in transport modelling and could be addressed by adding elements like error

terms. This could be the next step for model development in this area.

4.3 From Micro to Macro Level

4.3.1 Challenges in Aggregate Models

If we wish to describe and analyse all inventory structures in a whole city, region,

state or continent, the micro approach described above will become difficult to

apply. Mainly, this is because of the poor availability of data at this detailed level

across the entire population of firms and shipments. Most companies do not keep

data in sufficient scope and detail to allow a comprehensive micro modelling exer-

cise to be made. As in the previous example, much of the data will have to be

acquired by hand. In the future, the data availability situation may change to the

better, as more supply chain processes become supported by ICT (Information and

Communications Technology) systems. Eventually, however, even if such data is

made available by firms, it will be proprietary, difficult to obtain completely and

impossible to publish. This leaves us with a formidable challenge. Aggregate statis-

tics of freight transport typically do not include characteristics of logistics

Figure 4.4 Simulated and existing locations of warehouses in German food retailing

(Friedrich, 2010).
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operations. Usually we cannot resort to statistics of inventories, transport costs dis-

tinguished by in- or outbound flows, or flows by type of origin or destination (e.g.

production site, distribution centre and terminal). And even if these data were avail-

able, many relevant attributes of freight shipments would not be recorded or would

need to be disregarded in order to be able to represent commodities at a higher spa-

tial level. In other words, at the aggregate level we may not have all the informa-

tion needed to make models work that we use at the micro level.

In addition, if we want to develop models for aggregate flows, we have to con-

sider that the heterogeneity of the population will be much higher than for individ-

ual products. For example, the product attributes value density and packaging

density determine the number and location of warehouses, through inventory and

handling costs. Goods with high value and high packaging density will result in

high costs at warehouses for inventory and handling, pushing the distribution struc-

ture to become more centralised. If variations for these attributes are significant

within a commodity group, and volumes are sufficiently large, there will not be

one dominant spatial structure, but several ones, for different product groups. The

implication is that we will need to account for diversity in inventory structures, and

explain this diversity using the right product attributes. Aggregate choice models

are able to deal with heterogeneity in decisions and variations in underlying vari-

ables. If this heterogeneity cannot be modelled explicitly, however, commodity

groups will need to be as homogeneous as possible. Approaches to formulate

homogeneous commodity groups for freight models according to relevant commod-

ity attributes (named ‘logistics families’; see Burmeister, 2000 and Tavasszy, 2000)

aim to address this problem.

Similar issues are found in the representation of the supply side, the actual

inventory networks. As aggregate data superpose networks at the firm level (that

each have their own unique rationale) to networks at regional level, the patterns of

individual firms are lost and replaced by more aggregate patterns. These aggregate

patterns might be different and exhibit a different relation with e.g. transport costs

or distance than the underlying firm level patterns. This implies that we cannot be

sure anymore that we are modelling the firm’s real considerations (be it in a norma-

tive or descriptive sense). Instead, we are describing an aggregate logic which

might not exist at the firm level. Such aggregation problems are universal in aggre-

gate modelling (i.e. not unique for inventory structures) and widely discussed in

the literature (Ortúzar & Willumsen, 2011). Aggregating networks will also lead to

loss of information from the perspective of interdependence between networks at

the firm level. Especially, where firms outsource their logistics, decisions on inven-

tory structures will be made for several firms at the same time, or partially aggre-

gate flows (or ‘meso scale’ flows; see Liedtke (2009). Moving from a firm to a

regional level will mean that the consideration of this interdependence is lost and

replaced by more simplified assumptions of the nature of regional level flows. At

the aggregate level we will have to assume that decisions are made in a similar

way for entire regions or region pairs � possibly disaggregated, however, by com-

pany type or size, or even product type or shipment size � but not by individual

firms, let alone interdependent firms.
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In the following, we sketch alternative ways to deal with the problem of inven-

tory structures in aggregate models. The modelling problem is framed in the usual

aggregate modelling language � that of the four-step transport model. We provide

three different ways that are theoretically possible and report on experiences from

the literature with each of the three.

4.3.2 Aggregate Modelling of Inventory Structures

4.3.2.1 The Aggregate Modelling Problem

The representation of inventory structures in an aggregate, descriptive model of

freight transport is framed as follows.

Let Tij be the flow of trade T (in tonnes/year) between regions i and j. Typically,

the origins i will represent production locations, and destinations j the locations where

these goods are consumed. The table of trade flows between all these regions we call

the P/C matrix. As explained in Chapter 2 of this volume, P/C matrices result from

applying multi-regional spatial economic models, such as MRIO (Multi Regional

Input Output) or SCGE (Spatial Computable General Equilibrium) models. Because

of the existence of intermediate warehouses, these models do not produce the appro-

priate spatial picture of transport flows, however. In the modelling described below,

we aim to include exactly this step.

By inserting warehouses as intermediate origins and destinations at regions k,

we convert this P/C matrix into a matrix of pure transport movements, also known

as the origin�destination matrix or O/D matrix. In a simple system, of at the most

one distribution centre between P and C, the P/C flows are now split into three dif-

ferent underlying O/D matrices: one to represent flows T 0
ij that go directly between

i and j and two to represent those that go indirectly, via a warehouses in regions k:

Tik (the P/W flows) and Tkj (the W/C flows). Added together they form the O/D

table that, when assigned to the transport network, will describe the traffic flows.

The question we treat in this section is how to describe the combined trade and

transport system using aggregate models. Conventional models assume that these

differences between O/D and P/C do not exist, i.e. assume only one table, which

may either be a trade or a transport table. Depending on the approach chosen, they

either (1) assign P/C flows directly to the transport networks, or (2) derive an O/D

matrix from traffic flows and try to relate this to economic aggregates o producing

and consuming regions. The first approach will lead to an underestimation of the

amount of traffic, as the additional flows created by indirect movements are

neglected. The second will lead to problematic elasticities as the assumption will

be made that warehouse-related trips will respond in the same way to economic

changes as production or consumption-related trips.

There are several alternative approaches to take into account both tables explicitly.

Depending on the approach chosen, more or less detail in terms of the logistics consid-

erations can be put into the model. In the following sections, we discuss:

� Gravity modelling for O/D flows
� Discrete choice model for inventory structures
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� Hypernetwork models

Besides providing a brief rationale and mathematical formulation, we review

examples of such models from the international literature insofar available and dis-

cuss the empirical results obtained.

4.3.2.2 Gravity Modelling Approach

Even if the roots of the well-known gravity model lie in the analogy with

Newtonian physics, several theoretical interpretations are available that lend it to

modelling trade of commodities (see Chapter 2 of this book). The interpretation

that comes closest to our problem is that of fixed price differences and transport

costs between regions, inducing trade where the net margin of trade is positive.

If we want to apply this interpretation to the inventory network problem, we

have to assume that warehouse regions are also trading points, with product prices

allowing to represent their attractiveness as a distribution location, that is as desti-

nation for different production regions, and as origin for different consumption

regions. It is by this analogy with trade that the following model can develop:

Tik 5 p�i q
�
krik

Tkj 5 p�kq
�
j rkj

Tij 5 p�i q
�
j rij

where T, i, j and k are as before and p, q and r are parameters for respectively ori-

gin and destination regions in the three O/D tables for transport. The parameter r

can be replaced by an exponential function of transport costs, if a discrete choice

framework for aggregate agent is used as an underlying theoretical basis for deriv-

ing the gravity model.

The only case known to us of an empirical test of this model is that of the

Netherlands, where Davydenko & Tavasszy (2013) estimated these models sepa-

rately for the three categories of O/D tables, using flow matrices obtained from sta-

tistics that denote the type of origin and destination. He finds plausible values for

the parameters of the function determining the values of r and a good fit to

observations.

4.3.2.3 Explicit Choice Models

A discrete choice modelling approach is applied to explain the step from P/C to

O/D tables using a logic which is similar to the one developed in micro models,

based on total logistics costs. In Figure 4.5, this model replaces the arrow

between the two tables.

The choice to model is between alternative structures, either indirectly via an

intermediate point of inventory, or directly between P and C. Note that for indirect

flows, in principle, every region can be an intermediate point of inventory. In prac-

tice, these options via different regions will form one group of alternatives under

the heading ‘indirect transport’, leading to a nested model form (Figure 4.6).
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The few examples in the research literature that present such a model propose a

logit formulation for the choice model (Tavasszy, Huijsman, & Cornelissen (2001),

Jin & Williams (2005), Kim, Park, Kim, & Lee (2010), Davydenko & Tavasszy

(2013) and two propose an all-or-nothing model (Boerkamps & van Binsbergen
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Figure 4.5 P/C table and O/D table (example: one DC each flow).

Location 1.1 ..

Location 2.1 ..

Location 3.1 ..

.. Location 3.n

.. Location 2.n

.. Location 1.n

Chain type 1
(direct)

Chain type 2
(one warehouse)

Chain type 3
(2 warehouse)

Figure 4.6 Nested model form for alternative distribution structures.
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(1999) & Maurer (2008). Kim et al. (2010) are the only ones who present a disag-

gregate choice model, however not based on cost logic, but on product characteris-

tics. The drawback of this approach is that the model is less useful for policy

evaluations. Tavasszy et al. and Jin and Williams develop aggregate logistic costs

model but little proof of validity of the model has been provided and the models

were only presented in the research literature to a limited extent. To our knowl-

edge, Davydenko is the only published result on the estimation of a discrete choice

model based on total logistics costs, at the level of observations, i.e. at O/D level.

The basic model follows the aggregate logit model with a logistics cost function

that includes transport and warehousing costs.

The logistic cost c has three components:

c5 ct 1 cv 1 cm

with superscripts t, v and m denoting transport costs, inventory costs and warehous-

ing costs, respectively.

In order to calculate transport costs, alternative chains are subdivided in segments

representing several stages of every chain type. Figure 4.7 shows the segments within

a chain. The logic behind the segments is that the value of time (VOT), the modes

available and the transport tariffs differ by stage. For example, segment S4 represents

the final leg of a chain between a DC and a customer. As the need to deliver the goods

on time is relatively high, it will have higher transport costs (usually this part is deliv-

ered with LTL (Less than Truck Load) trucks or vans) and a higher VOT.

Origin

Distribution center

Destination

Chain type 1 S1

S2

S2 S3

S4

S4

Chain type 2

Chain type 3

Figure 4.7 Distribution channels and segments (Tavasszy et al., 2001).
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A simple weighted cost function (with weights according to the shares of differ-

ent modes) was used to approximate transport costs. A condition limiting the calcu-

lation of weighted costs is provided by the modes that are allowed on different

segments. On the last segment, S4, for example, only road transport is allowed.

Inventory costs are specified for every freight flow and include the regular stock

necessary for satisfying demand for a product and the safety stock. The warehous-

ing costs are separated into handling and holding costs.

cv 5 af Xij;f if
cm 5 af Xij;f wðhf 1 of Þ

i5 interest costs ($/tonne/year)

af5 stock ratio per freight flow

Xij,f5 trade flow on O/D-relation per flow type (tonne/year)

of5 holding costs $/m3

hf5 handling costs $/m3

w5 volume to weight ratio (m3/tonne)

As in the micro modelling approach, the number of alternative locations for

distribution centres, in theory, is equal to all available regions. For computational

purposes, this number can be reduced by enumerating a limited number of alter-

native regions, which score well in terms of regional characteristics such as cen-

trality with respect to demand. Procedures for this are described in Tavasszy

et al. (2001).

Obviously, this aggregate model is a crude reproduction of the underlying aggre-

gate cost patterns. If the data on costs are lacking, recourse must be taken to esti-

mating the unknown cost elements as parameters in the models. Davydenko,

Tavasszy & Smeets (2012) demonstrate that this approach can lead to a reasonably

good fit of modelled with observed transport flows.

4.3.2.4 Supernetworks

The third alternative approach is to integrate the problem of choice of distribu-

tion centre into the route choice problem. To our knowledge, no empirical appli-

cations have been attempted yet with this approach for the problem of choice of

distribution structure. We will, however, briefly describe this option, as it is a

straightforward and elegant way to treat the problem. The approach follows from

the generic ‘supernetwork’ approach (Sheffi, 1992) and extends the multimodal

route choice model used for freight transport (see e.g. de Jong, 2007; Jourquin &

Beuthe, 1996; Tavasszy, 1998) to now include distribution centres as passing

points with inventory costs. Proposals for model specifications in this direction

were done by Nagurney, Ke, Cruz, Hancock, & Southworth (2002) and Yamada,

Imai, Nakamura, & Taniguchi (2011). If we include networks of different ship-

ment sizes before and after distribution centres, the choice of shipment size
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becomes implicit in the network.1 Note that different techniques can be applied

to predict flows on the network, depending on whether one assumes supply to

be constant (demand-oriented choice models) or to be dependent of demand

(equilibrium formulations).

In this network model, a switch from large to small shipment sizes, and low to

high transport costs per unit freight, can only be made by using a distribution cen-

tre. Consumers will demand small shipment sizes and speedy delivery; direct deliv-

ery is then compared against indirect movement as alternative routing options

(Figure 4.8).

The large shipment size networks are mainly intended for long distance trunk

transport services. These types of shipments can be observed in international trade

lanes such as Europe�Asia, US�Asia, where normally the smallest unit of ship-

ment is a container. Large shipment size networks can also be observed at the level

of countries or European Union. These are related to flows from production to the

distribution facilities of retail chains, such as supermarkets. Freight aggregators and

distributors also use these networks for inter-depot shipments, linking together

large distribution facilities. Small shipment size networks, conversely, are linked to

the goods flows to the consumption points or facilities functioning as a proxy to

consumption, such as retail outlets. The small shipment size networks can also be

observed in production environments too, such as specialized manufacturing and

just in time production practices. These two networks are linked together through

warehouses and other types of distribution facilities. Small shipment size networks

serve the feeder function for the large shipment size networks: change from one

network type to another happens at the distribution facilities.

Large shipments network

Small shipments network

Inventory
and handling

C

P

Figure 4.8 Supernetwork for inventory structures.

1 The inclusion of choice of shipment size also qualifies this problem as a hypernetwork problem (where

alternative choices that are not made are represented by a network, while do not represent a physical

alternative � the typical example for passenger transport would be time of day, or not to travel, see

Sheffi (1992)).
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As in the other two alternatives, the empirical application of the supernetwork

approach relies on real-world observation of the logistics structures used by various

sectors or types of businesses. There should also be observed flows within each of

the two network types, which are not switched, such as small shipment networks

between production and consumption (observed in case if production and consump-

tion are located nearby, or in case of highly valuable goods). The large shipment

network is also used for direct production�consumption shipments: these are

mainly related to large batches of intermediate goods that are further used for pro-

duction purposes.

4.4 Conclusion

Distribution structures are a relatively new area of concern in freight modelling.

Including these structures enriches the conventional four-step freight model

scheme, as they improve the representation of spatial flow patterns, of logistics

costs and of intermediate storage activities. The earliest models for distribution

structures were proposed around the turn of the century, and most of the empirical

research is still under development. After applications in a handful of countries,

these models are slowly entering the arena of applied national and international

freight models.

This section has provided an overall description of modelling approaches at the

disaggregate and aggregate level. Important first findings from research include (1)

that micro-level normative models can also be applied to describe the result of firm

level distribution decisions and (2) simple aggregate discrete choice models can

achieve this for distribution structures in an interregional setting. The simplified dis-

aggregate models shown here have the benefit of being close to firm level practice

and thus sensitive to changes in firm or commodity attributes. At the same time, an

important drawback appears to be that they require too much data to allow applica-

tion at an aggregate level, for all freight flows. The reverse holds for aggregate mod-

els. With a relatively low demand for data, total flows can be modelled at a higher

spatial and sectorial level. Note that even these aggregate models may require data

acquisition efforts beyond what is currently undertaken in most modelling environ-

ments, including flows through warehouses and logistics cost components.

Future research can focus on bringing the micro- and macro level perspectives

closer together. On the one hand, micro-level models could be developed that can

deal with input data that are sufficiently aggregate to allow system wide acquisi-

tion, i.e. across all sectors and all regions. On the other hand, aggregate models can

be better detailed, to provide a representative account for those complex considera-

tions in distribution logistics that can now only be accounted for single firms or

small groups of firms. In substantive terms, this includes empirical knowledge

about the distribution structure decisions, their inclusion in micro or sector models,

and their further aggregation, in order to arrive at better regional or national models

for distribution structures.
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5 Inventory Theory and Freight
Transport Modelling
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Cedex, France

Freight is transported by batches called shipments. Determining shipment size is an

important decision of shippers; it derives from the characteristics of the transport

supply and also from the logistical context of shippers.

Optimal shipment size is originally a question of inventory theory, related to the

optimal management of a supply chain. However, it is also related to many

transport-related decisions, in a way which sheds an instructive light on the prefer-

ences of shippers. The objective of the chapter is to present how models from

inventory theory, originally derived from a normative perspective, can be used to

better understand and model freight transport from a descriptive perspective.

Freight mode choice is the main field benefiting from concepts of inventory theory,

but other issues of freight transport modelling are also raised. The perspective of

the chapter is that of microeconomics and econometrics; microsimulation, which

also borrows elements from inventory theory, is let aside.

The chapter proceeds as follows: in Section 5.1, elements of inventory theory

relevant to the topic of freight transport modelling are reminded. In Section 5.2,

microeconomic models of shippers based on inventory theory are presented.

Section 5.3 discusses the topic of data needs and availability. The current relevant

econometric results are summarised in Section 5.4. Finally, Section 5.5 presents the

challenges related to simulation when the choice of shipment size is taken into

account, either explicitly or implicitly.

5.1 Inventory Theory

Inventory theory is a field of operations research focused on optimising the deci-

sions of a firm operating a supply chain. It covers such themes as production, sup-

ply chain network design and transport decisions. For models of inventory theory

related to freight transport, transport decisions are merely a facet of the larger prob-

lem of managing a supply chain. The objective, for a model of inventory theory, is
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generally to optimise a certain objective function consisting of logistic costs, qual-

ity of service (or level of service) for customers and transport costs. This section

presents the principles of a number of models of inventory theory which are partic-

ularly interesting from the perspective of freight mode choice modelling.

5.1.1 The Economic Order Quantity Model

The economic order quantity (EOQ) model was designed a century ago (Harris,

1913). It gives the optimal size of a production batch in a factory. In the context of

this model, large batches allow for cost savings because setting up the machines

for the production of a given batch is costly, independently of the batch’s size.

However, large batches cause increased logistic costs, because they have to be

stocked. Consequently, there is an optimal batch size, balancing these two costs.

Translating the original EOQ model to the context of freight transport is straight-

forward (Larson, 1988). Consider a shipper sending a commodity flow rate Q (in tons

per year, for example) from origin O to destination D. The shipper has to decide the

size s of shipments. If the commodity is produced at a constant rate, then the inven-

tory at the origin increases at rate Q at the origin from zero at time zero to s at time

Q/s, at which point the first shipment is dispatched and the inventory drops back to

zero, and then increases again at rate Q and so on. The evolution of the inventory

level at the origin is illustrated by Figure 5.1. Clearly, its expected value is s/2.

A large inventory is something the shipper would like to avoid; this is represented

in the EOQ model by a coefficient a, called the value of time of the shipper, which

represents the amount the shipper is willing to pay to have one ton of commodity

spend one day less in the supply chain (i.e., in this case, in the origin inventory). This

coefficient is multiplied by the average inventory level to obtain the origin1 inventory

cost as/2, which increases with s. This is typically referred to as the ‘cycle inventory’

cost. To this component should be added the ‘pipeline inventory’ cost, related to the

In
ve

nt
or

y

s

s/2

0

s/Q Time

Figure 5.1 Evolution of the origin inventory in the EOQ model.

1 In some instances, it is relevant to also take into account the destination inventory costs. This is the

case if the shipper is still the owner of the commodities at the destination or if, for some reason, they

internalise the logistical costs borne by their customers. This is not the option taken in this paper, and it

has little consequences � either theoretical or econometrical � for freight mode choice modelling.
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commodities which are being transported at a certain time. Denote by t the transport

lead time (i.e. the span between the moment the commodities are picked up and the

moment they are delivered); the average amount of commodities being transported at

a given moment is Qt, the corresponding cost is aQt.

On the contrary, too frequent shipments are also undesired, because they would

incur unreasonably high transport costs. At this stage, it is necessary to make the

relationship between shipment size and transport costs explicit. It is also necessary

to depart from a classic hypothesis in freight transport modelling, according

to which transport costs can be expressed on a per ton basis. Let us note p(s) the

cost2 of transporting a shipment of size s from O to D. In the EOQ model, p is

assumed to have the following form: p(s)5 b1 cs, where both b and c are in mon-

etary units. In general, p does not necessarily have this particular specification.

However, it is necessary that p does not tend towards zero when s tends towards

zero; otherwise, it would be feasible for shippers to send infinitesimal shipments at

an indefinitely high frequency.

The transport costs over a given time period are equal to p(s) multiplied by the

shipment frequency s/Q. By adding the inventory costs to the transport costs, we

obtain the total logistic cost (TLC) function g:

gðsÞ5 as

2
1 aQt1

Q

s
pðsÞ ð5:1Þ

which becomes, after replacing p:

gðsÞ5 as

2
1

Qb

s
1Qðc1 atÞ ð5:2Þ

The optimal shipment size s� is obtained by differentiating g and finding its

minimum; this yields the classic square root EOQ formula:

s� 5

ffiffiffiffiffiffiffiffiffi
2Qb

a

r
ð5:3Þ

The shipment size increases with the shipment size independent component of

the transport cost b and decreases with the value of time of the shipper a. It also

increases with the total commodity flow rate Q, although not linearly. And

finally, it does not depend on the shipment size dependent component of the

transport cost c.

When the shipment size is optimal, the cost function becomes:

gðs�Þ5
ffiffiffiffiffiffiffiffiffiffiffi
2Qba

p
1Qðc1 atÞ ð5:4Þ

2This cost comprises the freight rates, the other monetary costs and the non-monetary costs associated to

transporting a shipment of size s, from the perspective of the shipper.
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5.1.2 Extensions of the EOQ Model

The EOQ model has been extended to a very large and varied set of contexts of

applications. A few of them are listed below.

5.1.2.1 The Capacity Constraint of Vehicles

Accounting for the limited capacity of vehicles in the EOQ model is straightfor-

ward (Hall, 1985). Denote by K the capacity constraint of the vehicle; then the opti-

mal shipment size becomes:

s� 5min

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Qb

a
;K

r !
ð5:5Þ

The cost function becomes:

gðs�Þ5

ffiffiffiffiffiffiffiffiffiffiffi
2Qab

p
1Qðc1 atÞ Q#

K2a

2b

aK

2
1

Qb

K
1Qðc1 atÞ Q.

K2a

2b

8>>>><
>>>>:

ð5:6Þ

This function has two regimes (Figure 5.2): when Q is low, the optimal ship-

ment size is given by Eq. (5.3), and the cost function behaves as in the no capacity

constraint case. When Q exceeds this threshold, shipments are of size K, and the

cost function becomes linear.

Total logistic
cost g

aK

K2a

2b
Total commodity flow Q

2

Figure 5.2 Influence of the commodity flow rate on the TLC.
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5.1.2.2 One-to-Many Distribution: Rounds

One-to-many (or many-to-many) distribution refers to the case where commodities

have to be carried from one (or many) origin(s) to many destinations, and where it

is potentially advantageous to carry them together. This is a vast issue in operations

research, closely related to the vehicle routing problem (VRP). The VRP is mathe-

matically complex, demanding in terms of data, and sensitive to its initial

conditions.

However, it is possible to address this problem with a statistical, approximate

approach, which may have potential regarding freight transport modelling. This is

illustrated below with an example inspired by Daganzo (2005).

Consider an area of size A, with n possible destinations. At each destination,

deliveries are randomly requested. The arrival process of delivery requests at a des-

tination is a Poisson process of parameter q (during a time interval t, qt deliveries

are requested on average at each destination). As a consequence, the number of

deliveries requested on the area per period of time is Q5 qn on average. Now,

assume the shipper sends the deliveries from a unique warehouse somewhere in the

area. Vehicles are dispatched by groups of nv vehicles, every H hours, to deliver

the commodities. Figure 5.3 illustrates these assumptions.

With these assumptions, the average value of the inventory at the origin is QH/2.

Denote by a the value of time of the shipper; let αc5 aQ/2. Then the per hour cycle

inventory cost is:

CcðHÞ5αcH ð5:7Þ

Now, in order to proceed, it is necessary to know how the transportation cost

depends on H. At each time period, the nv vehicles have to deliver QH destinations.

As explained in Daganzo (2005), provided nv is small w.r.t. QH, the expected dis-

tance d(H) between two consecutive stops in an optimal tour can be approximated

by d(H)5 3/4(A/QH)1/2. As a consequence, given the fact that each vehicle has to

Commodity origins and destinations Vehicle movement

Figure 5.3 One-to-many distribution.
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deliver QH/nv stops in a time interval H, and that each vehicle’s speed3 is v, then,

necessarily, (QH/nv)d(H)/v5H. This yields the required number of vehicles nv(H).

Let c denote the operation cost of a vehicle for an hour. Then the per hour total

operation cost is Co(H)5 cnv(H) or, with αo5 3c(AQ)1/2/4v:

CoðHÞ5 αoffiffiffiffi
H

p ð5:8Þ

Finally, if each vehicle finishes its tour in H hours, and if the deliveries are reg-

ularly spread along the route, then the average transport time for each commodity

is H/2. The per hour pipeline inventory Cp cost is then (with αp5 aQ/2):

CpðHÞ5αpH ð5:9Þ

The TLC function g is the sum of Eqs. (5.7)�(5.9):

gðHÞ5 αoffiffiffiffi
H

p 1 ðαc 1αpÞH ð5:10Þ

Consequently, the optimal headway is:

H� 5
3c

ffiffiffi
A

p

8vaQ

� �2=3
ð5:11Þ

This result is similar to the EOQ model (where H� 5 s�/Q, i.e. H� 5 (2b/aQ)1/2).

The higher the transport operation cost c, but also the area’s size A (for a given

total level of demand), the lower the shipment frequency. On the contrary, the

higher the vehicle speed v (for a given operation cost), the higher the shipper value

of time, or the higher the total demand Q (i.e. either more frequent delivery

requests q, or more potential destinations n), the higher the vehicle dispatch

frequency.

Daganzo (2005) presents many similar models. These models may be a fruitful

direction to improve freight transport demand modelling when tours are involved

(for example in the context of urban freight transport, and also for transport ser-

vices involving break-bulk operations). Urban freight modelling and urban logistics

are otherwise discussed in Chapter 9.

5.1.2.3 Logistic Network Design

An important challenge in the current efforts to improve freight transport demand

modelling is to take into account logistic networks. The location and throughput of

warehouses, cross-docking platforms have a decisive impact on the freight transport

3 Strictly speaking, the average speed v depends on d(H): the lower the distance between two consecutive

stops, the lower is v. This is disregarded here for analytical simplicity.
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system, and adapt to it; yet they are difficult to observe and model. This problem is

discussed in detail in Chapter 6.

In this situation again, models inspired from the EOQ model may provide

insights into why certain logistic network structures are preferred to other.

Consider for example the case of a factory serving a set of destinations, all located

far from the factory but close to one another. Then it may be useful to install a dis-

tribution centre near the destinations, carry the commodities from the factory to the

distribution centre with big, fast vehicles, then dispatching them to the individual

destinations in smaller quantities, to keep both transport costs and inventory costs

at a reasonable level. This, however, would come at the cost of renting and operat-

ing the platform, and transhipping the commodities. Simple analytical models can

be used to compare such options.

5.1.2.4 Other Extensions

As stated above, this category of models is quite large and varied. Some of them

focus on the interaction between production constraints and transport constraints

(Blumenfeld, Burns, Diltz, & Daganzo, 1985). Some of them generalise the EOQ

model to various freight price structures (Aucamp, 1982; Langley, 1980). Others

base an optimal vehicle size model on an underlying EOQ shipment size model

(McCann, 2001). Daganzo (2005) presents many extensions of the continuous

approximation method originally presented in Newell (1971), which is a simple

method to extend the models presented above to cases where the parameters are

not uniform, but vary slowly (e.g. a slow variation of Q in time, or a slow variation

of the density of destinations in space). All these models are possible resources to

extend freight transport modelling. However, the benefit they may bring in terms

of behavioural relevance should be balanced with the additional data needs they

would come with.

5.1.3 Models of Optimal Shipment Size with Uncertain Demand

Logistics is about delivering goods or providing services both at a low cost and a

high level of service. This does not only involve finding the right trade-off between

transport costs, inventory costs and customer satisfaction but also involves doing so

in an uncertain context. In this section, a simple model of choice of shipment size

with stochastic demand is briefly presented.

5.1.3.1 The Single Commodity Periodic Review Model with Backlogging

The daily management of a supply chain under an uncertain context is a very active

field of operations research and management science. Often, the objective is to pro-

vide firms with efficient algorithms to operate a supply chain under stochastic

conditions.

The single commodity periodic review model with backlogging is a classic

model of inventory theory. It is presented in Arrow, Karlin, & Scarf (1958). In this
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model, a shipper produces a certain type of commodity at an origin O, and sends

them at a given moments, say each day, to a destination D where they are sold to

consumers. Those consumers present themselves randomly, without notice, to buy

the commodities; they wait if there is a momentary stock shortage, but it causes

them dissatisfaction. Each day, the shipper has to decide the size of the shipments

which are dispatched. However, transport takes a certain time l from O to D, so

that the shipper has to anticipate the demand at destination. Each day, the destina-

tion inventory increases by the size of the shipment sent from the origin l days

before, and decreases by the amount ordered by customers during the day (it can

get negative if there are orders pending).

Assume that the demands Dt at time periods t are independent and identically

distributed, with a common cumulative distribution function FD. The optimal pol-

icy for the shipper is to ensure that the destination inventory is on average equal to

a certain value Is, the safety stock. The adequate value of Is balances the expected

destination inventory costs (which increase with Is) and the expected customer sat-

isfaction (which decreases when stock shortages become more probable and

longer).

Assume the demands are normally distributed, of mean μ and standard deviation

σ; denote by Φ the Gaussian c.d.f. Let a be the customers’ willingness to pay

to avoid waiting a one day delay, ac the commodity value of time for the shipper

(e.g. capital opportunity costs and depreciation costs) and aw the destination ware-

housing costs, all in monetary units per ton per day. Then, the optimal safety stock

minimising the expected TLC of the shipper is:

I�s 5σ
ffiffiffiffiffiffiffiffiffiffi
l1 1

p
Φ21 a

ac 1 aw 1 a

� �
ð5:12Þ

The safety stock increases (in absolute value) with the variability of the final

demand; the more difficult it is to predict the behaviour of consumers, the more the

shipper will have to protect itself against unpredictable variations. Also, and per-

haps more importantly from the perspective of freight transport modelling, the

safety stock increases (again, in absolute value) when the transport lead time

increases. This indicates that a slower transport mode is not beneficial to the ship-

per’s logistics. Finally, the sign and amplitude of the safety stock depends on the

relative values of the logistic costs a, ac and aw. In fact, if a. ac1 aw, then the

safety stock is positive, and it increases with a: the more customers are sensitive to

shortages, the higher the safety stock. In the symmetric case, the shipper opts for a

smaller safety stock. It may even be optimal to aim for a negative safety stock, in

other words to have the customers wait almost certainly.

5.1.3.2 Implications

At this stage, the applications of these findings are mainly operational. They are

devised to guide firms in operational decisions, not to provide models of shipper

behaviour on the freight transport market. Besides, variables such as safety stock,
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as shipment size, may appear not to be of direct interest for freight transport model-

ling. However, the microeconomic analysis of the models presented in this section

yields particularly instructive results on the behaviour of shippers, and on the rela-

tionship between these variables and freight transport-related decisions, and partic-

ularly freight mode choice.

Note that the EOQ model addresses the problem of the optimal shipment fre-

quency, while the inventory replenishment model addresses that of optimal safety

stock. A model bridging the gap between these two partial models exists: the clas-

sic (s, S) logistic protocol (a shipment of size S � s is dispatched as soon as the

destination inventory level decreases below s). This protocol is widely used, makes

both the shipment size and the safety stock variables endogenous, and is mathemat-

ically optimal (Porteus, 2002). However, in order to be useful for freight transport

modelling, an analysis of the statistical properties of this model is necessary, and it

has not been undertaken yet.

5.2 Microeconomics of Logistics and Freight Transport

Inventory theory adopts the point of view of a single shipper, adapting to a given

economic context, and aims at providing an optimal decision rule. Freight transport

modelling adopts the point of view of many shippers considered together, and

focuses on their reactions to changes in the economic context, given the decision

rules they do apply. The objective of this section is to proceed to this change of

perspective: the objective is not anymore to devise the optimal behaviour of a ship-

per in a given situation. It is to model the behaviour of shippers on the freight

transport market, assuming they follow decision rules derived from inventory.

This section proceeds in three stages. First, the general notion of TLC is intro-

duced. Then, a simple model of freight mode choice based on the EOQ model is

presented. Extensions of this model are finally discussed.

5.2.1 The TLC Function

Inventory theory generally requires that a certain objective function be optimised.

For example, in the case of the EOQ model, the optimal shipment size minimises

the function g given by Eq. (5.2). In the case of the one-to-many distribution

model, the optimal headway minimises the function g given by Eq. (5.10). The

safety stock I�s given by Eq. (5.12) also optimises a certain function (not given

here).

These functions share some similarities with the generalised cost functions clas-

sically met in freight transport modelling. Generalised cost functions represent the

preferences of agents between distinct transport alternatives. They generally consist

in monetary components and non-monetary components, weighted by the relevant

marginal substitution rates. There is a neo-classical theoretical underpinning of this

approach for passenger transport (Fowkes, 2010; Jara-Dı́az, 2007), which is in fact

97Inventory Theory and Freight Transport Modelling



an application of theories of the allocation of time (Becker, 1965). In freight trans-

port, the theory is less clear (although some elements are presented in the previous

section), but the practice is the same.

The difference between generalised cost functions and the functions met in

Section 5.1 is that the latter include logistic cost components: origin or destination

inventory costs, cycle inventory and safety inventory costs, sometimes also order-

ing costs, handling costs, customer satisfaction, etc. Therefore, they are referred to

as TLC functions.

In theory, a model based on TLC functions offers a much broader spectre of

possibilities regarding decision support. Aside from being sensitive to classic vari-

ables such as travel times and costs, it also reacts to changes in warehousing costs,

handling costs, vehicle capacity constraints, customer preferences, etc. This is one

of the main reasons why much effort has been put into trying to integrate inventory

theory considerations in freight transport models.

5.2.2 The TLC in the EOQ Model: A Simple Freight Mode Choice Model
with Logistics

The EOQ model, in addition to yielding an optimal shipment size, associates to

each mode a certain TLC. Denote by m a certain transport mode, with a travel time

tm, a transport cost pm(s)5 bm1 cms and a capacity Km. Then, Eq. (5.6) is the TLC

associated to choosing mode m:

gm 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Qabm

p
1Qðcm 1 atmÞ Q#

K2
ma

2bm

aKm

2
1

Qbm

Km

1Qðcm 1 atmÞ Q.
K2
ma

2bm

8>>>><
>>>>:

ð5:13Þ

Clearly, a freight mode choice model can be built with these TLC functions.

Now, to illustrate the potential of such a model, consider the choice between two

modes, a light one (indexed by l) and a heavy one (indexed by h). Assume that

road is faster (tl, th), less expensive for small shipments (bl, bh) but more expen-

sive on a per ton basis (cl. ch), and with vehicles of a lower capacity (Kl,Kh).

Then, depending on the values of a and Q, the shipper will prefer the road if gl, gh
(Section 5.2.4 comes back on the assumptions related to transport costs).

In classic freight transport demand models, the generalised cost is proportional

to the commodity flow rate Q so that it is not necessary to keep track of Q as an

explanatory variable of mode choice. This is not the case anymore with this

approach inspired from inventory theory. The evolution of the TLC of the two

modes with Q is illustrated by Figure 5.4:

The total commodity flow has a dramatic impact on the relative competitiveness

of each mode. The light mode is more competitive for small flows. Those imply

small shipments, which are less expensive to transport when b is smaller. However,
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c is larger for the light mode, and its vehicle capacity K is lower, so that when the

commodity flow increases, the light mode quickly loses its advantage.

Symmetrically, the heavy mode is too costly for small commodity flows: setting up

a transport operation is costly and inefficient for small shipments. But, for large

flows, the vehicle’s increased capacity and lower c prove decisive.

It is also interesting to examine the domains where the two modes are competi-

tive, depending on the shipper�receiver characteristics a and Q. For the case with-

out the capacity constraint (Eq. 5.4), the light mode is preferred to the heavy mode

when a is larger than a certain threshold ā(Q) given by:

aðQÞ5 cl 2 ch

th 2 tl
12

2

12

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 4ðth 2 tlÞðcl 2 chÞQ=

ffiffiffiffiffi
bh

p
2

ffiffiffiffi
bl

p� �2q
0
B@

1
CA ð5:14Þ

Figure 5.5 shows the domains of competitiveness of the two modes in the (a, Q)

plane. Consistently with Figure 5.4, for a given commodity value of time, the hea-

vy mode is preferred for larger commodity flows. Conversely, for a given commod-

ity flow, the light mode is preferred for larger values of time. Note that for large

values of Q, the asymptotical value of time threshold is familiar: it is the one

obtained from classic freight mode choice models. These calculations are more

complex when the capacity constraints are accounted for; however, the general

model behaviour remains. The empirical relevance of this model, and particularly

of Figure 5.5, is discussed in Section 5.4.2.

This example shows how simply inventory theory can be applied to mode choice

modelling. It shows that the important perspective for freight mode choice is that

of the shipper�receiver relationship, and that the shipper�receiver commodity

flow rate plays an essential role. This is confirmed empirically in Section 5.4.

Total logistic
cost g

Light mode

Heavy mode

Total commodity flow Q

aKh

aKl

Kl a

2

2

2bl 2bh

2 Kh a
2

Figure 5.4 Comparison of the TLCs of two modes.

99Inventory Theory and Freight Transport Modelling



5.2.3 The TLC in the Context of a Dynamic Model: A Partial Theory of
the Value of Time and Value of Reliability in Freight Transport

The inventory replenishment model presented in Section 5.1.3 gives instructive

results when analysed from a microeconomic perspective. How do the logistic and

transport costs of the shipper behave when the transport lead time l increases? It is

possible to obtain a closed-form expression of the shipper TLC’s derivative with

respect to l and thus of the shipper’s willingness to pay for travel time savings

(Combes, 2010). Denote by α this value of time:

α5 ac 1
ζ

2
ffiffiffiffiffiffiffiffiffiffi
l1 1

p σ
μ

ð5:15Þ

where ζ is a parameter increasing with a, ac and aw. The value of time consists of

two components. The first one corresponds to the pipeline inventory cost: if the

transport time decreases, then the commodities spend less time in the transport

operation, which is beneficial. The second part is related to the destination logistic

cost. It mirrors the fact that a faster transport mode allows for a better control of

the supply chain. The shipper can reduce the destination safety stock as well as the

probability and expected duration of shortages, thus improving the satisfaction of

their customers.4 Note that the shipper is all the more sensitive to travel time as the

demand at destination is variable, if customers are highly sensitive to shortages, or

if destination warehousing costs are large.

Commodity
flow rate Q

Heavy mode

Light
mode

Commodity value
of time a

cl– ch
th– tl

Figure 5.5 TLC functions and mode competitiveness.

4Even though customer dissatisfaction is not a cost borne by shippers, they should take it into account

(Mohring, 1985). Indeed, if a shipper can, to a cost of less than a euro, improve the customer’s satisfac-

tion for a euro’s worth, they should do so and increase the commodity’s price by one euro. The cus-

tomer will be indifferent, and the shipper will have improved their margin.
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From a microeconomic perspective, this result has significant implications. First,

a given shipper may have different values of time for different modes. Second,

improvements to travel time are worth more for already fast travel times. Third, the

usual econometric assumption that the willingness to pay for travel time savings is

an exogenous characteristic of the shipper does not hold.

Along this modelling approach, it is also possible to calculate the willingness to

pay for an improvement in travel time reliability. Denote by σl the variability of

travel time. Then, the value of reliability is5 (Combes, 2009, p. 255�256)

αr 5
ζffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

11 ðl1 1Þσ2=μ2σ2
l

p ð5:16Þ

and the value of time becomes:

α5 ac 1
ζ

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðl1 1Þ1 μ2σ2

l =σ2
p σ

μ
ð5:17Þ

These results give a theoretical ground to the value of reliability in freight trans-

port: unreliable travel times are bad because they cause destination inventory vari-

ability, and thus higher logistic costs and customer dissatisfaction. Also, it shows

that there may be a non-linear relationship between the value of time and the value

of reliability. In particular, if the reliability of a particular mode is poor, the associ-

ated value of time will be reduced; improvements in speed are less useful for the

users of an unreliable transport mode.

Again, there are important econometric implications to Eq. (5.16). Indeed, the

value of reliability is very small when the travel time reliability is high. Therefore,

the estimation of the value of reliability of shippers using a reliable mode will

unsurprisingly be low. It would still be a mistake to conclude that shippers do not

pay attention to reliability.

To conclude, it should be reminded that the relevance of the inventory replenish-

ment model is limited by the fact that shipment frequency is exogenous. The work

which was undertaken for this model should now be led with the more general

(s, S) model described in Porteus (2002), to check whether the conclusions above

hold.

5.2.4 The Inventory Theoretic Model of Freight Transport Demand of
W. J. Baumol and H. D. Vinod

Currently, the most general specification of a TLC function for a freight mode

choice model is given by Baumol & Vinod (1970). In their model, Baumol and

Vinod consider the same cost components as in Eq. (5.2), to which they add

5These results currently involve a conjecture; more theoretical work is still needed to completely assert

their validity.
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another cost component related to the safety stock. This stock is assumed to be

equal to k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðH1 lÞμ

p
where k is chosen so that there is only a given probability that

a stock shortage happens, and H is the average headway between two shipments.

The TLC function in Baumol & Vinod (1970) is (after a few adaptations):

gðHÞ5 aQH

2
1

b

H
1Qðc1 atÞ1 ðac 1 awÞk

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðH1 lÞμ

p
ð5:18Þ

The cost resulting from the uncertainty of the demand is the additional ware-

housing and commodity cost due to the safety stock; the customer cost due to stock

shortages is ignored. With this model, it is neither possible to obtain a closed-form

expression for the optimal shipment frequency, nor for the TLC associated to each

mode.

This model has two limitations: first, when the demand is uncertain, the optimal

logistic protocol is the (s, S) one, not a fixed shipment frequency one. Second, the

model does not account for the customer costs, and k is exogenous. However, it

includes both the logic of the EOQ model and that of the inventory replenishment

model; and its theoretical limitations may have only a limited empirical impact.

Therefore, it is a potentially excellent basis for an econometric model of freight

mode choice based on inventory theory. It has inspired many of the empirical mod-

els of freight mode choice discussed in Section 5.4.

5.2.5 The Structure of Freight Transport Costs

As already discussed when presenting the EOQ model, the structure of freight trans-

port costs should be paid special attention. A transport mode cannot be characterised

by a per ton cost alone; more accurate models of transport costs are required.

First, the optimal shipment size depends directly on the shape of the transport

costs. Obviously, different transport cost structures yield different optimal sizes

(Langley, 1980; Vernimmen & Witlox, 2003), and also different TLC functions.

However, there are few papers actually studying the relationships between ship-

ment size and freight rates. Swenseth & Godfrey (1996) present a typical curve of

rates as function of shipment size; Smith, Campbell, & Mundy (2007) estimate the

relationship between freight rates, shipment size, annual volume, and distance;

Kay & Warsing (2009), focus on less-than-truckload (LTL) freight rates in the

United States.

Furthermore, it is interesting to look at the reasons behind the structure of trans-

port costs. This is in fact related to the production functions of carriers, which are

far from trivial when shipment sizes are taken into account. Let us distinguish the

truckload (TL) and the LTL segments. TL transport is not very efficient for pickup

operations but is organised so as to ensure high loading factors, and thus limited

per ton transport costs. On the contrary, LTL transport is efficient for pickup and

delivery, but overall more expensive on a per ton basis. With the notations of

Section 5.1.1, bTL. bLTL and cTL, cLTL. Given the results of Section 5.2.2, classic

transport will be preferred for larger flows, with bigger shipments, whereas
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consolidation transport will be preferred for smaller flows, with smaller shipments.

For a more detailed discussion of the relationship between carriers’ production

costs and rates in freight transport, see Combes (2013).

5.3 Databases

In order to assess empirically models inspired by inventory theory, adequate data-

bases are necessary. This section presents two surveys or groups of surveys which

are particularly relevant to our topic: the commodity flow surveys (CFSs) in

Section 5.3.1, and the French ECHO (Envois Chargeurs Opérateurs) survey in

Section 5.3.2. Note that a more general discussion of freight transport data is avail-

able in Chapter 11.

5.3.1 Commodity Flow Surveys

CFSs are shipper surveys, where the observation unit is the shipment. Each sur-

veyed shipper has to describe the nature and transport characteristics of a sample of

shipments dispatched during a given time period. CFSs typically contain millions

of observations.

Let us consider the example of the US CFS of 2007. It covers the business

establishments located in the United States and belong to a given set of production

and service activities. 102,000 establishments were surveyed, each of them report-

ing information on 20�40 shipments. It defines a shipment as: ‘a single consign-

ment of commodities or products from [the] establishment to a single customer or

to another specific location of [the] company transported in commerce, often with

a shipping document such as a manifest, bill of lading or waybill’. It makes clear

that if some shipments are transported together on part of their trips (e.g. during a

round), they should still be considered as distinct shipments (US Department of

Transportation and US Department of Commerce, 2010).

Each shipper declares the total number of outbound shipments during the sur-

veyed week. Then, for a sample of shipments, information about the shipment date,

value, net weight, commodity type is collected. The destination and the transport

modes are observed. If the shipment is placed in a piece of transportation equip-

ment designed to be interchanged between different modes, the transport is consid-

ered intermodal. If the shipment is exported, the exit gateway and the transport

mode to the gateway are observed.

Another example of CFS is the Swedish one. Its most recent edition was in

2004/2005, and it is similar to the US CFS. About 12,000 establishments were sur-

veyed, for a total of approximately 749,000 shipments (Swedish Institute for

Transport and Communication Analysis, 2006).

CFSs are useful for the estimation of freight mode choice models based on

inventory theory. However, they observe the decisions of shippers, but they do not

observe some of the variables underlying the decisions of shippers, such as the
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shipper�receiver commodity flow rate. This is an important limitation when trying

to estimate models inspired by inventory theory.

5.3.2 The ECHO Shipper Survey

The French shipper survey ECHO, realized in 2004/2005, is similar to a CFS. It is

a shipper survey, collecting information on shippers and shipments. However, it

differs by the range of information it includes. In particular, it observes the ship-

per�receiver relationships and the shipment transport operations in a very detailed

way (Guilbault, 2008; Guilbault & Gouvernal, 2010). Up to 700 variables are

observed for each shipment; however, only 10,462 shipments are observed.

The information in the ECHO database can be categorised into four groups:

1. Establishment: The shipper and receiver are described by their locations, activities,

volumes of commodities sent or received, access to infrastructures or equipments, produc-

tion and logistic processes, etc.

2. Shipment: Characteristics of the shipment (size, weight, nature, value, conditioning, etc.),

characteristics of the shipper�receiver relationship (flow rate, communication means,

deadlines, etc.)

3. Transport operation (physical chain): Origin and destination, number of legs, characteris-

tics of each leg, transhipment location, packaging, transport time and cost, etc.

4. Transport operation (organisational chain): Decision-making levels, number of operators,

service performed, subcontracting relationship, etc.

The ECHO survey is particularly interesting from the perspective in inventory

theory. It is the unique database to observe essential variables such as the ship-

per�receiver commodity flow rate.

5.3.3 Inventory Theory and the Need for Adequate Data

Taking into account shipment size in freight models comes with specific data

needs. Concerning transport demand, data availability is not excellent, but some

databases exist. They are not sufficient, at this stage, to easily build full-fledged

spatialised simulation models, but they allow for research to progress. Some vari-

ables such as safety stocks, demand variability, travel time reliability, potentially

play an important role, and are not observed yet.

On the side of transport supply, the situation is less favourable. There is little

information on the relationship between shipment size and the transport perfor-

mances of various modes, and particularly prices. The topic of the relationship

between freight rates and shipment sizes is not simple, but cannot be ignored.

Freight rates mirror three things: the cost of the carriers’ inputs (drivers, vehicles,

fuel, etc.), the carriers’ market power, and how well the transport of a particular

shipment fits in the operation of a carrier (see Demirel et al., 2010 on the last

point). This makes the estimation of freight rates a complex empirical issue.

Fortunately, the absence of reliable data on freight rates does not entirely prevent

the estimation of mode choice models based on inventory theory.
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5.4 The Econometrics of Freight Mode Choice and
Shipment Size

Most of the empirical analyses of freight transport involving concepts of inventory

theory, or shipment size, concern freight mode choice. In this section, the choice

was made to categorise them into two groups: exploratory analyses (Section 5.4.1),

where the authors test specifications inspired by general microeconomic considera-

tions, intuitions, and the variables available; and structural analyses, where inven-

tory theory is explicitly referred to by the authors as a motivation for the choice of

specification (Section 5.4.2). It should be noted that however different these pos-

tures may be, they sometimes lead to very similar specifications.

5.4.1 Exploratory Analyses

From an econometric perspective, the relationship between freight mode choice

and shipment size has been identified a long time ago. It began with studies

highlighting the causal influence of freight mode choice on shipment size, and con-

versely, and then proceeded with studies focused on the interdependency between

both decisions.

5.4.1.1 Causal Models

A number of studies undertaken from the late 60s to the early 80s show that freight

mode choice depends on shipment size. Miklius (1969) estimates a mode choice

model where shipment size is an explanatory variable. The estimation shows that

bigger shipments increase the probability that rail be the transport mode.

Conversely, Rakowski (1976) shows that shipment size depends strongly on mode

choice. Friedlander & Spady (1980) also use shipment characteristics as explana-

tory variables of mode choice, in the frame of a classical approach involving an

aggregate cost function. To each mode is associated a sort of generalised price

which depends, among other variables, on the average characteristics of shipments.

Winston (1981) reaches similar results by estimating a multinomial probit model of

mode choice: the probability to be carried by rail is increased for shipments bigger

than a certain threshold. All these papers are based on various editions of the US

CFS. In a later work, Jiang, Johnson, & Calzada (1999) also used shipment charac-

teristics as explanatory variables of mode choice, based on the French Enquête

Chargeurs of 1988, the ancestor of the French ECHO survey.

5.4.1.2 Simultaneous Models

Other estimations show that both variables are interrelated. They consist in estimat-

ing discrete�continuous models of mode and shipment size. The estimation of a

simultaneous model is not trivial, and a number of different methods are applied.

Abdelwahab & Sargious (1992), and Abdelwahab (1998), based on the US CFS of

1977, consider the choice between rail and truck. Mode choice is assumed to be
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ruled by a binomial probit model. The latent variable is denoted I� and specified as

(with minimal adaptations):

I�i 5 γXi 1 ηtruckYtruck;i 1 ηrailYrail;i 1 εi ð5:19Þ

where Xi is a vector of exogenous variables. Ytruck,i and Yrail,i are the shipment sizes

conditionally to the choice of one mode (they are observed for the chosen mode

only):

Ytruck;i 5βtruckXtruck;i 1 εtruck;i if f I�i . 0

Yrail;i 5βrail;iXrail;i 1 εrail;i if f I�i # 0
ð5:20Þ

The two models are estimated simultaneously, and the estimates of the correla-

tions between ε, εtruck and εrail are significant, thus showing that the decisions of

mode choice and shipment size are empirically interrelated.

The second approach, presented in Holguı́n-Veras (2002), is a bit more struc-

tural. Using a specific data set collected in Guatemala City, a model of shipment

size is first estimated independently of vehicle choice. Then, the choice between

vehicle types is specified as a discrete choice model based on, for each mode m,

the variable XLm specified as follows:

XLm 5 Mm 2 y
�� �� ð5:21Þ

where y is the shipment size predicted by a specific model, and Mm an indicator of

the payload for mode m. Mm can be defined in different ways, some of them lead-

ing to a better statistical fit than others.

The third approach relies on more recent statistical methods. Pourabdollahi,

Karimi, & Mohammadian (2013) couple a multinomial logit mode choice model

and a multinomial logit shipment size with a Copula distribution (regarding

Copula distributions, refer e.g. to Bhat & Eluru, 2009). The estimation also

shows the interdependency between both decisions. The model is estimated using

a specific shipper database (Sturm, Pourabdollahi & Mohammadian, 2013) col-

lected by the University of Illinois, Chicago, in order to support the development

of the model freight activity microsimulation estimator (FAME), an activity-

based model for freight transport (Samimi, Pourabdollahi, Mohammadian

& Kawamura, 2012).

5.4.2 Structural Analyses

In this section, different types of models are presented: models of shipment

size, models of mode choice, and models of simultaneous shipment size and

mode choice. They all build on the theoretical elements presented in Sections

5.1 and 5.2.
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5.4.2.1 Choice of Shipment Size

The theory of optimal shipment size is not recent. The estimation of a model of

optimal shipment size is, in principle, very easy. Indeed, consider the optimal ship-

ment size given by Eq. (5.3). It is equivalent to:

ln s� 5
1

2
ln 21

1

2
ln Q1

1

2
ln b2

1

2
ln a ð5:22Þ

an equation which is easily assessed empirically, provided the relevant database is

available. The model was estimated with the ECHO database in Combes (2012).

The commodity value density adens is taken as a proxy of the commodity value of

time a, and the total commodity flow rate Qtot is taken as a proxy of the commodity

flow rate Q. Freight rates are not reliable in the ECHO database, so that b was sim-

ply considered as a mode-specific constant. The following equation was estimated:

ln s� 5βm 1βQln Qtot 1βaln adens 1 ε ð5:23Þ

where m is the transport mode. The estimates are very consistent with the theoreti-

cal EOQ model. The estimate of βQ is close to 0.5, and that of βa close to 20.5;

the hierarchy of the βm is consistent with the discussion in Section 5.2.2: higher βm

go with heavier modes (on one hand, for short to medium transport:

βwaterway.βrail.βcombined. βprivate carrier.βcommon carrier, and on the other hand,

for overseas transport: βsea.βair). The estimation also shows that, in the case of

road transport, more transhipments in the transport operation are associated to

smaller shipments, an observation which confirms that direct transport is

suitable for large commodity flows (and thus large shipments), while consolidation

is relevant for smaller flows. On the whole, the estimation of the EOQ model

explains about 80% of the variance in the ECHO database.

5.4.2.2 Mode Choice

As discussed in Section 5.2.4, when applying the EOQ model, the TLC associated

has a certain specification. A mode choice model can then be designed with such

TLC functions. This is done by Lloret-Batlle & Combes (2013) with the ECHO

database. The explained variable is then the mode choice, and the explanatory vari-

ables those suggested by inventory theory, such as adens and Qtot. From Eq. (5.6), a

theoretical per ton TLC function is formulated.

gm

Q
5

ffiffiffiffiffiffiffiffiffiffi
2abm

Q
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1 cm 1 atm Q#
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In Lloret-Batlle & Combes (2013), the following specification (and variants) is

used:

Vm 5ASCm 1βEOQ;m

ffiffiffiffiffiffiffiffiffi
adens

Qtot

r
1βd;md1βt;madensd1 εm ð5:25Þ

Based on these utilities functions, mode choice is given by a multinomial logit

model. For each mode, the corresponding utility depends on an alternative specific

constant ASCm, the ratio
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
adens=Qtot

p
, the distance d and the product of the distance

d and the value density adens. The objective of the two latter variables is to capture

respectively the transport cost and the time of each mode, which are not available

in the ECHO database.

According to theory and also to the estimation of the EOQ model, the coeffi-

cient βEOQ,m should be lower for heavier modes. This is confirmed by the estima-

tion of this model: the coefficients of private carrier and common carrier are

indistinct; those of combined transport, inland waterway and rail transport are sig-

nificantly lower. For overseas transport, the coefficient of sea transport is lower

than that of air transport. At this stage, Lloret-Batlle & Combes (2013) is more a

proof of concept. It illustrates the important role of adens and Qtot, but it lacks

important variables to be directly useful as a freight mode choice model.

Figure 5.5 also confirms qualitatively the theory underlying Eqs. (5.24) and

(5.25). It represents the main transport mode for each shipment in the ECHO data-

base. The eight sub-graphs correspond to eight distance bands, ranging from 0 to

20,000 km. In each subgraph, the x-axis is adens, the value density of the commod-

ity (in h/t), while the y-axis is Qtot, the total commodity flow rate from the shipper

to the receiver (in t/y), both in logarithm scales. Each dot corresponds to a ship-

ment, the symbol representing the main transport mode (generally the non-road one

in a multimodal transport chain, see Guilbault, 2008, for the exact definition of the

main mode in the ECHO database).

Figure 5.6 is consistent with theoretical obtained Figure 5.5. Heavier modes are

preferred for larger Qtot and lower adens. This is particularly visible in the case of

the competition between road and rail for distances between 150 and 1000 km; and

between sea and air transport for distances larger than 3000 km.

5.4.2.3 Joint Mode Choice and Shipment Size

An alternative approach is to model mode choice and shipment size simulta-

neously. Its advantages are that it uses the observed shipment size for the estima-

tion, and that it accounts very simply for the vehicle capacity constraints: shipment

size cannot exceed the capacity constraint of a vehicle, because it is simply not an

alternative in the model. Its downside is that the estimation process is not simple.

Two main category of models can be distinguished. First, the discrete�discrete

choice models, where shippers can choose among a finite (but potentially large) set

of (mode combination, shipment size) couples. The advantage of this modelling

approach is that the classic discrete choice specifications can be readily applied.
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Each (mode, shipment size) couple is characterised by a deterministic utility func-

tion, inspired by TLC functions such as that of Baumol and Vinod (Eq. 5.16).

In the frame of a larger project discussed in Section 5.5, De Jong & Ben-Akiva

(2007) estimate a multinomial logit discrete�discrete model with 5 shipment size

categories and 17 mode combinations. To each (mode, shipment size) couple is

associated a utility function of which the specification is mostly determined by the

availability of relevant data. For example, the annual shipper�receiver commodity

flow rate is unobserved, and therefore not taken into account. The explanatory vari-

ables kept for the estimation include the access to an industrial rail track or to a

quay at the origin, the company size, the commodity type, the value density of the

shipment, the transport cost and the product of the shipment value and transport

duration. Attention was paid to reproduce precisely the transport costs: link-based

costs and transhipment costs are taken into account. The model was estimated using

the Swedish CFS of 2001. More flexible specifications (nested logit and mixed

logit) did not lead to better results.

Windisch, de Jong, van Nes, & Hoogendoorn (2010) estimated a similar model

on the Swedish CFS 2004/2005, but 14 shipment size categories and 8 transport

chains were distinguished; some couples were forbidden. Multinomial and nested
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Figure 5.6 Commodity flow rate and value density, origin�destination distance, and mode

choice in the ECHO database.

Reproduced with permission from: Combes, F., Ruijgrok, K., & Tavasszy, L. (2013).

Endogenous shipment size in freight mode choice models: theory and empirical testing.

In M. Ben-Akiva, H. Meersman, & E. Van de Voorde (Eds.), Freight transport modelling.

Bingley, UK: Emerald Group Publishing Limited.
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logit specifications were tested. Habibi (2010) also estimated a similar model with

the same database. All these studies met the limitation of the Swedish CFS, i.e. the

fact that the shipper�receiver commodity flow rate is not observed.

Abate (2012) estimates a model of truck size choice and choice of shipment size,

with a Danish heavy vehicle trip diary data collected in 2006 and 2007. The explan-

atory variables of the truck size model include the total volume of freight expedited

by shippers, without distinction of receivers, the age of vehicles, fleet size, etc.

Then, the shipment size model also includes truck size as an explanatory variable.

The second category relates to discrete�continuous models. This approach

seems more natural, because shipment size is a continuous variable, but it is techni-

cally more complex. There are currently few examples of this approach.

McFadden, Winston, & Boersch-Supan (1985) present a joint model which is in

fact closer to a sequential model. It is loosely based on principles from inventory

theory. It is estimated on US transport data of 1977. The explained variables are

shipment size and mode choice (between truck and rail). Shipment size is specified

as follows:

s5β1ttruck 1 β2trail 1 β3btruck 1 β4brail 1β5ctruck 1β6crail 1 ε1 ð5:26Þ

where tm is the travel time of mode m, bm (resp. cm) the shipment size independent

(resp. dependent) component of the freight rates of mode m (which are allowed to

depend on the distance), and ε a normally distributed error term. The mode choice

itself is modelled by a latent variable F:

F5γ01γ1ðttruck2 trailÞ1γ2ðbtruck2brailÞ1γ3ðctruck2crailÞ1γ4adens1γ5s1ε2
ð5:27Þ

where the value density of the commodity adens is an explanatory variable of mode

choice. The error term ε2 is also normally distributed, and possibly correlated with

ε1. Truck is chosen if F. 0.

De Jong & Johnson (2009) do remind the principles of inventory theory before pre-

senting a continuous�discrete model of mode choice and shipment size. The specifica-

tion of the model itself is similar to that of Holguı́n-Veras (2002), presented in

Section 5.4.1. Its performance is compared to other model architectures. One of the

conclusions is that the estimates can vary significantly with the specification. Another

conclusion is that in principle the model should be estimated using full information

maximum likelihood. If not possible, two-step estimation methods can be applied; how-

ever, this requires that the explanatory variables do not appear both in the shipment size

equation and in the mode choice equation. In that case, it is not possible to have both

shipment size and mode choice sensitive to e.g. transport costs, which is not satisfying.

5.4.2.4 Implications

Three general conclusions can be drawn from this wide array of empirical studies.

First, it is interesting to note that despite the fact that the primary objective of
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inventory theory is to provide normative models, it is now also a fruitful toolset to

understand and model freight transport from a descriptive standpoint. Second, the

commodity flow rate from the shipper to the receiver is an essential explanatory

variable of mode choice, as shown by the estimation of inventory theoretic models

against the ECHO database. Its absence from current models and databases is a

serious obstacle to the accuracy of freight traffic studies. Third, other variables,

such as safety stocks, final demand variability, etc., may also have a potentially

very important impact on freight mode choice, and yet are not observed at all. As a

direct consequence, survey protocols should be extended to account to the vari-

ables, such as shipper�receiver commodity flows, which play such an important

role in the preferences and decisions of shippers.

These methodologies have not been integrated in freight modelling practice yet,

but it is an actively investigated field, and it should lead to operational mode choice

models in a potentially short time.

5.5 Perspectives for Simulation

Integrating principles of inventory theory in freight transport models is a complex

task. The theoretical and empirical discussions above have shown that this involves

specific theoretical and observation challenges.

The first difficulty is of theoretical nature. Models of inventory theory shed an

interesting light on the behaviour of shippers, especially regarding the importance

of the logistic context of freight transport. Accounting for variables such as safety

stocks or customer demand variability would be an improvement both for traffic

modelling and for socio-economic analyses. However, the relevant microeconomic

framework is still unachieved.

The second difficulty relates to data availability. The example of the ECHO

database is striking: by making a few strategic variables available, it has allowed to

overcome a significant number of locks in the estimation of models from inventory

theory. However, this database is unique, not recent, and of limited size. New sur-

veys are needed, and survey protocols (such as the CFSs) need to be updated

(maybe trading off the number of observations, which is high, with the number of

variables).

The third difficulty is related to the architecture of models. For example, one

clear conclusion from this chapter is that the relevant modelling framework is the

shipper�receiver pair. Instead of the classic approach, where the demand for

freight transport on a given origin�destination pair is described by the aggregate

commodity flows per commodity type, it is necessary to describe it by a joint dis-

tribution of (Q, a) describing the population of shipper�receiver pairs. The mode

choice stage should operate at the disaggregate level of those pairs. Then, once the

commodity flows are allocated to the various transport modes available between

each origin�destination pair, it is necessary to translate them into vehicle move-

ments. This, again, is not trivial: while it is reasonable to assume that TL shipments

fill the vehicles and thus that one shipment is equal to one vehicle, this is not the
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same anymore for LTL shipments, where consolidation is most often involved (this

line of reasoning clearly applies to all transport modes). Consolidation involves

tours, break-bulk platforms, in other words economies of scales, which raise a con-

siderable amount of issues (this is discussed in Chapter 8).

Most of these principles were already presented in De Jong, Ben-Akiva, Florian,

Grønland, & Van de Voort (2005). The authors also presented the architecture of a

model developed along these lines: the aggregate�disaggregate�aggregate (ADA)

model. The objective of this model, also discussed in De Jong, Ben-Akiva, & Baak

(2007), De Jong & Ben-Akiva (2007) and Ben-Akiva & de Jong (2013), is to con-

vert aggregate production�consumption (PC) matrices into vehicle flows, while

modelling the choice of logistic chain,6 shipment size, mode choice and transport

operation in line with principles from inventory theory. The first stage is to disag-

gregate the PC flows to obtain a synthetic population of shippers and receivers, to

assign them to one another, and then to assign the commodity flows to the resulting

shipper�receiver pairs. Then, a joint discrete�discrete mode choice and shipment

size model is applied. Finally, shipments are aggregated and converted into vehicle

movements. During the last step, the consolidation of shipments is handled explic-

itly. The estimation of the mode choice/shipment size model is discussed in

Section (5.4.2); the remaining parameters are calibrated so that the observed aggre-

gate commodity flows are reproduced. At this stage, this is one of the most ambi-

tious freight models regarding the introduction of inventory theory principles.
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6.1 Introduction

6.1.1 Mode Choice at Different Spatial Levels

Mode choice or modal split models in freight transport explain the allocation of a

given total freight transport demand in an area (or a given origin�destination (OD)

matrix with total freight flows between origins and destinations) over the available

transport modes. What the modes are depends on the spatial scale.

Most modal split models in freight transport have been developed for interurban

(or interregional) transport flows (this includes most national freight models in

Europe, state-level models in the United States, and even models for Europe or the

United States as a whole). The modes from which one can choose for this spatial con-

text usually include road and rail transport. Depending on the topography of the study

area, inland waterway transport and short sea shipping can also be choice alternatives

(for some of the OD pairs).1 In a modal split model applied at the OD level, the choice

set of available alternatives does not have to be the same for all OD combinations.

Good practice in modal split modelling is to exclude unfeasible alternatives (such as

road transport between an island and the mainland, or inland waterway transport for

locations far away from an inland port) from the set of available alternatives.

For the urban context, the only available transport mode usually is road trans-

port. Here it may make sense to distinguish between various types of road trans-

port vehicles (sometimes called ‘vehicle choice’ as opposed to mode choice). Of

course an interurban model might also distinguish several vehicle types within

each mode, but for urban transport it is especially important to be able to distin-

guish between small and large road transport vehicles, since this has a large

impact on the liveability in the city, and some truck sizes might even be banned

from certain areas.

For intercontinental flows, the available modes are sea and air transport. In

terms of tonnes transported, the share of air transport is very small, but it has a

1 In principle also pipelines, but because the use of pipelines is so commodity- and location-specific this

is hardly ever included in a mode choice model (more often pipeline transport is excluded beforehand).
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substantial share in terms of the value of the goods or the costs of the transport

services.

6.1.2 Relevance of Modal Split

Modal split modelling is not only a vital component of the overall four-or-more-

step freight transport model (in many situations it is impossible to understand the

vehicle flows on the network links, without modelling mode choice), it is also an

important explanatory factor for the emissions of freight transport. Sea and inland

waterway transport have generally lower emission rates (though there often is con-

siderable scope for improvements within these modes) per tonne-kilometre than

rail transport, which in turn has a lower rate than road transport (air transport hav-

ing the highest rate). Examples can be found in Maibach et al. (2008). But also the

requirements on public funding and accident rates vary greatly between modes.

In many freight transport models, the modal split is the most policy-sensitive

demand component, in the sense that it reacts more to changes in transport time

and cost than transport generation and distribution (which in some models are not

sensitive to policies at all). Network assignment/route choice on the other hand

might be more sensitive to such changes. However, a discussion of the possible

policy effects in freight transport should not be restricted to modal split, as some-

times happens. International and regional trade flows might be also be sensitive to

changes in transport time and costs, and some of the choices that are often ignored

in freight transport modelling, such as shipment size choice and the loading rates

of the vehicles, can be influenced by transport time and cost. We will come back to

these impacts of changes in transport time and costs when discussing the literature

on elasticities in freight transport in Chapter 9. Some other choices in freight trans-

port, which can be combined with mode choice, are mentioned below.

6.1.3 Dependent and Independent Variables

The dependent variable in mode choice can be a discrete choice (one of the modes

is chosen the other modes are not chosen), when the analysis is carried out at the

level of the individual shipment, or a fraction (modal share) within a certain geo-

graphic area of for a specific OD flow, when the analysis is carried out at a more

aggregate level.

The explanatory variables for modal split can be transport cost of the available

modes (including loading, and unloading cost), their transport time, (sometimes

combined into generalised transport costs), the number of transshipments, reliabil-

ity (referring to the degree of on time delivery), flexibility (ability to handle short-

term requests), probability of damage during transport, tracking and tracing of the

cargo, the harmful emissions and transport frequency offered. The sensitivity of the

modal split to these attributes of the modes can for instance differ between different

commodity types (e.g. bulk versus general cargo), shipment sizes, industries, firm

sizes, transport equipment used (e.g. containers) and geographic distance.
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6.1.4 Disaggregate and Aggregate Mode Choice Models

A key distinction in freight mode choice modelling is that between aggregate and

disaggregate models. In fact in the context of aggregate models one often speaks

about ‘modal split’ and within disaggregate models about ‘mode choice’, but in

this book we use both terms as synonyms.

By ‘disaggregate’ we mean here that the unit of observation is the individual

decision-maker (travellers in passenger transport; firms in freight transport) as

opposed to ‘aggregate’ models where the units of observation are aggregates of

decision-makers, usually geographical zones.

Disaggregate models are much less common in freight transport than in passen-

ger transport. The main reason for this difference is the lack of publicly available

disaggregate data on freight transport, which in turn is too a large extent due to the

commercial nature of such data. Firms involved in freight transport are often reluc-

tant to disclose information on individual shipments, mode chosen, transport cost,

etc. In Chapter 10, we’ll come back to the issue of data availability.

Within disaggregate freight transport models, the decision that has been mod-

elled most is clearly the mode choice. For this reason, and because a single mode

choice yields a relatively easy model, we present he disaggregate choice modelling

theory as part of this chapter (Section 6.2), using mode choice as the relevant con-

text. Different types of models for a single discrete choice (multinomial logit

(MNL), probit, nested logit, ordered generalised extreme value, cross-nested logit,

mixed logit, latent class) are discussed in this section, as well as deviations from

utility maximisation.

However, the aggregate mode choice model, especially the aggregate logit

model, is the most commonly used model for mode choice in freight transport. We

think it is best to see this as a pragmatic approach, not as a model based indirectly

on a theory of individual behaviour, that however regularly leads to satisfactory

results (elasticities, forecasts) at relatively low effort (especially in data collection).

In Section 6.3 we discuss practical examples of both aggregate and disaggregate

mode choice models.

6.1.5 Closely Related Choices

Mode choice is usually studied in isolation, i.e. as a single endogenous variable.

Also in most regional, national or international freight transport forecasting systems

the modal split is determined independently from the trade volumes and the level-

of-service from the networks acts as one or more exogenous variables in mode

choice. However, there is much to be said for freight model systems with multiple

dependent variables that allow for simultaneous choice making on mode choice

and other choices. Some other choices in freight transport are closely connected to

that on the mode, and sometimes also modelled in a simultaneous fashion:

� A series of mode choices in the form of a transport chain choice model. Mode choice can

be studied for an OD flow, which has the advantage that the choice alternatives can be

simple and the choice set limited. However, it often happens in practice that the use of a
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specific mode is combined with the use of other modes in a transport chain. A transport

chain is a sequence of modes and transshipment locations that are all used to transport

shipments from the sender to the receiver (e.g. road�rail�road). So transport chains refer

to the PC (production�consumption) level, not to the OD level. An example of a trans-

port chain would be road�rail�road, which decomposes into two road OD flows and one

rail OD flow. We think that modelling transport chain choice at the level of the PC flows

is a qualitatively superior strategy to mode choice at the OD level, especially because the

latter might lead to suboptimal solutions at the PC level. However, in practice, data might

not be available for a transport chain choice model, since transport data are usually

collected at the OD level. In a transport chain choice model, the choice alternatives are

sequences of modes (including direct transport using a single mode all the way) instead

of modes. A simplified way of modelling transport chain choice is to define a main mode

at the PC level and model the choice between available main modes. This definition

could be based on the longest distance or on a modal hierarchy (e.g. inland waterway is

the main mode if it is used somewhere in the chain, otherwise rail is the main mode if it

is used somewhere in the chain and if not, the main mode is road transport). The explana-

tory variables for inland waterways and rail could then include road transport costs of get-

ting to and from the inland port or rail terminal and corresponding transshipment cost.

The choice models in Section 6.2 can be regarded as OD mode choice models or PC

main mode choice models.
� Mode choice and shipment size choice model (usually measured in tonnes). Smaller ship-

ment sizes are almost always transported by road, and larger shipments have an increased

probability of being transported by a non-road mode (e.g. rail, inland waterway transport).

This by itself could be a reason to include shipment size as an exogenous variable in

mode choice (e.g. Jiang, Johnson & Calzada, 1999). But one could go one step further

and model two-way interactions where mode choice also influences shipment size choice.

Holguı́n-Veras, Xu, de Jong, & Maurer (2011) carried out economic experiments with

groups of students that were playing shippers and carriers, where the shippers knew the

inventory costs function and the carriers knew the transport cost functions by mode. The

carriers had to compete with each other to supply transport services to the shipper and

did this by submitting a sealed bid (containing a price and a mode) to the shipper. This

was repeated a number of times. These experiments rather soon converged to the joint

optimum in terms of modes and shipment size, as predicted by game theory. The assump-

tion that freight mode choice is an independent decision was not supported, and a joint

mode and shipment size choice model is preferred. This leads to disaggregate models in

which the mode choice decision is embedded in a larger inventory-theoretic and logistics

framework, so that shipment size optimisation can be covered as well (more on this

framework can be found in Chapter 5).
� Models for the choice of mode and supplier (in the sense of the origin zone for the trans-

port flow). In passenger transport modelling one sometimes comes across joint models of

mode and destination choice, where a traveller chooses between combinations of destina-

tion zones and modes to that destination, given the origin. In freight transport modelling,

mode-destination choice does not seem a very sensible option, since it would amount to

client choice by the suppliers. A more realistic option would be to take the viewpoint of

the receiver of the goods (a firm that processes incoming goods, or a wholesaler or

retailer) and model his choice of supplier jointly with the mode from that supplier

(sender) to the given location of the receiver.
� Mode and route choice models. This includes disaggregate models that combine mode

and route choice in freight transport in a simultaneous decision-making framework as
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well as aggregate multi-modal network models. The multi-modal network modelling pro-

vides another way to handle transport chains.2 In a transport chain, several modes are

used consecutively for a door-to-door shipment. An example is to use a lorry first from

the zone of the sender to the port, then use short sea shipping, then rail transport and

finally lorry delivery to the zone of the receiver. Assignment to such combinations of

modes in a transport chain can take place if the network not only includes links and nodes

for each mode but also multi-modal nodes that connect one network to another network.

Such nodes can be ports or rail and inland waterway terminals for transshipment between

modes. In other words, a multi-modal network (or super network) is created, where inter-

modal transfer nodes for instance link road, rail and inland waterways networks.

Mode and shipment size choice are only modelled at the disaggregate level (that

is for individual shipments). The other three joint choices can be modelled both at

the aggregate and the disaggregate level, and especially mode and route choice is

indeed mostly done at the aggregate level. Transport models for regional and

national authorities and international organisations often have large networks that

include so many mode and route choice alternatives (with difficult correlation

structures, e.g. routes partly overlap), that a disaggregate joint mode and route

choice model is usually not considered a feasible option (but this may change in

the future). However, within a certain corridor, and especially for crossing a certain

screenline (such as a sea strait or mountain range), there may only be a very limited

number of route alternatives, and joint mode and route choice (both a discrete vari-

ables) is not cumbersome at all.

Examples of joint models (aggregate and disaggregate) of mode choice and

related choices will be discussed in Section 6.3.

6.2 The Disaggregate Mode Choice Theory

6.2.1 Cost Functions and Utility Functions

As in most disaggregate mode choice models, we’ll start by assuming that the

decision-maker is the shipper, a firm that needs to send goods to a receiving firm

and therefore has a demand for transport services. Shippers then have a choice to

carry out the transport themselves or to contract it out to carriers (or more generally

to logistics service providers, that also include firms that integrate services of dif-

ferent carriers for their customers). In practice, these firms in turn can also have a

say in the mode choice. So, often in freight transport several firms (shipper,

receiver, carriers and intermediaries) are involved in decision-making about the

same shipment.3 Instead of assuming that one of these firms takes the (mode

choice) decisions, one could also try to model the interactions between the different

parties involved, as joint decision-making. This is a relatively new area in freight

2The other way is to have a disaggregate or aggregate model for the choice from a choice set containing

different uni-modal and multi-modal transport chains (as discussed above).
3Additionally, lorry drivers often have some freedom to choose the route, or adapt the route when facing

congestion.

121Mode Choice Models



transport modelling. In Section 6.2.4, we discuss work carried out so far in this

area.

The shipper that we assume decides, makes mode choice decisions for ship-

ments. A shipment is defined as a number of units of a product that are ordered,

transported and delivered at the same time. It doesn’t necessarily correspond to a

vehicle load, because there may be several (small) shipments in the same vehicle

(consolidation of shipments), whereas a large shipment may require several

vehicles.

The alternatives in mode choice can be road transport, rail transport, inland

waterway transport, sea transport, air transport and pipeline transport. Furthermore,

one could distinguish several vehicle or vessel types within these modes (vehicle

type choice). An essential characteristic of all these alternatives is that these are

discrete alternatives (as opposed to both continuous choice variables and ordered

choice alternatives). The model for this is the discrete choice model.

Discrete choice models at the disaggregate level have originally been developed

in passenger transport, where the dominant choice paradigm and theoretical foun-

dation is that of random utility maximisation, RUM (McFadden, 1974, 1978,

1981). The basic equation of the RUM model is:

Uik 5 Zik 1 εik ð6:1Þ

In which:

Uik: utility that decision-maker k derives from choice alternative i (k5 1,. . .K; i5 1,. . .,I)
Zik: observed utility component

εik: random utility component.

Utility maximisation belongs to the economics of consumer behaviour, and

seems at first sight inappropriate for explaining the behaviour of the firm, where

the standard economic paradigm is that of profit maximisation or costs minimisa-

tion. However, we can apply the random utility framework to freight transport

choices by simply using minus the total generalised transport costs4 as the observed

component of utility and including one or more random costs components to this

function:

Uik 52Gik 2 eik ð6:2Þ

In which:

Gik: observed component of generalised transport cost

eik: random cost component.

4The generalised transport costs are the direct monetary costs of transporting goods plus the influence of

other qualitative characteristics of the modes (transport time, reliability, etc.) expressed in money units.

In a model that also includes inventory considerations (such as the choice of shipment size) one could

even generalise further and use total logistics costs (comprising amongst others transport and inventory

costs).
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In Eq. (6.2), random costs minimisation becomes RUM. For the standard dis-

crete choice models with an independent error term and without heteroskedasticity,

one might just as well write a 1 sign in front of eik.The mode choice mode for

freight transport can then be estimated using the same software as for the RUM

model in passenger transport. One not only has to take into account that an increase

in costs leads to a reduction in utility but also how transport cost works in the pas-

senger transport model. If one assumes negative coefficient signs for the costs vari-

ables, one can also write 1Gik in Eq. (6.2), as we will do below.

More specifically, for the choice of mode for a specific shipment by decision-

maker k, between three alternatives (road, rail and inland waterways (IWW)), one

might specify the following linear5 utility functions6:

Uroad 5β0 1β1 � COSTroad 1β2 � TIMEroad 1β3 � RELroad 1 eroad ð6:3aÞ

Urail 5β4 1β1 � COSTrail 1β5 � TIMErail 1β6 � RELrail 1 erail ð6:3bÞ

UIWW 5β1 � COSTIWW 1β7 � TIMEIWW 1β8 � RELIWW 1 eIWW ð6:3cÞ

In which:

COSTi: transport cost of mode i; this could include both the distance-dependent costs fi �
DISTi (such as fuel costs), where f is the transport cost per km and DIST the distance in

km, and the time-dependent cost gi �TIMEi (such as transport staff and vehicle cost),

where g is the costs per hour.

TIME: transport time of mode i in hours.

RELi: transport time reliability of mode i; this could be measured as the standard devia-

tion of transport time or as the percentage of shipments delivered on time.

β0, β1,. . ., β8: coefficients to be estimated; we expect negative signs for β1,. . .β3 and

β5,. . .β8, the sign for β0 and β4 can be positive or negative.

In Eqs. (6.3a)�(6.3c), the utility that would be obtained when choosing road

transport depends on the transport cost and time for that shipment by road trans-

port and its reliability, and likewise for the other two modes. The values for

COST, TIME and REL by mode, may come from skimming networks for these

modes, and also might be provided by the decision-makers themselves (often they

find this hard for non-chosen modes, and there could be perception errors) or

have been postulated in a ‘what if’ fashion by the researcher in a stated prefer-

ence survey.

The βs are coefficients for which numerical values are determined by estimating

the model on data for various decision-makers and corresponding individual

5Non-linear specifications of the utility function, such as functions with logarithmic or quadratic attri-

butes, translog costs functions (e.g. Oum, 1989) or Box-Cox transformations are also possible.
6 Strictly speaking there is also a ‘scale’ parameter, which reflects the variance of the random component

of utility and is used for normalising the model. It is called ‘scale’ parameter, because it scales the β
parameters in Eqs. (6.3a)�(6.3c); a higher random variance leads to lower estimated βs.
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shipments (which may vary in terms of origins and destinations, leading to varia-

tion in distance and time within modes but over shipments). β0 and β4 are

so-called ‘alternative-specific constants’, ASCs. There can only be N-1 ASCs in a

model, N being the number of available choice alternatives, because in a utility

maximisation model only differences in observed utility matter. In the example

above, we have excluded an ASC for the inland waterways alternative, which

means that for this alternative, the constant is normalised to 0. For the same reason,

we can only include attributes as explanatory variables that differ between alterna-

tives. Attributes of the decision-maker (e.g. the size of the firm) or of the shipment

(e.g. containerised or not) can only be included by interacting these variables with

characteristics of the modes (for instance by making certain firms less cost sensi-

tive or including containerisation only for rail, expressing that container transports

are more likely to be transported by rail).

Coefficients can be generic, such as β1 for cost above, or alternative-specific,

such as the other coefficients in Eqs. (6.3a)�(6.3c). Which is best is largely an

empirical matter, which means that various forms should be tested and compared

against each other. In the above model specification we have used generic coeffi-

cients for costs (but not for the other variables), which has the additional advantage

that one unit of money paid for road transport has the same value as one unit of

money paid for rail or inland waterways transport (‘a euro is a euro’ or ‘a dollar is

a dollar’).

The decision on mode choice by decision-maker k could be influenced by other

variables than the three attributes included above. For instance the flexibility of a

mode, the service frequency and the probability of damage to the goods might also

play a role. But the researcher that is constructing the mode choice model may not

have any data on these influencing variables, or only data measured with some

error. This is a key reason7 for including the error components eroad, erail and eIWW

to the utility functions: they represent variables that affect the utility of the deci-

sion-maker, but are not observed by the researcher (or observed only with measure-

ment errors).

In order to deal with the error components, the researcher assumes these are ran-

dom variables (with a mean of zero and some variance). By making different spe-

cific assumptions on the probability distribution of the error components, different

discrete choice models can be derived. These models are probability models,

because they do not generate a certain choice, but probabilities for each of the

available alternatives.

6.2.2 Different Distributional Assumptions Lead to Different Discrete
Choice Models

The most common assumption for the error components e, both in passenger and

freight modelling, is that they are independently and identically (i.e. same variance

7There are other reasons in the discrete choice literature for including the error terms.
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across observations) distributed following the extreme value distribution type I (or

Gumbel distribution). This leads to the MNL model with the choice probabilities:

Pik 5
eGik

P
i e

Gik
ð6:4Þ

The MNL model can be estimated by maximum likelihood methods that do not

involve any simulation. Several software packages contain MNL estimation (some-

times called ‘conditional logit’).

After having estimated the model, one can apply the estimated coefficients on a

sample of firms (shipments) to calculate probabilities for each choice alternative for

each observation. If this sample is representative of the population studied, one can

then simply sum the probabilities (this method is called ‘sample enumeration’) overall

observations in the sample to get the market shares for the alternatives (e.g. the share

of road transport in the total for toad, rail and inland waterways) as predicted by the

model. For non-representative samples,8 one can do a weighted summation with the

population to sample fractions for each observation as weights. Different zones in a

study area or different horizon years might even have different sets of weights. Such

applications can give the impact of changing a single variable at a time (which can be

expressed in the form of elasticities), but can also predict what would happen in case

of an input scenario with changes for several (possibly all) variables in the model.

Discrete choice models estimated on stated preference (SP) data only should not

directly be used for forecasting (including the derivation of elasticity values), since

the SP data will have a different variance for the error component than real-world

data, which will affect the choice probabilities. This happens because in the experi-

mental set-up of the SP many things that can vary in reality are kept fixed, and

vice versa. Therefore, for forecasting it is better to use revealed preference (RP)

data or combined SP/RP data where the variance of the SP is scaled to that of the

RP. Models estimated on SP data can directly be used to derive ratios of coeffi-

cients (such as a value of time or a value of reliability) because in calculating these

ratios, the SP error component drops out.

A well-known restriction of the MNL model is that the cross-elasticities are the

same: if in the mode choice model in Eqs. (6.3a)�(6.3c) the cost of road transport

increases, substitution will occur to rail and inland waterways in proportion to their

current market shares, so that the road cost elasticities of demand for rail transport

and for inland waterway transport will be the same. Another manifestation of basi-

cally the same phenomenon (which is due to the independence of the error terms) is

the independence from irrelevant alternatives (IIA) property: the ratio of the choice

8MNL models can be estimated consistently on a sample that is non-representative with regards to the

exogenous variables. If the sample is non-representative with regards to the choice variable (e.g. with

an overrepresentation of rail transport), and the model has N-1 ASCs and M other coefficients, all M

coefficients can still be estimated consistently using standard methods, and only the N-1 ASCs will be

biased. These ASCs can simply be corrected after estimation on the basis of the observed market shares

(McFadden, 1981).
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probabilities between two alternatives does not depend on any other alternative.

These properties may be at odds with reality. In practice, there could for instance be

more substitution between rail and inland waterways than between any of these

alternatives and road transport. A relatively easy way to accommodate for this is the

nested logit model (e.g. Daly & Zachary, 1978) in which rail and inland waterways

would be grouped in a nest, allowing correlation between these alternatives.

Mathematically, the easiest representation is to distinguish two probabilities (as

for instance in Train, 2003), linked to each other by the logsum variable (Figure 6.1).

PBlk 5
eGlk1λlllk

X

l

eGlk1λlIlk
ð6:5aÞ

P ikh jBli 5
eHik=λl

X

iABl

eHik=λl

ð6:5bÞ

Ilk 5 ln
X

iABl

eHik=λl ð6:5cÞ

The first probability Eq. (6.5a) gives the chance that decision-maker k chooses

an alternative within nest Bl. This depends on the generalised cost G of l plus a

coefficient λl times the expected cost from the alternatives in the nest, represented

by Ilk, the so-called ‘logsum’ variable, relative to the same kind of costs for the all

alternatives at the nesting level.

The second (conditional) probability gives the change of choosing alternative i

given that nest Bl has been chosen. This depends on the generalised cost of this

alternative relative to those for all alternatives in the nest.

Now the unconditional probability that decision-maker kwill select alternative i is:

Pik 5P ikh jBliPBlk ð6:5dÞ

The coefficient λl is the ‘logsum coefficient’ which gives the degree of correla-

tion between the error components of the alternatives in nest Bl: the higher this

coefficient, the lower the correlation. In estimation, this is an extra parameter to be

estimated. The estimated value must be between 0 and 1 for global consistency

(meaning: across the entire range for the exogenous variables) with RUM. If a

Rail Inland waterway transport Road

Figure 6.1 Nested logit structure for freight

mode choice.
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value above 1 is found, this often is an indication that a different (especially a

reversed) nesting structure would work better and be consistent with RUM.

Both MNL and nested logit are members of a family of models, the GEV

(Generalised Extreme Value) family (Daly & Bierlaire, 2006; McFadden, 1978)

which contain more members (and sometimes new members are discovered), all of

which are consistent with RUM. Most of these have only seen a limited number of

applications in passenger transport and none or almost none in freight transport,

though they offer more flexibility in terms of substitution patterns between alterna-

tives than MNL or nested logit. This includes cross-nested logit (CNL) (Ben-Akiva

& Bierlaire, 1999; Wen & Koppelman, 2001) where a single alternative can belong

to more than one nest at the same time. A potential example is given in Figure 6.2

below, where rail is in a nest with inland waterway transport (as before), and also

in another nest with the other non-water-based mode, road transport. Inland water-

way transport and road transport are not correlated with each other.

The corresponding equations for CNL are:

PBlk 5
eGlk1λl llk

X

l

eGlk1λlIlk
ð6:6aÞ

P ikh jBli 5
αile

Hik=λl

X

iABl

αileHik=λl

ð6:6bÞ

Ilk 5 ln
X

iABl

αile
Hik=λl ð6:6cÞ

Pik 5
X

l

P ikh jBli � PBlk ð6:6dÞ

In Eqs. (6.6a)�(6.6d), l now stands for a specific nesting structure for alternative i

(for instance ‘slow modes nesting’ and ‘land modes nesting’). There now is an extra

parameter αil: the share of the lth nesting structure for alternative i (the degree of

membership of the nest). Overall nesting structures l, the αil should sum to 1. When

one would have two nesting structures (as in the example above), the standard proce-

dure is to give both a weight of 1/2. Hess, Fowler, Adler, & Bahreinian (2009) also used
1/2 and remarked that estimation of these membership coefficients would have been

very difficult.

Inland waterway transport Rail Road

Figure 6.2 CNL structure for

freight mode choice.
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Yet another GEV (Generalised Extreme Value) model, the ordered extreme

value OGEV (Ordered Generalised Extreme Value) model (Small, 1987) is not

interesting for mode choice, because it presupposes ordered alternatives (e.g. time

periods during one day), whereas mode choice is unordered.

Assuming that the error components follow a multivariate normal distribution

leads to the probit model. This model is almost as straightforward to estimate as

MNL when there are only two alternatives. Probit models with more than two alter-

natives lead to multidimensional integrals, and simulation methods can then be used

for estimation (e.g. Geweke, Keane, & Runkle, 1994), but this is all (still) relatively

cumbersome. On the other hand, the probit model is very flexible, since one can

define and estimate specific correlation parameters between the alternatives. Winston

(1981) used a probit model for the binary choice between road and rail transport in

the United States. Tavasszy (1996) also used the probit model for an application to

mode choice for the transport corridor from the UK to the Netherlands.

The mixed logit model was developed in the late nineties and saw its breakthrough

in the first decade of the twenty-first century. It has two error components eik1 vik,

where one follows the Gumbel distribution (so that conditional on the other, the model

is MNL) and the other can follow any distribution, such as the normal or lognormal.

Mixed logit can accommodate two ideas, which are both generalisations of MNL:

1. Random coefficients or taste variation: the coefficients, such as β1 above, follow a statis-

tical distribution of which the mean and the variance are estimated. This is potentially

very important for freight mode choice models because we might expect that the hetero-

geneity in freight transport carries over to coefficients like the transport time and cost

coefficients in mode choice models. It is even possible to include interaction coefficients

for observed heterogeneity and randomness for unobserved heterogeneity in coefficients

like those for transport time and cost at the same time. It is also possible in mixed logit to

estimate several random coefficients (e.g. for transport cost and time) where in taking the

random draws one takes account of the fact that draws for the same individual should not

be independent. This is important for panel data or for stated preference experiments

where the respondents are asked to make several choices. With such data sets, the

researcher cannot assume that the observations are independent.

2. Error components: specific correlation structure between alternatives. In its most general

form, the utility function now becomes:

Uik 5
X

r

βrxrik 1
X

s

X

t

ηsw
i
stvt 1 eik ð6:7Þ

In which:

The first term on the right-hand side denotes the influence of the usual observed

attributes on utility.

The second term on the right-hand side determines the error component structure:

� vt is an error component, following some statistical distribution f(0,1), which can consist

of several random subcomponents (t5 1,. . .,T).
� ηs is a coefficient to be estimated.
� wi

st is a general weighting matrix, based on data and/or fixed by the researcher, for alter-

native i, with rows s corresponding to the coefficients η and columns t corresponding to

the error subcomponents in v.
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The third term on the right-hand side eik is the error component that in the

mixed logit model is Gumbel distributed (if vt and eik would follow the multivariate

normal distribution, the model would be multinomial probit).

Estimation of the model requires simulation (Train, 2003) in the sense of taking

a large number of random draws for v and calculating the likelihood function for

each of the draws, but because of the presence of the Gumbel component this can

be done much faster than for probit.

Many models in the scientific journals in transport, especially in passenger

transport, nowadays use mixed logit. Often the estimation data are stated preference

data and the purpose of the estimation is to provide monetary values for non-

monetary attributes, such as transport time (value of travel time), reliability (value

of travel time variability), as will be discussed in Chapter 10. The SP alternatives

in these experiments and models are usually ‘abstract’ or ‘unlabelled’ alternatives,

meaning that it is not specified whether the choice alternatives are different modes,

route, carriers, etc. Such studies only require that the mixed logit simulation of the

non-Gumbel distribution (e.g. drawing many times from a lognormal distribution)

is done for each model specification that is estimated. For transport models that are

developed for use in forecasting for scenarios and for the impact of transport pro-

jects and policies relative to a reference scenario, mixed logit is still not very

attractive because every time the model is applied, the random draws need to be

made again, which is very time consuming. In the framework of a large model sys-

tem (e.g. with many zone pairs), possibly with feedback loops, this would simply

take too long. Hardly any practical transport forecasting model, in passenger and

freight transport, therefore uses mixed logit.9

An important limitation of mixed logit with continuous statistical distributions for

both error components is that the researcher has to assume the shape of the distribu-

tions (e.g. normal or lognormal distribution) and this assumption could strongly

affect the final result. In addition, this technique does not always yield a

stable estimation result. A better choice could then the latent class model that is

related to mixed logit. Within the random coefficients specification, this model uses

a discrete number of possible values (latent classes) for a coefficient like the cost

coefficient. Furthermore, membership equations can be estimated, linking member-

ship to one of the classes to observed variables (which can include specially collected

attitudinal variables, but this is not necessary). In Hess, Ben-Akiva, Gopinath, and

Walker (2011), latent class models are compared against mixed logit models with a

continuous distribution, with a positive outcome for latent class models. Similar con-

clusions on latent class models were reached in Greene & Hensher (2012).

6.2.3 Non-RUM Models

By interpreting discrete choice models as RUM models, these models are founded

in microeconomic theory and represent ‘rational’ behaviour. However, the eco-

nomic perspective is just one way of looking at the behaviour of humans or firms,

9An exception, albeit in passenger transport, is the SILVESTER model for Stockholm.
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and there are other aspects of behaviour (e.g. as studied by psychology or sociol-

ogy) as well. For some decisions (the economic perspective might be more relevant

(here one might think of important well-planned long-run decisions, especially in a

business context), for other decisions other perspectives might be more important.

For a long time, RUM was the only available serious candidate as a foundation for

mathematical models of making discrete choices, but in recent years two other

paradigms have gained some popularity in transport modelling: prospect theory and

regret minimisation.

Prospect theory (Kahneman & Tversky, 1979, 1992; van der Kaa, 2008) was

developed by psychologists, who found that in many experimental situations,

respondents did not follow the theory of rational behaviour, and who then tried to

stay closer to how people actually respond in these experiments. Prospect theory

says that:

� The valuation of an attribute depends on the present value of that attribute, i.e. it depends

on the reference alternative (the situation as observed now): reference dependence.
� There will be a difference in the valuation of gains and losses in an attribute: losses loom

larger, per unit: loss aversion.
� There will be a difference in the valuation at different values of an attribute (e.g. between

a short and a long transport): size dependence.
� There is non-linear weighting of probabilities by respondents (Hensher & Li, 2012;

Koster & Verhoef, 2012). An application to SP data in freight transport (but for abstract

alternatives, not modal choice) can be found in Halse, Samstad, Killi, Flügel, & Ramjerdi

(2010).

Instead of utility maximisation, discrete choice models can also be based on the

minimisation of anticipated regret by the decision-makers. Regret occurs when a

non-chosen alternative scores better on some attribute than the chosen alternative.

When two regret components are distinguished in the regret function, ‘observed’ or

‘systematic’ regret and random regret, this leads to the random regret minimisation

(RRM) model (Chorus, 2010). Systematic regret is calculated by doing a pairwise

comparison of available alternatives on the basis of the attribute values of these

two alternatives, and then summing the outcomes overall pairs.

The distributional assumptions for the random component(s) can be similar to

those of the RUM model, and even the same software can be used for RRM and

RUM, but the choice probabilities from the two types of models will be different.

The key difference here is that RRM captures the ‘compromise effect’: alternatives

that perform ‘in-between’ on all attributes, relative to the other alternatives, are

generally favoured over alternatives with a poor performance on some attributes

and a strong performance on others (Chorus & de Jong, 2011).

6.2.4 Interaction Between Agents in Freight Transport

One of the defining characteristics of freight transport is that several decisions-

makers are involved for the same shipment (though for a particular shipment, one
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decision-maker may dominate). For the choice of mode, shippers (as senders) can be

important, but the requirements of the receiver will also play a role. In a number of

supply chains (e.g. food products) the receivers (in this example the large supermar-

ket retailers) are the ones organising the transport. There are also situations where

shippers and receivers leave it to the carriers to select the mode. Several logistics

service providers nowadays offer a range of different door-to-door transport solu-

tions and are happy to make the choice among these for their clients (for a fee).

Nevertheless, this commonly acknowledged observation that mode choice (and

other choices in freight transport) might be determined in interactions between sev-

eral agents (senders, receivers and carriers) has not (yet) led to many studies that

analyse decision-making in freight in the form of interactions between various par-

ties. This is probably due to the complications that arise when one distinguishes

several interacting decision-makers for the same decision. Nevertheless some prog-

ress has been made in the past decade on modelling interactions between decision-

makers in freight transport.

One line of approach to modelling interactions is the combination of game the-

ory with experimental economics to collect data. Such economic experiments are

often carried out with students in the role of economic agents that interact with

each other in various market market settings. Holguı́n-Veras, Thorson, & Ozbay

(2004) studied the formation of truck tours with various carriers. The already-

mentioned Holguı́n-Veras et al. (2011) study used experimental economics (with

students as participants) to study interactions between shippers and carriers in

mode and shipment size choice, coming to the conclusion that in a competitive

transport service market, the shippers and the carrier will cooperate in the selection

of mode and shipment size, irrespective of who is leading, the shippers or the car-

riers. An overview of experimental economics applications and ideas on its future

potential can be found in de Jong (2012).

Another line of research tries to integrate the idea of interactions into stated

preference survey design and modelling. Hensher (2002) introduced such stated

preference (SP) experiments and described how discrete choice models can be

extended to include interactions. Hensher first developed interactive agency choice

experiments (IACE). These SP experiments include sequential choices, where

agents are informed about the previous choices of other agents. This is done for

pairs (or ‘dyads’) of agents (e.g. shipper-carrier) and the process of feeding back

information continues for all pairs where agreements have not been reached.

Alternatives and choice sets can be correlated within and between agents.

IACE have been carried out in passenger transport, but are particularly applica-

ble in freight transport (as argued in the beginning of this Section 6.2.4), and the

interaction between shippers and carriers has indeed been analysed using IACE and

econometric models for estimation on these choice data of the type discussed in

Section 6.2 (Hensher & Puckett, 2005).

A serious disadvantage of IACE is that the survey costs of interviewing shippers

on the responses of the carriers etc. can be quite high (compared to more

standard stated preference surveys).The resulting samples will therefore be small.

This led to the development of minimum information group inference, MIGI
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(Puckett & Hensher, 2006), where agents are interviewed only once. The innova-

tion here is that in the choice modelling each shipper is matched with a carrier, and

their group decision-making is inferred.

6.3 Practical Examples

6.3.1 Aggregate Mode Choice Models

As discussed in Section 6.2, the standard disaggregate choice model (MNL), and

many extensions of it, can be based on the theory of utility maximisation by indi-

vidual decision-makers. There also is an aggregate form of this model (often called

‘aggregate logit’) where the observations usually refer to summations of shipments

for the same OD zone pair.10 More specifically these modal split models are esti-

mated on data for the market share of each mode over different OD pairs. The

aggregate modal split model can indirectly be based on the theory of individual

utility maximisation (all decision-makers on the shipments for an OD pair carrying

optimising their subjective utility, but only under very restrictive assumptions.

These assumptions basically boil down to assuming that all variation in characteris-

tics of the decision-makers and of the goods belongs to the error component of the

utility function. This would be such a far-reaching assumption, that it is better to

see aggregate logit models as pragmatic models (that have shown to be able to

yield plausible results) instead of models based on a theory of behaviour.

The aggregate logit models are often selected because disaggregate data are not

available and all we have are the tonnes by OD zone pair and mode (or tonnes by

PC pair and main mode). The aggregate logit can easily be estimated (both with

software for linear regression models and for discrete choice models), produces an

intuitively appealing S-shaped market shares curve and market shares, which are

always between 0 and 1. Because of these advantages, the aggregate logit model

still is the single model specification used most in practical freight mode choice

modelling.11

A typical formulation is the ‘difference form’12:

log
Si

Sj
5β0 1β1ðPi 2PjÞ1

X

w

βwðxiw 2 xjwÞ ð6:8Þ

10The observations might also be summations of shipments to form data per business sector or time

series for some region.
11 In practice it is often even difficult to obtain plausible transport time and costs coefficients when esti-

mating on aggregate data. Prof. Moshe Ben-Akiva once suggested here to assume a value of time dis-

tribution to allow for heterogeneity between shipments.
12An alternative for the difference form is the ‘ratio form’ where the right-hand side has Pi/Pj and xiw/

xjw, which has the disadvantage that the choice of the base mode (in the denominator of the dependent

variable) affects the estimation results and the elasticities from the model. The difference form does

not have this disadvantage.
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In which:

Si/Sj is the ratio of the market share of mode i to the market share of mode j.

Pi and Pj are the transport costs using these two modes.

Xiw2Xjw are w (w5 1,. . ., W) differences in other characteristics of the two modes.

This model can be estimated using specialised discrete choice estimation soft-

ware (the same as used for estimating disaggregate models), but also by standard

regression analysis of the log-ratio above on its explanatory variables.

Aggregate modal split models are mostly binomial (two available modes) or

MNL models (three or more available modes). Since they only give the market

share of a mode, not the absolute amount of transport (tonnes) or traffic

(vehicles), the elasticities from such models are conditional elasticities (condi-

tional on the quantity demanded; see Beuthe, Geerts, & ‘Koul à Ndjang’ Ha’,

2001).

Examples of aggregate model split models are:

� Blauwens & van de Voorde (1988) modelled the choice of inland waterways versus road

transport in Belgium.
� The modal split model within the NEAC model for Europe (NEA, 2000) explains the

choice between road, rail and inland waterway transport.
� The French national freight transport model MODEV (MVA and Kessel1Partner, 2006)

has an aggregate logit model with road, rail, combined road�rail and inland waterways

as modal alternatives.
� The current EU transport model system Transtools (Tetraplan, 2009) includes a modal

split component for freight by road, rail and inland waterway transport that is an aggre-

gate logit model.
� The LEFT model (Fowkes, Johnson, & Whiteing, 2010) for the choice between road

and rail for seven commodities and nine distance bands also works at the aggregate

level.
� The new ‘back to basics’ Dutch freight transport model BasGoed also is an aggregate

logit model, estimated on shares by zone pair for the modes road, rail and inland water-

way transport (de Jong et al., 2011). The level-of-service inputs come from uni-modal

assignments for these modes.
� The following aggregate models in a way go beyond the aggregate logit model in that

they model the budget share of a mode in total transport cost. This type of input demand

function can be derived from a production cost function for a firm that also includes the

cost of transport services by mode, using Shephard’s Lemma from the standard microeco-

nomic theory of the firm. This too however, is a relation that applies for a single firm;

transfer to a sector or region is not straightforward.
� Oum (1979) had aggregate time series data on modal split in Canada and estimated

various aggregate models on this.
� Friedlaender & Spady (1980) analysed the mode choice at the level of 96 economic

sectors in five regions in the United States (so the data are not by OD pair, but by sec-

tor and origin region).
� Oum (1989) used aggregate models with different cost specifications (linear, loglinear,

Box-Cox and translog) explaining the modal split for transport flows between

Canadian regions.
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6.3.2 Disaggregate Mode Choice Models

A practical example of an MNL model estimated on disaggregate freight data for

mode choice is Nuzzolo & Russo (1995). This is the mode choice model within the

Italian national freight model system for intercity freight flows. It contains three

choice alternatives (road, rail and combined road�rail transport) and was estimated

on interview data (RP) with producers/shippers. This model includes transport costs

and time by mode as well as some shipment characteristics.

Nested logit can also be used to combine two choices in a joint model (such as

shipment size and mode choice, or mode and supplier choice) and for joint estima-

tion on a combination of data sets (e.g. stated preference and revealed preference

data, Bradley & Daly, 1997). Two practical examples of nested logit mode choice

models in freight transport are:

� Jiang et al. (1999): a model for the choice of mode (more specifically own account trans-

port versus a nest with three contract out options: road, rail and combined road�rail

transport) estimated on the French shippers survey of 1988. The model includes attributes

of the firms and of the shipment, but not transport time and cost (distance however was

included).
� de Jong, Vellay, & Houée (2001) used RP information and data from SP mode choice

experiments (and from SP abstract or ‘within-mode’ alternatives) among shippers in the

French region Nord-Pas de Calais to estimate a mode choice model. Nested logit was

used to allow simultaneous SP/RP estimation. The explanatory variables in the model

include transport time and costs by model, reliability, flexibility and frequency of the

mode, as well as attributes of the shipments and the shipper.
� The German model for federal infrastructure project assessment (BVWP model) was esti-

mated as a disaggregate mode choice model (road, rail and inland waterway transport),

partly on stated preference data (ITP & BVU, 2007).

A rare example of a CNL model in freight transport mode choice is

Arunotayanun (2009), who estimated CNL models on two different databases: (1)

on an SP survey among shippers in Indonesia, where the choice alternatives are

small truck, large truck and rail; (2) on the French RP data set ECHO on individual

shipments (also see Chapter 5), using road-own account, road-contract out, rail and

combined road�rail as choice alternatives and testing for different cross-nested

structures.

Examples of application of the mixed logit model to freight mode choice are:

� Using data from an SP survey among shippers in Italy, Massiani (2008) estimated a ran-

dom coefficients model for the choice between road transport and combined road�rail

transport, with random coefficients for transport time, cost, reliability (measured as the

percentage on time), flexibility, probability of damage and the model constant. He tested

a normal distribution for these random coefficients as well as a triangular, and also

included interaction variables for attributes of the sector and the shipment.
� Ben-Akiva, Bolduc, & Park (2008) used data from an SP/RP survey of 166 shippers in

the United States to estimate random coefficients models for the choice between truck,

rail and combined road�rail transport. They included not just transport costs but also cap-

ital cost, storage cost, safety stock cost and cost of loss and damage, effectively
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minimising total logistics cost. They also include a number of latent attitudinal variables

to explain modal flexibility, which in turn is one of the explanatory variables in mode

choice.
� Arunotayanun (2009) estimated mixed logit models on the Indonesian SP data set men-

tioned above. Random coefficients are used for transport time, transport cost, reliability

and other SP attributes.
� Fries, de Jong, Patterson, & Weidmann (2010) carried out SP surveys among shippers in

Switzerland and estimated MNL and mixed logit models on the resulting SP data. Three

modes are distinguished: road, rail and combined road�rail. Four of the attributes from

the SP experiments (transport time and costs, reliability measured as percentage delivered

on time and the greenhouse gas emissions) are treated as random coefficients, estimating

a mean coefficient as well as a standard deviation for three assumptions on the distribu-

tion of the random coefficients: Normal, lognormal and triangular.
� The choice between road and rail transport in Spain for the inland leg of containerised

maritime shipments is modelled by Feo-Valero, Garcia-Menendez, Saez-Carramolino, &

Furio-Prunonosa (2011). The database is a stated preference survey among shippers and

the model used is mixed logit with a single individual-specific component to take account

of the fact that the data contain several observations for the same respondent.

Practical applications of latent class modelling to the choice of mode in freight

transport are:

� Gopinath (1995) used two classes of coefficient values to capture some of the heterogene-

ity in tastes of shippers in a model estimated on combined SP/RP data (and additional

attitudinal questions) in the United States.
� Arunotayanun (2009) also estimated latent class models on the Indonesian SP data

mentioned above.

Most applications of RRM so far have been in passenger transport (or in health or

environmental economics), but there also is a recent application of RRM to freight

transport mode choice (Boeri & Masiero, 2012), where RRM outperformed RUM.

6.3.3 Joint Models for Mode Choice and Related Choices

Some practical disaggregate freight transport models that simultaneously deal with

mode choice and logistic choices are the following.

1. Models with discrete mode (or transport chain) choice, jointly with discrete shipment size

choice (after dividing shipment size into a number of classes):
� Chiang, Roberts, & Ben-Akiva (1981) modelled the choice of shipment size, mode

and the location of supplier (supply zone).
� de Jong (2007) and de Jong & Ben-Akiva (2007), using data from the Swedish com-

modity flow survey (CFS) 2001, estimated a joint model of mode and shipment size

choice.
� Habibi (2010) estimated models for discrete shipment sizes and transport chains for

the commodity ‘domestic steel products’ on the CFS 2004/2005.
� Windisch, de Jong, & van Nes (2010) used the CFS 2004/2005 to estimate models of

(discrete) shipment size and transport chain choice.
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These models have as choice alternatives combinations of a mode m (i5 1,. . ., I) and
a shipment size class s (s5 1,. . ., S), with a choice set that could be as large as I.S alter-

natives. The econometric models used are MNL, nested logit (with more substitution

between shipment size classes than between modes) and mixed logit.

2. Models with discrete mode choice jointly with continuous shipment size choice:
� McFadden, Winston, & Boersch-Supan (1985) developed a model for shipment size

and mode choice and applied it to agricultural goods.
� Abdelwahab & Sargious (1992) and Adelwahab (1998) estimated a mode choice and

shipment size model on the US Commodity Transportation Survey.
� de Jong & Johnson (2009) and Johnson & de Jong (2011) used the CFS 2001 to esti-

mate discrete�continuous (continuous shipment size) models, following the specifica-

tion that Holguı́n-Veras (2002) developed for road vehicle type and shipment size

choice. In these papers, discrete choice models (both mode and shipment size treated

as discrete variables) were estimate on the same data, allowing a comparison of both

models.
� Combes (2010a, 2010b) developed models of shipment size and mode choice on the

national French shippers survey ECHO.
� Liu (2012) estimated models for discrete mode and continuous shipment size in the

CFS 2001 for four different commodity groups.

These discrete�continuous models are usually estimated in two steps (one for the dis-

crete and one for the continuous step) with selectivity correction terms to correct for the

simultaneity bias.

Models that include the joint choice of mode and supplier are:

� The model by Chiang et al. (1981) also falls in this category, since the dependent vari-

ables are shipment size, mode and the location of supplier (represented by supply zone).
� Another disaggregate model where a receiver of the goods chooses the supplier to buy

from is Samimi, Mohammadian, & Kawamura (2010). Their utility function includes

receiver characteristics (quantity required, budget and modes) and supplier characteristics

(capacity to produce/stock, price and geographic location).

Examples of disaggregate joint mode and route choice (both discrete variables)

models are:

� The freight transport model developed for the Öresund screenline between Sweden and

Denmark (e.g. Fosgerau, 1996), where three types of trucks, unaccompanied trailer, rail,

and intermodal road�rail were combined with different ferry routes and a fixed link

route, using a combination of SP and RP data.
� A similar model for the Fehmarn Belt corridor between Denmark and Germany (Fehmarn

Belt Traffic Consortium, 1998), also on SP and RP data.

The aggregate mode and route choice model (multi-modal assignment) has been

used in a number of cases:

� Even in a relatively small network, many route-mode combinations can be chosen for a

specific OD combination and a cost minimisation algorithm is used to find the least-cost

combination. The cost function that is minimised in multi-modal assignment can contain

several attributes, including transport time components and terminal cost. In most cases

all traffic for an OD pair is assigned to the single optimal alternative: all-or-nothing
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assignment, but for instance the Dutch SMILE1 model (Tavasszy, Smeenk, & Ruijgrok

(1998)) uses stochastic multi-modal assignment.
� One of the commercial software packages for multi-modal network assignment is the

STAN package (Crainic, Florian, Guelat, & Spiess, 1990), which has been used in the

previous freight transport models in Norway (NEMO) and Sweden (the previous

SAMGODS model), and also in Canada and Finland. The WFTM freight model for the

Walloon Region uses a similar multi-modal network assignment, but this is implemented

in the NODUS software (Beuthe et al., 2001; Geerts & Jourguin, 2000). The selection of

the optimal mode-route combination is done separately for different commodity groups,

because different goods will have different handling requirements and values of time, and

therefore the coefficients in the cost functions (e.g. for transshipment costs and time

costs) will differ between these goods.

In the European model SCENES (SCENES Consortium, 2001) and the Great

Britain Freight Model (GBFM) a multi-modal network assignment takes place.

Worldnet (Newton, 2008), that was also developed for the European Commission,

and covers Europe, but also intercontinental sea and air freight, contains a multi-

modal transport chain builder. Furthermore, it also includes an aggregate logit

model to choose between the different uni-modal and multi-modal transport

chains.
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Bradley, M. A., & Daly, A. J. (1997). Estimation of logit choice models using mixed stated

preference and revealed preference information. In P. R. Stopher, & M. Lee-Gosselin

(Eds.), Understanding travel behaviour in an era of change. Amsterdam: Elsevier.

137Mode Choice Models

http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref1
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref1
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref1
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref1
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref2
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref2
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref2
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref3
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref3
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref3
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref4
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref4
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref4
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref5
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref5
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref5
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref5
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref6
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref6
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref6
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref7
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref7
http://refhub.elsevier.com/B978-0-12-410400-6.00006-9/sbref7


Chiang, Y., Roberts, P. O., & Ben-Akiva M. E. (1981). Development of a policy sensitive

model for forecasting freight demand, Final report, Center for Transportation Studies

Report 81-1, MIT, Cambridge, MA.

Chorus, C. G. (2010). A new model of random regret minimization. European Journal of

Transport and Infrastructure Research, 10(2), 181�196.

Chorus, C. G., & de Jong, G. C. (2011). Modeling experienced accessibility: an approxima-

tion. Journal of Transport Geography, 19, 1155�1162.

Combes, P. F. (2010a). The choice of shipment size in freight transport PhD, Paris:
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7.1 Introduction

Freight demand is widely recognised to be a very complex phenomenon. This is a

consequence of its multifaceted and multidimensional nature, the large number of

interacting agents and facilities involved (e.g. shippers, carriers, receivers, distri-

bution centres), the role played by the economic linkages between these agents

(e.g. independent vs. integrated companies), the diverse functions that are performed

(e.g. long haul transport, urban deliveries, parcel service), the existence of multiple

modes and vehicle types that could be used to transport and distribute the freight

(e.g. airplanes, rail, trucks), the wide range of geographic areas covered (e.g. urban,

regional, national), and the multiplicity of approaches to define and measure freight

(e.g. tons, vehicle trips). The influence of the latter � central to the estimation of

vehicle trips � could be illustrated with the assistance of an example. Figure 7.1

depicts a producer (also serving as carrier) that distributes supplies to three consu-

mers (receivers), from its home base (HB). To transport these goods, the supplier

uses a truck to perform a delivery tour with three separate trips (HB to the first

stop at S1, where receiver R1 is located), from the first stop to the second stop, S2,

(location of receivers R2 and R3), and finally the empty trip back to the HB.

The figure reveals that the start and end of the commodity flows (which marks

the physical locations of the production and consumption relations that link the pro-

ducer to the consumer) are not necessarily the same as those for the vehicle trips

(that reflect the path taken by the freight vehicles). The same could be said about

the empty trip, which returns to HB from a different direction. This mismatch

between the geographic locations of the production�consumption ends, and trip

origins and destinations presents a challenge to traffic assignment because not

accounting for tour behaviour will lead to incorrect results. This would happen, for

instance, if the vehicle trips produced by the transport of supplies from HB to S2

are assigned to the network assuming that they originate in HB, opposed to arriving

to S2 from S1.
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The existence of two different units of flow (vehicle trips and commodities) has

given rise to two families of freight demand models (vehicle-trip-based and

commodity-based models). In a simplified manner, commodity-based models try to

predict the commodity flows, typically classified by commodity type, that take

place from producers to end/intermediate consumers. The focus on the commodi-

ties enables these models to explicitly take into account the economic characteris-

tics and operational constraints associated with the different types of cargo. Once

the commodity flows have been estimated, the freight vehicle traffic (both loaded

and empty) is computed using vehicle-trip estimation models. In contrast, vehicle-

trip-based models attempt to directly forecast the freight traffic generated by eco-

nomic activity, without going through the intermediate step of estimating the

commodity flows. Figure 7.2 shows schematics of the basic model components of

these approaches.

Although simpler, the focus on vehicle trips prevents these models from consid-

ering: (1) mode/vehicle choice, because they implicitly assume that mode/vehicle

choice already took place; (2) the economic characteristics of the cargo and the

corresponding operational constraints; and (3) whether or not the vehicles are

empty or loaded (Holguı́n-Veras et al., 2001; Holguı́n-Veras, Jaller, & Destro,

2010a; Ogden, 1992). The ability of these approaches to represent the freight

demand is very different. First, vehicle-trip estimation models cannot explicitly

consider the commodity type, which has been found to be a key variable that influ-

ence freight behaviour. See for instance Holguı́n-Veras & Wang (2011) and

Holguı́n-Veras et al. (2013). A second reason is the inability of vehicle-trip-based

models to consider mode/vehicle choice, which could be a major drawback if mode

choice is a possibility, or if intermodal aspects must be considered by the model.

From the standpoint of ability to represent freight behaviour, there shall be no

doubt that commodity-based models are better than vehicle-trip-based models. A

summary of their features is provided in Table 7.1.

Table 7.1 implies that, in essence, no family of models provides a complete pic-

ture of freight markets. Then, it is required the use of complementary models to

HB

S2

Loaded vehicle trip

Commodity flow

Notation:

Consumer (receiver)

Empty vehicle trip
S1

R1

R2
R3

Figure 7.1 Vehicle trips, commodity flows and delivery tours.
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estimate the empty trips. As discussed in Holguı́n-Veras (2000) and Holguı́n-Veras

& Thorson (2000), this is the result of attempting to force a complex problem, in

which both the supply (vehicle trips) and the demand (commodity flows) determine

the patterns of freight activity, into a uni-dimensional view that only considers the

vehicular supply (as in vehicle-trip-based models) or the demand (as in

commodity-based models). Recent developments, such as spatial price equilibrium

models that jointly compute commodity flows and vehicle trips/tours, for example,

Holguı́n-Veras, Xu, & Mitchell (2012b), and hybrid models (Donnelly, 2007;

Commodity generation

Commodity distribution

Commodity
mode/vehicle choice

Vehicle-trip estimation:
loaded and empty trips

Traffic assignment

Vehicle-trip models

Vehicle-trip generation

Vehicle-trip distribution

Traffic assignment

Commodity-based models

Figure 7.2 Model components of vehicle-trip-based and commodity-based approaches.

Table 7.1 Key Features of Commodity-Based and Trip-Based Models

Aspect Commodity-

Based Models

Vehicle-Trip-

Based Models

Ability to consider economic characteristics and/or

operational constraints associated with the cargo

High None

Ability to replicate the real-life process High Low

Ability to consider mode choice High None

Ability to consider intermodal aspects High Low

Need for complementary models Yes No

Data requirements High Medium�low

Calibration data costs High�medium Low
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Wisetjindawat, Sano, Matsumoto, & Raothanachonkun, 2007) promise to unify

these alternative views. For a comprehensive discussion of tour models, see

Holguı́n Veras et al. (2013).

In spite of the acknowledged limitations, it is clear that commodity-based mod-

els are the best methodological alternative available, though they need to be com-

plemented with vehicle-trip estimation models. It is important to stress that

vehicle-trip estimation models are as important as the commodity-based models

that provide the input data, because the quality of the freight traffic forecast is

determined by both models. Regrettably, vehicle-trip estimation models have not

received the level of attention deserved. Instead, naı̈ve approaches that do not

account for the complexity of underlying dynamics are routinely used. The main

objective of this chapter is to raise awareness about appropriate vehicle-trip estima-

tion methodologies, and to identify research needs that ought to be addressed in the

future. The chapter discusses the techniques to estimate both loaded trips

(Section 7.2) and empty trips (Section 7.3). The final section provides a set of con-

cluding remarks.

7.2 Estimation of Loaded Trips

As its name implies, these models estimate the flow of loaded vehicle trips gener-

ated by the transport of commodity flows. Obviously, the first step in the process is

to ensure that the commodity flows are converted into a unit suitable for traffic

analyses such as tons per day (t/day) or tons per hour (t/hour). This is important

because commodity flow models are estimated using aggregated variables such as

t/week or even t/year, which are not conducive to transportation network models

that require much finer time resolution. The term ‘loaded’ trip refers to vehicle

trips that ‘are not empty’ as typically freight vehicles carry less than full capacity,

i.e. vehicles transporting cargo but with available internal space that could be used

to transport more cargo. The estimation of loaded trips is related to choice of mode

and the vehicle that would be used. In the case of trucking, the latter is particularly

important because the wide range of loading � ranging from 0.50 t for pickup

trucks to 30 t and more for large semi-trailers � significantly reduces the validity

of using a ‘generic truck’ to represent the wide range of vehicles. These linkages

could be analysed with the assistance of a simplified mathematical model.

Consider an origin�destination (OD) pair i�j where a flow Fij of cargo is trans-

ported by different modes/vehicle types r, and the average payloads in that corridor

are aijr. If the probability of selecting vehicle (or mode) r is Qijr then, the vehicle

traffic Vij is equal to:

Vij 5
X
r

QijrFij

aijr
5

FijP
rðQijr=aijrÞ

� �21
5

Fij

aijr
ð7:1Þ
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Assuming that aijr is the mean payload that converts the flow Fij into freight

vehicle traffic Vij, it is obvious that aijr is the weighted harmonic mean of the pay-

loads, as shown below (which means that using the arithmetic mean of the payloads

would lead to erroneous results):

aijr 5
X
r

Qijr

aijr

 !21

ð7:2Þ

The fact that Eq. (7.2) depends on mode/vehicle choice and the payloads of the

alternatives implies that great care must be exercised to ensure that the value of aijr
is appropriate because:

� Different OD pairs are likely to have different modal/vehicular splits, due to the nature of

the commodities transported, shipment distances, and the availability of transportation

alternatives.
� The degree of market competition at an OD pair and industry sector (defined by the com-

modity type) significantly influences the payloads. In monopolistic conditions, payloads

could approach full capacity, because the carriers have the market power to consolidate

cargo to the maximum, even if doing so lead to delays to the customers. However, in

competitive markets the carriers have very little power to consolidate as the associated

delays may lead to their dismissal by irate customers. As a result, load factors (the ratio

of payload to capacity) could be as low as 10%.

These considerations highlight the importance of gaining insight into the

observed patterns of the payloads by vehicle type. Although the amount of research

on this subject is very small, the literature of freight mode/vehicle choice may shed

some light. For instance, the vehicle choice models estimated by Holguı́n-Veras

(2002), using disaggregate data from Guatemala indicate that shipment size

increases with distance for all the vehicle classes considered: small trucks (pickup

trucks), midsize trucks (large 2- and 3-axle rigid trucks), and large trucks (semi-

trailers); and that the larger the vehicle the larger the increase in shipment size

(Holguı́n-Veras, 2002, 340). These results make sense as they are consistent with

logistic practices and, in particular, with the economic order quantity (EOQ) model

(Harris, 1915) that postulates that the larger the transport cost, the larger the ship-

ment size that minimises total logistic cost. These findings are also supported by

the findings of Cavalcante & Roorda (2010) who found that shipment size

decreases with the value density of the cargo ($/kg), and fuel cost of the vehicle

chosen, while it increases with distance (km). The analyses of Holguı́n-Veras

(2002) also revealed that the probability of using semi-trailers increases with

distance, while the ones for large trucks and pickup trucks do the opposite.

Cavalcante & Roorda (2010) also found that small vehicles are preferred for trans-

port of high value cargo; while larger vehicles are likely to be used for long dis-

tances. These patterns directly impact on the generation of loaded trips.

In order to gain insight into how the mean payloads change with trip distance,

the authors decided to use the intercity shipment size models of Holguı́n-Veras
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(2002) and assume they provide an estimate of the payloads for a given vehicle

class. This is a reasonable assumption, as research has shown that the closer the

shipment size is to the capacity of the vehicle, the more likely that vehicle class is

selected (Holguı́n-Veras, 2002). Thus, observed shipment sizes and payloads are

correlated. The application of these shipment size models, combined with

Eq. (7.2), to the data for Guatemala leads to the results in Figure 7.3. The

figure shows that the average payload for the entire freight vehicle traffic stream

increases with distance, reflecting the diminishing role of small and midsize trucks

in the transport of the cargo. The difference could be substantial. As shown, while

for a distance of 2.5 km, the mean payload is 0.81 tons/trip and a total of 1229

vehicle trips are generated (with a significant proportion of small and midsize

trucks); for 100 km, the average payload increases to 5.5 t/vehicle requiring 181

vehicle trips; for 500 km, the mean payload increases to 15.67 t/trip producing 64

vehicle trips; and for 1000 km and a mean of payload of 24.5 t/trip the traffic

would be of 40 vehicles.

Obviously, these results have notable implications in terms of the amount of

externalities produced as research has already established that large trucks produce

less externalities, per unit amount of cargo transported, than small trucks (Holguı́n-

Veras, Torres, & Ban, 2011b). Further research is needed to increase the sustain-

ability of the traffic of small vehicles by either inducing shippers to use larger

shipments, convincing receivers to accept off-hour deliveries (Holguı́n-Veras,

Silas, Polimeni, & Cruz, 2007, 2008), or fostering the use of cooperative delivery

practices that reduce truck traffic.

A final important aspect that is worthy of mention is related to the impacts of

tour behaviour on the mismatch between production�consumption and OD of trips

illustrated in Figure 7.1. The likely occurrence of such mismatch suggests that the
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methodologies discussed in this section would work well in cases where the num-

ber of delivery stops is relatively small which is typical of intercity travel.

Conversely, if long delivery tours are the norm, which is the case of urban areas,

the estimates of loaded vehicle traffic are likely to have an error. In such cases,

either hybrid models (Donnelly, 2007; Wisetjindawat et al., 2007) or formal

freight-tour models (Holguı́n-Veras et al., 2012b; Holguı́n-Veras, Thorson, &

Mitchell, 2012a; Wang & Holguı́n-Veras, 2009a, 2009b) offer a better alternative.

An issue of concern, however, is that the heuristic procedures typically used to pro-

duce the tours in hybrid models tend to lack behavioural support. See Wang &

Holguı́n-Veras (2008), for a discussion. Further research is needed to ensure that

the tours estimated by hybrid models are consistent with reality.

7.3 Estimation of Empty Trips

The techniques discussed in the previous section provide estimates of the numbers

of loaded vehicle trips. However, they cannot estimate the empty trips, which are a

sizeable portion of the total freight traffic representing 20% of the freight traffic in

urban areas (Strauss-Wieder, Kang, & Yokei, 1989; Wood, 1970), about 40% of

total intercity trips (Holguı́n-Veras & Thorson, 2003a), and almost 50% of the

directional truck traffic in some corridors. Proper estimation of empty trips is

important because not doing so could lead to large errors in the estimation of the

directional freight traffic, which could be as high as 83% of difference (Holguı́n-

Veras & Thorson, 2003a).

The generation of empty trips is directly influenced by the degree of symmetry

of the commodity flow OD matrices and, indirectly, by the type of commodity that

generate the loaded trips. The influence of the former is relatively obvious. Taking

into account that most freight carriers return to their HBs, it is clear that if the com-

modity flow matrix is symmetric (the cargo flowing from i to j is equal the one

from j to i, for all ODs) then the per cent of empty trips, Pe, could be very low and

even zero. At the other end of the spectrum, if all the cargo travels in one direction

and nothing in the opposite, the number of empty trips would equal the number of

loaded trips and Pe could reach 50%. In real life and in the absence of pathological

examples, the higher the degree of asymmetry in the commodity flow matrix, the

higher the percentage of empty trips Pe will be. A second factor that indirectly

influences the generation of empty trips is the commodity type that is being trans-

ported. First, the commodity type captures the degree of asymmetry of the corre-

sponding commodity flow matrix. For instance, a commodity flow OD matrix for

vegetables is likely to show large volumes of cargo flowing from production to

consumption regions, and not much the other way around. The commodity type

also influences the generation of empty trips by means of the technological and

operational practices associated with the commodity. For instance, tanker trucks

cannot be used to transport general cargo. Similarly, a waste truck may not be

allowed to transport food, on account of the health risk.
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Although it seems clear that different commodity types generate different

amounts of empty trips, the lack of data is a major obstacle. The challenge is that

while most OD surveys collect data about commodity flows and loaded trips by

commodity type, almost none collect data about what commodity generated the

empty trips (only the total number of empty trips are routinely collected). For that

reason, the vast majority of empty trip models use as the dependent variable the

total number of empty trips. Only the generalised Noortman and van Es (NVE)

model, which is discussed later on, is able to consider the commodity type of the

cargo being transported.

The estimation of empty trips has been undertaken in a number of different

ways, with differing degrees of success. The simplest techniques, and the most

problematic, entail the expansion of the loaded trips OD matrix to compensate for

the missing empty trips. As loaded trips are computed using mean payload, this

implies proportionality between empty trips and commodity flows and it will, thus,

lead to major directional errors (Holguı́n-Veras & Thorson, 2003a). The reason is

that, while the loaded trips are proportional to the commodity flow, the empty trips

tend to run in the opposite or other directions. This technique, described by

Hautzinger (1984) as the ‘naı̈ve proportionality model’, is very problematic as the

empirical evidence shows that empty trips are not correlated with the commodity

flows on the same direction (Ozbay, Holguı́n-Veras, & de Cerreño, 2005). A sec-

ond technique is to model empty trips as a separate ‘commodity’ (Fernández, de

Cea Ch, & Soto, 2003; Tamin & Willumsen, 1992), which is also questionable

because it breaks down the interconnection between loaded and empty trips (the

latter is a by-product of the former). Therefore, there is no way to guarantee consis-

tency between empty and loaded trips. More advanced models, the main focus of

this section, estimate empty trips as a function of the commodity flows. These

models overcome, to a large extent, the limitations of naı̈ve approaches.

7.3.1 Commodity-Based Empty Trip Models

The fundamental principle of these models is that the flow of empty trips can be

estimated as a function of commodity flows in the opposite direction. This section

discusses the different models that exist.

Notation:

mij5 commodity flow between origin i and destination j in tons

aij 5 average payload (tons/trip) for loaded trips between i and j

xij 5mij=aij 5 estimated number of loaded trips between i and j

yij 5 estimated number of empty trips between i and j

zij 5 xij 1 yij 5 estimated total number of trips (loaded1 empty) between i and j

dij5 distance between origin i and destination j

p5 probability of a zero order trip chain

γ, β5 parameters to be determined empirically

PhðjÞ5 probability that a vehicle that came from h to i chooses j as the next destination

PhðE=jÞ5 probability that a vehicle following the tour h�i�j does not get cargo to j

PhðjÞPhðE=jÞ5 probability that a vehicle travelling in h�i�j goes empty to j
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PhðjÞ is a function of the attractiveness of zone j as a destination, which can be assumed

to be a function of the commodity flow from j to i, mij and the trip impedance between

i and j.

7.3.1.1 Noortman and Van Es

The first empty trip model that attempted to estimate empty trips using the com-

modity flows was developed by Noortman & van Es (1978) as part of the Dutch

Freight Transport Model (Hautzinger, 1984). In the NVE model the empty trips are

estimated as a function of the opposing commodity flow.

zij 5 xij 1 yij 5
mij

aij
1 p

mji

aij
5 xij 1 pxji ð7:3Þ

As shown, the loaded trips are estimated as the commodity flow in this direction

(from i to j) divided by the payload; while empty trips are estimated as the com-

modity flow in the opposing direction (from j to i) divided by the payload and mul-

tiplied by a constant p to be determined empirically. The empirical tests conducted

indicate that NVE model is fairly good (Holguı́n-Veras & Thorson, 2003a).

7.3.2 Generalised NVE Models

These formulations estimate empty trips as a function of the cargo flows by com-

modity type in the opposite direction. This stands in contrast with the standard

NVE model that uses the total cargo flow. Mathematically:

yij 5
X
l

βlxlji ð7:4Þ

where l is an index of commodity type, xlji is the number of loaded trips with com-

modity l travelling from j to i and βl are parameters to be estimated empirically.

As shown, Eq. (7.4) is a more general version of the NVE model that could be

readily estimated using ordinary least squares (OLS). The dependent variable is the

total flow of empty trips yij and the independent variables are the loaded trips, by

commodity type, in the opposite direction xlji. Since by definition 0# βl # 1, the

estimation process has to ensure that the resulting parameters meet this important

constraint. However, quite frequently, due to data inconsistencies, the resulting

parameters may violate the expected range. In the case of negative parameters, it is

obvious that the data do not support the estimation of a commodity specific param-

eter. Thus, aggregating those commodity types in a supergroup that includes other

similar commodities may increase the quality of the parameters estimated.

Commodity types that produce parameters larger than 1 (lp51) may represent

cases where loaded trips are accompanied by an equal number of empty trips, for

example, in the transport of commodities that require specialized equipment. In
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such a case, it is more appropriate to assume that the empty trips generated are

equal to the loaded trips in the opposite direction (as shown below):

y
lp51
ij 5 x

lp51

ji ð7:5Þ

Once the commodity types with p5 1 have been identified, the empty trips that

they generate must be subtracted from the total empty trips yij, and the OLS proce-

dure rerun for the remainder commodity types. If the resulting parameters both

meet the condition 0#βl # 1 and are statistically significant then the model could

be considered final. See Jiménez (2009) for an application of this model.

7.3.2.1 Hautzinger

Hautzinger (1984) shows that the NVE model implies that the difference between

the flow of freight vehicles (zij and zji) is a function of the difference between the

commodity flows (mij and mji). According to Hautzinger (1984), this is a problem

because the empirical evidence suggests that even in cases of extreme differences

in the commodity flows the total vehicle flows tend to be equal. To address this, he

formulated a model that considers the base location of the freight vehicles. In his

model, the total number of trips in both directions is always equal, and the para-

meters pi and pj denote the probabilities of returning empty for vehicles based in i

and j respectively, as shown below:

zij 5
ðpimij 1 pjmjiÞ

að12 ð12 piÞð12 pjÞÞ
ð7:6Þ

However, the research conducted has not confirmed Hautzinger’s hypothesis of

symmetry in the total flow of freight vehicles (Holguı́n-Veras, Sánchez, González-

Calderón, Sarmiento, & Thorson, 2011a; Ozbay et al., 2005). Not surprisingly,

Hautzinger’s model was found to produce large estimation errors (Ozbay et al.,

2005).

7.3.3 Tour Based Empty Trip Models

A chief limitation of the empty trip models discussed up to now is that they only

consider trips from the HB to a single destination. This is a problem because freight

vehicles, particularly in urban areas, undertake delivery tours involving more than

one delivery stop. For instance, the number of delivery stops made by freight car-

riers in the New York City metropolitan area ranges from 3.3 stops/tour (stone and

concrete) to 20.0 stops/tour (beverages) (Holguı́n Veras et al., 2013). There is a

need to consider the effects of tour behaviour on the generation of empty trips. In

order to incorporate tour behaviour is necessary to introduce the concept of order

of a trip chain model (Holguı́n-Veras & Thorson, 2003a), which is defined as ‘the

number of destinations � in addition to the primary trip � that the model is
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effectively able to consider’. In this context, both NVE and Hautzinger (1984) are

zero order trip chain models. Figure 7.4 depicts the loaded and empty trips pro-

duced by trip chains of orders zero, one and two to illustrate the rationale of more

elaborated empty trips models.

According to Holguı́n-Veras & Thorson (2003a), since the total number of trips

between i and j is not known with certainty, it can be assumed to be a random vari-

able with expected value equal to:

EðzijÞ5
XN
n50

EðxnijÞ1
XN
n50

EðynijÞ5
mij

aij
1Eðy0ijÞ1Eðy1ijÞ1

X
n. 1

EðynijÞ ð7:7Þ

As shown, the loaded traffic depends on the commodity and the payload

between i and j; while the expected number of empty trips produced by an n order

trip chain depends on the likelihood that this trip chain takes place. Eq. (7.7) could

be transformed into (Holguı́n-Veras & Thorson, 2003a):

EðzijÞ5
mij

aij
1 p

mji

aji
1 γ

X
h6¼j

xhiðPhðjÞPhðE=jÞÞ ð7:8Þ

where γ is a parameter to be estimated empirically and the probabilities of choos-

ing a destination can be determined using different specifications.

In general, the destination choice probabilities can be estimated using spatial

interaction models. Equations (7.9)�(7.12) show some alternative specifications

tested by Holguı́n-Veras & Thorson (2003a), where the probabilities are a function

of the commodity flow or/and the trip impedance.

PðjÞ5 mijP
lmil

ð7:9Þ

h'

j

i

yij

Loaded trip for a zero-order trip
chain with base in j

Notation:

Empty trips from i to j resulting from
different trip chains

h

xjh=mjh/ajh

Loaded trip for a first-order trip chain
with base in j

Loaded trip for a second-order trip
chain with base in j

h’’

Figure 7.4 Total empty trips generated by trip chains of different orders.
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PðjÞ5 mije
2βdijP

lmile2βdil
ð7:10Þ

PðjÞ5 mijðdijÞ2βP
lmilðdilÞ2β ð7:11Þ

PhðjÞ5 mijðdij1dhiÞ2βP
lmilðdil1dhiÞ2β ð7:12Þ

Equation (7.9) is the most intuitive specification, as it implies that the probabil-

ity of choosing a destination j is a function of the commodity flow from i to j and

the commodity flows to other connecting zones. In Eq. (7.10), the commodity

flows are weighted using an exponential function of the corresponding trip impe-

dances; while in Eq. (7.11), the weights are expressed using a power function. In

Eq. (7.12), commodity flows are weighted using a power function that accounts for

the impedance between i and j, and also for the distance previously travelled. The

specification in Eq. (7.12), the most complete one, is the only model that has mem-

ory as it takes into account the amount of travel already done. It is also the one that

produced the most accurate results (Holguı́n-Veras & Thorson, 2003a).

Replacing Eqs. (7.9) thru (7.12) into Eq. (7.8), one could obtain:

EðzijÞ5
mij

aij
1 p

mji

aji
1 γ

X
h 6¼j

xhi
mijP
lmil

PðE=jÞ ð7:13Þ

EðzijÞ5
mij

aij
1 p

mji

aji
1 γ

X
h 6¼j

xhi
mije

2βðdijÞP
lmile2βðdilÞ PðE=jÞ ð7:14Þ

EðzijÞ5
mij

aij
1 p

mji

aji
1 γ

X
h 6¼j

xhi
mijðdijÞ2βP
lmilðdilÞ2β PðE=jÞ ð7:15Þ

EðzijÞ5
mij

aij
1 p

mji

aji
1 γ

X
h 6¼j

xhi
mijðdij1dhiÞ2βP
lmilðdil1dhiÞ2β PðE=jÞ ð7:16Þ

The models discussed up to now in this section implicitly assume that the

parameter p is constant. However, the empirical evidence and the observations of

freight practices suggest that p is variable as it likely depends on trip length, the

magnitude of the opposing commodity flow, among others. For instance, carriers

may undertake a short trip with an empty backhaul much easier than a comparable

long trip, with would lead to a p value that decrease with distance. Holguı́n-Veras,

Thorson, & Zorrilla (2010b) and Ozbay et al. (2005) examined a number of
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alternative models with p variable. An example of a linear specification that

includes the distance is shown in Eqs. (7.17) and (7.18):

zij 5 xij 1 p0ð11 p1dijÞxji ð7:17Þ

zij 5 xij 1 p0xji 1 p0p1dijxji 5 xij 1 p0xji 1 p1wLji ð7:18Þ

Where p0 and p1 are parameters to be estimated, wLji (the product of xji and dij) is

the vehicle-km travelled while loaded, and the other variables are as defined before.

This linear model can be readily estimated using statistical procedures.

Furthermore, the inclusion of the wLji term can be exploited to reflect observed

values of veh-km using constrained optimisation techniques.

7.3.4 Parameter Estimation Procedures

This section introduces procedures to obtain the parameters that best replicate

empty trip traffic. Two families of techniques are briefly discussed: unconstrained

and constrained parameter estimation. The former refers to techniques in which the

parameters do not have to meet any constraints; while the latter denotes the cases

in which the search constrains one or several parameters to be equal to a preset

value.

In the unconstrained parameter search, no external information is incorporated

into the estimation procedure, as the parameters are free to take any value that

minimises the estimation error. In this context, OLS procedures have been success-

fully used to calibrate linear empty trip models (Holguı́n-Veras et al., 2011a). For

instance, the optimal parameter of the NVE model that minimises the least squares

is (Holguı́n-Veras & Thorson, 2003b):

p� 5

P
i;jyijx

e
jiP

i;jðxejiÞ2
ð7:19Þ

where xeji is the estimated loaded trip matrix, and yij is the actual empty trip matrix.

However, since these methods focus exclusively on finding the lowest estima-

tion errors, the parameter estimates may not necessarily be consistent with external

sources of information, for example, area wide estimates of the per cent of empty

trips. This could be problematic.

Constrained parameter search tries to ensure that the model replicates the

observed percentage of empty trips, pe. This parameter is rather stable across the

world, as it is frequently reported to be between 20�30% in urban areas (Ogden,

1992; Strauss-Wieder et al., 1989), and about 30�50% in intercity transport

(Holguı́n-Veras & Thorson, 2003a). The stability of pe is important because the

parameters of the empty trip models implicitly determine the number of empty trips

produced and pe. Thus, a good empty trip model should reproduce the per cent of
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empty trips observed in real life. The interconnection between empty trip models

and pe can be illustrated with the derivations based on the NVE model:

zij 5 xij 1 yij 5
mij

a
1 p

mji

a
5 xij 1 pxji ð7:20Þ

The total number of trips in the model is:

X
i;j

zij 5
X
i;j

xij 1 p
X
i;j

xji ð7:21Þ

If Z� represents the total number of trips, X� the total loaded trips, and Y� the

total empty trips in the region, Eq. (7.21) could be written as:

Z� 5X� 1 Y� 5X� 1 pX� ð7:22Þ

Then, the percentage of empty trips, pe is:

pe 5
Y�

Z� 5
Y�

X� 1 Y� 5
pX�

X� 1 pX� 5
p

11 p
ð7:23Þ

Thus, the parameter p of the NVE model can be calculated as:

p5
pe

12 pe
ð7:24Þ

Equations (7.23) and (7.24) show the interrelation between p and pe. If p5 0, no

empty trips are generated and pe5 0. At the other end of the spectrum, if p5 1 (the

maximum value possible because it is a probability), then pe5 0.5. The latter corre-

sponds to the case in which the cargo only flows in one direction. These results

imply that if one knows the per cent of empty trips, pe, with reasonable precision,

one could estimate the parameter p without having to undertake a formal process of

parameter estimation. The work of Holguı́n-Veras & Thorson (2003b) suggests that

this process works quite well. Since producing an estimate of pe is certainly easier

than collecting and OD matrix of empty trips, this insight could simplify data col-

lection procedures.

Other forms of constraints could also be used. For instance, if one considers the

empty trips as a function of trip length, taking into account the vehicle miles trav-

elled for loaded trips, the total trips between zones i and j will be:

zij 5 xij 1 p0xji 1 p1wLji ð7:25Þ

If Z� represents the total number of trips, X� the total loaded trips, Y� the

total empty trips in the region, and W�
E and W�

L represents the empty and
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total vehicle miles travelled by loaded trucks respectively, Eq. (7.25) could be

written as:

Z� 5X� 1 Y� ð7:26Þ

Z� 5X� 1 p0X
� 1 p1W

�
L ð7:27Þ

Then, the percentage of empty trips pe is:

pe 5
Y�

Z� 5
Y�

X� 1 Y� 5
p0X

� 1 p1W
�
L

X� 1 p0X� 1 p1W
�
L

ð7:28Þ

Since p5 ðpe=11 peÞ, it is easy to show that

X� 5
p0X

�

p
1

p1W
�
L

p
ð7:29Þ

Ozbay et al. (2005) showed that the constrained parameters p0 and p1 are a func-

tion of the parameter p, and are given by:

p5
pe

11 pe
ð7:30Þ

p0 5
pX�S� 2W�

LW
�
E

X�S� 2 ðW�
L Þ2

ð7:31Þ

p1 5
ðW�

E 2 pW�
L ÞX�

X�S� 2 ðW�
L Þ2

ð7:32Þ

This shows that as the parameter p increases, the parameter that captures the

relationship between empty trips and opposing commodity flows, p0, increases too.

However, as p increases, the parameter that captures the contribution of vehicle

miles to empty trips, p1, reduces.

Similar derivations could be conducted for the tour models. If the probabilities

PðE=jÞ are assumed to be constant and equal to PðE=�Þ one could obtain (Holguı́n-

Veras & Thorson, 2003a):

pe 5
Y�

Z� 5
Y�

X� 1 Y� 5
pX� 1 γX�PðE=�Þ

X� 1 pX� 1 γX�PðE=�Þ 5
p1 γPðE=�Þ

11 p1 γPðE=�Þ ð7:33Þ

Equation (7.33) could be used to ensure that the parameters p and γ reproduce

the observed value of the pe. This will result into better estimates of both empty

and total freight traffic in the study area.
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7.3.5 Empirical Evidence

A number of studies (González-Calderón, Sánchez-Dı́az, Holguı́n-Veras, &

Thorson, 2011; Holguı́n-Veras & Thorson, 2003a; Holguı́n-Veras et al., 2010b;

Holguı́n-Veras et al., 2011a; Jiménez, 2009) have used different data sets

(e.g. Dominican Republic, Guatemala, Colombia) to test the models discussed in

the chapter. The empirical evidence unambiguously confirms the importance of

modelling empty trips, as not doing so increase the root mean squared errors of the

total flow by 57% for intercity movements and by 83% for suburban movements

(Holguı́n-Veras & Thorson, 2003b). These analyses also show that pe is typically

around 30%. For instance the analyses of seven national freight OD surveys made

in Colombia from 2000 to 2005 indicate that pe ranged from 26.4% to 30.0%

(Holguı́n-Veras et al., 2011a). However, the models estimated in Holguı́n-Veras

et al. (2011a) and González-Calderón et al. (2011) using data from Colombia found

that pe is slightly time dependent as it has changed over the years.

Jiménez (2009) developed three different econometric empty trips models using

Colombian data: (1) an aggregate model; (2) a disaggregated model by vehicle

type; and (3) a disaggregated model by vehicle and by commodity. The author

found that the disaggregated models by vehicle and by commodity replicate the

trips of the databases better than the other models.

The performance of the various models discussed in this chapter has been

assessed with OD data. Holguı́n-Veras and Thorson (2003b) applied both the NVE

and the tour models to data from Guatemala and found that, as expected, that the

unconstrained models performed better than constrained models, though by less

than 5%. In all cases, the tour models outperformed the NVE model. In situations

where delivery tours are the norm (urban trips), the best tour model outperformed

NVE model by about 9%. In contrast, when applied to the intercity data where

delivery tours are less frequent, the best tour model outperformed NVE by only

1.3% (unconstrained) and 5% (constrained). This makes sense as the tour models

are a more general version of NVE.

González-Calderón et al. (2011) studied the impacts of spatial and temporal

aggregation of empty trips models using data from Colombia. They used three dif-

ferent aggregation levels (28, 36 and 69 transportation analysis zones, TAZs) to

analyse five empty trips models: the NVE model and the tour models of Holguı́n-

Veras & Thorson (2003b). They found that the use of large TAZs masks the under-

lying tour behaviour, and the NVE model produces better results than the tour mod-

els. However, the tour models perform much better if smaller TAZs are used

because the TAZs can capture tour behaviour patterns. In terms of temporal aggre-

gation, they found, as Holguı́n-Veras et al. (2011a), that the time dependence is

minimal for the p parameters over time for all empty trips models.

Holguı́n-Veras et al. (2011a) analysed the temporal effects on parameter of

freight demand models based on cross-sectional and panel data. They examined the

stability of parameters in trip generation, trip distribution, and empty trips using the

Colombian national freight OD surveys and used OLS to estimate NVE models for

the various years. The cross-sectional model resulted in values of p ranging from
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0.369 to 0.444. The panel model included a term to capture fixed time effects for

each year and a time-dependent parameter. The analysis revealed that the parameter

p slightly decreases over the years, though the rate of change is quite small (about

0.83% per year), which is a rate of change slower than the one for the correspond-

ing the trip generation and distribution models.

7.4 Concluding Remarks

This chapter has provided an overview of the vehicle-trip estimation techniques

that could be used to quantify the amount of freight traffic, both loaded and empty,

that would be generated by transporting commodity flows in the study area. The

chapter establishes that the estimation of loaded traffic must account for the under-

lying patterns of mode and vehicle choice, their influence on shipment sizes and

payloads and tour behaviour. The numerical estimates produced, based on the ship-

ment size models estimated by Holguı́n-Veras (2002) make clear that estimating

loaded traffic on the basis of a mean payload that applies to all ODs is likely to

lead to erroneous results. The reason is that the mean payloads are likely to change

as a function of shipment distance. Since these changes are most significant for the

short range of distances suggests that care must be exercised when estimating vehi-

cle trips in urban areas.

A second aspect of importance is the impact of tour behaviour on traffic assign-

ment. The standard practice of pickup/delivery tours leads to a situation in which

the locations of the trip ODs do not match the locations that mark the produc-

tion�consumption relations linking shippers to receivers. In general, the assump-

tion that the freight traffic flows in the same direction as the commodity flows is

only valid if tours are the exception and not the norm. Potential ways to address

this problem include the use of hybrid and formal tour models (Donnelly, 2007;

Holguı́n-Veras et al., 2012b; Wang & Holguı́n-Veras, 2009a; Wisetjindawat et al.,

2007). Both families of approaches need further improvements. Research is still

needed to bolster the behavioural assumptions used in hybrid models to ensure that

they correctly capture the behaviours observed in real life. Formal tour models,

though showing great promise, still need further development and testing to ensure

they provide reasonable results in real-life applications.

The chapter also provides an overview of the methodologies that could be used

to estimate empty trips using commodity flows as the input. The chapter discusses

empirical evidence that clearly shows that the lack of properly modelling empty

trips lead to significant errors in the estimates of directional freight traffic. These

estimates indicate that not modelling empty trips increases the root mean squared

error of the estimation between 57% and 83% with respect to the results provided

by the best empty trip model (Holguı́n-Veras & Thorson, 2003a). Fortunately, there

are a number of methodologies that have been found to produce fairly good esti-

mates of empty trip traffic, and are vastly superior to any of the naı̈ve approaches

that have been used (e.g. expanding the loaded trip OD matrix to compensate for
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the missing empty trips, modelling empty trips as a ‘commodity’). The use of such

naı̈ve techniques is not advised because it will likely lead to estimation errors.

The simplest conceptually valid model is the one developed by Noortman & van

Es (1978). This NVE model, the foundation for all the models that followed, assumes

that the empty trip traffic in any given direction is a function of the loaded traffic in

the opposite direction. Its simple linear form facilitates its incorporation into

commodity-based models. Holguı́n-Veras & Thorson (2003b) developed a formula to

compute the parameter of the NVE model without needing to use a formal optimisa-

tion procedure. Moreover, if there are no OD matrices available to compute the opti-

mal parameter but a reasonable guess of the per cent of empty trips could be

produced, then the parameter of the NVE model could be estimated using the deriva-

tion of Holguı́n-Veras & Thorson (2003a) that links the per cent of empty trips, Pe,

and the parameter p of the NVE model. Another suitable alternative is the generalised

NVE model, which estimates the empty traffic as a linear combination of the contribu-

tions of the various commodity types. However, none of these models consider tour

behaviour, which is a major problem as pickup/delivery tours are frequent.

The state of the art in empty trip modelling is defined by the formulations that

account for tour behaviour. These models postulate that the empty traffic for a

given OD pair is the summation of the empty trips produced by tours of different

lengths. Using probability and spatial interaction principles, a number of mathemat-

ical models have been developed (Holguı́n-Veras & Thorson, 2003a; Holguı́n-

Veras et al., 2010b; Ozbay et al., 2005). The empirical applications conducted

clearly establish that the tour models outperform the NVE models if freight tours

are the norm. In cases where tours are rare, the performance of tour models and

NVE is practically the same. For example, González-Calderón et al. (2011) tested

these empty trips models considering tours in Colombia for six consecutive years.

The authors confirmed that when considering trip chains, the empty trips models

outperform the NVE models for all years with a lower error in all cases.

This chapter provides a comprehensive overview of the methodological land-

scape concerning vehicle-trip estimation. The authors hope that these suggestions

and analyses help both the practitioner and research communities to develop and

implement new and enhanced freight demand models.
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8.1 Introduction

Urban freight transport (UFT) is a fundamental component of city life. Every day,

people consume and use goods (e.g. food, clothes, furniture, books, cars and com-

puters) produced throughout the world. Furthermore, freight transport maintains a

set of core relationships within urban areas since a city is an entity where produc-

tion, distribution and consumption activities are located and use limited land.

Therefore, UFT plays an essential role in satisfying the needs of citizens but, at the

same time, produces significant impacts on city sustainability. Sustainability is

intended in the economic, social and environmental sense.

Analyses of UFT traditionally focus only on restocking flows, that is freight

vehicle flows from warehouse/distribution centres to trade or service establishments

(e.g. shops, food-and-drink outlets, service activities), and usually neglect shopping

flows. But, according to some statistics collected in European cities (Gonzalez-

Feliu, Ambrosini, Pluvinet, Toilier, & Routhier, 2012), the shopping flows

(i.e. end-consumers’ movements) represent between 45 and 55% of the total goods

traffic. These flows are usually not included in freight transport, but counted as passen-

ger transport movements. Besides, end-consumer choices in relation to type of pur-

chasing undoubtedly impact on freight distribution flows: the characteristics of the

restocking process are strictly related to the type of retail activities to be restocked in

terms of delivery size, delivery frequency, freight vehicle type and so on. Furthermore,

end-consumer shopping choices depend on the commercial supply with respect to resi-

dence and on end-consumer behaviour, which in turn depends on some characteristics,

such as age, income, family dimension and lifestyle. Based on these statements, the

chapter discusses specific challenges and applications for urban distribution.

Urban freight transport and logistics are mainly related to the last miles of

supply chains, and the companies’ strategies have to be compared to the collective

interests related to urban freight transportation and logistics. Around the world,

several city administrators are looking at UFT issues and in order to reduce its
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adverse impacts, different city logistics measures have been implemented

(Lindholm, 2013; Russo & Comi, 2011). Then, we need to verify if the feasible mea-

sures strongly penalise the city centres and the commercial activities located therein

(e.g. reducing the city centre accessibility both for users and freight operators). Since

the characteristics of urban areas can differ substantially, city logistics measures have

to be specifically designed and assessed in order to implement the most effective. In

this process, a key role is played by demand models as they can be used to assess the

effects of the scenario to be implemented. The models for scenario assessment thus

have to investigate the variables that can play an important role in successful scenario

implementation. For example, while all measures may be expected to perform well in

terms of reducing the external costs of transport, some might increase internal trans-

port costs incurred by some freight actors (e.g. carriers and hence wholesalers).

Turnquist (2006) argues that models should be relevant to needs of decision makers,

include important behaviour and interactions, supported by data, and verifiable and

understandable. It follows that different approaches might be suitable in different cir-

cumstances. If just understanding the level of truck flows within urban areas and their

impact upon network levels of service is required then some of the models described

earlier might suffice. However, in most arenas the need for analytical and behavioural

rigor goes much deeper, requiring a more flexible and holistic modelling framework.

Therefore, in recent years researchers have sought to develop models that support city

logistics. In this paper, an overview of such models is presented.

Starting from authors’ literature review (Anand, Quak, Van Duin, & Tavasszy,

2012; Donnelly, 2009; Russo, 2013, chap. 18; Russo & Comi, 2010), the general

objective of this chapter is to model the urban freight movements, mapping the

behaviour of the retailers and some aspects of the end consumers that generates

freight movements in an urban context. To organise a reader framework, we distin-

guish two macrosegments in the last miles of the freight supply chain, with the

retail outlet as final decoupling point: the segment upstream, between firms, and

the segment downstream, between consumer and retailer.

Regarding the end consumer, although there are many alternatives, the macrobe-

haviour may be summarised into two classes (Figure 8.1):

� pull-type behaviour, the end consumer arrives at the purchasing place (e.g. zone d), performs

the transaction and purchases the commodity; the user transports the good to the consumption

site (e.g. zone o); both in going from o to d and from d to o, the user may make other stops;
� push-type behaviour, the end consumer may or may not go to the purchasing place

(e.g. zone d), perform the transaction and purchase the good; the commodity is trans-

ported to the site of consumption (e.g. zone o) by actors other than the user.

As for the end consumer, the retailer’s macrobehaviour may be also summarised

into two classes (Figure 8.1):

� pull-type behaviour, the retailer goes to the acquisition place (e.g. internal zone w or

external zone z), purchases (acquires) the goods; the retailer transports the goods to the

retail outlet d; along the path the retailer may undertake other stops;
� push-type behaviour, the retailer may or may not go to the place (e.g. internal zone w or

external zone z), purchases (acquires) the goods; the goods are transported to sales outlet

d by actors other than the retailer.
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Besides, although the ho.re.ca. (hotel, restaurant, catering) activities and final

business consumers (including craftsmen) are end consumers because of being the

final destination of goods, we assimilate them to retailers. In fact, their decisional

process is quite similar to retailers because of large quantity moved and the distri-

bution channel used.

The end-consumer pull-type movements were prevalent until the arrival of

e-shopping, while the first examples of push ones refer to door-to-door selling or the

travelling sales of goods. From the retailer’s standpoint, pull and push movements

are variously interwoven and both may be found in the same decision maker in the

restocking phases. Hence in the same shop and with the same decision maker, there

may be classes of goods that are restocked with pull movements and others that are

restocked with push movements. Furthermore, as synthetised in Figure 8.1, in pull-

type movements, both end consumer and retailer travel with purchases and his/her

decisional process is mainly related to purchases (i.e. the selling zone d or the stock

w/z zone is generally chosen according to the products to buy), while in the push-

type ones the attention is on trip and hence the decisional process refers to trip

choices (e.g. the stock zone w/z is chosen according to the distribution costs due to

retailer to restock).

Note that the push movements are predominant in urban areas (as demonstrated

some surveys carried out in some cities, Ambrosini & Routhier, 2004) and are

those mainly related to vehicle issues. Besides, while a long time ago, the push

movements to end consumers were mainly related to home deliveries by retailers

(i.e. a lot of the daily goods were delivered at home by retailers), in the recent

years, with the rise of internet, the issues related to push movements of end

Consumption zone o
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Selling zone d
(e.g. commercial zone)

Stockzone w/z
(e.g. warehouse/producer

zone)

End-consumer decision for shopping

Goods movements

Retailerdecision for restocking

Goods movements

Directions of shopping and restocking decisions, and goods movements

Distribution channel decisions for end consumer and retailer

Push movements

Pull movements Pull movements

Push movements

Consumption zone o
(e.g. residence)

Stockzone w/z
(e.g. warehouse/producer

zone)

Selling zone d
(e.g. commercial zone)

Figure 8.1 Macro-behaviours of end consumers and retailers.
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consumers are growing. The retailers (or better the sellers) deliver large goods,

such as furniture and large electronic goods, as televisions or dish washers (Visser,

Nemoto, & Browne, 2013). Then, the decision makers for the consignment

(e.g. the sender) are organising themselves following the same process of retailer

restocking. Therefore, in Section 8.2, due to their homogeneity, the push models

for retailer and end consumer will be reviewed. Sequentially, Section 8.3 focuses

on pull models both for retailer and end consumer. Finally, Section 8.4 summarises

the chapter and provides areas for further researches.

8.2 Push Models of Urban Freight

The ‘push’ side of urban freight demand represents the collective actions of firms

and importers, which compliment the ‘pull’ consumption dynamics exerted by busi-

nesses and consumers. In this section, many of the traditional and emerging factors

and modelling approaches influencing the ‘push’ side of urban freight are

described. These include earlier urban truck models, which push flows through the

transport system as a function of employment or land use. Extensions to this prac-

tice to better represent tours have been advanced. However, a number of economic,

supply chain and firmographic advances have changed the landscape of urban

freight modelling. Modelling approaches best suited to understanding and predict-

ing these important dynamics are discussed within the framework of how busi-

nesses push goods through networks and markets to meet the intermediate and final

needs of businesses and households.

8.2.1 Classical Urban Truck Models

The simplest, and perhaps most enduring, example of this type of model is the clas-

sical urban truck model. Truck trips are generated as a function of employment,

and distributed and routed to destinations using the traditional four-step trip model-

ling paradigm (five-step if we add the temporal dimension) used for person travel

forecasting in urban areas. This process is illustrated in Figure 8.2. The production,

consumption and exchange of goods by firms and households within the urban area

are represented in abstract terms in the generation and distribution steps. Trips are

typically generated for different types of trucks (e.g. light, medium and heavy

trucks). This obviates the need for the mode choice step, as other modes of trans-

port are thought to be rarely practical in the urban context. The routing of the

trucks along least cost paths through an abstract representation of the urban street

system is carried out during network assignment.

The practice of modelling trucks in this manner goes back at least 40 years,

with Wigan (1971) and Maejima (1979) describing the derivation and application

of such models in London. Schlappi, Marshall, & Itamura (1993) developed an

extension based upon survey data from the San Francisco Bay Area that explicitly

accounted for garaged trucks in an attempt to capture the differences between
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privately owned and for-hire trucks. They also incorporated a special generator

model for truck traffic to and from marine ports in the region. Ruiter (1992) built a

similar model for Phoenix based upon commercial vehicle survey data. The Quick

Response Freight Manual (QRFM) (Cambridge Systematics, 2007) was developed

under federal funding in the United States to codify best practices in trip-based

urban truck modelling and was largely based on the Phoenix model. A large num-

ber of urban truck models have since been implemented using the QRFM approach.

Kuzmyak (2008) describes several in the United States that well illustrate the state

of practice.

Such models have also been applied in reverse, in the form of synthetic matrix

estimation (SME). Such models attempt to adjust an estimated, obsolete or partially

observed trip matrix to match observed truck counts. Muñuzuri, Larrañeta, Onieva,

& Cortés (2004) developed an SME model for truck movements in Seville that

included five different retail markets and one for home deliveries. The demand was

consolidated into a single seed matrix and adjusted using a gradient descent method

developed by Spiess (1987). More recent formulations have admitted multiple

sources of data with reliability estimates attached to each, ability to handle multiple

classes of vehicles and use of linear programming techniques to reduce untoward

responses to small changes in the traffic count inputs. The model developed by

List, Konieczny, Durnford, & Papayanoulis (2001) for New York City remains one

of the most innovative synthetic truck models in use, while Holguı́n-Veras & Patil

(2008) advance a multicommodity variant that explicitly accounts for empty truck

trips.

While arguably appropriate for representing person travel, the application of the

sequential modelling process for urban freight has been widely criticised. The moti-

vation for and characteristics of person travel are well informed by an extensive

body of survey research and can be efficiently represented by relatively few market

segments, homogeneous household and travel characteristics, and similar travel

budgets. Most person travel is characterised by round trips from home to principal

destination and back again. Stops are sometimes made along the way for secondary

purposes, which the traveller does to simultaneously increase their utility while

minimising travel cost. Recent advances in person travel modelling have focused

on the explicit representation of person tours or activity chains to better represent

this understanding of travel behaviour (Davidson, Donnelly, & Vovsha, 2007).

Unfortunately, freight does not emanate from or move according to the same

principles as person flows. Freight flows are, ‘the economy in motion’, the trade

Trip
generation

Trip
distribution

Mode
choice

Temporal
allocation

Network
assignment

Feedback loop (optional)

Figure 8.2 Sequential trip-based modelling paradigm.
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between producers and consumers that underpins modern economies. The factors

driving the economy are more diverse and complex than those motivating personal

travel, involve multiple entities (such as producers, carriers, distributors, regulators

and consumers) and are optimised to reduce the cost and uncertainty associated

with their conveyance. Trucks are far less likely to make round trips serving only a

single customer per trip, as the lower productivity compared to trip chaining would

be prohibitive for many firms. Moreover, the widespread adoption of just-in-time

and supply chain logistics has increased the use of distribution centres and trans-

shipment terminals. None of these dynamics can be explicitly represented within

the sequential trip modelling process. Not surprisingly, such models do not repli-

cate observed conditions very well and have an uneven record at best in implemen-

tation (Taylor & Button, 1999; Wigan & Southworth, 2006).

A number of alternative approaches to the four-step modelling paradigm have

been explored in order to overcome these limitations. Some have followed the

trend in person travel demand modelling towards activity-based formulations, while

others have moved far from it with systems that better represent the diversity of

decision makers and dynamics inherent in urban freight. The majority of this chap-

ter is devoted to such approaches. Innovative approaches from the push perspective

are discussed in the following sections, while those from the customer’s perspective

(pull approaches) are addressed in Section 8.3. The emerging modelling approaches

described in Section 8.4 are capable of treating both perspectives in a holistic

manner.

8.2.2 Tour-Based Extensions to Classical Models

Had trip-based models proven adequate for portraying the overall level of truck

traffic within urban areas they would still have fallen from favour. Even if the ori-

gin�destination (O�D) patterns were correct, the practice of routing each O�D

interchange separately results in flow patterns that do not match observed condi-

tions (Donnelly, 2006). The efficiencies gained by chaining trips together into mul-

tistop tours have been long acknowledged by both transport and supply chain

modellers. Slavin (1979) advanced the first known truck tour model, based upon

survey data collected in Boston. Tours were generated as a function of employ-

ment, as in trip-based modelling, as well as accessibility measures, vehicle supply

and observed degree of tour formation by industry. A destination choice model was

adopted, as gravity models of trip distribution proved unsatisfactory. Southworth

(1982) reported a similar finding when modelling truck stops from tour data from

Chicago.

More recent research and modelling work have shed considerable light on the

topic. Hunt, Stefan, & Brownlee (2006) and Hunt & Stefan (2007) used a com-

modity flow survey of 3454 business establishments in Calgary conducted in 2000

to build a tour-based commercial vehicle model. They found that freight move-

ments only constituted a third of all commercial vehicle trips. Their survey remains

the largest known urban commodity flow survey in existence.
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Holguı́n-Veras & Patil (2005) report on a similar survey in Denver conducted in

1998�99, where approximately 4600 firms returned surveys on 502 vehicles that

operated on the survey day. The paper provides an in-depth view of truck tour char-

acteristics that is singular in the literature. The only drawback of their analysis is

the lack of information about how tours vary by commodity classification, as that

attribute was regrettably not collected.

Figliozzi (2007) developed an idealised continuous approximation model of tour

generation for distribution centres, seeking to minimise total kilometres of travel

required. Four types of tours were modelled, depending upon the binding constraint

(truck capacity, frequency of delivery, tour duration and time windows). One inter-

esting finding was that the percentage of empty trips does not influence the overall

efficiency of the generated tours, which flies in the face of conventional wisdom

that empty trips are symptomatic of suboptimal and inefficient resource allocation.

An equally interesting, but quite different contribution was advanced by Figliozzi,

Kingdon, & Wilkitzki (2007). They tracked the routing of a single truck driver in

Sydney over an 8-month period. During that time the driver visited 190 different

establishments, although almost three quarters of all deliveries were made to only

20% of them. Despite that it was found that over the 8 months that no exact tour

(ordered itinerary of stops at specific firms) was repeated.

Holguı́n-Veras & Thorson (2003) implemented a tour-based model of empty

commercial vehicles in Guatemala City that was linked to previous trips in the

tour. Their contribution is significant, in that it is one of only a few that explicitly

addresses empty vehicle movements, which account for between 20 and 30% of

urban truck trips (Holguı́n-Veras & Thorson, 2003; Raothanachonkun, Sano,

Wisetjindawat, & Matsumoto, 2007). Taken together, these findings suggest that

the chaining of individual pickups and deliveries into tours is a phenomenon that

cannot be ignored in urban freight modelling. Several models that incorporate such

dynamics are discussed in later sections.

8.2.3 Urban Input�Output Data and Models

One challenge is in understanding how economic flows give rise to commodity

flows, which in turn, are manifested as vehicular flows. Economic input�output

(IO) accounts depict the trading relationships between firms, to include intermedi-

ate products, imports and exports (also see Chapter 2). The flows are measured in

annual dollar terms and are typically compiled nationally or by regions within a

country. They are not as commonly found at the state or urban level, although have

been used at that level either through derivation of accounts specific for an urban

area or assumption that state or regional relationships hold true for an urban area

within it (Hewings, 1985; Jun, 2005). Integrated land use�transport models often

use an extension of IO accounts known as social accounting matrices that also

incorporate urban land markets (De la Barra, 1989).

IO data, as well as technical (make and use) coefficients derived from them,

have been used to quantify the linkages between firms and commodity flows in

several recent models. They can be considered a ‘push’ model of urban freight, in
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that the flows are depicted as flowing from producing to consuming sectors. They

mostly follow a framework originally pioneered by Isard (1951) and Polenske

(1974, 1975), where commodities were mapped to the economic sectors that pro-

duced and consumed them. Changes in levels of activity within each sector result

in a ripple effect in commodity flows. This approach has long been used in state-

wide or regional commodity flow models (Donnelly, Costinett, & Upton, 1999;

Memmott, 1983; Sorratini, 2000), where changes in employment by sector are used

as proxies for changes in economic activities.

The use of IO data in urban freight modelling has been rare, in part because

trucks have traditionally been modelled rather than the specific commodities car-

ried by them. Significant data limitations and methodological issues also hindered

their use in earlier years (Wegener, 2004). Morrison & Smith (1974) extended a

national IO model for 20 sectors of the UK economy to the city of Peterborough

using a variety of approaches. They eventually settled upon an iterative propor-

tional fitting technique, using estimates of employment in each sector to isolate the

IO flows attributable to the target city. Technical coefficients were then derived

that were judged to be markedly superior to those produced by other methods. If

one accepts that there is little difference between the local and national technical

coefficients, the technique offers a cost-effective way to synthesise IO data the

urban level. Harris & Liu (1998) found that constraining an urban IO model with

data on imports and exports resulted in a measurable improvement in accuracy,

with obvious implications for freight modelling.

Jun (2004, 2005) later developed a metropolitan input�output (MIO) model for

Seoul that incorporated many elements of social accounting matrices. Starting with

an inter-regional IO model, technical coefficients by production location, consump-

tion location and place of residence stratified by income were derived. These coef-

ficients were used to inform destination choice models and other travel choice

models, and were used to quantify impacts of various scenarios tested with the

model.

Anas & Liu (2007) used an IO model within the larger framework of a dynamic

general equilibrium model of Chicago. In contrast to the work cited above, the IO

framework is embedded within a larger land use modelling system used to define

inter-industry demands. They derived both physical and monetary technical coeffi-

cients, which mapped goods and labour market interchanges, respectively. Unlike

traditional IO models, the levels of overall demand were endogenous to their model

(via Cobb�Douglas production functions) instead of being exogenously defined.

None of these models were developed to specifically study urban freight.

However, the possibilities are readily apparent, for they provide a much richer vec-

tor of firm interactions than simply the distance between them. By linking sources

of production and attraction applicable to each commodity, as revealed in economic

surveys, such models illuminate the inter-industry relationships inherent in supply

chains. The resulting models should be significantly better than those that rely

upon replicating observed trip length distributions alone. Albino, Izoo, & Kuhtz

(2002) described an idealised IO model of supply chains and illustrated the con-

cepts through a prototype in Italy. Donnelly (2009) later formulated a stochastic
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destination choice model that incorporated both trip length and IO-based inter-

industry linkages. The resulting model replicated observed O�D patterns much

more closely than formulations based solely on the former. Whether used to

describe the level of transactions (i.e. annual dollar flows between economic sec-

tors) or the probabilities of inter-industry linkages (i.e. using technical coefficients

to identify likely trading partners), such models will play an increasingly prominent

role in urban freight modelling.

8.2.4 Firmographic Models and Business Metrics

Substantially more detailed data on firms and employment are needed to effectively

use IO data than those used with traditional urban truck models. The latter were

almost entirely based on a small number of employment categories. Obtaining the

more detailed data on firms, to include industrial classification code, number of

employees, size and other attributes will be required in order to use more sophisti-

cated freight modelling techniques. The resources required to develop these data

are as large as the models they feed, although advances in geographic information

systems and rich spatial data have increased the amount of data about firms and

households available for modelling. Most businesses strive to be found in online

searches and maps. These data are increasingly being mined to build the detailed

databases required for many marketing and advertising purposes in addition to uses

in planning and public policy analyses.

A method for synthesising a population of firms was developed by Chiang &

Roberts (1976). They described how aggregate data on firm characteristics

derived from the US County Business Patterns and IO relationships could be used

to generate synthetic firms with size, industry and commodity consumption attri-

butes. They used iterative proportion fitting to estimate the number of firms in

each sector by ranges of firm sizes. A means for allocating firms to specific loca-

tions below the county level was not discussed, although rule-based methods for

doing so, possibly in conjunction with parcel-level land coverage data, are easily

envisioned.

De Jong & Ben-Akiva (2007) describe a more elegant approach to firm synthe-

sis that incorporates allocation of aggregate flows to them. Zone-to-zone commod-

ity flows are proportionately allocated to three classes of firms (retailers,

wholesalers and manufacturers) based on size characteristics. Their approach goes

further than simply allocating the estimates of total production and consumption,

however. They also match each consuming firm with one or more producers and

assign the commodity flows to them. A variety of probabilistic or sampling

approaches can be used to carry out the allocation process. Iterative proportional

fitting is used to constrain the allocated flows to balance the production and con-

sumption of flows at each establishment.

Firmographic models have the potential to add considerably more useful details

about firms. Such models forecast the birth, death and evolution of every firm

within the study area. Moeckel (2006) developed a highly innovative microsimula-

tion approach using Markov models of individual firm transitions. Such methods
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could be used to simulate the changes in businesses and their location over time.

However, Moeckel and others (De Bok & Blierner, 2006) note that further work is

required before such techniques mature, and questions remain as to whether a

microsimulation approach is superior to aggregate models. However, their inclusion

� or models similar to them � in land use�transport models suggests that they

will become more widespread and accessible to freight modellers.

8.2.5 The Supply Chain Context of Urban Freight

Fundamental changes in the way that goods are produced and distributed have

taken place over the past three decades. Transport decisions are increasingly being

made within the larger supply chain context (Danielis, Rotaris, & Marcucci, 2010;

Hesse, 2008), which has a major impact on how goods are moved (pushed) through

successive distribution channels. This has revolutionised how businesses operate

and conduct business-to-business (B2B) and business-to-consumer (B2C) transac-

tions. A key characteristic about supply chains is that commodities and other inputs

to production continually change during the transformation from raw materials and

inputs to final consumed products, as shown in Figure 8.3. Many aspects of the

commodities often change, from their physical form to value, packaging and trans-

port requirements. The nodes in supply chains are often far apart with many being

global in structure.

The modelling of supply chains is a separate field that focuses upon the produc-

tion and distribution processes involved, which are unique to each chain (Shapiro,

2007). They require detailed data on production processes and costs that are typi-

cally available only to the firm(s) involved and are thought to be difficult to gener-

alise (Beamon, 1998; Huang, Lau, & Mak, 2003). Indeed, continual improvements

in the underlying business processes can quickly change its dynamics and costs

(Agarwal, Shankar, & Tiwari, 2006; Min & Zhou, 2002). In most supply chain

models, the details of the transportation function are of secondary concern or repre-

sented in a highly abstract manner.

Although not modelled explicitly for each firm, there are several aspects of sup-

ply chains that can be usefully represented in urban freight models. The first is the

relationship between firms. Many modern freight models match producers with the

appropriate consumers of their products using IO data and models, as discussed

earlier.

The second important aspect revolves around how costs are represented. Supply

chain managers also consider non-transport costs, to include production, inventory,

opportunity, and other costs and factors outside the scope of traditional freight

models. A firm may choose what appears to be a suboptimal transport choice when

considered in isolation, but efficient when viewed within the larger context of total

logistics cost. Moreover, such choices are dynamic, as continual changes in tech-

nology, productivity, markets and manufacturing result in continually changing

supply chains. Some innovation loops are very quick, while others change slowly

enough to remain relevant over the long time horizons covered in transportation

forecasts.
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Several innovative models base choices on total logistics cost rather than just

transport elements. Tavasszy, Smeenk, & Ruijgrok (1998) describes the structure

of the SMILE model, which includes production, inventory and transportation

costs. The model makes a simultaneous choice of mode and route that minimises

the total logistics cost. The formulation is simple yet elegant and has been applied

in the Netherlands. The ADA (aggregate�disaggregate�aggregate) model pro-

posed by Ben-Akiva & de Jong (2008) also bases the choice of transport chain

(number of stops, mode and vehicle type for each leg, as well as terminals used) on

lowest total logistics cost. Their model was calibrated to reproduce observed flows

to include empty backhauls. A key drawback to this approach is the reported diffi-

culty in obtaining the data required for model development and application. The

model has been applied in Norway, Sweden, Denmark and Flanders.

The third important aspect of supply chains is their extensive use of distribution

centres, either as fixed facilities or ‘rolling inventories’. Many industries have very

lean inventories, limited to the materials used in current production. Much of this
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Figure 8.3 Conceptual supply chain actors and interactions.

Source: Adapted from Shapiro, 2007.
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material is stored in transit between nodes in the supply chain. The ability to repre-

sent such dynamics is increasingly important in freight modelling (Boerkamps, van

Binsbergen, & Bovy, 2000; Nagurney, Ke, & Cruz, 2002).

Tardif (2007) found in intercity surveys in Ontario in 1999�2000 that half of

the intercity truck tours involved a stop at one distribution centre and another quar-

ter stopped at two (i.e. flows between distribution centres). In further analyses of

these data, Donnelly (2009) found that distribution centres in large urban areas

were more often the destination than origin, suggesting their emerging role as

depots supplying several customers within the urban area. In a sense they have

become the next generation of warehouses, with higher frequency of trips to and

from them and more frequent private ownership (Baker & Sleeman, 2011).

Distribution centres will play a larger role in B2B and B2C transactions in com-

ing years. Andreoli, Goodchild, & Vitasek (2010) describes the rise of larger distri-

bution centres, capable of serving multiple markets and a wider variety of clients.

These will displace older and smaller centres facing technological obsolescence

and focus upon single markets. The advent of same-day deliveries from major

online retailers will further change the distribution landscape and enlarge B2C

channels (Wohlsen, 2013). These will add to the complexity of urban freight by

combining military-grade logistics, courier services and retail outlets that double as

distribution centres.

8.2.6 Simulation Modelling Frameworks

An ideal framework for modelling urban freight must include the complex dynamics

described above in order to provide robust estimates of how changes in demand, poli-

cies or infrastructure will affect the transport system. The analytical requirements of

models vary considerably from merely understanding the system to testing complex

scenarios with second- and third-order economic and environmental effects.

From the standpoint of modelling truck tours, the work of Hunt & Stefan (2007)

remains at the forefront. Their model encompassed all commercial trips, of which

freight was a subset. The structure of the model is shown in Figure 8.4. Nested

logit models (see Chapter 5) are applied at the individual tour level, which are gen-

erated as a function of land use rather than economic activity. Tours are not defined

or optimised beforehand. Rather, a decision is made at each stop whether to con-

tinue on to another destination or return to the origin. The probability of making

another stop is calculated in part by the angle formed by the trucks current location,

its origin and the location of the next stop chosen from list of all available stops.

Stops significantly out-of-direction are rejected in favour of those which move the

truck back towards the origin.

Tour
generation

Vehicle and
tour purpose Tour start Next stop

prupose
Next stop
location Stop duration

Figure 8.4 Structure of the Calgary commercial vehicle model (Hunt & Stefan, 2007).
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A number of models have been proposed that generate tours as a part of the sim-

ulation of the larger economic and logistics chain activities they take place within.

Both the SMILE model (Tavasszy et al., 1998) in the Netherlands and the ADA

modelling approach in Scandinavia (Ben-Akiva & de Jong, 2008), described in ear-

lier chapters, make joint logistic and transport choices within the constraint of total

logistics cost. Russo & Carteni (2006) formulated a tour-based urban freight distri-

bution model as a series of nested logit models, proceeding from distribution strat-

egy through first stop choice to subsequent stop choices. As such, it represents a

far more holistic approach than the commodity-abstract approach pioneered by

Hunt & Stefan (2007). The demand was specified exogenously with the model

being successfully applied in Italy.

The current state of the art is in microsimulation of the combined logistics and

transport decisions. Monte Carlo simulation approaches are better suited than deter-

ministic models for the high degree of heterogeneity in actors and high degree of

variability observed in urban freight. They are highly flexible with respect to

modelling, ranging from simple rule-based heuristics to sampling from observed

distributions to complex behavioural responses, to include discrete choice models.

One of the earliest such models was the GoodTrips model (Boerkamps et al.,

2000), which generated goods flows and truck tours as a function of consumer

demand. IO relationships were used to link different types of firms in supply

chains. Donnelly et al. (1999) developed a hybrid freight model for Oregon that

combined an aggregate representation of markets with microsimulation and optimi-

sation of truck tours. Levels of economic activity and IO relationships were exoge-

nously specified using Oregon’s integrated land use�transport model. Their model

mapped the economic flows into commodity flows by mode of transport, and then

allocated them to synthetic firms (including importers and exporters). Discrete

shipments were generated and allocated to trucks with multiple stops organised

into efficient daily tours. A variant of the model, shown in Figure 8.5, was devel-

oped that used estimates of gross urban product by sector for the Portland region in

place of the production and consumption estimates provided by the statewide

model (Donnelly, 2009).

Wisetjindawat & Sano (2003) described the development of a microsimulation

freight model of the Tokyo metropolitan region. A commodity generation model is

briefly described, followed by a detailed description of their commodity distribu-

tion model. The former is based on linear regression, while the latter is a complex

joint model that randomly weights probabilities of distribution channel, location

(zone) and shipper choices. The models were estimated using 1982 data from

approximately 46,000 firms. They provide evidence, echoed by other researchers,

that spatial mixed logit models perform better than other discrete choice formula-

tions. They found that interactions between firms and customers have a larger influ-

ence on destination choice than the distance between them.

Samimi, Mohammadian, & Kawamura (2010) are among the many emerging

contributors in this area. They have likewise adopted the activity-based modelling

paradigm. Their model consists of five modules, as shown in Figure 8.6. They have

outlined how publicly available data can be used to populate the model. Like many
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of the frameworks already discussed, logistic decisions inform the transport deci-

sions, which are primarily network based.

This completes our discussion of the push-type models for UFT. As introduced

earlier, representing only the actions of producers and flows through supply chains

provides an incomplete picture of the dynamics affecting urban freight flows. The

demand for goods and services by consumers plays an equally large and significant

role. Their consumption patterns and tastes define the markets and commodities that

firms compete to supply. They collectively create what we call the ‘pull’ effect that

urban freight models represent and are explored in depth in the following sections.

8.3 Pull Models for Urban Freight

On the basis of the definitions given in the previous sections, we recall some

hypotheses that allow description of pull-type behaviour, both in the case of the

Aggregate and disaggregate (deterministic) level

Commodity
flow

generation

Annual tons by
commodity, based

on gross urban
product

Discrete weekly
shipments by
commodity

Assignment of
discrete shipments
to day of week to

firm location

Influenced by size
and number of

shipments at each
point

Traveling salesman
problem solver

Multiclass static
user equilibrium
(trucks combined

with autos)

Based upon IO
relationships and

observed trip
lengths

Changes in mode
or configuration in

terminal or
distribution centre

Based on observed
mode shares by
commodity and

distance

Flow to and from
ports (air, marine,

rail)

Shipment
generation

Point
allocation

Microsimulation level (based on agent-based modelling concepts)

Carrier and
truck type

choice

Tour
optimisation

Network
assignment

Destination
choice

Trans-
shipment

choice

Modal
allocation

Intermodal
drayage

Figure 8.5 Structure of the Mosaic hybrid microsimulation model (Donnelly, 2009).
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Shipper selection
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chain

Assign shipment
size
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choices
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measures

Supply chain
replication
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Logistics
decisions

Network
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Figure 8.6 Behavioural freight movement microsimulation model (Samimi et al., 2010).
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retailers and the end consumers. Although there are many alternatives, the pull-

type behaviours may be summarised as follows:

� the retailer goes to acquisition place, purchases (acquires) the goods, transports the goods

to the retail outlet located in the zone d;
� the end consumer arrives at purchasing place, performs the transaction, purchases the

commodity, transports the good to the consumption site.

Therefore, the main differences between the two type movements refer to what

is the focus of decisional process. In the pull movements, the decision maker, trav-

elling with his/her purchases, combines the choices related to trips and purchases,

while in the push-type movements the emphasis is on the transport choices neglect-

ing any relations with purchases.

Note that, at urban scale, the pull models refer to the process of restocking of

final products. For this aim, we find different models in the literature that have been

developed within the multistep modelling approach (Nuzzolo, Coppola, & Comi,

2013). In the following, some of the main traditional and the new emerging model-

ling approaches for pull movements of retailer and end consumer are reviewed.

8.3.1 Retailer’s Standpoint

The simulation of pull movements performed by the retailer is traditionally mod-

elled using commodity-based modelling through a sequence of models. Following

the framework proposed by Russo & Comi (2010), they can be aggregated into two

levels (Figure 8.7):

� quantity level concerning estimation of quantity O�D flows of goods; at this level the

models entail calculation of
� attraction flows related to the freight required within each traffic zone of the study

area;
� specialised freight flows (OD matrices) related to the logistics trips (e.g. from the

retailer’s standpoint);
� vehicle level, which allows quantity flows to be converted into vehicle flows; at this level

the models concern determination of

Freight flow
generation

Quantity required by
end consumer for
satisfying their needs

Pull-type movement
selection, freight flows
by retail for areas

Trip chain definition
(i.e. number of stops,
shipment size and
stock zone), vehicle
type used

Path used and time
chosen

Freight flow
spatialization

Restocking journey

Quantity level Vehicle level

Path and link freight
vehicle flows

Figure 8.7 Pull-type movements by retailer: modelling structure.
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� restocking trip chains in terms of quantity delivered at each stop, zone and vehicle

needed for restocking;
� time used as well as the path chosen for restocking sale outlets.

8.3.1.1 The Quantity Level

This level concerns the estimation of freight flows in quantity (e.g. tonnes per day).

The quantity flows attracted by each zone are obtained by attraction models. The

models allow us to obtain the average flow of freight that arrives in each zone of

the study area in order to satisfy the freight demand (e.g. shops, food-and-drink

outlets). As described in the following section, the attracted freight quantities can

also be directly obtained from results of models for shopping trip flows (Gonzalez-

Feliu, Toilier, & Routhier, 2010; Oppenheim, 1994; Russo & Comi, 2010).

Typically, the attracted quantities are modelled through direct relationships with

the attraction power of each zone measured by the number of retailers or sales

employees, and land use variables (Kawamura & Miodonski, 2012; Ogden, 1992;

Sanchez-Diaz, Holguı́n-Veras, & Wang, 2013). The most common attraction mod-

els are descriptive such as category index models. Assumed to be homogeneous

with respect to the freight type, the average quantity of freight attracted (moved)

by each retailer or sales employee is directly estimated. The main limitation of cat-

egory index models is that demand levels are not expressed as function of socio-

economic variables other than those used to define categories. Data availability can

also restrict the number of categories to be small. Then, the category regression

models were proposed. They express the average quantity attracted (moved) by

each employee as a function, usually linear, of variables corresponding to the

attraction zone.

Once the quantities attracted by each zone have been estimated, it is necessary

to spatialise them according to the pull-type movements (acquisition model),

i.e. the zone, where the retailer brings the freight sold in his/her shop. Therefore,

the acquisition model simulates the choice of an origin (or better macroareas)

among possible alternatives to bring the freight sold in shops, including commercial

concerns (e.g. pubs, restaurants). Typically, the choice of the acquisition macro-

area is simulated by random utility models (RUMs, e.g. multinomial logit models:

Ibeas, Moura, Nuzzolo, & Comi, 2012; Wisetjindawat, Sano, & Matsumoto, 2005)

or gravitational models (Ogden, 1992). The zonal attractiveness variables (such as

number of warehouses in the zone and total freight production in the zone) and

generalised travel cost are used to explain the attractiveness of the zones.

Subsequently, the probability that freight is moved through pull-type movements is

modelled. To select the distribution channel or better the hyper-channel (Russo &

Comi, 2010) which the retailer purchases, we can assume that the retailer’s deci-

sion is based on the attractiveness of each freight type (i.e. it affects the choice

because bulky freight or freight that requires special packaging may influence its

transport), availability of own vehicles (i.e. the vehicle must have some characteris-

tics to allow the transport of the required quantity in a given time period), acquisi-

tion place of freight (i.e. it characterises the choice in terms of distance from

178 Modelling Freight Transport



selling zone). Both descriptive and probabilistic-behavioural models are generally

used to simulate this stage. Some empirical results can be found in Danielis et al.

(2010), while probabilistic-behavioural models were proposed by Boerkamps et al.

(2000), Ibeas et al. (2012), Russo & Comi (2010) and Wisetjindawat et al. (2005),

who developed logit models for simulating choices between restocking on their own

account or by a third party.

8.3.1.2 The Vehicle Level

The vehicle level allows quantity flows to be converted into vehicle flows. The

translation is not direct, particularly in urban areas where freight vehicles undertake

complex routing patterns involving trip chains (tours). In fact, each retailer jointly

chooses the number and the location of pickups for each tour and hence defines

his/her tours, trying to reduce the related costs (e.g. using routing algorithm).

Various types of models have been proposed to define restocking tours both based

on empirical relationships that allow to combine single trips into a trip chain

(Ambrosini, Meimbresse, Routhier, & Sonntag, 2008; Routhier & Toilier, 2007;

Sonntag, 1985) and on mathematical relationships. The latter can be further classi-

fied according to if the disaggregate or aggregate approach is used. The disaggre-

gate approach involves the use of procedures that include estimation of the

restocking tours for each decision maker with different locations of warehouses

and shops to restock, different vehicles and time constraints to respect (Crainic,

Ricciardi, & Storchi, 2009; Figliozzi, 2006; Gliebe, Cohen, & Hunt, 2007;

Polimeni & Vitetta, 2013a; Ruan, Lin, & Kawamura, 2012; Wisetjindawat, Sano,

Matsumoto, & Raothanachonkun, 2007). On the other hand, aggregate models con-

sider the average behaviour of all retailers (or categories of retailers) leaving from

the same selling zone (Nuzzolo, Crisalli & Comi, 2012).

Within the aggregate approach, the vehicle flows can be obtained using a two-

step procedure consisting of simulation of restocking tours through two behavioural

models: the stops per trip chain and the size and stock zone models. Once all

restocking tours have been estimated, the freight vehicle O�D flows can be

obtained through the aggregation of the trips of the tours.

The stops per trip chain model estimates the number of stops made per trip. In

particular, it is possible to simulate how many warehouses are reached for each

restocking trip. In the sphere of random utility theory, the trip chain order model

can be specified as a logit (Ruan et al., 2012; Smith, Chen, Sana, & Outwater,

2013). The systematic utility function is expressed as a linear function of attributes

related to the origin zone (e.g. active accessibility) and to the freight (e.g. type and

quantity restocked).

The second model is a joint model that calculates the size and zone of each

stop. The shipment size is largely dependent upon the freight type being trans-

ported/delivered and the size of recipients (e.g. shop, supermarket and store). The

literature contains some models developed for this purpose, but they concern

mainly intercity transport (de Jong & Ben-Akiva, 2007; Holguı́n-Veras, Xu, De

Jong, & Maurer, 2011; Rich, Holmbland, & Hansen, 2009). The stock location
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choice model allows us to define the sequence of zones (i.e. warehouses location)

visited during the journey. Logit models are generally used for this choice simula-

tion. The systematic utility includes two groups of attributes: the first considers all

variables associated with an alternative destination, such as retailer or warehouse

accessibility; the second includes the memory variables representing the history of

a tour, such as the cumulative distance covered up to the current location (Kim,

Park, & Kim, 2013; Mei, 2013; Nuzzolo & Comi, 2013; Wang & Holguı́n-Veras,

2008).

The vehicle-type choice has to be investigated as well. Wang & Hu (2012) using

RUMs simulated the choice among five vehicle types both for round trip and trip

chain. Cavalcante & Roorda (2010) proposed a disaggregate shipment size/vehicle-

type choice model based on data collected in the city of Toronto. Nuzzolo & Comi

(2013) analysed the joint choice of number of stops per trip chain and of the type

of vehicle using data from a survey carried out in the inner area of Rome.

Finally, time and path models should be investigated. In many cities around the

world and as confirmed by the literature (Quak & de Koster, 2008; Sathaye,

Harley, & Madanat, 2010), time is constrained by governance regulations: the pub-

lic authorities define one or two time windows (e.g. one in the morning between

8:00 and 10:00 a.m. and one in the afternoon) for the delivery of the goods. For

this reason, generally the tour delivery time period model is statistic-descriptive.

Furthermore, some authors proposed to take into account the disutility that exists

(in general it can assume high values) when there are constraints on departure/

arrival time from/to selling zone and to/from warehouse zone. For example, the

desired arrival time is not defined as one moment in time, but a time window can

be defined in which vehicles can arrive at markets without suffering any penalty. If

a vehicle arrives before, it must wait until its time window begins and so it pays a

cost. If the vehicle is late, it must pay a penalty proportional to time delay. Some

studies on this type of penalty have been developed for urban goods transport.

Ando & Taniguchi (2005) show that by multiplying the penalty function and the

probability of arrival time, the total early/late penalty can be estimated by a proba-

bilistic model. As regards the path model, in the literature we find many studies

developed for ring (one-to-one) trips. Such models are used both for congested net-

works within equilibrium or dynamic models and for non-congested networks

within static or pseudodynamic network loading models. Russo & Vitetta (2003)

proposed a specification with a Dial algorithm structure for the implicit assignment

of network flows. Further, some models were developed within an optimisation

approach. Polimeni & Vitetta (2013b) proposed some vehicle routing models with

static travel costs, pseudodynamic travel costs, dynamic travel costs and verified

how the cost variation over time influences the route optimisation. Iannò, Polimeni,

& Vitetta (2013) proposed an integrated approach for road, transit design in a city

logistic plan. The vehicle routing problem for city logistic distribution is designed

using optimised road network and the reserved lanes for bus. The whole problem is

formulated as a continuous�discrete problem, and the topology and the link capac-

ity are considered. Miao, Qiang, & Ruan (2013) proposed a vehicle routing prob-

lem that extends the classical problem by pointing out additional handling costs
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due to loading and unloading operations for cargo rearrangement with pickups,

deliveries and handling costs.

8.3.2 Final Business Standpoint

This class of decision makers includes activities that provide customers with lodg-

ing and/or prepared meals, snacks and beverages for immediate consumption

(i.e. ho.re.ca.) and manufacturing. The research carried out in this field is very lim-

ited, but these types of activities generally attract many deliveries per establishment.

Ho.re.ca. represents the majority of activities (especially in the touristic and CBD

areas) in many worldwide city centres, and the freight flows destined to final busi-

ness consumers, in some urban areas, averagely represent the 31% of total daily

quantities moved in urban areas (Ibeas et al., 2012; Schoemaker, Allen, Huschebek,

& Monigl, 2006). A specific survey carried out in the city of New York (Sanchez-

Diaz et al., 2013) revealed that final businesses can determine a high number of

movements per day. The daily average number of deliveries per establishment was

estimated equal to 2.74, and although they have the lowest level of average sales,

they have one of the highest employment levels. At the other hand, this segment of

demand is very important because, for example, an establishment located in a high

value location will prefer to have more frequent deliveries with fresh food than

using a larger area for storage of supplies. Additionally, establishments in this sec-

tor are usually small so they have to cope with space constraints to receive goods.

Therefore, even if the ho.re.ca. activities are public shops and final business con-

sumers are end consumers because both of them represent the final destinations for

the use of goods, we can assimilate the decision makers to retailers. In fact, due to

large quantity of freight daily moved, to the distribution channel used and the place

of acquisition, their decisional process is similar to retailer’s ones.

As detailed by Danielis et al. (2010) and Stathopoulos, Valeri, & Marcucci

(2012) for some Italian cities, the segment of hotels, restaurants and catering

(ho.re.ca.) is generally described as a homogenous retail segment. However, the

commercial activities present very different logistics and organisational constraints

according to the specific service offered. In particular, the share of activities that

uses pull-type movements (the so-called cash and carry) is about three/four times

higher than traditional shops. Moreover, the used type of movements is strictly

related to product type. Own account is relevant for beverage and, in particular, for

products whose replenishment can be planned in advance and that can be easy

stored (Delle Site, Filippi, & Nuzzolo, 2013). The probability to have pull-type

movements decreases when frequency, timing and freight vehicle characteristics

are critical issues characterising the logistic activities, while pull-type one prevails

if price and variety is particularly relevant.

Then, according to the previous identified behaviour types (i.e. pull- and push-

type behaviours) and even if we could be pushed to consider ho.re.ca. and final

business consumers belonging to partial push-type class, for the above reasons,

their restocking decisional process is closer to retailer than end consumer.

Therefore, starting from these statements, Russo & Comi (2013) propose to
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consider them as retailer and to simulate the choice of the distribution channel and

the acquisition place through multinomial and nested logit models. They pointed

out ho.re.ca. activities to bring goods for satisfying their customers and on final

business consumers to bring goods for satisfying their needs. They found that some

movements are freight based (e.g. for chemical products, flowers, hardware, house-

hold and hygiene products, the acquisition is performed directly by receivers),

while others are strictly related to level-of-service attributes (e.g. travel time,

restocking frequency).

8.3.3 End-Consumers’ Standpoint

Shopping may be considered a major trip purpose as it forms part of the lifestyle of

the population. Shopping is the second most frequent type of urban travel.

Nevertheless, most of the current transport literature focuses on studying the char-

acteristics of worker trips, with little emphasis being placed on studying non-

worker travel patterns, such as shopping trips (Cao, Chen, & Choo, 2013;

Mokhtarian, 2004; Mokhtarian, Ory, & Cao, 2007).

In general, the focus of transportation research is mainly on trip generation, dis-

tribution and mode steps within the well-known four-step models (Cascetta, 2009).

Although researchers have increasingly emphasised the high incidence of multistop

trips in empirically observed behaviour (Dellaert, Arentze, Bierlaire, Borgers, &

Timmermans, 1998; Ingene & Ghosh, 1990; Popkowski Leszczyc, Sinha, &

Sahgal, 2004; Thill, 1992), the commonly used modelling structure is that

described below. In fact, the tour modelling would be less restrictive but has the

practical disadvantage of introducing more complexity in data collection and esti-

mation stages. Furthermore, trip chains represent only a limited part of shopping

trips, at least in some countries (Arentze & Timmermans, 2001). Note that the

four-step modelling was derived especially for simulating commuters’ behaviour,

and although the commuter behaviour is quite well simulated by this structure,

some modifications can be necessary when they are implemented to shopping. For

example, generally for commuter, mode choice depends on destination and fre-

quency choices. Upper-level choices (i.e. destination) are actually made taking into

account the alternatives available at lower level, such as the modes and the routes

to reach each destination. At the other hand, for shopping, the choice of destination

where to purchase cannot be related to the mode availability, but only due to char-

acteristics of purchases. For example, the choice to reach a shopping centre, gener-

ally located in the suburbs, is mainly related to availability of product, price and

brands, and not to the availability of transport mode because generally car remains

the main option.

The growth of internet shopping is causing modifications in shopping behaviour.

Few studies have examined the geographic distribution of online buyers and its

implications on retail development and transport. Cao et al. (2013) found that the

influence of shopping accessibility on e-shopping is not uniform, but depends on

the locations in metropolitan areas. Specifically, internet users living in urban and/

or high shopping accessibility areas tend to purchase online more often than their
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counterparts in other areas because the former use the internet more heavily than

the latter. However, low shopping accessibility in non-urban areas promotes the

usage of e-shopping, compared to non-urban areas with relatively high shopping

accessibility.

8.3.3.1 Trip-Based Modelling

The traditional travel demand models simulate the trips making up a journey

assuming that the decisions (choices) for each trip are independent of those for

other possible trips belonging to the same journey. These assumptions are reason-

able when the journey is round trip with a single destination and two symmetric

trips. Although, in the recent years, there has been an increasing complexity of the

structure of human activities, and therefore travel, especially in urban areas, 70%

of the shopping trips are included in home�shopping�home chains (Gonzalez-

Feliu, Routhier, & Raux, 2010). Then, the global demand function can be decom-

posed into submodels, each of which relates to one or more choice dimensions.

The sequence most often used is as follows (Figure 8.8): trip generation, shop type

and location, mode and path choice.

The trip generation or trip frequency model estimates the mean number of ‘rele-

vant’ trips undertaken for shopping by the generic end consumer. Trip generation is

mainly affected by socio-economic characteristics and land use patterns (or the

physical characteristics of the area; Cubukcu, 2001; Yao, Guan, & Yan, 2008). To

describe this model, first we define the mean number of trips undertaken by the

individual of a given category (average index), then we apply this value to whole

set of users belonging to the category. The average index can be estimated by two

main categories of models: behavioural (or more properly, RUMs; Russo & Comi,

2012) and descriptive models (Gonzalez-Feliu et al., 2010; Procher & Vance, 2013;

Seo, Ohmori, & Harata, 2013). Behavioural models are mainly RUMs and allow to

estimate the probability of undertaking one or more than one trip. The systematic

utility function includes variables representing the need or the possibility to carry

out activities connected with shopping. These variables may relate either to the

family or to the individual. Examples of the former type are income and number of

members of the household, while examples of individual’s variables may be occu-

pational status, gender and age. Other attributes can be related to the origin zone

such as active accessibility with respect to the possible destinations for shopping.

The shop type and location model simulates the choice of a type (i.e. local mar-

ket, hypermarket) and a destination among possible alternatives to purchase;

Trip flow generation

Trips undertaken by
user for shopping

Origin–destination
shopping per retail
outlet type

Transportation mode
used on origin–
destination pair

Path and (time) used

Trip flow
spatialization

Mode Path

Figure 8.8 Pull-type movements by end consumer: modelling structure.
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typically, both probabilities have a multinomial logit structure; there are several

methods to model trip distribution, but few of them investigate the choice of shop

type (i.e. supermarket, local market; Gonzalez-Benito, 2004). At the other hand,

catchment area models can also be used to estimate the main customer’s locations

(Kubis & Hartman, 2007; Long-Lee & Pace, 2005). Amongst others, Arentze &

Timmermans (2001) modelled the choice of the shopping centre where the goods

are bought through discrete choice models. Ibrahim (2002) and Jang (2005) used

joint disaggregated models to describe the generation and distribution of shopping

trips; Gonzalez-Feliu et al. (2012), assuming that the choice of purchasing location

occurs simultaneously with modal choice, propose to obtain O�D shopping trips

by first using regressive models to simulate the attracted trips for purchasing; sec-

ond, the origin of trips is simulated by a gravity model; they refer only to the car

mode. Veenstra, Thomas, & Tutert (2010) proposed an aggregated method to

model trip distribution for the shopping purpose; the model is based on the gravity

method, but it takes the spatial configuration of supermarkets into account. Comi &

Nuzzolo (2013) presented some logit models that allow to simulate the choice

among three different retail outlet types according to four freight types. At this

stage, models could consider a huge number of elementary alternative destinations,

which does not always conform with realty. The end consumer could choose where

to make purchases within a pre-defined and well-known choice set according to

some specific attributes (e.g. brands, price). Choice set modelling should also be

investigated. In addition, the destination chosen for carrying out an activity (i.e. to

buy something) is not a traffic zone but one (or more) elementary destinations

(such as a shop) within it. The traffic zone d is therefore a compound alternative

consisting of the aggregation of elementary alternatives. Therefore, models can be

used considering the size function, as proposed many times building from Ben-

Akiva & Lerman (1985).

The mode choice models simulate the fraction (probability) of trips made by

end consumers using a given transportation mode. Mode choice is a typical exam-

ple of a travel choice that can be modified for different trips in which performance

or level-of-service attributes have considerable influence. Multinomial logit mode

choice models are commonly used, and the systematic utility function is expressed

as a function of attributes of a possible transport modes in relation to O�D pair

(e.g. travel time and costs, number of wholesalers at zone o) and socio-economic

attributes of the end consumer (e.g. gender, income, car availability). In the literature,

there has been some research on understanding of shoppers’ attitudes towards the

various transport modes for shopping purposes (Cervero, 1996; Recker & Stevens,

1976; Williams, 1978); some researchers propose to model destination and mode

choices jointly (Richards & Ben-Akiva, 1974; Vrtic, Frohlich, & Schussler, 2007)

or mode and departure choices (Bhat, 1998).

Then, path used should be investigated. Path choice behaviour and the model

representing it depend on the type of service offered by the different transport

modes. Several models have been proposed both for private or public transport.

For an overview, we refer to Cascetta (2009) and Nuzzolo, Crisalli, & Rosati

(2012).
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8.3.3.2 Activity-Based Modelling

Although the assumptions of trip-based modelling are often valid, the number of

trips connecting several activities (including shopping) in different locations is

increasing. For this reason, the literature proposes some demand models simulating

the sequence, or the chain, of trips making up each journey. In particular, some

of them proposed to simulate carrying out activities and the related journeys

(i.e. activity-based model).

In the activity-based modelling, journey is derived from the demand for activity

participation (i.e. the sequences or patterns of behaviour, and not individual trips,

are the relevant unit of analysis). Besides, the household and other social structures

influence travel and activity behaviour, while spatial, temporal, transportation and

interpersonal interdependencies constrain both activity and travel behaviour. The

scheduling of activities in time and space is also taken into account. Therefore, the

travel demand is derived from the need to pursue activities distributed in space and

time (Axhausen & Gärling, 1992; Jones, Koppelman, & Orfeuil, 1990).

According to Gan & Recker (2008), the activity-based models can be classified

as models developed within the random utility theory (Ben-Akiva & Bowman,

1995) and models developed as activity scheduling problem (Arentze &

Timmermans, 2000; Doherty & Axhausen, 1999). With regards to the former mod-

els, a state of the practice for shopping travel demand model has been proposed by

Limanond, Niemeier, & Mokhtarian (2005). In particular, a shopping demand

model was also proposed, developed within the partial share approach. It consists

of various stages that simulate household tour frequency, participating party, shop-

ping tour type, mode and destination choices using a tour-based nested-logit model.

The model hence has a structure that can point out the interactions among house-

hold members, and the land use effects on decisions. In fact, each decision is condi-

tioned by higher level choices and is influenced by the choices at the lower level

via the expected utility (i.e. the logsum).

Some of latter models represent the process of activity scheduling decision mak-

ing through rule-based structure. In particular, many of them assume some fixed

planning order for specifying the activity attributes, while Auld & Mohammadian

(2012) proposed an activity-based microsimulation model that simulates activity

and travel planning and scheduling. In this context, according to Bhat &

Koppelman (2003) the development of an activity-based modelling should consist

of: developing representations for activity�travel patterns, developing a compre-

hensive econometric modelling framework, assembling data and estimating the dif-

ferent model components, developing a microsimulator that uses the econometric

modelling system for activity�travel prediction and evaluating the impact of policy

actions on activity�travel patterns using the developed simulator.

Note that the activity-based approach leads to an increased complexity in model-

ling development and in data collection. In fact, it requires time-use survey data for

analysis and estimation. A time-use survey entails the collection of data regarding

all activities (in-home and out-of-home) pursued by individuals over the course of

a day (or multiple days).
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8.3.4 The Overall Modelling Framework

Today, there is a growing interest to define tools able to support decision makers to

understand the structure of the freight urban system and to compute some indica-

tors that compared with target and benchmarking values allow to identify its level

of service. Then, there are models proposing to integrate the previous types of

models in a general framework, representing commodity flows as generated by the

consumption of the commodity, as a component of the generic urban activity

undertaken by consumers. The modelling systems classified above could all be con-

sidered to belong to this general framework. The main characteristic of this general

framework is the representation of the interacting behaviour of commodity consu-

mers and commodity suppliers/shippers/retailers. Russo & Comi (2010) pointed out

the retailer’s choice for restocking on his/her own account and propose some beha-

vioural models for its simulation, focusing mainly on logistics chains and on the

main assumptions that liveability and accessibility of urban areas are influenced by

freight traffic resulting from logistical choices in the supply chain, like warehouse

location, delivery frequencies, vehicle type and routing. Boerkamps et al. (2000)

proposed a general framework implemented in GoodTrip and applied to the city of

Groningen. The developed models simulate these choices and their effects, in cur-

rent and future situations, through some identified empirical relationships.

GoodTrip allows the estimation of goods flows (in terms of quantity), urban freight

traffic and its impacts, like vehicle mileage, network loads, emissions and, finally,

energy use of urban freight distribution.

In Germany, Sonntag (1985) proposed the support system WIVER that allows to

simulate vehicle trip O�D for restocking activities. WIVER starts from the estima-

tion of O�D quantity matrices and provides information regarding total mileage,

number of trips and tours, daily traffic distribution over time, subdivided into vehi-

cle type and economic sectors (freight types). Furthermore, the relations between

origins and destinations in terms of routes or single trips are modelled through

some identified empirical findings. In France, the support system named

FRETURB (Ambrosini, Gonzalez-Feliu, & Toilier, 2013; Gonzalez-Feliu et al.,

2012; Routhier & Toilier, 2007) was proposed. It uses the movement/delivery

(pickup and delivery) as simulation unit. The models implemented within

FRETURB consist of a sequence of statistic-descriptive models within three mod-

ules which interact with each other: a pickup and delivery model including flows

between all the economic activities of a town; a town management module, consist-

ing of transport of goods and raw material for public and construction works, main-

tenance of urban networks (sewers, water, phone) and garbage; a purchasing trips

model, modelling shopping trips by car, which represents the main last kilometre

trips to end consumers. The pickup and delivery (generation and attraction) model

is a regression-based model. The model has been implemented in about 20 French

towns (including Paris, Lyon and Lille).

Based on the same approach implemented in FRETURB and within the

European Project CityPorts (City Ports, 2005), CityGoods was developed by

Gentile & Vigo (2006). This support system was tested on several cities of the
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Emilia-Romagna Region (Italy). The objective was to build a demand generation

model in order to estimate the yearly number of operations generated by each zone

in terms of tours. On the basis of surveys among transporters, shippers, establish-

ments, they proposed a specific approach for the generation of total number of

goods movements as a function of the NACE (European Classification of

Economic Activities) code and the number of employees at each establishment.

The generation model uses a hierarchical classification of activities of the establish-

ments in a zone. The distribution and network assignment models are in progress.

Finally, Comi & Rosati (2013) proposed a City Logistics Analysis and

Simulation support System (CLASS) for the identification of critical stages and the

simulation of city logistics scenarios. The analysis of the current scenario focuses

on logistics and freight transport in relation to land use, freight restocking demand

and supply, logistic profile and road network performances and impacts. The simu-

lation is able to point out the relations existing among city logistics measures, deci-

sion maker choice dimensions by using a multistage demand model and a discrete

choice approach for each decision level. Among the outputs, the freight vehicle

flows on the road network links allow to compute the link performances in terms

of congestion, pollution and road accidents involving freight vehicles.

The desire to move activity�travel models into operational practice has roused

the interest in microsimulation, a process through which the choices of an individ-

ual are simulated stochastically (and sometimes dynamically) based on the underly-

ing models. Partially and fully operational activity-based microsimulation systems

include (Bhat, Guo, Srinivasan, & Sivakumar, 2004): Microanalytic Integrated

Demographic Accounting System (MIDAS), the Activity Mobility Simulator

(AMOS), Prism Constrained Activity�Travel Simulator (PCATS), SIMAP,

ALBATROSS, TASHA, Florida’s Activity Mobility Simulator (FAMOS) and

Comprehensive Econometric Microsimulator for Daily Activity�Travel Patterns

(CEMDAP).

8.4 Emerging Modelling Approaches

Agent-based modelling (ABM) is perhaps the ideal platform for implementing

urban freight models in a framework that can accommodate the representation of

both push and pull dynamics. Cast as an alternative to classical mathematical and

statistical approaches, such models are characterised by the autonomy and indepen-

dence of individual agents. Their behaviours are not constrained by their society,

nor are the resulting emergent outcomes predictable in advance. Indeed, Bonabeau

(2002) asserts that ABM is a mindset more than a technology, while Epstein (2011)

labels it as generative social science. Bankes (2002) notes that ABM allows the

relaxation of several unrealistic assumptions often dictated by traditional

approaches, such as linearity, homogeneity, normality and stationarity. Such depar-

tures seem to well characterise urban freight and the actors and processes influenc-

ing it. ABM is a particularly promising approach for representing the interactions

of the wide variety of actors in urban freight � shippers, carriers, intermediaries,
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consumers and third-party logistics firms � all of whom often have conflicting

goals, differing information and visibility of the supply chain, and choices open to

them.

A precise definition of agents, or of widely accepted methods of modelling

them, remains elusive (d’Inverno & Luck, 2003). Most are implemented within

ABM modelling platforms that are extensions of the C11 or Java object-oriented

programming languages. Autonomous agents are defined as separate threads or pro-

cesses and situated in a distributed computing environment. Each agent possesses

goals, sensors, a means of communicating with adjacent agents, and behavioural

constructs that enable them to act upon their perception of their internal state and

the environment.

In practice each firm or consumer in an urban area might be considered an

agent. Such a ‘pure’ ABM implementation is not tractable for modelling urban

freight, as the sheer number of agents required is computationally intractable. As a

consequence, most researchers have either adopted agent concepts using an object-

oriented approach or have adopted a hybrid approach. The latter includes cases

where objects and agents are mixed, or where only a fraction of the agents are

modelled while the remainder are treated as static entities. The MATSim frame-

work (Balmer, Meister, Rieser, Nagel, & Axhausen, 2008) is an example of the lat-

ter, although applications of it to freight have not been reported. Elegant

conceptual work has been completed by Anand, Yang, van Duin, & Tavasszy

(2012) and Roorda, Cavalcante, McCabe, & Kwan (2010) are commended for

further reading.

Multilevel models similarly hold considerable promise for extending current

models. Xu, Hancock, & Southworth (2003) proposed an elegant multilevel micro-

simulation model of regional freight flows. The model was novel in that it included

three levels of representation, as shown in Figure 8.9. Demand in dollars flow from

right to left in the top layer, which results in flows through an idealised supply

chain in the middle layer. These, in turn, are translated into commodity flows on a

transport layer. Data, to include price and commodity signals, is shared between

layers through an information network. A number of simulation models are used to

model the activities on each level of the model.

A similar approach has been proposed for use in Chicago, where macroeco-

nomic activities at a national level will place the city within context of its domestic

and international trade on the top level of the modelling system. A mesoscopic

model incorporating supply chain and transport decisions at a finer level of detail

will be used to generate flows within the Chicago region. A microscopic model

will be used to assess the network and secondary impacts of the freight flows.

Success with a prototype of the mesoscopic model has been obtained (Cambridge

Systematics, 2011). Multilevel approaches are well suited for using data and imple-

menting models at levels of spatial and temporal resolution appropriate for each

(e.g. trade models, the urban economy, firms and vehicles), rather than forcing

them all to operate at a single scale.

Taken together, the current and emerging modelling approaches described in

this chapter are capable of meeting a wide range of analytical needs. A number of
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similar projects are under way, as well as equally strong parallel work in the

modelling of supply chains. While a single ideal modelling framework is unlikely

to emerge the choice can be made between several compelling ones.

In modelling urban freight, some aspects should be further pointed out. The

increasing availability of data from cities indicates that the characteristics of urban

goods movements mainly depend on the size of urban area and on the level of

revealed impacts. For example, as city size and impacts increase, so does the sensi-

tiveness of administrators towards these traffic impacts. In many of these cases, mea-

sures that provide to shift toward push-type movements are preferred (e.g. two-tier

systems or incentives to switch to third party). Besides, the commercial supply is

changing with the advent of new market segments (e.g. low cost products, products at

km 0, bioproducts) that push to pull-type movements mainly because price and variety

are particularly relevant. Besides, the predominance of such type movements is also

strictly related to end-consumer characteristics (e.g. income, age, education) and

freight types. For example, the high fashion shops generally have a centralised logistic

coordination supplying all the stores included in the network and are based on centra-

lised distribution centres. The product volume is small or medium, while the consign-

ment size is large for seasonal orders concentrated during some yearly periods, while

it is small for stock replenishment. Then, retailers are restocked mainly through push-

type movements, while end consumers have pull behaviours.
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network
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network

Producers
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Cost
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Travel time
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Figure 8.9 A multilevel approach to freight modelling.

Source: Adapted from Xu et al., 2003.
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Another aspects refers to the modelling of decision makers’ behaviour. Different

approaches other than consolidated approaches exemplified by RUMs should be

investigated (also see Chapter 5). Of the non-RUM approaches, of interest are those

which consider possibility instead of probability, derived from fuzzy-type struc-

tures. For example, a comparison between random and fuzzy models for road route

choice for national freight transport was given by Quattrone & Vitetta (2011).

Further aspect refers to the growing importance of understanding and modelling

the interactions between spatial economic and transport systems. Although the first

unifying modelling frameworks to simulate the spatial economic transport interac-

tion process at urban and national scales have been proposed, the future develop-

ments should be addressed to open new possibilities for the development of

advanced decision support systems focusing on models of localisation of urban dis-

tribution centres and large shopping centres.

8.5 Conclusions

This paper presented an overview of models developed for simulating freight trans-

port at the urban scale. The actors and their relevant actions, insofar as they influ-

ence urban freight movements, were investigated. Two behaviour types were

identified and hence two types of models were reviewed according to these classes

of urban goods movements: push and pull models.

The modelling review showed that although significant modelling improvements

have been made in recent years, extensions are still needed to deal chiefly with

three main issues: data collection, understanding of the decision-making process

and integration of pull and push models. Despite the large number of studies on the

simulation of UFT, it is widely agreed that the proposed approaches have not yet

been fully validated, mainly due to the lack of data. As regards the decision-

making process, further research is needed on the interactions among different deci-

sion makers involved in urban freight transport and logistics taking into account

the constraints and external influences (e.g. market structure, government policy,

city structure, traffic management). Modelling frameworks exist both for push

and pull movements, but limited research has been done on their integration. In

order to move towards model integration, the interactions among decision makers

(i.e. agents or actors) should be studied in depth, including interactions between

firms (i.e. producers, transport and logistics operators, wholesalers, retailers) of dif-

ferent scales and power levels, firms with different motivations or business objec-

tives, firms with different roles in the system (e.g. shippers, carriers and receivers)

and firms versus end consumers. Therefore, research should also focus on develop-

ing a general modelling framework, taking into account the mechanism of the loca-

tion of freight centres/platforms and shopping centres. The above goals could

include the study of the dynamic evolution of interactions for both short- and long-

term effects: the short-term effects consider the purchase behaviour of end consu-

mers. The long-term effects have to point out land use and transport interactions
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through, e.g. LUTI-type modelling, focusing on models of location of urban distri-

bution centres and large shopping centres.
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9.1 Introduction

The main practical reason why so many studies have been carried out to derive

freight service valuations (and even many more in passenger transport), such as

values of transport time (VTT) and values of transport time variability (VTTV) is

that in many countries, plans for transport infrastructure projects (new roads and rail-

ways, wider roads, more tracks, bridges, tunnels, locks, etc.) and transport policy

measures (e.g. road pricing) are evaluated ex ante using cost-benefit analysis (CBA).

This requires a conversion of benefits and disbenefits that by their nature are not in

money units into money. Important examples are the transport time benefits of infra-

structure projects and transport polices to the freight sector, but there can be other

impacts that are related to freight, such as reduced transport time variability,

increased flexibility, reductions in harmful emissions from freight transport, etc.

A secondary practical reason to undertake freight service valuation studies is that

some components of freight transport models need a conversion factor from outside the

model, because it is not possible, inefficient or inconsistent (with regards to other com-

ponents) to estimate the conversion factor within the model component itself. This usu-

ally also refers to a situation where a researcher wants to include both transport time

and cost, and some exogenous VTT is imputed to have a common denominator for

these. But in principle all the other variables mentioned above could be included here.

The values for these two different purposes are not necessarily the same. For the

second purpose, everything should be included that affects the choices of agents in

freight transport. In CBA carried out for national, supranational or regional authori-

ties (social CBA), some impacts (e.g. taxes) might be excluded on the grounds that

these are just transfers between agents in the system.

In Section 9.2, we will discuss the methods that can be used to derive such

values, as well as the type of data that are used for this. Several of the models dis-

cussed in earlier chapters (such as mode choice models in Chapter 6) can also be

used to derive freight valuations. In this Chapter 9, these possibilities will be

briefly mentioned, but for a more detailed discussion of these models we will refer
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to the relevant chapter. Section 9.2 also contains an overview of outcomes, with

special sections on VTT and VTTV.

Elasticities give the impact of a change in an exogenous variable (the ‘stimulus’)

on an endogenous variable (the ‘response’) where both are measured in percentage

changes relative to the initial level. The stimulus can for instance be a change in

the transport cost of road transport or in the rail transport time. The response can

for instance be in terms of road transport tonne kilometres. If the impact of a 1%

increase in the road transport cost on road freight tonne kilometres is a decrease in

road tonne kilometres by 0.3%, the road transport cost elasticity of the demand for

road freight tonne kilometres is 20.3 (520.3/1).

The main use of elasticities is in high-level models (e.g. de Jong, Bakker, Pieters,

& Wortelboer-van Donselaar, 2004) to get a first impression of the likely impacts of

some policy measure. This can be used to distinguish promising measures from non-

promising ones. In a next step, the promising set is studied using more detailed mod-

els. In the high-level models, the elasticities come from specific other models, or

more generally from the available literature. The more detailed models usually have

no imported elasticities, but the choice behaviour represented in these models will

imply certain elasticity values (that may be different for different measures, starting

points and market segments in the model), that can be calculated from them.

Section 9.3 contains an exposition on how to derive elasticities from various

types of transport models. The size of an elasticity value depends to a large extent

on the responses of agents that are included (e.g. changes in transport efficiency,

change of mode, change of supplier). A classification of these response mechan-

isms will be provided. Also in Section 9.3, we will review the outcomes of the elas-

ticity literature, distinguishing transport costs and time elasticities.

Both VTT and cost and time elasiticities are also often used as a way to judge the

quality of a model: does the model (on average) give values of time and time and

cost impacts on transport demand that are sensible and that are in line with the litera-

ture on such values? We think this in principle is a good way to test the relative

importance of factors and the response characteristics (sensitivity) of a model. But it

may also lead to a phenomenon that in the meta-analysis literature is called the ‘file

drawer’ problem: if models are judged on the basis of the existing literature VTT

and elasticity values, diverging values will be regarded as a sign of error in the

model and will not be accepted, used and published (but end up in the drawer).

However, sometimes there might be good reasons for divergence and for change.

9.2 Freight Service Valuation

9.2.1 Use of Models Versus Calculation of Factor Cost

In the literature, two main groups of methods can be found to obtain valuations for

non-monetary freight service attributes (and especially for VTT):

� factor-cost methods;
� modelling studies.
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The modelling studies are discussed in Section 9.2.2; the factor-cost method is

explained briefly below.

The factor-cost method takes its name from the fact that it focuses on the input

factors or production factors that are needed to produce transport services. It is

basically a cost-accounting method and what it does is to calculate the cost of all

input factors that will be saved in case of travel time savings, or the cost of addi-

tional inputs if travel time is increased. The basic difficulty is determining which

cost components should be included.

If a transport project would reduce time needed in freight transport, this could

release production factors (e.g. labour, vehicles), which then could be used for

other shipments. Studies that have been applying the factor method usually include

labour cost among the transport time-dependent cost. These items can be calculated

using data on wages paid by transport operators (and own account shippers) to

transport staff. There is no consensus on the issue whether fuel cost, fixed cost of

transport equipment, overheads and non-transport inventory and logistic cost should

be included in the VTT. One way to investigate this issue would be the other group

of methods, i.e. the modelling studies. Some researchers argue that not all labour

cost should be used in the VTT, since some of the time gains cannot be used pro-

ductively. Others argue that this only is a problem for the short run, and that in the

long run (which is the relevant perspective in a CBA) basically all transport cost

are transport time-dependent and should be included in the VTT. This issue too can

be investigated by means of modelling decisions in freight transport. We will come

back to these issues when discussing outcomes of factor costs and modelling stud-

ies on the VTT in Section 9.2.3.

In a model it is possible to separate out the cost related to the average transport

time and the extra cost of longer than average transport time, especially of deliver-

ing too late (possibly also of delivering too early).1 In a factor-cost calculation that

uses a simple transport cost function, it is very difficult to separate out the impact

of transport time variability. However, if one would use a full logistics cost func-

tion, including components for the value of the goods, deterioration of the goods

and the cost of keeping a safety stock (dependent on transport time variability),

both the VTT and the VTTV can be calculated as the derivatives to transport time

and variability (expressed standard deviation or variance). For a further discussion

of this issue we refer to Bruzelius (2001) and Vierth (2013).

9.2.2 Different Data and Discrete Choice Models for Freight Service
Valuation

The modelling studies can be classified, depending on the type of data used as a

basis for modelling, into:

� revealed preference (RP) studies;
� stated preference (SP) studies (also see Chapters 6 and 10).

1 It must be said, however, that many models do not make a clear distinction on this.
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Joint RP/SP models are also possible in freight, but have been very few so far.
RP studies in freight use data on the choices that shippers, carriers, intermediar-

ies or drivers actually made in practice. So, the first step for an RP model is to find

choice situations where these decision-makers have to trade-off time (or another

freight service variable) against cost. Examples of such situations are:

� mode choice between a fast and expensive mode and a slower and cheaper mode (see

Chapter 6; and for mode combined with shipment size choice, see Chapter 5);
� choice of carrier, or between own account transport and contracting out (Fridstrøm &

Madslien, 1994);
� choice between a fast toll route and a congested toll-free route;
� choice of supplier (see Section 6.3.3).

After having modelled such choices, the estimated model coefficients can be used

to find the freight service valuations implied by the actual choice-making outcomes.

Most existing RP freight studies that provided one or more VTTs have been

based on mode choice data (e.g. road versus rail, rail versus inland waterways).

In an SP freight VTTS study, decision-makers (in practice almost exclusively

shippers or carriers) are asked to elicit their preferences for hypothetical alterna-

tives constructed by the researcher. These hypothetical alternatives refer to ship-

ments/transports and will have different attribute levels for transport time and cost,

and possibly also for other attributes of the shipment.

The setting (choice context) of the SP experiment can be that of mode choice

(e.g. repeated pair-wise choices between a road and a rail alternative for the same

shipment: between-mode experiment) or route choice, as in the RP. Figure 9.1 pre-

sents an example for mode choice.

Good experience in freight VTTS research, however, has been obtained in abstract

time versus cost experiments in which all alternatives that are presented refer to the

same mode and the same route. In an abstract time versus cost experiment the alterna-

tives have different scores on travel time, travel cost and possibly other attributes, but

the alternatives are not given a mode or route label, such as ‘rail transport’ of ‘motor-

way with toll’. An example of such an abstract choice situation is given in Figure 9.2.

Which alternative would you prefer?

Road transport Rail transport

Transport cost 710 euro 640 euro

Transport time 2 hours and 40 minutes 3 hours and 40 minutes

Delivered 20 minutes early 10% 0%

Delivered on time 70% 90%

Delivered 40 minutes late 20% 10%

prefer this road transport prefer this rail transport

Figure 9.1 Example of a Choice Situation in a Mode Choice SP Experiment.
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The representation of transport time variability of a transport alternative in an

SP experiment requires special attention, because it relates to a concept that many

respondents find difficult to understand.

The easiest way to include variability into a transport model is to add some mea-

sure of dispersion, such as the standard deviation or variance of transport time, to

the utility function that already has transport cost and time (Significance,

Goudappel Coffeng, & NEA, 2012). This formulation does not require making

departure time choice endogenous (which in turn requires hard-to-get information

about preferred arrival times). Under certain assumptions this representation of var-

iability is equivalent to the expected scheduling cost from scheduling theory

(Fosgerau & Karlström, 2010). However, many respondents in an SP experiment

on freight transport cannot be expected to understand standard deviations.

The presentation method for variability that has been used most in freight trans-

port is the one given in Table 9.2, which presents the percentage of the goods that

is delivered at the destination on time (or possibly: within a pre-specified time win-

dow). However, this does not include anything on the severity of the delays and is

very hard to convert to a measure for the standard deviation (de Jong,

Kouwenhoven, Kroes, Rietveld, & Warffemius, 2009).

The presentation format of variability in Figure 9.1, which has been used by

Prof. David Hensher and his colleagues in Sydney goes beyond this by also pre-

senting a shorter and a longer travel time. This can be based on an underlying stan-

dard deviation of transport time. So a model with a standard deviation coefficient

could be estimated here.

In the most recent national Dutch study on the VTT and VTTV (Significance,

VU University et al., 2012), variability was presented as a series of five equi-

probable transport times (with five corresponding arrival times) within a single

abstract transport alternative, described only verbally, not graphically (Figure 9.3).

This representation was selected after having tested several formats with verbal and

graphical descriptions of five transport times in a pilot, where this format was

clearly best understood and preferred by respondents (Tseng, Verhoef, de Jong,

Kouwenhoven, & van der Hoorn, 2009). It allows estimation of a model with vari-

ability as the standard deviation, a scheduling model and a combination of both.

Which alternative would you prefer?

Transport A Transport B

Transport cost 710 euro 640 euro

Transport time 2 hours and 40 minutes 3 hours and 40 minutes

% delivered on time 90% 95%

prefer transport A prefer transport B

Figure 9.2 Example of an Abstract Choice Situation in SP.
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SP data has some advantages in the case of freight transport modelling, in par-

ticular as it may be possible to obtain data (e.g. on costs and rates) which would be

difficult to acquire by other methods (Fowkes, Nash, & Tweddle, 1991). The draw-

back of SP data is its hypothetical nature: these are stated responses to hypothetical

choices, not actual decisions. This problem can be minimised using carefully

designed SP surveys in which the respondents are asked to choose between alterna-

tives relevant to their own circumstances (contextual stated preference). In

computer-based SP experiments decision-makers, such as logistics managers, can

be presented with the choice between alternatives for a specific real-world consign-

ment. The alternatives are defined using previous answers from these respondents;

the attribute levels are based on the observed levels for the selected consignment.

Practically all SP surveys in freight transport have been carried out as computerised

interviews, which can provide the highest degree of customisation.

A difficult issue in SP surveys on freight service valuation is who to interview

on what (also see Sections 6.1 and 6.2.4). Massiani (2005) argues that shippers will

only give the time value of the cargo itself (related to interest on the inventory in

transit and stock-out costs), whereas the willingness-to-pay (WTP) of carriers will

reflect all the components of the value of time. Booz, Allen, Hamilton & Institute

for Transport Studies (2003) note that especially for carriers it might be difficult to

separate between a change in time and a change in cost.

In the most recent freight VTT and VTTV study in the Netherlands

(Significance, VU University et al., 2012), specific assumptions (a priori hypothe-

ses) were made on the extent to which particular actors take into account different

components of the freight VTT � and should do so, when responding to the SP

questions (Table 9.1).

Question
Which alternative do you prefer

Tropsnar A

Departure time:
09:45

Departure time:
09:20

You have an equal chance on each of the following
transport times and corresding arrifal times

Transport time:
1 h and 25 min 1 h and 50 min

2 h and 10 min
2 h and 10 min
3 h and 10 min
4 h and 50 min

–>
–>
–>
–>
–>

–>
–>
–>
–>
–>

11:10
11:30
11:30

11:10
11:30
11:30

11:50 12:30
12:10 14:10

1 h and 45 min
1 h and 45 min
2 h and 5 min
2 h and 25 min

1 h and 45 min. 2 hr and 10 min.

Prefer transport A Prefer transport B

You have an equal chance on each of the following
transport times and corresponiding arrival times

Transport cost:

Usual transport time: Usual transport time:

Arrival time: Transport time: Arrival time:

Tropsnar B

€ 625
Transport cost:

€ 625

Figure 9.3 Example of an abstract choice situation in SP with variability represented in the

form of five equi-probable transport times.

Source: Based on Tseng et al. (2009) and Significance, VU University et al. (2012).
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Carriers are in the best position to give the component of the VTT (and VTTV)

that is related to the costs of providing transport services. If the transport time

would decrease, vehicles and staff would be released for other transports, so there

would be vehicle and labour cost savings.

Shippers that contract out are most interested in other aspects, as expressed by

the VTT (and VTTV) that is related to the goods themselves. This includes the

interest costs on the capital invested in the goods during the time that the trans-

port takes (only important for high-value goods), the reduction in the value of

perishable goods during transit, but also the possibility that the production pro-

cess is disrupted by missing inputs or that customers cannot be supplied due to

lack of stock. The latter two arguments are also (possibly even more so) impor-

tant for the VTTV.

Shippers with own account transport can give information on both the values

that are related to the costs of providing transport services and the values that are

related to the goods themselves. If both these components of the VTT (VTTV) are

properly distinguished, the carrier VTT (VTTV) and shipper (contract out) VTT

(VTTV) can be added to obtain the overall VTT (VTTV) for use in societal CBA.

In the new Dutch study (Significance, VU University et al., 2012), VTTs and

VTTVs were sought that include both components (not just the goods-related but

also the services-related component), since in CBAs for transport projects in the

Netherlands the user benefits of savings in vehicle and staff cost are included in the

time savings of the project (unlike for instance Sweden, where the VTT only relates

to the goods component, and transport cost changes are dealt with separately).

Previous studies have not tried to disentangle the two VTT (VTTV) components,

but this study obtained estimates for both components separately.

Of course there may be exceptions to the general pattern depicted in Table 9.3,

but in the questionnaires the researchers steered the shippers that contract out only

to answer on the components they generally know most about (bottom-left), and

likewise for carriers (top-right). This was done by giving very explicit instructions

and explanations to get clearly defined component values from each type of agent.

In other words, the researchers:

� Explained to all respondents that the changes in time, costs and reliability are generic:

these apply to all carriers using the same infrastructure, and are not competitive advan-

tages for their specific firm.
� Explained to carriers (and logistics service providers) that a shorter transport time might

be used for other transports: the staff and vehicles/vessels can be released for other

Table 9.1 Hypotheses on the Aspects that Freight Respondents Include in their

VTT (and VTTV)

Values Related

to the Cargo

Values Related to the

Vehicles and Staff

Carrier Not included Included

Own account shipper Included Included

Shipper that contract out Included Not included
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productive activities. A higher reliability means that the carriers can be more certain

about such re-planning/rescheduling. They also explained that the carriers do not have to

take into account what would happen (deterioration, disruption of production process,

running out of stock, etc.) to the goods if they were late.
� Explained to the shippers that contract out that they only have to take into account what

would happen (deterioration, disruption of production process, running out of stock, etc.)

to the goods if the transport time or its reliability would change (whether these things

would occur and how important they are was left to the respondent (shipper).
� Explained to shippers with own account transport that they have to take all of this

(5cargo and vehicle) into account.

The types of models (such as multinomial logit, mixed logit) that are estimated on

the types of data discussed in Section 9.2.2 and from which VTT, VTTV and other

values for service quality are derived are the same as the discrete choice models dis-

cussed in Chapter 6. But for models that are built for the sole purpose of deriving mone-

tary valuations, the mixed logit specification is nowadays more prevalent (especially in

passenger transport) than among models that are estimated for use as forecasting mod-

els. This is caused by the fact that forecasting models are run many times after they

have been estimated whereas for a monetary valuation model estimation is sufficient.

Furthermore, many valuation studies only use SP data. Forecasting models on

the other hand are usually based on RP or joint RP/SP data (an explanation for this

difference can be found in Section 6.2.2).

Many models follow a linear utility specification in time and cost:

U5βCUC1βTUT 1βRUσ ð9:1Þ
where:

U5 utility

βC5 transport cost coefficient (to be estimated)

C5 transport cost

βT5 transport time coefficient (to be estimated)

T5 transport time

βR5 variability (reliability) coefficient (to be estimated)

σ5 standard deviation of the transport time distribution.

The value of transport time VTT can be calculated by dividing the time coeffi-

cient by the cost coefficient2 :

VTT5
βT

βC

The value of variability is calculated in a similar way:

VTTV5
βR

βC

2 Exact methods also exist for calculating standard deviations or t-ratios of the VTT or VTTV on the

basis of the statistics for the individual coefficients (Daly, Hess, & de Jong, 2012).
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A measure that is sometimes used to express the VTTV (based on the standard

deviation) relative to the VTT is the reliability ratio RR:

RR5
βR

βT

Some models are not in utility space but in WTP space:

U5 βCUðC1VTTUT 1VTTVUσÞ ð9:2Þ

Here the VTT and VTTV are estimated directly. The same goes for the logWTP

space model (Fosgerau, 2006), where the natural logarithm is taken of the term

between brackets in Eq. (9.2).

9.2.3 Outcomes for the Value of Transport Time

de Jong (2008) is a review paper on freight VTT that contains outcomes for the

freight VTT for different modes from different studies reported up to 2007. In the

tables below, we summarise the main findings of the 2008 paper and add some

new studies. Another recent overview of VTTs is given by Feo-Valero, Garcia-

Menendez, & Garrido-Hidalgo (2011).

Not all the studies included in de Jong (2008) or in the tables below were spe-

cific VTT studies; some focused on the valuation of several freight service attri-

butes, others were designed for predicting future freight volumes. Several

assumptions with regard to average shipment size, shipment value, transport cost

and times had to be made and exchange rates and price index numbers were used

to convert to 2010 euros. The values should therefore be only regarded as indica-

tions of the outcomes of the studies quoted. Furthermore, unlike the tables in de

Jong (2008), we now tried to group the empirical outcomes (which for some studies

was a somewhat subjective task) into:

� outcomes for the goods component of the VTT;
� outcomes for the transport service component (vehicles and staff) of the VTT;
� outcomes for both components together.

Table 9.2 gives the outcomes for road transport. These VTTs refer to an average

truck. In the Dutch freight VTT studies the average load is 8 tonnes (taking into

account empty transports).

de Jong (2008) found a group of studies that obtained road VTTs in the range

between 30 and 50 euro (of 2002), which in euros of 2010 would be the range

between 35 and 60 euro. In the table this is repeated in the part on both compo-

nents of the VTT together. Some of the studies included here are the first Dutch

freight VTT study (de Jong, Gommers, & Klooster, 1992), the 1994/1995 UK

VTT study (Accent & HCG, 1999), Fowkes, Firmin, Whiteing, & Tweddle

(2001), the second national Dutch freight VTT study (de Jong et al., 2004) and

Hensher, Puckett, & Rose (2005). The recent Norwegian freight VTT and VTTV
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Table 9.2 Value of Transport time (VTT) in Goods Transport by Road (in 2010 euro per

Transport per Hour)

Publication Country Data Method VTT

The goods component in the VTT:

de Jong (2008) Various

Scandinavian

studies up to

2001

SP Different

discrete

choice

models

0�10

Danielis, Marcucci,

& Rotaris (2005)

Italy SP Ordered probit 7

IRE & RAPP

Trans (2005),

Maggi & Rudel

(2008)

Switzerland SP MNL 14

Fries, de Jong,

Patterson, &

Weidmann

(2010)

Switzerland SP Mixed logit 4

Halse et al. (2010) Norway SP MNL and

mixed logit

Large truck

(carrying on

average 12 t): 9

de Jong et al.

(2011)

Netherlands RP (mode

choice)

Aggregate logit 6

Johnson & de Jong

(2011)

Sweden RP (mode and

shipment

size choice)

MNL and

mixed logit

24

Significance, VU

University et al.

(2012)

Netherlands SP MNL 6

The transport service component in the VTT:

Halse et al. (2010) Norway Cost data Factor cost Large truck

(carrying on

average 12 t): 72

de Jong et al.

(2011)

Netherlands Cost data Factor cost 27

Significance, VU

University et al.

(2012)

Netherlands SP MNL 32

Both components in the VTT:

de Jong (2008) Various

countries

Mostly SP Mostly MNL 352 60

(Continued)
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study (Halse, Samstad, Killi, Flügel, & Ramjerdi, 2010) and the new passenger

and freight VTT and VTTV study in the Netherlands (Significance, VU

University et al., 2012) also find values just within this range for the sum of both

components.

The Norwegian study recommended using factor cost for the transport service

component and model outcomes for the goods component. Model results for the

transport service component were also obtained, based on the carriers. These are

about 85% of the transport costs of an hour, but the authors warn that the estimate

from the carriers might contain elements of the cargo component of the shippers.

In the latest Dutch VTT survey, specific instructions were used to keep the cargo

and transport service separate (see Section 9.2.2). Here the transport service com-

ponent of the VTT is about 65% of the transport costs per hour: the carriers do

not expect that time savings can fully be converted to cost savings. In the

Norwegian study, the goods component for road transport is 11% of the combined

VTT and in the Dutch study for road transport this is 17%. So the models esti-

mated in both of these studies indicate that the joint VTT is somewhat (4�18%)

below the factor cost, after including the goods component (which is not part of

the factor cost) in the VTT. The goods component is a relative small value, which

is confirmed by the other outcomes for this component from the first part of

Table 9.4.

For other modes than road transport, fewer values are available from the litera-

ture. Most other TTVs refer to rail transport. Table 9.3, for rail (or combined)

transport, again summarises de Jong (2008) and provides some new evidence. The

outcomes in this table are expressed per tonne (for the Dutch studies 950 tonnes for

a complete train was used for the average load).3

As for road transport, the goods component appears to be the minor component

in the rail VTT. In Significance, VU University et al. (2012), the share of the goods

Table 9.2 (Continued)

Publication Country Data Method VTT

Halse et al. (2010) Norway Cost data

and SP

Factor cost and

MNL and

mixed logit

Large truck

(carrying on

average 12 t): 81

Truck (carrying

8 t): 54

Significance, VU

University et al.

(2012)

Netherlands SP MNL 38

3 VTT for transport by inland waterways, sea and air transport can be found in De Jong (2008) and

Significance, VU University et al. (2012).
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component in the total VTT is about 27%. The total VTT for rail per tonne is

clearly lower than for road (which amounts to about 5 euro per tonne).

For passenger transport, so many VTTs are available that various meta-analysis

have been carried out, that try to explain the VTT obtained from attributes of the

respective countries and study methods used. For freight transport, the number of

VTTs available is somewhere near the margin of what is minimally needed for a

meta-regression. The HEATCO project for the EU found, in a meta-analysis

explaining the freight VTT from various countries, that the GDP per capita elastic-

ity of the freight VTT was between 0.3 and 0.4 (Bickel et al. 2006). The finding of

a value clearly below unity was attributed to the openness and competitiveness of

transport markets. This leads to freight rates that vary considerably less between

countries than GDP per capita. Zamparini & Reggiani (2007) assembled 46 obser-

vations on the VTT in freight transport for 22 countries in Europe and North

America. Their regression function explained the natural logarithm of the VTT

from GDP per capita, region and mode.

Table 9.3 Value of Transport Time (VTT) in Goods Transport by Rail (in 2010 euro per

tonne per hour)

Publication Country Data Method VTT

The goods component in the VTT:

de Jong (2008) Various Scandinavian

studies up to 2001

SP MNL 02 0.1

Johnson and de

Jong (2011)

Sweden RP (mode and

shipment size

choice)

MNL and

mixed

logit

0.1

Significance, VU

University et al.

(2012)

Netherlands SP MNL 0.3

The transport service component in the VTT:

de Jong et al. (2011) Netherlands Cost data Factor cost 0.5

Significance, VU

University et al.

(2012)

Netherlands SP MNL 0.9

Both components in the VTT:

de Jong (2008) Various studies Mainly SP Mainly

MNL

0.1�1.4

Significance, VU

University et al.

(2012)

Netherlands SP MNL 1.2
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9.2.4 Outcomes for the Value of Transport Time Reliability

In Table 9.4, is an overview of quantitative results for the VTTV in freight (largely

based on ITS Leeds et al., 2008 and Significance, Goudappel Coffeng et al., 2012;

Significance, VU University et al., 2012). As discussed in the previous section, the

reliability ratio RR (that uses VTTV expressed as the standard deviation) is proba-

bly the most practical measure for including the VTTV in freight transport models.

However, only few studies using this measure have been carried out. Recently,

some results (Fowkes, 2006; Halse et al., 2010; Significance, VU University et al.,

2012) have become available that indicate that in freight transport the RR may not

be as high as previously thought (de Jong et al., 2009; MVA, 1996).

Table 9.4 VTTV in Goods Transport (in 2010 euro)

Publication Country Data Method Quantitative Outcomes

(1definition): Transport

Time or Cost Equivalent

Hague

Consulting

Group,

Rotterdam

Transport

Centre,

and NIPO

(1992)

Netherlands SP survey

among

shippers

and carriers

MNL The Netherlands: an

increase in the

percentage not on time

by 10% (e.g. from 10%

to 11%) is just as bad as

5�8% higher transport

costs

Accent and

Hague

Consulting

Group

(1999)

UK SP among

shippers

and carriers

(road)

MNL A 1% increase in the

probability of delay of

30 min or more is

equivalent to 0.5�2.1

euro per transport

MVA (1996) UK Literature

review

Reliability ratio for

transport: 1.2

Small,

Noland,

Chu, &

Lewis

(1999)

USA SP survey

among

hauliers

MNL scheduling

model

A reduction in the

deviation from the

agreed delivery time

(schedule delay) by 1 h

is worth 450 euro per

transport

Bruzelius

(2001),

based on

Transek

(1990,

1992)

Sweden SP survey

among

shippers

MNL For rail transport, a 1%

increase in the

frequency of delays is

equivalent to 5�8 euro

per wagon

For road transport: 4�37

euro per transport

(Continued)
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Table 9.4 (Continued)

Publication Country Data Method Quantitative Outcomes

(1 definition): Transport

Time or Cost Equivalent

Bruzelius

(2001),

based on

INREGIA

(2001)

Sweden SP survey

among

shippers

MNL The value of the risk of

delay is 7 euro per pro

mille per transport for

road, 128 for rail and 30

for air transport

Fowkes et al.

(2001)

UK SP survey

among

shippers

and carriers

(road)

MNL The value of the

difference between the

earliest arrival time and

the departure time is on

average 1.4 euro per

minute per transport

(more or less the free-

flow time)

For the time within which

98% of the deliveries

takes place minus the

earliest arrival time, the

value is 1.7 euro

(‘spread’)

For deviations from the

departure time

(schedule delay) the

value is 1.3 euro

de Jong et al.

(2004)

Also used in

de Jong

et al. 2009

Netherlands SP survey

among

shippers

and carriers

MNL A change of 10% in the

percentage not on time

(e.g. from 10% to 11%)

is equivalent to 2 euro

per transport for road

transport. When

converted to reliability

ratio: 1.24

Also values for rail, inland

waterways, sea and air

transport

Bogers &

van

Zuylen

(2005)

Netherlands SP among

truck

drivers and

managers

of shippers

and carriers

MNL Truck drivers value the

unfavourable travel time

twice as high as its

objective (risk-neutral)

worth. Managers of

shippers and carriers did

not have this relatively

higher value for

unfavourable travel times

(Continued)
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Table 9.4 (Continued)

Publication Country Data Method Quantitative Outcomes

(1definition): Transport

Time or Cost Equivalent

IRE & RAPP

Trans

(2005),

Maggi &

Rudel

(2008)

Switzerland SP among

shippers

MNL A 1% point increase (e.g.

from 10 to 11%) in the

percentage on time has

a cost of 42 euro per

shipment

Fries et al.

(2010)

Switzerland SP among

shippers

Mixed logit A 1% point increase (e.g.

from 10 to 11%) in the

percentage on time has

a cost of 16 euro per

shipment

Fowkes

(2006)

UK SP survey

among

shippers

and carriers

MNL Reliability ratio: 0.2�0.3

Hensher

et al.

(2005)

Australia SP for tolled

and toll-

free roads

Mixed logit VTTV of 2.5 euro per

percentage point for

transporters, 7.50 euro

for shippers. This is

obtained when looking

solely at the freight rate;

when further

incorporating all costs

in the calculation, the

VTTV rises to 9.1 euro.

Giving an actual

meaning to these values,

the results would imply

that, if a toll-free route

had a 91% probability

of on-time delivery,

with 97% for the tolled

route, the VTTV for

transporters would be

15 euro per trip

Halse et al.

(2010)

Norway SP (mainly

shippers in

road

transport)

MNL Reliability ratio for

shippers using road

transport: 1.3

(Continued)
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9.2.5 Other Freight Service Values

Other freight service quality attributes for which monetary values have been

derived, mainly in SP studies, are (see Table 5 of Feo-Valero et al. (2011) for an

overview by study):

� Probability of damage during transport
� Frequency
� Presence of a transhipment
� Flexibility
� Provision of information about delays
� Greenhouse-gas emissions from transport.

9.3 Freight Transport Elasticities

9.3.1 Derivation of Elasticities from Transport Models

The advantage of elasticities is that they are dimensionless, i.e. a change in the unit

of measurement (for instance from kilometres to miles) does not affect the

elasticities. Elasticities give the ratio of a percentage change in demand or supply

(e.g. road tonne kilometres) to a percentage change in one of the factors explaining

demand or supply (e.g. price of road freight transport).

Table 9.4 (Continued)

Publication Country Data Method Quantitative Outcomes

(1 definition): Transport

Time or Cost Equivalent

Reliability ratio for

carriers (road): 0

Overall reliability ratio for

road: 0.1�0.4.

Significance,

VU

University

et al.

(2012)

Reliability ratio for

shippers using road

transport: 0.3�0.9

Reliability ratio for

carriers (road): 0

Overall reliability ratio for

road: 0.4

Also values for rail, inland

waterways, sea and air

transport
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In this chapter, we use the following general definition of elasticity:

An elasticity gives the impact of a change in an independent (or stimulus) variable

on a dependent (or response) variable, both measured in percentage changes.

Elasticities are defined using the ‘ceteris paribus’ condition: they are valid

under the assumption that all other things (e.g. other independent variables) do not

change.
An elasticity can be positive or negative. If an elasticity (in absolute values)

exceeds 1, the dependent variable is called ‘elastic’ (e.g. elastic demand) w.r.t. the

independent variable.

9.3.1.1 Some Basic Distinctions

A first distinction is between point elasticities and arc elasticities. A point elasticity

measures the proportionate change in the dependent variable resulting from a very

small proportionate change in the independent variable. The price (P) elasticity of

demand for commodity Q in terms of a point elasticity is:

Ep 5 ðdQ=QÞ=ðdP=PÞ5 ðdQ=dPÞUðP=QÞ ð9:3Þ

In this formula, dQ/dP is the derivative of the (ordinary or Marshallian4)

demand function w.r.t. P (the slope of the demand function).

An arc elasticity is applicable if the change in the independent variable is not

very small, whereas point elasticities are appropriate for small changes. An arc

elasticity is defined as:

ep 5 ðΔQ=ΔPÞUðP1 1P2Þ=ðQ1 1Q2Þ ð9:4Þ

In which the subscripts 1 and 2 represent the situation before and after the

change in price. Whether an arc elasticity will be higher or lower than a point elas-

ticity depends on the shape of the demand function (e.g. concave or convex).

Another distinction is between own and cross elasticities. If for instance we are

studying mode choice, the own (or direct) elasticity gives the impact of an attribute

of some mode on the demand for that same mode, e.g. the road transport cost elas-

ticity of road freight tonne kilometres. A cross elasticity measures the impacts on

other modes, e.g. the road transport cost elasticity of rail freight tonne kilometres.

We use transport price and cost as synonymous here; most freight transport mar-

kets have small profit margins.

In Section 9.3.3, we provide some evidence from the literature on own-price

elasticities. We did not include a comparison of cross elasticities, since such elas-

ticities heavily depend on the current market shares of the mode, which can be

4 Practically all elasticities in freight (and passenger) transport modelling are ‘ordinary’ elasticities,

meaning that they contain a substitution and an income effect of a price change, as opposed to ‘com-

pensated’ elasticities that keep income constant (using the Hicksian demand function). Also see Oum,

Waters, & Fu (2008).
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very different between different study areas (e.g. rail is used much more for freight

transport in the United States than in Europe). In Section 9.3.4, we look at own and

cross elasticities with respect to long distance rail transport in a specific study area

(the European Union).

A disaggregate elasticity measures the reaction of an individual (can be an

individual firm). Such elasticities can only be derived from disaggregate models,

e.g. the (logit) mode choice models discussed below. For policy making, aggregate

elasticities are mostly more interesting. They refer to the responsiveness of a group

of individual firms (possibly the entire market). Aggregate elasticities can be

derived from aggregate models and from disaggregate models. Elasticities that are

calculated from a model depend on initial situation and/or the amount of change in

the stimulus variable. In other words, the elasticity from a model can vary. There is

one exception to this rule, which is called the ‘constant elasticity of substitution’

CES or ‘double-logarithmic’ function.

For instance the (own) elasticity from a logit model with a linear utility function

is given by:

Eik
xrik

5βrxrikð12PikÞ ð9:5Þ

In which:

E stands for the elasticity for the impact of a change in the rth independent variable xrik
that is part of the utility function for alternative i for individual (firm) k on the probability

Pik of k choosing alternative i.

βr: the estimated coefficient for the rth independent variable.

Because of the presence of the Pik term in Eq. (9.4), all coefficients of the model

affect the elasticity, not just the one for the rth variable. The elasticity from an

aggregate or disaggregate logit model (after sample enumeration) only gives the

impact of the change in the independent variable on the distribution of a given total

over the alternatives (such as the modal shares). This does not include an impact of

the change in price or time on the total demand (overall modes), that is included in

ordinary demand elasticities (Oum et al., 2008).

The double-logarithmic form is:

lnðykÞ5?βrlnðxrkÞ1? ð9:6Þ

In which:

Yk: dependent variable (of a continuous nature), with observations k5 1, . . ., K.
Xrk: the rth independent variable.

The elasticity for a change on xrk is constant at βr.

Elasticities usually come from models, estimated on empirical data, but in some

cases, elasticities can be calculated from direct observations of the impact of a

change (e.g. introduction of a toll), from before and after studies. The data used for

model estimation can be time-series data, cross section data or panel data. If a
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time-series model contains lagged parameters, the model can distinguish between

short and long term effects. Whether the effects from a cross section are short or

long term depends on a judgement on the nature of the behavioural mechanisms

included (e.g. location decisions are regarded as long run). In general, long run

elasticities are larger than short run elasticities, because in the long run more

response mechanisms are available.5

9.3.2 Classification of Response Mechanisms

The following response mechanisms can be distinguished (also see Table 9.5)

for the example of an increase in the price of road freight transport (de Jong et al.,

2010):

5 This is assuming that all response mechanisms, short and long run, have the same sign. This is usually

the case, but there could be exceptions, e.g. when the price of a high-capacity mode or vehicle type

goes up, this could also lead to lower frequencies and bigger shipments, which by itself favours large

capacity modes and vehicle types.

Table 9.5 Summary of Response Mechanisms to a Price Change

Reactions Decision-

Maker

Time

Scale

Type of Effect Dimension of

Output

Fuel

Efficiency

Transport

Efficiency

Transport

Volumes

Tonnes Vkm Tkm

1 C S-M X

2 C S X

3a C S-M X X

3b C/S S-M X X

3c C S-M X X

3d C/S S-M X X

3e C S-M X X

4 C/S/R S X X X

5 S/R S-M X X

6 S M-L X X X X

7 S L X X X X

8a S L X X X

8b S L X X X

9 D S-M X X X X

For Decision-Maker, S stands for shipper, R stands for receiver, C stands for carrier, D for consumers (Demand).
For Time Scale, S stands for short term, M stands for Medium term and L stands for Long term.
Changes in fuel prices affect fuel efficiency, transport efficiency and transport volumes. Changes in prices per vkm
affect transport efficiency and transport volumes. Changes in prices per tkm affect transport volumes.
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Changes in fuel efficiency

1. Fuel-efficient vehicles: Buy more energy-efficient trucks; in the long run, changes in fuel

prices can also influence the fuel efficiency of the vehicles used (at the same transport

volume), by accelerating/decelerating technological change in vehicle efficiency.

2. Fuel-efficient driving: Change in the style of driving (more energy-efficient driving).

Changes in transport efficiency

3. Load factor (the amount of goods measured in tonnes, divided by vehicle capacity): The

load factor can be changed by:

a. optimising the allocation of vehicles to shipments (e.g. acquire larger vehicles and group

shipments, so that the same amount of tonnes can be transported with fewer vehicles);

b. consolidating shipments originating from the same company;

c. consolidating shipments originating from several companies (e.g. by doing collection

rounds stopping at multiple senders, or by using a consolidation centre) and/or des-

tined for several companies (e.g. by distribution rounds or distribution centres);

d. changes in the number and location of depots, including consolidation and distribution

centres (this can also be done by the shippers, depending on who owns these

facilities);

e. getting more return loads to reduce empty driving.

4. Change in route and time of day: This is mainly relevant for changes in prices that are

differentiated by location and time of day (such as the road pricing scheme proposed for

the Netherlands). But there may also be move to a more efficient route planning (e.g.

fewer detours) because of the cost increase.

5. Increasing the shipment size (also implying a reduction in the delivery frequency; so this

will increase inventory costs): This would be going against the trend towards more just-

in-time (JIT) deliveries. Changes in road transport price might change trade-offs between

transport costs and other logistics costs, such as order costs and inventory costs.

Changes in transport volumes

6. Change of mode: Substitution to and from rail, inland waterways, sea and air transport).

7. Changes in production technology (affecting the weight of the goods, e.g. trends towards

lighter products).

8. Reduce transport demand in kilometres per tonne:

a. Choice of supplier and receiver: Changes in the choice of supplier (procurement from

more local suppliers, determining the origin given the destination) or in the geographi-

cal market size of the supplier (changing the destination given the origin), including

changes in the degree of globalisation. This leads to changes in the origin-destination

(OD) pattern of goods flows.

b. Production volumes per location: Changes in production volumes per location, includ-

ing use of raw materials and intermediate products for further processing. A producer

can decide to shift its production to plants closer to its customers, to save transport

costs.

9. Reduction in demand for the product.

Reactions 1�4 are decisions that are usually taken by the road haulier (car-

rier). The scope for doing these things depends on the current level of efficiency
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in logistics (which might be quite high already). Other reactions are possible for

the haulier (e.g. hire cheaper foreign drivers or subcontractors; reduce other trans-

port costs, such as fixed costs by postponing replacement of vehicles or econo-

mise on maintenance and repairs) that do not lead to a change in transport

volumes.

Only when the road haulier passes on some of the cost increase to the shipper,

the shipper will respond. The possibilities for passing on cost increases depend on

market power, which may be different for different commodity markets (e.g. when

specialized equipment is needed for transport, the hauliers might be in a better

position). The response mechanisms 5�8 concern decisions that are usually at the

discretion of the shipper (some decisions such as on shipment size can be taken by

the sender but are more commonly determined by the receiver).

The manufacturers may pass on some of the cost increase to their clients (retai-

lers, other producers, final consumers). This may then lead to the reduction in

demand for the product (response 9).

The mechanisms 6, 7 and 9 will influence the number of tonnes transported by

road transport. These mechanisms plus mechanism 3 and 5 will influence the num-

ber of vehicles used. Vehicle kilometres by road are influenced by all of these

mechanisms plus the trip lengths (mechanisms 4 and 8). Tonne kilometres by road

are influenced by mechanisms 4 and 6�9.

Many of these reactions (especially 7 and 8 and changes in vehicle technology)

will only occur in the long run. Mechanisms 2 and 4 can be relevant in the short

run and 1, 3, 5 and 9 in the short to medium run, whereas 6 is most relevant in the

medium long run.

9.3.3 Outcome Range for Price (Cost) Elasticities

9.3.3.1 Road Transport

In this section, we present the key results of a literature review on own-price elas-

ticities of road freight transport, distinguishing tonne-kilometre price elasticities,

vehicle kilometre price elasticities and fuel price elasticities. Detailed outcomes,

including for a segmentation of the elasticities to various types of goods, can be

found in Significance & CE Delft (2010) and de Jong, Schroten, van Essen, Otten,

& Bucci (2010). Changes in tonne-kilometre prices may result in various responses

of the shipper; these were discussed in Section 9.3.2 as mechanisms 6�9. Most

price elasticities in freight transport in the literature refer to changes in the price

per tonne-kilometre. A change in the vehicle-kilometre price can have an impact on

transport efficiency (mechanisms 3�5) and transport volumes (mechanisms 6�9),

and can affect the output dimensions tonnes, vkm and tkm). Changes in fuel prices

may lead to various responses of hauliers (mechanisms 1�2 for fuel efficiency and

3�5 for transport efficiency) and/or shippers (6�9).

The main conclusions from the literature review on own-price elasticities

(de Jong et al., 2010; Significance & CE Delft, 2010) are summarised in Table 9.6.
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The above results on elasticity values are supported by almost 80% of the stud-

ies reviewed. Just above 20% of the studies yields values that are clearly lower or

higher. The cell values are based on different sets of studies and not necessarily

mutually consistent. A consistent set of best-guess values for road transport can be

found in Significance & CE Delft (2010) and de Jong et al. (2010).

Notice that especially the values presented with regard to fuel price change are

characterised by rather high uncertainties due to the limited number of studies that

report estimates for these elasticities (to a lesser extent the same qualification holds

for vehicle kilometre price elasticities).

9.3.3.2 Rail Transport

For rail transport, similar price changes and response mechanisms exist as for road

transport. A review of the literature of rail price elasticities was carried out in VTI

& Significance (2010). The literature does not distinguish all these response

mechanisms separately. On the basis of the literature, the following composite

response mechanisms were distinguished:

� Change in mode: Substitution to and from road, inland shipping and (short) sea shipping.
� Changes in transport demand: Due to the changes in tonne-kilometre prices shippers may

choose other supplier/receivers or other production locations. These decisions may lead to

changes in total transport demand (without changes in tonnes shipped).

Table 9.6 Results from the Literature Review on Road Own-Price Elasticities

Price Change Impact On

Fuel Use Vehicle Kilometres Tonne Kilometres

Fuel price 2 0.2 to 20.6

33% Fuel efficiency change

33% Transport efficiency

change

33% Mode and transport

demand change

2 0.1 to 20.3 2 0.05 to 20.3

Vehicle

kilometre

price

2 0.1 to 20.8

33% Transport

efficiency change

33% Mode change

33% Transport

demand change

2 0.1 to 20.5

Tonne

kilometre

price

2 0.6 to 21.5

40% Mode change

60% Transport

demand change
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� Changes in commodity demand: If the shippers cannot ‘internalise’ the transport price

changes by themselves, they have to increase the price of the goods they offer. As a con-

sequence consumer demand can fall and thereby total transport demand.

The main conclusions from the literature review on own-price elasticities for

rail transport are summarised in Table 9.7. Notice that especially the values pre-

sented with regard to vehicle kilometre price change are characterised by high

uncertainties due to the additional assumptions that had to be made to derive these

elasticities. This table contains an internally consistent set of elasticities, because

only for the bottom right cell, there was enough literature available (the values in

the other cells are based on this first one). Rail operators internalise a part (here we

assume: 30%; also based on Ecorys, 2005) of a rail costs increase by raising the

transport (logistics) efficiency and pass the remainder on to their customers. These

react to the price changes largely by adjusting the modal split, but about 20.1 of

the 20.9 to 21.7 range is for changes in total transport demand (such as choosing

different suppliers or customers for the commodities). These transport demand

effects are considerably smaller than for road transport, since the share of rail trans-

port in the total transport cost for all commodities is much smaller than for road

transport. For the same reason we expect that there will be no change in commod-

ity demand when rail prices change.

For practical studies that will use these above elasticities as an indication of the

likely impact of a price change in rail (or road) transport, we recommend to carry

out a sensitivity analysis, using different values from the range given, including the

upper and lower bound.

Table 9.7 Results from the Literature Review on Rail Own-Price Elasticities

Price Change Impact on

Tonnes Vehicle (5Train)

Kilometres (vkm)

Tonne

Kilometres (tkm)

Price per vehicle

(Train)-kilometre

(vkm)

2 0.5 to 21.1

Derived from vkm

price elasticity of

tkm; using 20.1

for transport

demand effect

2 0.9 to 21.5

Derived from vkm

price elasticity of

tkm; using 20.3

for transport

efficiency effect

2 0.6 to 21.2

Derived from tkm price

elasticity of tkm and

assuming train

operators internalise

30% of a trainkm

price change by

transport efficiency

changes

Price per

Tonne-kilometre

(tkm)

2 0.8 to 21.6

Derived from tkm

price elasticity of

tkm; using 20.1

for transport

demand effect

2 0.9 to 21.7

Derived from tkm

price elasticity of

tkm

2 0.9 to 21.7

‘Recommendation’ (on

the basis of the

literature)
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Finally, the literature on rail price elasticities for different commodity types, dis-

tance classes and train types was analysed, in as far as available in the literature:

� Several studies where rail transport price sensitivities are larger for general cargo com-

pared to bulk products (e.g. solid fuel, petroleum, iron ore, fertilisers, stones, wood), but

some studies find the reverse.
� The price elasticities for short distance rail transport are smaller than for long distance

rail transport.

9.3.4 Consistent Cost and Time Elasticities of the Modal Split

A review of freight modal split elasticities for changes in both time and cost in

Europe was given in the EXPEDITE project (de Jong, 2003; de Jong et al., 2004).

The outcomes of a number of national and international freight model runs were

averaged in the EXPEDITE meta-model for freight transport to give consistent

reactions to the different policy changes. Outliers (very high or low elasticities)

were truncated, to prevent over-reaction in the meta-model, and non-availability of

certain modes (e.g. sea transport in Austria) was taken into account. In Tables 9.8

and 9.9 are examples the average elasticities from the EXPEDITE meta-model.

Increases in road transport costs for general cargo and especially for bulk goods

on transport distances over 500 km have a substantial effect on modal choice.

According to the meta-model, raising road transport costs will lead to a modal shift

in bulk transport away from trucks mainly to rail and inland waterway transport,

while for higher value general cargo the shift will mainly take place from truck to

rail and intermodal combined transport. For trips up to 500 km, the elasticities are

considerably smaller, between 0 and �0.3 for the road transport cost elasticity of

transport of bulk products by road, and between 0 and �0.5 for general cargo.

High-value goods are usually more time-sensitive than lower value goods. In

Table 9.11, general cargo deliveries show at distances over 1000 km a sharp

Table 9.8 Road Transport (per tkm) Cost Direct and Cross Elasticities for Transport

(in tkm) of Bulk and General Cargo, at Different Transport Distances for the EUa (Modal

Split Effects Only)

Mode Distance Band

500�1000 km More than 1000 km

Bulk General Cargo Bulk General Cargo

Road transport 2 0.5 2 0.7 2 1 2 0.8

Inland waterway 1 0.5 0.6 0.2

Train 1.5 1.1 1.7 1.2

Combined transport 0 1.1 0 1.2

Short sea 0.3 0.2 0.3 0.1

aAt the time, the EU had 23 member states. This, plus Norway and Switzerland, is the study area for the EXPEDITE
model.
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increase in the elasticity value. This may be explained by a critical distance at

around a 1000 km. At an assumed average truck speed of 70�80 km/h, a distance

of about 1000 km is an upper limit which can no longer assure timely overnight

delivery. At distances below 500 km, the time elasticities of truck tkm are smaller:

between 0 and �0.25 for bulk goods and between 0 and �0.5 for general cargo.
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Università della Svizzera Italiana, Istituto di Ricerche Economiche (IRE) and Rapp Trans

AG (2005). Evaluation of quality attributes in freight transport, Research project

ASTRA 2002/011 upon request of the Swiss Federal Roads Office, Berne.

Vierth, I. (2013). Valuation of transport time savings and improved reliability in freight

transport CBA. In M. E. Ben-Akiva, H. Meersman, & E. van de Voorde (Eds.), Freight

transport modelling. Bingley: Emerald.

VTI and Significance (2010). Priselasticiteter som underlag för konsekvensanalyses av förän-

drade banavgifter för godstransporter, Del A av studie på uppdrag av Banverket, VTI
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10.1 Introduction

In this chapter, we first review the available data sources for freight transport

modelling (Section 10.2).

Many data are collected by the national statistical offices (e.g. Statistics

Norway). International statistical offices, such as Eurostat for the EU, and also the

statistical offices at the UN, depend to a large degree on the national statistical

offices of the member countries for their information.

Most of the data in freight transport are at the annual level (e.g. in tonnes trans-

ported per year). Official data sources are usually collected each year and then pub-

lished in the form of yearly figures. Data on time intervals shorter than a year

(weeks, quarters, months and working days) are very scarce, but some of the under-

lying data (trade statistics, transport statistics and traffic counts) is collected all

year round and could be used (if access would be granted) to generate distributions

of freight transport patterns over the year.

An impediment to detailed freight transport analysis is that some of the informa-

tion, especially on individual shipments, transport cost and logistics cost, is proprie-

tary. Firms in freight transport are usually reluctant to disclose this information to

clients, competitors and the public.

In Section 10.3, we link the data sources from Section 10.2 to model components

and model specifications in freight transport modelling for which these data can be used.

In Section 10.4, we further discuss the relationship between model form and

data availability.

10.2 Overview of Different Data Sources for Freight
Transport Modelling

10.2.1 International Trade Statistics

Trade statistics are published by the national statistical offices as well as by inter-

national organisations, such as Eurostat and the UN (e.g. Eurostat COMEXT and
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UN COMTRADE data). These data generally contain the amounts of import to a

country and export from a country, by country, for a certain commodity classifica-

tion, in monetary values (additionally the same flows measured in tonnes are often

provided as well). This means that the monetary trade flow from some country A

to country B (by commodity type) can be obtained both from country A (export

statistics) and country B (import statistics). One of the first problems that analysts

of freight data encounter is that these trade flows from different sources do not

always match: country A and B record different trade flows from A to B. Even

publications by international organisations may contain such inconsistencies. If one

wants to use the trade data to model international freight flows, one therefore has

to harmonise the trade data first (or use data that has been harmonised already,

such as those provided by the ETIS(1) project for the EU: www.etisplus.eu).

However, there are no commonly accepted rules (e.g. always believe the export sta-

tistics, or smoothing on the basis of time series for each source, averaging) on how

to do the harmonisation.

The source for the national statistical offices for trade data are the customs

authorities. Trade data are based on the documents that have to be provided in case

of cross-border commodity transactions at customs. This also explains why domes-

tic flows are not in the trade statistics. In principle there could be region-to-region

trade statistics for trades within a country, but this is not registered as such (infor-

mation on domestic flows can be derived from some of the sources mentioned

below). The data at the customs contain more information than just the exporting

and importing country, the commodity type and the monetary value. It may also

contain more detailed commodity descriptions, sectors and location codes in both

countries, and the shipment weight. Customs data are now often handled electroni-

cally, but we are not aware of any freight transport research project that has

obtained permission to use such data (anonymised) at the micro-level. For research

purposes, the customs data are only available in the form of the aggregate trade sta-

tistics released by the national statistical offices. This also means that researchers

have to take as given that there is no or hardly any information on modes and trans-

hipments (locations) in the trade statistics, no information on locations within the

countries and no detail on commodities other than the classification used in the

official publications. A (limited) exception to this is that the Eurostat COMEXT

data contains for flows from the EU to countries outside the EU and flows from

countries outside the EU to the EU information on the mode at the crossing of the

EU border and whether containers were used or not.

The commodity classification commonly used in the published trade statistics is

not always the same as the commodity classification that is applied in the transport

statistics (that register the physical flows of goods by mode and are not based on

customs data). Trade data often use the SITC (Standard International Trade

Classification) classification. Transport statistics on the other hand often used the

NSTR (Nomenclature uniforme des marchandises pour les Statistiques de

Transport, Revisée) system of goods classification that from 2007 onwards is now

being replaced in the EU by the NST2007 system of Eurostat. However, for

instance for the Eurostat COMEXT and the UN COMTRADE data trade statistics
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in terms of the NSTR system can be provided (see www.etisplus.eu), in the form of

country-to-country flows in values and tonnes.

10.2.2 National Accounts

The national accounts of some country provide a description of the flows in money

units within, to and from a national economy. These are also usually collected and

published by the national statistical offices.

Many parts of the national accounts are not particularly relevant for freight

transport modelling, but some parts may be, especially:

Input�output (I/O) tables. These tables describe, in money units, what each sec-

tor of the economy of some country delivers to other sectors (also including final

demand by consumers, import and export). An example would be the flow of ores,

measured in its money value (cost or prices) from the mining sector to the iron and

steel manufacturing sector. For many countries such tables exist, but only at the

national level; the locations of the firms in the sectors are not recorded other than

whether they are domestic or abroad.

Multiregional input�output (MRIO) tables. As the national input�output tables,

this table includes the deliveries between sectors, and also contains the regions for

both the producing and the consuming sector. Only few countries have such tables,

and these mostly use larger zones within the country than one would want to use for

a national (let alone regional) transport model. Nevertheless, MRIO tables can be a

very good data source for a freight transport model, because it includes observational

data on economic links between zones by sector pairs. And generally speaking it is a

good strategy to start a freight model from economic linkages, because freight trans-

port is a derived demand based on such linkages. However, if one would start freight

modelling from MRIO tables, two conversions are usually necessary: (1) from a sec-

tor classification (where one uses the sector of the producer), such as SITC or NACE

(Nomenclature des Activités Économiques dans la Communauté Européenne, to a

commodity classification, such as NSTR; (2) from flows in money units to flows in

tonnes (since that is the basic unit of most components on freight transport models).

The former conversion can be done on the basis of existing standard conversion

tables (which sometimes involves some approximation). The latter transformation is

more difficult, and it requires value-to-weight data by commodity type, which will

vary between countries, so standard tables will not be very helpful here. Data that

can be used to derive value-to-weight ratios will be discussed in Section 10.3.

Sometimes, national I/O tables are regionalised, using additional data on the produc-

tion and consumption volumes of a sector by zone, to get a � more synthetic �
MRIO table that is then used in freight transport modelling and regional economic

modelling in the absence of MRIO tables from observations.

Make and use tables. These tables are related to I/O tables and also provide

information about production and consumption in an economy. Make tables have

commodities in the rows (using a commodity classification) and production sectors

and imports in the columns. The cells then give the production of goods of each

sector, in money units. Use tables have commodities (on the basis of some
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commodity classification) in the rows and the sectors consuming the goods (inter-

mediate and final consumption, also investments and exports) in the columns. The

cells thus give the consumption of goods of each sector, in money units. For use of

these tables in freight transport modelling, the make and use tables need to be mul-

tiregional or be regionalised, similarly to the I/O tables.

10.2.3 Transport Statistics

Transport statistics such as roadside surveys providing information on vehicle origins

and destinations. Whereas the trade statistics provide information on the locations of

production and consumption of the goods (that can be used to build PC matrices, see

Chapter 4 of this book, the transport statistics provide information about the locations

where the vehicle flows started (point of loading) and ended (point of unloading).

This information can be used to build OD matrices. When the transport from the pro-

ducer to the consumer is a direct transport, the PC and OD flow will be the same. A

difference occurs when the transport from the producer to the consumer uses a trans-

port chain with several modes in a sequence (e.g. road first, then sea, then rail, then

road). In this case one PC flow leads to multiple OD flows (in the example given to

four OD flows), since the goods are unloaded and loaded (lifted) several times, unto

several modes. In some cases the published transport statistics may not distinguish

between different vehicle types of the same mode that are used consecutively, so that

a transport chain LGV-HGV-LGV would just be one OD flow by road transport. In

more detailed statistics cases these could be three OD flows.

The transport statistics consists of various parts: different modes have their own

sources. The publication is usually carried out by the national statistical offices, but

the data collection may originally have been done by others (e.g. ports and air-

ports). Common characteristic is that these data are at the OD level, in terms of

tonnes, the use of commodity classifications like NSTR and NTS2007 and that

information on the mode is an integral part (since the data are gathered by mode).

Transport statistics thus include the following mode-specific statistics:

Road transport statistics. This information needs to come from road haulage

carriers (firms offering transport services by road) and shippers doing own account

transport by road. Physical transport of goods (whether domestic or international)

is accompanied by some paperwork required by the national authorities: consign-

ment bills. The direct use of these bills as a research data source is discussed later,

but this is not available for the national statistical offices. Therefore, they have to

organise interviews with carriers and own account transports to get a picture of the

transport flows by road. In the EU countries, information on origin, destination,

commodity type and the load is collected from a sample of firms with trucks over

3.5 tonnes, under the responsibility of the national statistical offices, which report

to Eurostat on this, following guidelines from Eurostat. This sample survey is

expanded to the population and leads to published aggregate statistics on road

transport volumes in tonnes (and tonne km as well as vehicle km).

The survey only deals with transports carried out by firms based in the home

country (sometimes also focusing on transport by domestic firms on the national

232 Modelling Freight Transport



territory). In principle surveys with firms in their home country can also give infor-

mation on transports in other countries. Some statistical offices have added inter-

views with foreign firms to their data.

The road transport statistics are generally only available in aggregate form

(zone-to-zone data). In some cases it has been possible to use the underling micro-

data on the server of the national statistical office (e.g. in the PhD work of Abate

(2014) in Denmark).

Seaport statistics. The national or international statistical offices do not publish a

database of maritime flows between seaports (though there are some commercial

databases with data at this level, but more often focusing on the movements of

ships). They base themselves on statistics on the use of specific seaports (usually

also collected by these seaports) and then publish data by port (or all the ports in a

country together) on ingoing and outgoing transport, in tonnes, sometimes by country

where the goods came from or went to, and by mode of appearance (containers, dry

bulk, liquid bulk, roll on�roll off). For Europe, the ETISplus project has constructed

maritime OD matrices on these data, also using information from the trade data

(www.etisplus.eu). Port statistics often not only give tonnes but also the amount of

sea containers (commonly measured in TEU - Twenty Foot Equivalent Units). The

tonnes can be split over commodity types (e.g. NSTR), the TEU usually not.

Inland waterway statistics. This data mainly comes from national statistical

offices (international organisations publish only very limited information on inland

waterway flows), and of course only in a few countries this mode is of major rele-

vance. The information is available at the OD level, but only provides tonnes (not

containers) for a coarse classification of the commodities and of the zones abroad

for international flows.

Railway statistics. Goods flows by rail are recorded by the railway companies

that carry out these transports (possibly also by the clients of the railway compa-

nies) and the rail authorities record the train movements. Nevertheless, there often

is hardly any information on rail freight flows available for transport research,

especially now that many of the operators are private firms and are not obliged to

provide information on this. As a result, information is only published for some of

the years (e.g. every 5 years), and for instance the Eurostat data either has OD

flows (tonnes) without commodity distinctions, or total volumes by country with a

commodity classification. No comparable information on containers is available.

Airport statistics. As for seaports, the available base data are not organised in

the form of OD flows, but as statistics of the incoming and outgoing flows of spe-

cific airports. The ETISplus project produced a � partly synthetic � OD matrix for

air freight flows in/to/from the EU (in tonnes, no commodity distinction).

10.2.4 Shipper Surveys

Shipper surveys are interviews with shipping firms (e.g. producers of goods).

Unlike the databases mentioned above, these are not data that are collected regu-

larly by most of the national statistical offices in the world. Only some countries

(mostly their national statistical offices do this) have carried out shipper surveys,
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and these are done with larger time intervals, not every year, sometimes on an ad

hoc basis. The shippers are asked to provide information about a sample or their

outgoing (sometimes also incoming) shipments of goods.

Well-known examples are the US Commodity Flow Survey (CFS; several years;

see Vanek & Morlok, 1998), the French and Dutch shippers surveys of 1988, the

Swedish CFS (2001, 2004�2005 and 2009; see SIKA, 2003), the Norwegian CFS

and the French ECHO survey of 2004 (Rizet & Guilbault, 2004).

The information that is gathered includes the location and sector of the producer

and consumer, the value and weight of the goods and the transport chains used

(possibly multiple modes). The French ECHO survey goes beyond the other ship-

per surveys in that also the receiver and carrier firms involved in a number of spe-

cific shipments of the selected shippers were interviewed as well (extending it to a

shipper�carrier�receiver survey). About 10,000 shipments in total could be recon-

stituted this way, with detailed information (modes, transhipment locations) about

the different OD flows of these chains. The US and the Swedish surveys contain

considerably less information per shipment, but millions of shipments in total.

Under certain conditions, some shipper surveys have been made accessible to

transport researchers not only at the aggregate but also at the micro-level, for use

in research projects.

10.2.5 Specific Project-Based Interview Data (Especially Stated
Preference Data)

Several research projects in freight transport found that the existing data are not suffi-

cient for their purposes and carried out their own interviews with shippers and/or car-

riers firms, focussing on one or more individual shipments. This happens regularly

especially for projects that should provide freight values of time (or other service

quality attribute values) or develop mode choice models for freight transport. The

interviews can be revealed preference (observed choices), stated preference (choices

between hypothetical alternatives) or a combination of both. In the former case, the

survey is equivalent to a shipper survey. Examples can be found in Chapters 5 and 9.

10.2.6 Consignment Bills and RFIDs

Most of the information on individual shipments that researchers now get from

shipper surveys, could also be obtained (and also for many more shipments) from

the administrative documents that need to be completed for shipments (consign-

ment bills) and from RFID (Radio Frequency Identification) tags, which are elec-

tronic tags for tracking and tracing the shipments. The consignment bills are now

often completed and handled electronically and the tracking and tracing data is by

nature electronic data. However, neither of this data is publicly available. For use

in transport research, permission from the private firms involved would be needed.

A related possibility would be if a transport researcher would be allowed to have
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its own (additional) tags on the shipments of a certain carrier or shipper and read

out the data on where the shipments goes from this.

10.2.7 Traffic Count Data

Traffic counts in road transport can be both manual and automated (using induction

loops in the road surface) counts. Both result in numbers of road vehicles on some

road link that usually distinguish between trucks (buses) and cars. The induction

loop data can also be used to calculate travel times, but in these data there usually

is no distinction between trucks, buses and cars. Counts of trains, ships and air-

planes are in principle also possible, but the collection and use of such data is

uncommon outside major hubs, such as railway stations, airports or seaports. With

new technology becoming available, traffic counts for all modes of transport can

be based on approaches, such as satellite observation, GPS location services, traffic

cameras, Bluetooth communication and cellular phones. This opens up now possi-

bilities to create a complete picture of traffic flows in areas that were previously

difficult to map.

10.2.8 Transport Safety Inspection Data

Transport safety inspectorates collect some data that might also be of use in freight

transport modelling. Their main forms of inspection are usually roadside inspec-

tions and firm inspections, both checking whether working and driving time regula-

tions and cargo weight regulations are being followed. This includes checking the

working and driving times recorded by on-board units and the cargo plus vehicle

weight at specific weighting sites or on the road itself (weigh-in-motion

measurements).

10.2.9 Network Data

These are the standard transport engineering data on links, link capacity, nodes, dis-

tances and transport times. They can be organised by mode (road, rail, waterways,

etc., networks) or be combined in a multimodal network that would also include

transhipment links.

Apart from this, there can also be timetables for transport services that operate

at fixed times, such as liner services in sea transport, shuttle trains, etc.

10.2.10 Cost Functions

Transport cost functions are usually given by mode, but sometimes also for differ-

ent vehicle types within a mode. They might depend on the shipment size (e.g.

lower unit rates for bigger shipments). The costs functions are sometimes based on

data from a sample of firms (e.g. quoted freight rates or survey data on cost), but

can also simply be based on assumptions provided by experts. Apart from transport
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costs information, logistics costs also consist of information about for instance

order, storage and capital costs.

10.2.11 Terminal Data

These are data on seaports, inland ports, airports, rail terminals and consolidation

and distribution centres within road transport on attributes, such as the location,

types of goods, throughput and costs.

10.3 Which Data Sources Can Be Used in Which Type of
Model?

In Table 10.1, we repeat the overview of data sources from Section 10.2 and add

for each source its possible uses in freight transport modelling.

Table 10.1 can also be read from right to left: given that one wants to develop a

certain model, base matrix or set of conversion factors in the context of freight

transport modelling, the data sources that can be used for this are in the left-hand

side column. This is also further discussed in the next section.

10.4 Discussion on Data Availability and Model Form

As discussed in de Jong et al. (2004, 2012), the four-step modelling structure from

passenger transport has been adopted in freight transport modelling1 with some

extensions (Tavasszy et al., 2012):

� Generation models for production and attraction per sector (e.g. mining) or commodity

group (e.g. petroleum);
� Distribution models, sometimes with a dependence of the distribution on the transport

resistance between zones from the modal split model;
� Inventory network models as an intermediate step, between trade and transport;
� Modal split models;
� Network assignment.

However, additional steps are often needed to transform trade flows in money

units to physical flows of goods in tonnes and further into vehicle flows with spe-

cific vehicle utilisation factors. These additional processes can be modelled as fixed

rates, and also by explicit representation of logistics choices. Also other logistics

aspects that are related to the trade-off between transport and inventory costs are

1There are also freight transport models which do not fit into the four-step model structure and which

have no base in passenger transport modelling, such as models that explain the share of the monetary

expenditure on a certain transport mode in total production cost, which are based on the economic the-

ory of the firm.
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Table 10.1 Different Data Sources and How They Can Be Used in Freight

Transport Modelling

Data Sources Use in Freight Transport Modelling

Trade statistics Estimation of PC matrices for the base year

Aggregate gravity-type models for generation and distribution

at the PC level

Value-to-weight ratios (for exported and imported goods)

National account data Estimation of PC matrices for the base year

Aggregate I/O models and SCGE models for generation and

distribution

Transport statistics Estimation of OD matrices for the base year

Estimation of gravity-type models for generation and

distribution at the OD level (less appropriate than at the

PC level)

Estimation of aggregate mode choice models

Load factors (cargo weight to vehicle capacity)

Aggregate port choice models

Models for road vehicle type choice, tour formation and empty

driving/load factor if micro-data available

Shipper surveys Estimation of PC matrices for the base year

Estimation of disaggregate mode choice models

Estimation of transport chain choice models

Estimation of disaggregate shipment size choice models

Estimation of disaggregate joint models (mode-shipment;

mode-supplier)

Value-to-weight ratios

Stated preference

surveys

Estimation of disaggregate mode choice model

Estimation of route choice models

Estimation of transport chain choice models

Estimation of disaggregate shipment size choice models

Estimation of disaggregate joint models (mode-shipment;

mode-supplier)

Monetary value of service attributes (e.g. value of time)

Consignment bills and

RFID data

Estimation of OD matrices for the base year (possibly PC, if

tags stay on after transhipment or if combinations of tags

registered at transhipment)

Estimation of disaggregate mode choice models

Estimation of disaggregate shipment size choice models

Estimation of disaggregate joint models (mode-shipment;

mode-supplier)

Traffic count data Estimation of OD matrices for the base year

Estimation of route choice models

Calibration data

Traffic safety

inspection data

Load factors

(Continued)
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usually not included in freight transport models, even though the logistics solutions

of firms influence the mode split.

For the generation and distribution steps at the zone-to-zone level, gravity mod-

els, I/O models and spatial computable general equilibrium (SCGE) models can be

used (though especially the latter models represent much more than freight trans-

port generation and distribution; they also have components on the labour, land and

goods markets). To estimate gravity-based models, one needs trade statistics or

transport statistics. Use of the former type of data gives models at the PC level,

which are the zones where these goods flows are actually produced and attracted

to. A gravity-type model on transport statistics is less appropriate, since for indirect

(multimodal) transports, the starting and ending points from the transport data may

not be the real endpoints that caused the goods flow, but just transhipment

locations.

For the construction of I/O and SCGE models, one needs I/O tables and make

and use tables from the national accounts data, preferably multiregional (otherwise,

one might carry out a regionalisation). In order to make distribution models depen-

dent on transport costs and time between zones, one needs to include time and dis-

tance data from transport network skims (possibly combined with cost functions),

or accessibility indicators (such as logsums) from mode choice models.

There are hardly any disaggregate models for generation and distribution in

freight transport. The only exception known to us as concerns a few models that

handle the choice of supplier by an individual receiver, thus also including the dis-

tribution step in a disaggregate manner (e.g. Samimi, Mohammadian, &

Kawamura, 2010). This may however be an attractive future extension of random

utility discrete choice modelling that nowadays in freight transport is largely con-

fined to mode choice. The downside is that such a model requires data from a ship-

per survey or a project-specific interview survey for estimation.

Inventory network models are relatively new (see Chapter 4). The latest experi-

ments indicate that O/D data for trade and transport do differ to the extent that an

intermediate model connecting the two is warranted. Aggregate and disaggregate

models were estimated, respectively, based on publicly available statistics or on

survey data. Interregional trade is not observed directly and observations of ware-

housing activities are only available in exceptional cases. The development of such

models will be confined to situations where a suitable estimation framework can be

Table 10.1 (Continued)

Data Sources Use in Freight Transport Modelling

Network data with

costs functions

Direct input for the estimation of aggregate and disaggregate

mode choice models and joint models

Indirect input for aggregate distribution models

Direct input for the estimation of route choice models

Terminal data Direct input for the estimation of transport chain choice models

238 Modelling Freight Transport



built on the basis of available data. Supply-side data that are relevant for these

models concern warehousing, handling, inventory and transport cost data for differ-

ent shipment sizes and commodity groups.

The estimation of aggregate mode choice models (see Chapter 6) calls for trans-

port statistics data by mode. These are available in most countries. The information

that is required for the estimation of disaggregate mode choice models, shippers

surveys, stated preference surveys or consignment bill data, is not so often avail-

able. The same data could be used for joint models of mode and shipment size (or

shipment size by itself), but especially stated preference surveys are also often car-

ried out to obtain monetary values of service attributes, such as transport time and

reliability.

If the generation and distribution model would be at the PC level, the corre-

sponding consistent mode choice component would be a transport chain choice

model. In principle, this could be both an aggregate or a disaggregate transport

chain choice model. However, aggregate information on actually used transport

chains is very scarce and limited to records of transhipment activities at intermodal

terminals and in some cases statistics of access and egress movements related to

intermodal terminals. The limited direct observations that we have of transport

chains comes from disaggregate shipper surveys (including CFSs). In this case, it

doesn’t make much sense to aggregate the disaggregate transport chain information

so that an aggregate transport chain model can be estimated. Better use of the data

(with less aggregation bias) then would be to use the disaggregate data to estimate

disaggregate transport chain choice models (that can be used for aggregate predic-

tions). In all cases, for a transport chain model one also needs network data (time

and cost by mode), cost functions and data on the terminals for transhipment.

Information on observed use of different routes from traffic counts can be used

to estimate network assignment models (alternatively in SP interviews one can col-

lect information about stated route choices). Typically however, network assign-

ment models do not use information on observed choices or market shares, but use

a deterministic rule to assign vehicles to a shortest path (possibly also using infor-

mation about link and node capacities). The only information required then is net-

work data, in some cases with information about the value of time versus cost. In

some cases traffic counts are used to calibrate parameters in the route choice

model.

The same modelling philosophy that is routinely used in network assignment

can also be used for other choices where information on observed choices is miss-

ing. In the absence of information about transport chains, one might use a deter-

ministic model that predicts the transport chain choice on the basis of minimisation

of the full logistics costs (Ben-Akiva & de Jong, 2013). However, the outcomes of

this are normative, not necessarily realistic (the latter problem can be reduced by a

calibration of the predictions to other data, such as mode shares at the OD level

from transport statistics).

For building the conversion modules, data can come from trade statistics (value-

to-weight ratios for export and import), and shipper surveys (export, import and

domestic flows), provided that they record both the values and the weights.
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Questions on the volumes (m3) might also be asked in shipper surveys and could

be used as explanatory variables in mode choice and transport logistics choices

(especially on the load factor). For observed information on the load factor the

transport statistics (especially the OD-based interviews with the truck operators)

can be used, and also the vehicle and load weight data from traffic safety inspec-

tions (though there might be a bias towards overloaded vehicles).

Aggregate port choice models can be based on port statistics (together with net-

work information at the sea and the hinterland side). Aggregate vehicle type choice

models (not ownership of the vehicles, but their use) need information on the vehi-

cle type use shares, preferably per OD. Disaggregate vehicle type choice models

are also possible, but for estimation need micro-data from interviews with the truck

operators. For modelling tour formation and the amount of empty driving and the

load factor of trucks at the disaggregate level, one also needs to have access to

micro-data from interviews with firms that are operating the trucks.

Many transport models use the pivot-point method: the models are only used to

give changes in the flows between the base year and a future year, and these

changes (usually in the form of ratios, sometimes in the form of differences) are

applied cell-by-cell to the base matrices (that represent the situation for the base

year, as much as possible based on observed information). Pivoting can be done at

the OD level as well as at the PC level (even in the same model system both can

occur). PC base matrices can be based on trade statistics, national account data and

shipper surveys. OD base matrices can be established on information from transport

statistics, consignment bills and RFID data and traffic counts.

10.5 Dealing with Data Limitations Through Estimation

One function of transport models is to estimate missing flow data, where only a

small sample of all flows can be observed, or where flows cannot be observed

directly. The reasons for lack of data are often limitations in resources, different

and unconnected responsibilities for data acquisition by governmental jurisdictions

or different organisations, lack of sharing of data due to competition between com-

panies. Consider for example the following cases:

� Transport databases in the form of origin/destination tables where, if no surveys are held,

O/D movements are not observed directly but have to be estimated from partial observa-

tions, such as traffic counts or screenline counts.
� Transport chains, where the whole chain cannot be observed directly, unless a shipment

is followed door-to-door in a transport survey. Such surveys are rare as they are very

expensive. Often, however, statistics of individual modes or transhipment terminals may

be sufficient to estimate the flow over individual transport chains.
� Foreign transport companies that do not have an obligation to report their movements to

the statistics offices of each country of transit. In countries with a high share of foreign

carriers using the road network, this implies that a significant part of the truck flows is

not recorded.
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� Transport terminals, where the final origin and destination of the goods transhipped is

unknown but is needed to understand the size of the catchment area of terminals.
� A vehicle-based sample of O/D flows, where the share of the vehicles of the entire popu-

lation of vehicles is known, but it is unclear what the share of their reported O/D move-

ments is in the total O/D flow.

In all these cases, estimation methods can help to build a complete picture from

incomplete data. O/D matrix estimation or O/D synthesis has been in use for

passenger transport for decades (see e.g. Ortúzar & Willumsen, 2011).

Implementations of these methods for circumstances special to freight transport

date back to the 1990s (Tavasszy, 1996) and have recently been revived (Holguı́n-

Veras, 2008). Estimation approaches can be statistical (usually based on entropy

maximisation or equivalent methods) and/or based on a structural model of flows

(usually the gravity models). The most basic approach towards O/D estimation is

the so-called Furness algorithm. This algorithm is used to complete a matrix of

flows, given (1) observed totals for columns and rows of the matrix and (2) a set

of starting O/D values that provide a truthful representation of the deterrent effect

of distance (or costs) on flows. It can be shown that this algorithm follows from

the optimisation problem for estimating a gravity model, assuming independent

Poisson distributed observations, maximising the (log)likelihood of the observed

matrix totals (Kirby, 1974). The system is specified by the following equations:

t̂ij 5 pi � qj � f ðcijÞ ð10:1Þ

Prðtij=t̂ijÞ5
e2t̂ijU t̂tijij
tij!

ð10:2Þ

L5 L
ij

Prðtij=t̂ijÞ ð10:3Þ

where

tij5 observed transport flow between regions i and j

cij5 observed transport costs

t̂ij 5 calculated transport flow between i and j

L5 likelihood

f5 deterrence function

p, q5 gravity model row and column coefficients.

The approach remains the same if the observations do not include row or col-

umn totals but parts of the matrix or sums of cells (Kirby, 1979). Depending on the

type of observations that are available, additional assumptions need to be made to

allow estimations. As an example, such a case occurs when, within an international

O/D matrix, the transport flows between countries are not observed at a regional

level, but only as country-to-country totals (Tavasszy, 1996). The estimation prob-

lem now has to satisfy two types of counts and, in addition, account for structural

differences between domestic and international trade due to international border
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barriers. Another example involves traffic counts, which represent a sum of O/D

movements. In order to know which share of movements from which O/D pairs

contributes to the observed counts, we need to know the routes of all trips in the

network. This can only be provided by a validated route choice model. If such a

validated model is not available, the estimation of the route choice model can be

taken up as part of the estimation problem. Several circumstances can complicate

this basic estimation problem:

� If the route choices have a complex structure, due to e.g. round trips or hub and spoke

operations, and they cannot all be modelled explicitly, an additional statistical problem

needs to be solved, where the most likely trips are calculated that lead to the traffic

counts observed. This problem was treated by Wang & Holguı́n-Veras (2009).
� If the estimation problem we have is multimodal, we need to construct a door-to-door O/D

matrix from counts from different modes, connected through terminals. In this case, we

need a multimodal route choice model. A model in this vein for estimating multimodal

freight O/D matrices has been proposed by Pattanamekar et al. (2008).

An important precondition is that there is a minimal amount of data available, in

order to avoid an underdetermined estimation problem. If matrices of observations

are too sparse, independent sub-problems in the entire estimation problem can cre-

ate nonsensical outcomes for the unobserved counts or the estimation algorithm

will not converge (Kirby, 1979).

10.6 Concluding Remarks

Data availability is key for modelling. There is a long tradition of data acquisition

for freight transport, through statistics for trade and freight trips by all modes of

transport. Also, traffic counts distinguish between freight and passenger move-

ments. At the same time, there are areas which are unobserved and notoriously dif-

ficult to map, due to the fact that current statistical systems are not developed

enough, or due to the proprietary nature of business information. These include:

� Light goods vehicles, or vans, which sometimes are used for freight transport and some-

times for passenger transport. Service trips fall in between these trip purposes.
� The material content of economic exchanges, which changes due to the increasing contri-

bution of services to economic activity, leading to dematerialisation.
� Costs of freight transport and related logistics processes (loading/unloading, cross-dock-

ing, transhipment, storage, production and administration).
� Content of transport units, be it vehicles or containers. These are observed as ‘boxes’

with a content that may be recorded in bills of lading but is seldom transferred into statis-

tical systems. Trade statistics may have this detailed information but lack the specificity

of transport statistics in terms of spatial detail or mode of transport.
� Consumer choices that have an indirect influence on freight but can have a strong impact,

such as temporal or spatial choices in shopping behaviour, or in e-commerce.

In general, disaggregate data is hard to obtain on a systematic basis and for

larger populations, without a special arrangement about confidentiality and level of
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detail (anonymous and generally only aggregate) in dissemination. In the past, gov-

ernmental statistical offices were the ones who had exclusive infrastructures in

place to create statistics for the public or to carry out unique, large-scale surveys.

Currently, this field is changing quickly. First, data capture is becoming digital to

an increasing extent (from paper-based surveys to web-based, further towards cap-

ture from operational transport management systems). This implies that potentially

the flow of data can increase at no additional costs (or even, at lower costs).

Second, as the transport world is entering the digital age, data sources are no longer

isolated (by mode, firm or jurisdictional area) but can be exploited to the full as it

covers entire global supply chains. This implies that transport data repositories will

be created that cover entire supply chains or transport chains. Third, there is a

strong drive towards sharing data across supply chains and extending the reach of

data availability outside the conventional business relations to new communities.

The challenge for transport modelling research is to follow these technological

developments and create safe environments for experimentation, to allow develop-

ment of models based on as much data as possible, and more data than was ever

available. The consequences of these ‘big data’ developments can be huge. One

could speculate that the heterogeneous nature of freight would not be an important

unknown factor, as it is now in many models, but would be known in all detail.

Big data analytics could also lead to the discovery of new explanatory patterns that

help us to understand the drivers of freight transport demand and supply.

Potentially, it could break new ground, replacing our present causal models and

theories by correlations and associations between data that provide a better expla-

nation of how freight moves.

References

Abate, A. M. (2014). Determinants of capacity utilization in road freight transport. Journal

of Transport Economics and Policy, 48(1), pp. 137�152.

Ben-Akiva, M. E., & de Jong, G. C. (2013). The aggregate�disaggregate�aggregate (ADA)

freight model system. In M. E. Ben-Akiva, H. Meersman, & E. van de Voorde (Eds.),

Recent developments in transport modelling: Lessons for the freight sector. Bingley:

Emerald.

de Jong, G. (2004). National and international freight transport models: an overview and

ideas for future development. Transport Reviews, 24(1), 103�124.

de Jong, G., Vierth, I., Tavasszy, L. A., & Ben-Akiva, M. (2013). Recent developments in

national and international freight transport models. Transportation, 40(2), 347�371.

Holguı́n-Veras, J., & Patil, G. R. (2008). Multicommodity integrated freight origin�destina-

tion synthesis model. Networks and Spatial Economics, 8, 309�326.
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11.1 Introduction

The choice of the best freight transport model in a specific situation depends on many

criteria, data availability (as discussed in the previous chapter) being only one of these.

The relevant criteria can be decomposed into two groups:

� The demand side: The objectives on the model and related to that the questions the model

is intended to answer. But also criteria like transparency of the model for the user can be

grouped here.
� The supply side: What is technically possible, including considerations of data availability,

what different modelling techniques have to offer, and also the available know-how, time

and money budgets for model development and run-time of the model in application?

Often different model types need to be combined in a single model system to

answer specific questions. The four-stage transport models, discussed in Chapter 1,

and their freight-transport-specific extensions consist of several model types (e.g.

input/output (I/O) models, aggregate modal split models and network assignment)

that are all needed to give the impacts on transport of adding new links to the

transport networks.

A single type of model or model system that is best on all relevant criteria does not

exist. Even if one would only consider the criterion of which policy questions the

model should be able to answer, this would already lead to a mix of different models.

The most comprehensive and complex model is not always the best model. A model

should not be more complicated than is necessary to answer the questions asked (this

rule is sometimes called ‘Occam’s razor’, after the medieval philosopher who first

proposed this rule). On the other hand, a model should also not be so simple that its

answers will be a too inaccurate reflection of reality, which usually is very complex.

However, it may also not be wise to develop separate models for every separate

policy question. Such models may be optimal on the specific criterion of providing
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the best possible answers to policy question, but may require much heavier invest-

ments in model development than a limited number of multi-purpose models.

Moreover, especially in the context of societal cost-benefit analysis (and/or multi-

criteria analysis) it can be considered an advantage if several proposed transport

projects and policies have been appraised using the same model, so that the out-

comes will be more comparable than with different models. Multi-purpose models

can also have components that can be turned on/off for answering specific

questions.

So advantages of multi-purpose models are comparability of the outcomes and a

more solid justification of the model development cost. But multi-purpose is not

the same as all-purpose. In our view, the best choice on the criteria on model form

in most situations will lead to a combination of different freight transport models

for the same study area (which could be linked to each other).

In Section 11.2, we will first discuss the need to have both relatively simple

models with a wide scope and comprehensive models that focus on depth of detail.

Then in Section 11.3, the importance of the model objectives and the research

questions on the choice of model form is discussed. The second group of criteria

on model choice, the supply-side criteria, is discussed in Section 11.4. Finally in

Section 11.5, we provide some concluding remarks on comprehensive versus sim-

plified models.

11.2 High- and Low-Resolution Models

In de Jong, Gunn, & Walker (2004), first a review of the model types at the

national and international level1 available at the time is given, followed by a rec-

ommendation to develop an integrated family of mutually consistent models at two

different levels of resolution:

� a detailed, high-resolution, model system for spatial planning;
� a fast, low-resolution, policy analysis model.

The main reason for having these two different family members is that each of

them can handle different questions. The low-resolution model can be used for

policy analysis, which is about distinguishing between promising and unpromis-

ing policy alternatives, in an uncertain world where many issues are interrelated.

This should only give first order approximations, which can then be worked out

into specific project proposals and subsequently be simulated in the high-

resolution model to assist the actual decision-making about transport projects and

policies.

Other reasons for having two sets of freight transport models at the same time

for a state, country or group of countries are that the high-resolution model may be

expensive and time-consuming to run for many possible policy actions, whereas

1To this family of two can be added urban freight models for cities within the national or international

study area (see Chapter 8).
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accuracy requirements and need for detail in the initial stages are lower. Finally

decision-makers in different stages may have different cognitive needs and may

therefore require information at different levels of detail.

Figure 11.1 shows how the low-resolution model system and the high-resolution

model provide different levels for the model’s scope (the breadth of the model in

terms of the number of factors or markets included) and the model’s depth of detail

(the amount of detail for the factors that are included. Models that are neither wide

nor deep are not particularly interesting. Policy analysis models (low-resolution)

will preferably include a wide range of factors (e.g. not just the freight transport

market but also land use, emissions and the economy), but for each of those factors

limited detail will be included. High-resolution models for project appraisal and

spatial planning will focus on freight transport, taking factors such as the economic

conditions and land use as given (possibly through scenarios), but with more detail

on freight transport itself in terms of commodity types, number of zones and size

of the transport networks. Models with a lot of factors and a lot of detail per factor

have also been attempted. Even though modern computing technology is able to

handle much larger computational problems that in the past, ‘models of everything’

are not commendable. They often become highly non-transparent (the same

changes can be caused by different factors) and unstable because so many things

are treated as endogenous and so little is taken as exogenous.

The types of low-resolution models that come to mind for policy analysis are

elasticity- and trip-rate-based models (e.g. de Jong, Gunn, & Ben-Akiva, 2004; or

the HIGH TOOL model that is now being developed for the European

Commission) and system dynamics models (e.g. ASTRA Consortium, 2000).

Spatial computable general equilibrium (SCGE) models (see Chapter 2) also cover

a considerable breadth of scope (various interconnected markets, such as for trans-

port services, land use, labour and goods), without treating (freight) transport in

Breadth of scope (number of factors)

D
ep

th
 o

f 
de

ta
il 

(p
er

 f
ac

to
r)

Policy analysis models
(screening, comparison
of alternatives)

Implementation planning,
engineering, scientific
models

Impractical (but frequently
attempted, usually with
disastrous consequences) 

Figure 11.1 Different types of models with different scopes and levels of details.

Source: From de Jong, Gunn, & Walker (2004).
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detail, and might also be used for policy analysis purposes, provided that they

remain relatively simple in structure and fast (and easy) in application.

A high run-time for a model is in practice often caused by equilibration pro-

cesses which require that the same calculations are made over and over again to

find or at least approach an equilibrium situation (iterative model applications). An

example is network assignment with capacity constraints or a model with feedbacks

in the form of OD transport times from assignment to transport demand. For a pol-

icy analysis model a better choice may well be to ignore such constraints and feed-

backs or to approximate them within a single model run.

A low-resolution model can be developed independently, but it can also be

based on one or more high-resolution models. In the latter case it becomes a

‘repro-model’ or ‘simplified model’. One way of achieving this is to do a system-

atic set (but only once and for all) of runs with the detailed model, and then to

estimate a repro-model on the outcomes of the detailed model, so that the

low-resolution model will have basically the same response characteristics as the

high-resolution model and becomes a fast and approximate version of it. One might

also pull out basic equations from the detailed model and leave out equations, vari-

ables and feedbacks that are of lesser importance.

11.3 Model Objectives and Policy Questions and Their
Impact on Model Form

Freight transport models are used to assess the impacts of different types of autono-

mous developments and policy measures, such as changes in national regulations

and taxes or infrastructure investments in specific links, nodes and corridors. A wide

range of models and model systems are applied by public agencies. Furthermore, a

lot of freight transport modelling takes place at universities and at the individual

firm level. Models to optimise transport and logistics within a specific firm or supply

chain are not discussed in this chapter. Nevertheless, there are many things that

models for government agencies or models in scientific research can learn from

models for the private sector (as was discussed for instance in Chapters 5 and 7).

Freight transport models for public agencies are used for assisting decision-

making on the following transport policy measures:

� changes in national regulations (e.g. on working and driving hours and maximum allowed

vehicle loads) and taxes;
� infrastructure investments in specific links, nodes and corridors (new roads, railway lines,

canals, ports, multimodal terminals, locks and also extensions of the current infrastructure

in these respects);
� traffic management, such as variable message signs, on-ramp metering, variable speed

limits, peak hour and reserved lanes, priorities in road and rail (e.g. freight trains versus

passenger trains) traffic;
� pricing measures, such as road pricing per location and time-of-day, or railway infrastruc-

ture charges;
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� spatial and temporal planning measures, such as restrictions on locations for manufactur-

ing or warehouses, low or zero emission zones or delivery time windows for retailers.

Furthermore, there is an interest in the impact of autonomous developments (e.g.

economic development, population change, employment, oil prices, . . .) on transport.
For policy questions about the influence of autonomous factors and about the

impact of changes in regulations and taxes and uniform pricing measures, rather

general models (like the low-resolution models discussed above) might be suffi-

cient; detailed zoning systems and networks are not required, unless outcomes for

specific zones and links would be asked.

However, for policy questions about the transport impacts of infrastructure

investment projects, traffic management, charging by location and time-of-day

and spatial planning measures, detailed network models are indispensable.

Especially for traffic management measures, a detailed representation of the

flows on the network is needed. For evaluating the impact of time-period-

specific pricing measures and temporal policies, the network model needs to be

supplemented by a freight transport departure time choice model (which is very

uncommon in freight transport modelling, but might be done on stated prefer-

ence data).

Decision-makers may want to know the impact of the above policy measures

and autonomous developments (in various combinations) on transport, in the short,

medium and long run, at different spatial scales. Different timescales and different

spatial scales call for different types of models.

For the short run (say up to 1 year) and also the medium run (a couple of years),

there is more scope for time series models, that start from the current patterns and

focus on the changes over time,2 especially if the changes are relatively small and

few. For the long run (5�30 years ahead), cross-sectional models (aggregate mod-

els such as gravity or I/O models as discussed in Chapter 2; or disaggregate models

such as logit models for individual mode choice as discussed in Chapter 6) that

explain transport ‘from scratch’ may be more appropriate.

If outcomes are only required for the study area (such as a state or country) as a

whole, relatively simple and fast models (such as the policy analysis models above)

may be sufficient. Should outcomes be needed for a large number of zones within

the study area, a high-resolution model enters the picture. An example is the

appraisal of new infrastructure links, where one needs to predict an OD matrix that

is assigned to the network with and without the new link to obtain the impact of

the transport project on transport.

Another relevant consideration is the type of output indicators that are required.

In the case of freight transport this may be (also see Section 9.3 on elasticities):

� transport volumes in tonnes and tonne km (by mode);
� vehicle km (by mode);

2This also holds for doing pivot�point analysis: this is more important for medium run forecasts than

for long run predictions, since the further away one gets from the present, the less important it becomes

to start from a good representation of the current patterns.
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� number of vehicles on specific routes;
� number of vehicles by route and time period.

In order to get predictions for the number of tonnes and tonne km by mode one

needs models of generation, spatial distribution (including inventory chains) and

mode choice (or transport chain choice). But for the number of vehicle km one also

needs to model the shipment size distribution, the allocation of vehicles to ship-

ment sized and the empty backhauls (though often this is simply done by assuming

fixed load factors and empty trip factors).

To generate vehicle intensities per link of the network, assignment procedures

are needed. Often these are the most time-consuming parts of a model run.

Apart from the impacts of autonomous developments and policy measures on

transport itself, public decision-makers often want to know the impact of these

through transport on the economy and employment (the ‘indirect effects of trans-

port’) and on fuel use, local and greenhouse gas emissions, safety, nature (the

‘external effects of transport’). This either requires the use of unit rates for these

effects (that are combined with outcomes on transport) or of specific models or

model components on these issues (such as atmospheric pollution models for the

spread of harmful emissions from traffic). In both cases, for CBA (Cost-Benefit

Analysis) one also needs monetary values for these units.

A special kind of effect is congestion. Indicators of congestion can be the

vehicle intensity to capacity (I/C) ratio of a link, the ratio of the actual to the

free-flow speed or the total number of hours lost due to congestion. To obtain

results in terms of these indicators, one needs to do a capacity-constrained

assignment, if possible one that takes into account that from initial bottleneck

links (or nodes), congestion spreads backwards through the network, affecting

other links (nodes) upstream, whereas links (nodes) downstream may remain

uncongested.

11.4 Approaches for Simplification

In this section, we discuss several modelling options based on our framework in

Chapter 1, for simplifying high-resolution models. High-resolution models were

discussed in detail in the previous chapters. The basic types of models available for

low-resolution models were discussed in Section 11.2; some of these approaches

also figured in earlier chapters. For more in-depth empirical information on these

methods we refer the reader to Chapter 10. This section discusses the specific

choice situations around high-resolution models that regularly occur in practice.

We see three strategies for simplification:

� simplification by omission of sub-models;
� simplification by integration of sub-models;
� simplification by a reduced data need.
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11.4.1 Simplification by Omission of Sub-Models

Figure 11.2 sketches a first series of three options for simplification of a conven-

tional stepwise approach (numbered 1) that follows the general framework depicted

in Chapter 1. The three options (left to right, numbered 2�4) are frequently

encountered in practice and include the following measures:

� replacing the step of inventory networks (see Chapter 4) in the gravity model (option 2);
� replacing the I/O approach (see Chapter 2) by a direct freight generation model (see

Chapter 3) (option 3);
� replacing the I/O approach by a direct trip generation model (see Chapter 3) (option 4).

We discuss these options below.

11.4.1.1 Option 2: Combining Inventory Networks and the Trade Model

This is the most frequently used approach in freight modelling. Generally, it is

assumed that the trade flows in tonnes will be very close to the transport flows.

Although there is usually no empirical evidence to support this assumption, it is a

convenient simplification as much of the complexity of logistics can be omitted.

The consequence of this simplification could be that the model underestimates the
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Figure 11.2 Options for simplification in freight models through reduction.
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volume of flows, as indirect movements that use distribution centres are omitted. In

addition, the elasticity of the transport flows will be overestimated, as inventories

tend to function as buffers in the system and dampen cost increases.

A possible addition to the usual approach to take into account inventories to a lim-

ited extent is to obtain information from the I/O tables on the services provided by

distribution centres, regionalise this data by the appropriate zonal statistics and use

the correct conversion factors to translate these services into tonnes of freight gener-

ated or attracted. This does not guarantee yet, of course, that the spatial patterns are

reproduced correctly; the gravity model is not directed at describing chains. If the

amount of freight generated and attracted by distribution centres is known for each

region, two gravity models can be estimated for flows to and from distribution cen-

tres. An approach for this is outlined in Davydenko & Tavasszy (2013).

11.4.1.2 Option 3: From I/O-Based to Freight Generation-Based Models

I/O and SCGE model types (see Chapter 2 or Cascetta et al. 2013) require eco-

nomic statistics in the form of make/use tables or social accounting matrices. If

such data would not be available (or very old) or if no reliable regionalisation (allo-

cation of trade flows to specific geographic zones, e.g. on the basis of the share of

each zone in the production and consumption of a sector) could be carried out,

there is no choice really but to use direct freight generation models in combination

with gravity-type models.

Note that freight generation models also involve a conversion from zonal eco-

nomic aggregates to tonnes (some measure of economic activity such as added

value, production or consumption value, employment or land use aggregates).

The model form is, however, much simpler than an I/O model, as relations

between sectors are not taken into account. The advantages of both I/O models and

SCGE models over freight generation models are a much stronger base of the

freight transport model in economic statistics (which is a natural starting point for

explaining freight transport volumes), as well as the ability to include other phe-

nomena than just transport (such as land use and productivity) and their linkages to

the transport sector (for I/O models only with elastic coefficients). SCGE models

also have a better foundation in economic theory than the other two model types

and can be even broader (more markets, also for instance the labour market) than

I/O models.

11.4.1.3 Option 4: From I/O-Based to Trip Generation-Based Models

As discussed extensively in Chapter 3, freight and trip generation models each

have their advantages and drawbacks. For a simplified model approach, using a trip

generation model has the major advantage of obviating the use of freight-related

generation data (which are more difficult to measure) and conversion models or

factors from tonnes to trips (see Chapter 7), which can become equally compli-

cated. The price is that much of the detail of the underlying logistics processes is

lost, e.g. in terms of economies of density or scale that can be achieved through
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bundling of shipments or trips. Nevertheless, the approach is relatively easy to

implement, certainly if only one mode of transport is concerned.

11.4.2 Simplification by Integration

A second strategy for simplification concerns the combination of parts of the

framework into integrative models. Note that this approach, in contrast to the one

above, does not eliminate parts of the framework, but mainly simplifies the struc-

ture of the model by combination of sub-models. Figure 11.3 shows two simplifica-

tions, one occurring in the upper third of the figure (one integrative model for the

market of goods), the other in the lower third of the figure (one integrative model

for transport network choice). A major advantage of integrating the production/con-

sumption and trade sub-models for freight markets is the (theoretical and empirical)
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consistency that is achieved between these sub-models in terms of product volumes

and prices. Integrating network assignments of different modes in a supernetwork

approach is useful as it provides additional information on possible intermodal

transport movements. Besides this improvement in consistency and information

content, the advantage of this freight model architecture is also the good fit with

current policy questions in logistics (Tavasszy et al., 2003).

We will briefly discuss the pros and cons of these approaches from the view-

point of implementation below. The SCGE approach is detailed out in Chapter 2 of

this book, the multimodal network assignment in Chapter 5.

The replacement of the freight generation and distribution stages by one model,

we should note, is not only reserved for the SCGE model type. Other approaches

(Wegener, 2011) are possible (such as macroeconomic models, regional production

function models and land use transport interaction (LUTI) models) that combine

these calculations. The SCGE models, however, are rooted in one consistent body

of theory (the so-called new economic geography). Nevertheless, any integrative

and comprehensive treatment will require some form of equilibration (dynamic or

static) and may involve longer calculation times than the base option.

Multimodal network modelling (see Chapter 6) requires less data on observed

transport outcomes than aggregate choice models. In the model, transport chains

with different modes in a sequence and transhipment locations can be found by

searching for the shortest (fastest or cheapest) path in a multimodal network, and

all that is required is this multimodal network. For validation purposes, however,

additional data is required as the model generates transhipment flows. The down-

side of a deterministic assignment is that the researcher has little scope for control-

ling this optimisation process (e.g. through calibration parameters), because there

are hardly any such parameters. In reality mode-route alternatives may be chosen

in quite different proportions than obtained from the costs minimisation in the mul-

timodal assignment, because decision-makers also take other factors into account

(e.g. reliability, flexibility, perceptions on certain modes). In stochastic (e.g. ran-

dom utility) models of mode choice such influences are accounted for in modal

constants and error terms.3 Furthermore, deterministic multimodal assignment

might lead to overreactions to exogenous changes, because of the all-or-nothing

character of the underlying mechanism.

Our recommendation is to handle mode choice, and if possible transport chain

choice in a probabilistic model. This can either be a probabilistic discrete choice

model (aggregate or disaggregate) or a probabilistic multimodal assignment (all

these models were discussed in Chapter 6). If one would include the mode choice

in a larger model system as a discrete choice model, the subsequent assignment can

be uni-modal. In case of a discrete choice transport chain model, the assignment

still needs to determine the optimal transhipment locations for every type of trans-

port chain (e.g. which ports are optimal for road�sea�road?), as well as the best

route for each uni-modal leg of the transport chain (two road legs and one sea leg

in the example just given). Including all of this in a discrete choice model would

3 In some stated preference models these factors have been made explicit as attributes of the modes.

254 Modelling Freight Transport



lead to an abundance of choice alternatives (with mutual correlations). A choice

model for network assignment that deals with this additional complexity of route

overlaps is C-logit.

11.4.3 Simplification by Reduced Data Need

A third strategy for model simplification concerns the reduction of the specification

of sub-models (and, in particular, the choice models) by using aggregate instead of

disaggregate data. We explore this strategy for the choice model where these

choices have been most debated: the mode choice model.

Aggregate modal split models (see Chapter 6) require for estimation only data

on the shares of the mode by OD or PC pair (combined with cost and/or time by

mode), if possible by commodity type. For disaggregate models, micro-data about

the mode choice for specific shipments are needed. Disaggregate models have as

advantages that they have a more direct base in a theory of individual or company

behaviour and that it becomes possible in these models to include more attributes,

such as those related to the shipper, the receiver, the carrier or the shipment as

explanatory variables in the model. The main advantage, however, is that they do

not assume that there is an optimisation of mode choice at the zone-to-zone level,

but at the level of individual shipments (though possibly allowing for consolidation

of individual shipments).

So, if a sufficiently large sample of micro-data on individual shipments is avail-

able, it remains hard to argue in favour of aggregate models, and the researcher is

recommended to treat mode (or transport chain) choice in a disaggregate fashion.

In the absence of such data, there are still possibilities for developing a determin-

istic micro-level model, but this would be lacking a direct empirical basis. An

aggregate modal split model would be a perfectly justifiable choice under such

circumstances.

11.5 Concluding Remarks on Comprehensive Versus
Simplified Models

Our preferred answer to the question whether one should have a comprehensive or

a simplified model is to have both types of models. The simplified model can be

used for initial screening of policy options and projects and for the impact of more

general (not location- and time-specific) measures. The comprehensive model then

is the most appropriate model to use for assisting project appraisal, traffic manage-

ment and policy measures that are location- and/or time-specific.

The choice of model type in specific situations (e.g. choice of a generation/dis-

tribution model or choice of a modal split model) not only depends on data avail-

ability but also on theoretical considerations, the question how many and which

explanatory variables one wants to include and the question whether one wants to

represent links with other sectors (e.g. the wider economy) or not.
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