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Preface

This book constitutes the refereed proceedings of the Second IFIP-TC6 Networ-
king Conference, Networking 2002. Networking 2002 was sponsored by the IFIP
Working Groups 6.2, 6.3, and 6.8. For this reason the conference was structured
into three tracks: i) Networking Technologies, Services, and Protocols, ii) Perfor-
mance of Computer and Communication Networks, and iii) Mobile and Wireless
Communications.

This year the conference received 314 submissions coming from 42 countries from
all five continents Africa (4), Asia (84), America (63), Europe (158), and Ocea-
nia (5). This represents a 50% increase in submissions over the first conference,
thus indicating that Networking is becoming a reference conference for world-
wide researchers in the networking community.

With so many papers to choose from, the job of the Technical Program Com-
mittee, to provide a conference program of the highest technical excellence, was
both challenging and time consuming. From the 314 submissions, we finally sel-
ected 82 full papers for presentation during the conference technical sessions.

To give young researchers and researchers from emerging countries the opportu-
nity to present their work and to receive useful feedback from participants, we
decided to include two poster sessions during the technical program. Thirty-one
short papers were selected for presentation during the poster sessions.

The conference technical program was split into three days, and included, in
addition to the 82 refereed contributions, 5 invited papers from top-level resear-
chers in the networking community.

The technical program also included a panel session, and three invited talks
from worldwide leaders — Imrich Chlamtac “Managing Optical Networks in the
Optical Domain”, Randy Katz “The Post-PC Era: It’s All About Service”, and
Gerald Maguire “Personal Computing and Communication”. The panel session,
organized by Andrew T. Campbell (Columbia University), was entitled “Post
9-11 Networking Challenge” and is devoted to the discussion on how to cope
with the vulnerabilities of communications systems revealed by the World Trade
Center attack on September 11.

This conference would not have been possible without the enthusiastic and hard
work of a number of colleagues. First of all, I would like to thank the three track
chairs — Andrew T. Campbell, Guy Omidyar, and Moshe Zukerman — for their
valuable contribution in setting up the very high quality conference program. A
special thanks to the TPC members, and all the referees, for their invaluable
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help in reviewing the papers for Networking 2002. Finally, I would like to thank
all the authors that submitted their papers to this conference for their interest
and time.

March 2002 Marco Conti



Message from the General Chairs

Networking 2002 was organized by the Italian National Research Council (CNR)
and Telecom Italia and was sponsored by the IFTP working groups WG 6.2 (Net-
work and Internetwork Architectures), WG 6.3 (Performance of Communication
Systems ), and WG 6.8 (Wireless Communications ). The program of the confe-
rence spanned on five days and included the main conference (three days), two
tutorial days, and one day of thematic workshops.

The organization of such a complex event required a major effort and we wish
to express our sincere appreciation to all the executive committee members for
their excellent work.

We would like to express our special appreciation to the main conference tech-
nical program chair Marco Conti and to the special track chairs: Andrew T.
Campbell, Moshe Zukerman, Guy Omidyar. The overall high quality of the con-
ference technical sessions is the result of a complex evaluation process that they
handled in an excellent way.

Special thanks goes to Giuseppe Anastasi and Stefano Basagni for the organiza-
tion of an original and interesting tutorial program. The conference considered
tutorials an important cultural event, and encouraged in several ways, the par-
ticipation of young researchers in these tutorials. We decided to have a single,
modest fee to provide access to all. The tutorial program included nine half-day
tutorials organized in three parallel sessions.

Networking 2002 also decided to stimulate thematic events covering hot research
topics in the networking field. Three thematic workshops were held: Web En-
gineering, Peer-to-Peer Computing, and IP over WDM. Hence our third word of
thanks goes to the chairs of the thematic workshops: Fabio Panzieri, Ludmilla
Cherkasova (Workshop on Web Engineering), Gianpaolo Cugola, Gian Pietro
Picco (Workshop on Peer-to-Peer Computing), and Giancarlo Prati, Piero Ca-
stoldi (Workshop on IP over WDM).

We are also indebted to our supporters. First of all, CNR not only allowed En-
rico Gregori and Marco Conti to dedicate considerable time to the organization
of this event, but also financially supported the event through the sponsorship
by the CNUCE and IIT institutes. A special thanks to Telecom Italia for joi-
ning us in the organization of this event. We are also indebted to our corporate
sponsors (Cassa di Risparmio di Pisa, Compaq, Microsoft, and Softech) whose
help removed much of the financial uncertainty, involved in the organization of
such an event, and who also provided interesting suggestions for the program.
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Our last word of gratitude goes to the Web manager Alessandro Urpi and the
Web designer Patrizia Andronico. Alessandro created a very fancy and efficient
system for the handling of electronic submissions. This system greatly facilita-
ted the paper reviewing process, as well as the preparation of the proceedings.
Patrizia was responsible for designing the Networking 2002 Web site that played
an important role in the success of the event.

March 2002 Enrico Gregori
Toannis Stavrakakis

Organizers
O EESTELECOM (_'E]

Sponsoring Institutions

%“w COMPAQ

- ()
Microsoft .. >__

GNUGE T




Organization

Conference Executive Committee

General Chair:
Enrico Gregori, National Research Council, Italy

General Vice-Chair:
Toannis Stavrakakis, University of Athens, Greece

Technical Program Chair:
Marco Conti, National Research Council, Italy

Special Track Chair for Networking Technologies,
Services, and Protocols:
Andrew T. Campbell, Columbia University, USA

Special Track Chair for Performance of Computer and
Communication Networks:
Moshe Zukerman, University of Melbourne, Australia

Special Track Chair for Mobile and Wireless Communications:
Guy Omidyar, National University of Singapore

Tutorial Program Co-chairs:
Giuseppe Anastasi, University of Pisa, Italy
Stefano Basagni, Northeastern University, USA

Workshop Chairs:

Workshop 1 — Web Engineering
Fabio Panzieri, Universita di Bologna, Italy
Ludmilla Cherkasova, Hewlett Packard Labs, USA

Workshop 2 — Peer to Peer Computing
Gian Pietro Picco, Politecnico di Milano, Italy
Gianpaolo Cugola, Politecnico di Milano, Italy

Workshop 3 — IP over WDM
Giancarlo Prati, Scuola Superiore S. Anna, Italy
Piero Castoldi, Scuola Superiore S. Anna, Italy

Invited Speaker Chair:
Fabrizio Davide, PhD Telecom Italia S.p.A., Italy



X Organization

Organization Chair:
Stefano Giordano, University of Pisa, Italy

Publicity Chair:
Silvia Giordano, Federal Inst. of Technology Lausanne (EPFL), Switzerland
Laura Feeney, SICS, Sweden

Steering Committee Chair:
Harry Perros, North Carolina State University, USA

Steering Committee Members:

Augusto Casaca, IST/INESC, Portugal

S. K. Das, The University of Texas at Arlington, USA
Erol Gelenbe, University of Central Florida, USA
Harry Perros, NCSU, USA (Chair)

Guy Pujolle, University of Paris 6, France

Harry Rudin, Switzerland

Jan Slavik, TESTCOM, Czech Republic

Hideaki Takagi, University of Tsukuba, Japan

Samir Thome, ENST, France

Adam Wolisz, TU-Berlin, Germany

Electronic Submission:
Alessandro Urpi, University of Pisa, Italy

Web Designer:
Patrizia Andronico, IAT-CNR, Italy

Local organizing Committee:

Renzo Beltrame, CNUCE-CNR, Italy
Raffaele Bruno, CNUCE-CNR, Italy
Willy Lapenna, CNUCE-CNR, Italy
Gaia Maselli, CNUCE-CNR, Italy
Renata Bandelloni, CNUCE-CNR, Italy

Technical Program Committee

Special Track for Networking Technologies, Services, and Protocols

Tan Akyldiz, Georgia Institute of Technology, USA
Andrea Basso, AT&T Labs Research, USA

Edoardo Biagioni, University of Hawaii at Manoa, USA
Giuseppe Bianchi, University of Palermo, Italy

Andrea Bianco, Politecnico di Torino, Italy

Claude Castelluccia, INRIA, France

Piero Castoldi, Scuola Superiore Sant’Anna, Italy
Piergiorgio Cremonese, Netikos, Italy



Organization XI

Jon Crowcroft, Cambridge University, UK

Christophe Diot, Sprint, USA

Serge Fdida, Université Pierre et Marie Curie, France
Tiziana Ferrari, INFN-CNAF, Italy

Luigi Fratta, Politecnico di Milano, Italy

Maurice Gagnaire, Ecole Nationale Supérieure des Telecommunications,
France

Dieter Gantenbein, IBM Research Laboratory - Zurich, Switzerland
Per Gunningberg, Uppsala University, Sweden

Salim Hariri, The University of Arizona, USA

David Hutchison, Lancaster University, UK

Bijan Jabbari, George Mason University, USA

Mohan Kumar, The University of Texas at Arlington, USA
Alfio Lombardo, University of Catania, Italy

Nicholas F. Maxemchuk, Columbia University, USA

Derek McAuley, Marconi Labs, Cambridge, UK

Refik Molva, Institut Eurécom, France

Guido H. Petit, Alcatel, Belgium

Chiara Petrioli, University “La Sapienza”’ Rome, Italy
Luigi Rizzo, Univeristy of Pisa, Italy

Roberto Sabella, Ericsson, Italy

Michael I. Smirnov, FHI FOKUS, Germany

Andras Valko, Ericsson, Sweden

Giorgio Ventre, Universita di Napoli Federico II, Italy

Lars Wolf, University of Karlsruhe, Germany

Stefano Zatti, ESA/ESRIN, Italy

Special Track for Performance of Computer and Communication Net-
works

Ron Addie, University of Southern Queensland, Australia
Marco Ajmone, Marsan Politecnico di Torino, Italy

Eitan Altman, INRIA, France

Lachlan Andrew, The University of Melbourne, Australia
Andrea Baiocchi, University “La Sapienza” Rome, Italy
Chris Blondia, University of Antwerp, Belgium

Herwig Bruneel, University of Ghent, Belgium

Werner Bux, IBM Research Laboratory - Zurich, Switzerland
Mariacarla Calzarossa, University of Pavia, Italy

Olga Casals, Universitat Politecnica de Catalunya, Spain
Nelson Fonseca, State University of Campinas, Brazil
Peter Harrison, Imperial College, UK

Farouk Kamoun, Tunisia

Peter Key, Microsoft Research Ltd, Cambridge, UK

Ulf Korner, Lund University, Sweden

Demetres Kouvatsos, University of Bradford, UK



XIT Organization

Debasis Mitra, AT&T Bell Laboratories, USA

Sandor Molnar, Budapest University of Technology and Economics, Hungary
Tim Neame, Telstra Research Laboratories, Australia

Ilkka Norros, VI'T, Finland

Ramon Puigjaner, Universitat de les Illes Balears, Spain
Jim Roberts, France Telecom, France

Yutaka Takahashi, Kyoto University, Japan

Don Towsley, University of Massachusetts, USA

Phuoc Tran-Gia, University of Wiirzburg, Germany

Jorma Virtamo, Helsinki University of Technology, Finland
Maria C. Yuang, National Chiao Tung University, Taiwan
Bartek Wydrowski, The University of Melbourne, Australia

Special Track for Mobile and Wireless Communications:

Victor Bahl, Microsoft Research, USA

Roberto Battiti, University of Trento, Italy

Luciano Bononi, University of Bologna, Italy

Azzedine Boukerche, University of North Texas, USA
Franco Davoli, University of Genova, Italy

Khaled Elsayed, Cairo University, Egypt

Anthony Ephremides, University of Maryland, USA
Kari-Pekka Estola, Nokia Research Center, Finland

Laura M. Feeney, SICS, Sweden

Gabor Fodor, Ericsson, Sweden

Jerome Galtier, INRIA, France

Mario Gerla, University of California at Los Angeles, USA
Silvia Giordano, ICA-DSC-EPFL, Switzerland

Zygmunt Haas, Cornell University, USA

Pascal Lorenz, Université de Haute Alsace, France
Thomas Luckenback, FhG Fokus, Germany

Gerald Maguire, Royal Institute of Technology, Sweden
Stephan Olariu, Old Dominion University, USA

George Polyzos, Athens University of Economics and Business, Greece
Jiang Shengming, National University of Singapore, Singapore
Violet R. Syrotiuk, University of Texas at Dallas, USA
Ivan Stojmenovic, University of Ottawa, Canada

Terry Todd, McMaster University, Canada

Nitin Vaidya, Texas A&M University, USA

Roberto Verdone, CSITE - CNR, Italy

Jeff Wieselthier, Naval Research Laboratory, USA

Referees

Samuli Aalto Ian Akyldiz Guido Albertengo
Ron Addie Khalid Al-begain Eitan Altman



Lachlan Andrew
Csaba Antal
Panagiotis Antoniadis
Irfan Awan

Andrea Baiocchi
Dennis Baker
Mario Baldi

Mark Banfield
Chadi Barakat

Jose Barcelo
Novella Bartolini
Stefano Basagni
Andrea Basso
Roberto Battiti
Daniel Bauer

Sergio Beker
Sebastien Bertrand
Supratik Bhattacharyya
Edoardo Biagioni
Giuseppe Bianchi
Andrea Bianco
Michael Biggar
Jozsef Biro

Mats Bjorkman
Chris Blondia
Bernd Bochow
Rene Boel

Luciano Bononi
Tamas Borsos
Alessandro Bosco
Azzedine Boukerche
Onno Boxma

Rafik Braham
Hartmut Brandt
Alberto Bricca
Mauro Brunato
Raffaele Bruno
Sonja Buchegger
Laurent Bussard
Werner Bux
Mariacarla Calzarossa
Andrew Campbell
Roberto Canonico
Antonio Capobianco
Georg Carle

Olga Casals

Ramon Casellas
Claudio Casetti
Maurizio Casoni
Claude Castelluccia
Piero Castoldi

Nedo Celandroni
Llorenc Cerda
Walter Cerroni
Carla Chiasserini
Phil Chimento
Kwan-wu Chin
Chen-nee Chuah
Tibor Cinkler
Touati Corinne

Luis Costa
Piergiorgio Cremonese
Jon Crowcroft
Filippo Cugini

John Cushnie
Jeremy De Clercq
John Daigle

Olivier Dalle

Davide Dardari
Maurizio Darienzo
Bruce Davie

Franco Davoli

Stijn De Vuyst
Andrea De Vendictis
Christophe Deleuze
Francesco Delfino
Luca Dell’Uomo
Jing Deng

Ada Diaconescu
Gianluca Dini
Christophe Diot
Constantinos Dovrolis
Anca Dracinschi-sailer
Adam Dunkels
Martin Dunmore
Larry Dunn

Amre El-hoiydi
Didier Erasme
Christopher Edwards
Wolfgang Effelsberg

Organization  XIII

Viktoria Elek
Khaled Elsayed
Anthony Ephremides
Vincenzo Eramo
Alberto Escudero-Pascual
Marcello Esposito
Kari-pekka Estola
Nader Fahmy
Romano Fantacci
Laura Feeney
Meiping Feng
Tiziana Ferrari
Afonso Ferreira

Joe Finney

Paul Fitzpatrick
Gabor Fodor
Chuan Foh

Nelson Fonseca
Luigi Fratta
Laurent Frelechoux
Rod Fretwell
Hiroki Furuya
Philippe Godlewski
Dominique Grad
Maurice Gagnaire
Giulio Galante
Jerome Galtier
Dieter Gantenbein
Jorge Garcia
Rosario Garroppo
Michael Gau

Yu Ge

Mario Gerla
Vittorio Ghini
Marco Ghizzi
Paolo Giaccone
Giovanni Giambene
Chris Giblin

Silvia Giordano
Alessandra Giovanardi
Gaby Goldacker
Marcel Graf

Enrico Gregori
Fredrik Gunnarsson
Per Gunningberg



XIV Organization

Gary Hanson
Robert Haas
Stephen Hanly

Uli Harder

Salim Hariri
Jarmo Harju
Richard Harris
Peter Harrison
Dajiang He

Jens Huenerberg
David Hutchison
Esa Hyyti
Christian Hertnagl
Gianluca Iannaccone
Lengliz IThem
Sandor Imre
Hazer Inalteki

Veronique Inghelbrecht

Paola Iovanna
Nando Iscra
Milosh Ivanovich
Bijan Jabbari
Laura Jackson
Yuming Jiang
Mai Jin

Josue Kuri
Ahmed Kamal
Farouk Kamoun
Holger Karl
Gunnar Karlsson
Jouni Karvo
Hiroyuki Kawano
Mitchell Ken
Csaba Keszei
Peter Key

Dr Khairy
Kalevi Kilkki
Andreas Kind
Ulf Korner
Demetres Kouvatsos
Ferenc Kubinszky
Mohan Kumar
Pirkko Kuusela
Stefan Kehler
Chia Lee

Koen Laevens
Willy Lapenna
John Larson

Pasi Lassila
Gwendal Le Grand
Jean-Yves Le Boudec
Chris Lechie
Sunj-Ju Lee

Oscar Lepe
Yuhong Li

Ben Liang

Xinhua Ling

Cati Llado
Francesco Lo Presti
Alfio Lombardo
Rui Lopes

Pascal Lorenz
Flaminia Luccio
Stefano Lucetti
Thomas Luckenback
Andrey Lyakhov
Joseph Macker
Gerald Maguire
Szabolcs Malomsoky
Dave Maltz
Roberto Mameli
Eleonora Manconi
Vincenzo Mancuso
Petteri Mannersalo
Mario Marchese
Chiani Marco

Dan Marinescu
Cristina Martello
Fabio Martignon
Piergiulio Maryni
Laurent Mathy
Nicholas Maxemchuk
Derek Mcauley
Octavio Medina
John Mellor
Michael Menth
Michela Meo
Bernard Metzler
Pietro Michiardi
Gyorgy Miklos

Enrico Milani
Jens Milbrandt
Debasis Mitra
Gergely Molnar
Sandor Molnar
Refik Molva

Tim Moors
Giacomo Morabito
Sayandev Mukherjee
Rami Mukhtar
Maurizio Munafo
Pars Mutaf
Gaurav Navlakha
Tim Neame
Giovanni Neglia
Marcel Neuts
Gam Nguyen
Saverio Niccolini
Ilkka Norros
Antonio Nucci
Eeva Nyberg
Stephan Olariu
Ertan Ozturk
Dimitri Papadimitriou
Fabrice Poppe
Panagiotis Papadimitratos
Dina Papagianaki
Davide Parisi
Laurence Park
Gianni Pasolini
Andrea Passarella
Tao Peng

Antonio Pescapé
Fabien Petitcolas
Alexandru Petrescu
Chiara Petrioli
Dimitrios Pezaros
Tom Pfeifer
George Polyzos
Francesco Potorti
Fabio Pugini
Ramon Puigjaner
Guy Pujolle
Rudesindo Queija
Nicholas Race



Andras Racz

Carla Raffaelli
Jiangiang Rao
Christoph Reichert
Franklin Reynolds
Jose Rezende
Fabio Ricciato

Ad Ridder

Herve Rivano
Romeo Rizzi

Luigi Rizzo

Jim Roberts
Vincent Roca
Marco Roccetti
Hermann Rohling
Simon Romano
Miklos Ronai

Sean Rooney

Yves Roudier
George Rouskas
Alain Roy

Romit Roychoudhury
Giuseppe Ruggeri
Jussi Ruutu
Winston Seah
Mike Sexton
Roberto Sabella
Stefano Salsano
Elio Salvadori
Prince Samar
Volker Sander
Takashi Sasaki
Durga Satapathy
Paolo Scotton
Nabil Seddigh
Ahmed Sehrouchni
Faisal Shad

N. Shankaranarayanan

Charles Shen
Jiang Shengming
Kasahara Shoji
Steven Simpson
Dorgham Sisalem
Tara Small
Michael Smirnov
Paul Smith
Sergios Soursos
Kathleen Spaey
Dirk Staehle
George Stamoulis2
Burkhard Stiller
Ivan Stojmenovic
Moon Sue

Violet Syrotiuk
Csanad Szabo
Istvan Szabo
Robert Szabo
Wayne Szeto
Marco Tacca
Nina Taft
Yutaka Takahashi
Christina Tavoularis
Ben Teitelbaum
David Thornley
Neame Tim
Ilenia Tinnirello
Carsten Tittel
Terry Todd

Petia Todorova
Samir Tohme
Samir Tohme2
Don Towsley
Velio Tralli
Phuoc Tran-gia
Linh Truong
Jaidi Tuah

Organization

Zoltan Turanyi
Kurt Tutschku
Alessandro Urpi
Masafumi Usuda
Peter Vetter
Mickey Vucic
Francesco Vacirca
Nitin Vaidya
Luca Valcarenghi
Benny Van Houdt
Vasos Vassiliou
Giorgio Ventre
Roberto Verdone
Andras Veres
Rolland Vida
Attila Vidacs
Jorma Virtamo
Thiemo Voigt
Hai Le Vu
Krzysztof Wajda
Joris Walraevens
Eric Wang
Andreas Wespi
Jeff Wieselthier
Lars Wolf

Mike Woodward
Bartek Wydrowski
Yang Xue

George Xylomenos
Miki Yamamoto
Jackson Yin
Maria Yuang
Gergely Zaruba
Stefano Zatti
Artur Ziviani
Moshe Zukerman

XV



Table of Contents

Multicasting 1

Channel Islands in a Reflective Ocean: Large Scale Event
Distribution in Heterogeneous Networks ............. ... ... .. .. .. .... 1
Jon Crowcroft

A Reliable Multicast Protocol with Delay Guarantees................... 10
Nicholas F. Maxemchuk

Optimizing QoS-Based Multicast Routing in Wireless Networks:
A Multi-objective Genetic Algorithmic Approach ...................... 28
Abhishek Roy, Sajal K. Das

Differentiated Services I

An Experimental Study of Probing-Based Admission Control for

DiffServ Architectures .. ... ... . . 49
Susana Sargento, Roger Salgado, Miguel Carmo, Victor Marques,
Rui Valadas, Edward Knightly

High Performance DiffServ Mechanism for Routers and Switches:
Packet Arrival Rate Based Queue Management for Class Based Scheduling 62
Bartek Wydrowski, Moshe Zukerman

Session-Aware Popularity Resource Allocation for
Assured Differentiated Services ......... ... 74
Paulo Mendes, Henning Schulzrinne, Edmundo Monteiro

Network Performance 1

Most Probable Path Techniques for Gaussian Queueing Systems ......... 86
Ilkka Norros

On the Queue Tail Asymptotics for General Multifractal Traffic.......... 105
Sdndor Molndr, Trang Dinh Dang, Istvdn Maricza

Some Models for Contention Resolution in Cable Networks .............. 117
Onno Boxma, Dee Denteneer, Jacques Resing



XVIII Table of Contents

Self-Organizing Networks: Services and Protocols

Adaptive Creation of Network Applications in the Jack-in-the-Net
Architecture. .. ... o 129
Tomoko Itao, Tetsuya Nakamura, Masato Matsuo, Tatsuya Suda,
Tomonori Aoyama

Anchored Path Discovery in Terminode Routing ....................... 141
Ljubica Blazevié, Silvia Giordano, Jean-Yves Le Boudec

Distributed Transmission Scheduling Using Code-Division
Channelization ... ...... ...t e e e 154
Lichun Bao, J.J. Garcia-Luna-Aceves

Call Admission Control

Towards Efficient Decision Rules for Admission Control Based on
the Many Sources Asymptotics . ... ... ...t 166
Gergely Seres, Arpdd Szldvik, Janos Zdtonyi, Jozsef Bird

QoS with an Edge-Based Call Admission Control in IP Networks ........ 178
Daniel R. Jeske, Behrokh Samadi, Kazem Sohraby, Yung-Terng Wang,
Qinging Zhang

Admission Control and Capacity Management for
Advance Reservations with Uncertain Service Duration ................. 190
Yeali S. Sun, Yung-Cheng Tu, Meng Chang Chen

Voice/Video Performance Modeling

Performance Evaluation of the Deadline Credit Scheduling Algorithm
for Soft-Real-Time Applications in Distributed Video-on-Demand Systems 202
Adamantia Alexandraki, Michael Paterakis

The Impact of Replacement Granularity on Video Caching .............. 214
Elias Balafoutis, Antonis Panagakis, Nikolaos Laoutaris,
Toannis Stavrakakis

Utility Analysis of Simple FEC Schemes for VoIP ...................... 226
Parijat Dube, Eitan Altman

Web Access

A Power Saving Architecture for Web Access from Mobile Computers . ... 240

Giuseppe Anastasi, Marco Conti, Enrico Gregori, Andrea Passarella

A Resource/Connection Management Scheme for HTTP Proxy Servers ... 252
Takuya Okamoto, Tatsuhiko Terai, Go Hasegawa, Masayuki Murata



Table of Contents XIX

Measurement-Based Modeling of Internet Round-Trip Time Dynamics
Using System Identification ......... .. .. ... . . i 264
Hiroyuki Ohsaki, Mitsushige Morita, Masayuki Murata

Optical Networks

Optimal Link Capacity Dimensioning in Proportionally Fair Networks . ... 277
Michat Piéro, Gdbor Malicsko, Gabor Fodor

Load Balancing in WDM Networks through Adaptive Routing Table
CRhanges . ...t 289
Mauro Brunato, Roberto Battiti, Elio Salvadori

Models for the Logical Topology Design Problem....................... 301
Nicolas Puech, Josué Kuri, Maurice Gagnaire

Dynamic Shaping for Self-Similar Traffic Using Network Calculus ........ 314
Halima Elbiaze, Tijani Chahed, Tilin Atmaca, Gérard Hébuterne

Network and Traffic Modeling

Is Admission-Controlled Traffic Self-Similar? .......................... 327
Giuseppe Bianchi, Vincenzo Mancuso, Giovanni Neglia

Analysis of CMPP Approach in Modeling Broadband Traffic ............ 340
R.G. Garroppo, S. Giordano, S. Lucetti, M. Pagano

A Mathematical Model for IP over ATM . ... .. .. 352
Irena Atov, Richard J. Harris

Analysis and Comparison of Internet Topology Generators .............. 364
Damien Magoni, Jean-Jacques Pansiot

Ad Hoc Networks

Energy Efficient Design of Wireless Ad Hoc Networks .................. 376
Carla-Fabiana Chiasserini, Imrich Chlamtac, Paolo Monti,
Antonio Nucci

Performance of Multipoint Relaying in Ad Hoc Mobile Routing
Protocols . ... 387
Philippe Jacquet, Anis Laouiti, Pascale Minet, Laurent Viennot

An Adaptive Location-Aware MAC Protocol for Multichannel Multihop
Ad-Hoc Networks . .. ..o 399
Zi-Tsan Chou, Ching-Chi Hsu, Ferng-Ching Lin

Capacity Assignment in Bluetooth Scatternets — Analysis and
Algorithms . .. ..o 411
Gil Zussman, Adrian Segall



XX Table of Contents

Resource Allocation 1

Optimization-Based Congestion Control for Multicast
CommuniCations . . . ...\ttt 423
Jonathan K. Shapiro, Don Towsley, Jim Kurose

Severe Congestion Handling with Resource Management in Diffserv

on Demand . ...... ... 443
Andras Csaszar, Attila Takdacs, Rébert Szabd, Viora Rexhepi,
Georgios Karagiannis

Resource Allocation with Persistent and Transient Flows................ 455
Supratim Deb, Ayalvadi Ganesh, Peter Key

LAN and PAN

A Novel and Simple MAC Protocol for High Speed Passive Optical LANs . 467
Chuan Heng Foh, Moshe Zukerman

The Bluetooth Technology: State of the Art and Networking Aspects . . ... 479
Dajana Cassioli, Andrea Detti, Pierpaolo Loreti, Franco Mazzenga,
Francesco Vatalaro

Time and Frequency Synchronization for Hiperlan/2.................... 491
Anna Berno, Nicola Laurenti

Performance of Wireless Networks

Performance Analysis of a Forwarding Scheme for Handoff in HAWAII. . .. 503
Chris Blondia, Olga Casals, Lloreng Cerda, Gert Willems

Evaluating the Performance of a Network Management Application

Based on Mobile AZents .. .......oouuiiitn it 515
Marcelo G. Rubinstein, Otto Carlos Muniz Bandeira Duarte,
Guy Pujolle

Performance Evaluation on WAP and Internet Protocol over 3G

Wireless Networks .. ... 527
Hidetoshi Ueno, Norihiro Ishikawa, Hideharu Suzuki,
Hiromitsu Sumino, Osamu Takahashi

Multimedia

Performance Evaluation of H.263—-Based Video Transmission in
an Experimental Ad-Hoc Wireless LAN System ....................... 539
Matias Freytes

Differentiated Services Based Priority Dropping and Its
Application to Layered Video Streams . ......... ..., 551
Markus Fidler



Table of Contents XXI

Optimal Feedback for Quality Source-Adaptive Schemes in

Multicast Multi-layered Video Environments .......................... 563
Paulo André da Silva Gongalves, José Ferreira de Rezende,
Otto Carlos Muniz Bandeira Duarte, Guy Pujolle

A Fibre Channel Dimensioning for a Multimedia System with
Deterministic QOS .. ... it e 575
Laurent George, Dana Marinca, Pascale Minet

Transmission Control Protocol (TCP)

On the Resource Efficiency of Explicit Congestion Notification........... 588
Kostas Pentikousis, Hussein Badr

Sender-Side TCP Modifications: An Analytical Study................... 600
R. Lo Cigno, G. Procissi, Mario Gerla

Modeling a Mixed TCP Vegas and TCP Reno Scenario ................. 612
Andrea De Vendictis, Andrea Baiocchi

Performance Sensitivity and Fairness of ECN-Aware ‘Modified TCP’ .. ... 624
Archan Misra, Teunis J. Ott

Future Wireless Networks 1

Call Admission Control for 3G CDMA Networks with Differentiated QoS . 636
Qian Huang, Hui Min Chen, King Tim Ko, Sammy Chan,
King Sun Chan

Performance Evaluation of Channel Switching Scheme for Packet
Data Transmission in Radio Network Controller .................... ... 648
Yoshiaki Ohta, Kenji Kawahara, Takeshi Ikenaga, Yuji Oie

An Optimal Reservation-Pool Approach for Guaranteeing the
Call-Level QoS in Next-Generation Wireless Networks .................. 660
Fei Hu, Neeraj K. Sharma

A New Adaptive Channel Reservation Scheme for Handoff Calls in

Wireless Cellular Networks . .. ... i 672
Zhong Xu, Zhenqiang Ye, Srikanth V. Krishnamurthy,
Satish K. Tripathi, Mart Molle

Internet Protocol (IP)

Connection of Extruded Subnets: A Solution Based on RSIP ............ 685
Cédric de Launois, Aurélien Bonnet, Marc Lobelle

Adjusted Probabilistic Packet Marking for IP Traceback ................ 697
Tao Peng, Christopher Leckie, Kotagiri Ramamohanarao



XXII  Table of Contents

Tuning Delay Differentiation in IP Networks Using Priority
Queueing Models . ... ... 709
Pedro Sousa, Paulo Carvalho, Vasco Freitas

QoS-Conditionalized Handoff for Mobile IPv6 ......................... 721
Xiaoming Fu, Holger Karl, Cornelia Kappler

Queueing Models

On Loss Probabilities in Presence of Redundant Packets with
Random Drop ... ..o 731
Parijat Dube, Omar Ait-Hellal, FEitan Altman

Performance Analysis of a GI-G-1 Preemptive Resume Priority Buffer . ... 745
Joris Walraevens, Bart Steyaert, Herwig Bruneel

Analysis of the Discrete-Time G(%)/Geom/c Queueing
Model ... 757
Sabine Wittevrongel, Herwig Bruneel, Bart Vinck

On a Theory of Interacting Queues.............c.o i, 769
Alexander Stepanenko, Costas C. Constantinou,
Theodoros N. Arvanitis, Kevin Baughan

Satellite Networks

Analysis of a MAC Protocol for a Time-Code Air Interface in LEO
Mobile Satellite Systems . ......... i 778
Romano Fantacci, Giovanni Giambene

Performance Analysis of LEO Satellite Networks .. ..................... 790
A. Halim Zaim, Harry G. Perros, George N. Rouskas

Gateway Architecture for DVB-RCS Satellite Networks ................. 802
Antonio Pietrabissa, Cristiana Santececca

Connection Admission Control CAC and Differentiated Resources
Allocation RA in a Low Earth Orbit LEO Satellite Constellation......... 814
Rima Abi Fadel, Samir Tohmé

Resource Allocation I1

Dimensioning Bandwidth for Elastic Traffic ........... ... .. .. ... ... 826
Zhong Fan

Fair Adaptive Bandwidth Allocation: A Rate Control Based Active
Queue Management Discipline . ....... .. .. ... . i 838
Abhinav Kamra, Huzur Saran, Sandeep Sen, Rajeev Shorey



Table of Contents XXIII

Distributed Scheduling via Pricing in a Communication Network ......... 850
Tiina Heikkinen

Performance of Optical Networks

A Simulation Study of Access Protocols for Optical Burst-Switched
Ring Networks. . ... .. 863
Lisong Xu, Harry G. Perros, George N. Rouskas

Capacity Efficiency of Distributed Path Restoration Mechanisms
in Optical Mesh Networks. . ....... .. ... i i 875
Bart Rousseau, Fabrice Poppe

Helios: A Broadcast Optical Architecture .......... ... ... ... ... ....... 887
Ilia Baldine, Laura E. Jackson, George N. Rouskas

Future Wireless Networks I1

Service and Network Management Interworking in Future Wireless

SYSEEIMS . . o ettt 899
V. Tountopoulos, V. Stavroulaki, P. Demestichas, N. Mitrou,
M. Theologou

Scheduling Differentiated Traffic in Multicarrier Unlicensed Systems . .. ... 911
Giannis F. Marias, Lazaros Merakos

A Simple Model for Calculating SIP Signalling Flows in 3GPP IP
Multimedia Subsystems . ........ ... 924
Alexander A. Kist, Richard J. Harris

Multiprotocol Label Switching (MPLS)

Dynamic Online Routing Algorithm for MPLS Traffic Engineering ....... 936
W. Szeto, R. Boutaba, Y. Iraqi

Optimal Capacity Provisioning for Label Switched Paths in MPLS
Networks . ... 947
C. Bruni, C. Scoglio, S. Vergari

A New Class of Online Minimum-Interference Routing Algorithms ....... 959
Ilias Iliadis, Daniel Bauer

Performance Analysis of Dynamic Lightpath Configuration for WDM
Asymmetric Ring Networks . ....... .. . i i 972
Takuji Tachibana, Shoji Kasahara



XXIV Table of Contents

Networks Performance 11

A Queueing Model for a Wireless GSM/GPRS Cell with Multiple
Service Classes ... ..ottt 984
D.D. Kouvatsos, K. Al-Begain, I. Awan

Integrated Multi-purposed Testbed to Characterize the Performance

of Internet Access over Hybrid Fiber Coaxial Access Networks ........... 996
Hung Nguyen Chan, Belen Carro Martinez, Rafa Mompo Gomez,
Judith Redoli Granados

802.11 LANSs: Saturation Throughput in the Presence of
NOISE . o et 1008
Vladimir Vishnevsky, Andrey Lyakhov

Efficient Simulation of Blocking Probabilities for Multi-layer
Multicast Streams. . .. ...o. it 1020
Jouni Karvo

Multicasting 11

Aggregated Multicast — A Comparative Study ........... ... ... ..... 1032
Jun-Hong Cui, Jinkyu Kim, Dario Maggiorini, Khaled Boussetta,
Mario Gerla

New Center Location Algorithms for Shared Multicast Trees ........... 1045
Young-Chul Shim, Shin-Kyu Kang

A Multicast FCFS Output Queued Switch without Speedup ............ 1057
Maurizio A. Bonuccelli, Alessandro Urpi

Fault-Tolerant Support for Reliable Multicast in Mobile Wireless
SYSTEINS . . ottt 1069
Giuseppe Anastasi, Alberto Bartoli, Flaminia L. Luccio

Posters Session

JumpStart: A Just-in-Time Signaling Architecture for WDM
Burst-Switched Networks ........ ... 1081
Ilia Baldine, Harry G. Perros, George N. Rouskas, Dan Stevenson

Device Discovery in Bluetooth Networks: A Scatternet Perspective ... ... 1087
Stefano Basagni, Raffaele Bruno, Chiara Petrioli

QoS Evaluation of Real-Time Applications over a Multi-domain
DiffServ Experimental Test-Bed......... ... .. .. .. .. ... ... ....... 1093
G. Carrozzo, V. Chionsini, S. Giordano, S. Niccolini

A New Policy Based Management of Mobile IP Users.................. 1099
Hakima Chaouchi, Guy Pujolle



Table of Contents XXV

A Framework for Policy-Based Management of QoS Aware IP Networks . 1105
P. Cremonese, M. Esposito, S. Giordano, M. Mondini, S.P. Romano,
G. Ventre

SIP-H323: A Solution for Interworking Saving Existing Architecture . . . .. 1111
G. De Marco, S. Loreto, G. Sorrentino, L. Veltri

High Router Flexibility and Performance by Combining Dedicated

Lookup Hardware (IFT), off the Shelf Switches

and LinuX . . .o 1117
Christian Duret, Francis Rischette, Joél Lattmann,
Valéry Laspreses, Pim Van Heuven, Steven Van den Berghe,
Piet Demeester

Group Security Policy Management for IP Multicast and Group Security. 1123
Thomas Hardjono, Hugh Harney

Issues in Internet Radio........ .. ... . 1129
Yasushi Ichikawa, Kensuke Arakawa, Keisuke Wano, Yuko Murayama

I/O Bus Usage Control in PC-Based Software Routers................. 1135
Oscar-Ivan Lepe-Aldama, Jorge Garcia-Vidal

Multiple Access in Ad-Hoc Wireless LANs with Noncooperative Stations. 1141
Jerzy Konorski

Next Generation Networks and Services in Slovenia ................... 1147
Andrej Kos, Janez Bester, Peter Homan

Minimizing the Routing Delay in Ad Hoc Networks
through Route-Cache TTL Optimization............................. 1153
Ben Liang, Zygmunt J. Haas

Long-Range Dependence of Internet Traffic Aggregates ................ 1159
Solange Lima, Magda Silva, Paulo Carvalho, Alexandre Santos,
Vasco Freitas

Improved Initial Synchronisation in the Presence of Frequency
Offset in UMTS FDD Mode . . ..ottt 1165

Valentina Lomi, Gianfranco L. Pierobon, Daniele Tonetto,
Lorenzo Vangelista

Scalable Adaptive Hierarchical Clustering ................. ... . ...... 1172
Laurent Mathy, Roberto Canonico, Steven Simpson, David Hutchison

How to Achieve Fair Differentiation ........... ... ... ... . ... ... ...... 1178
Eeva Nyberg, Samuli Aalto



XXVI Table of Contents

Measurement-Based Admission Control for Dynamic Multicast Groups
in Diff-Serv Networks. ... ... .. 1184
Elena Pagani, Gian Paolo Rossi

A Framework to Service and Network Resource Management in
Composite Radio Environments. ......... ... ... . i 1190
L.-M. Papadopoulou, V. Stavroulaki, P. Demestichas, M. Theologou

JESA Service Discovery Protocol
(Efficient Service Discovery in Ad-Hoc Networks) ..................... 1196
Stephan Preufl

Performance Simulations of a QoS Aware Caching Method ............. 1202
Pertti Raatikainen, Mika Wikstrom, Timo Hdamaldinen

Call Admission Control for Multimedia Cellular Networks Using
Neuro-dynamic Programming........... ... ... .. .. . i 1208
Sidi-Mohammed Senouci, André-Luc Beylot, Guy Pujolle

Aspects of AMnet Signaling ............ .. . i 1214
Anke Speer, Marcus Schéller, Thomas Fuhrmann, Martina Zitterbart

Virtual Home Environment for Multimedia Services in
3 Generation NetWOrKS . . . ... 1221
Orazio Tomarchio, Andrea Calvagna, Giuseppe Di Modica

On Providing End-To-End QoS Introducing a Set of Network Services
in Large-Scale IP Networks. ... ... ... ... .. . .. 1227
E. Tsolakou, E. Nikolouzou, S. Venieris

SaTPEP: A TCP Performance Enhancing Proxy for Satellite Links. . . ... 1233
Dimatris Velenis, Dimitris Kalogeras, Basil Maglaris

An Overlay for Ubiquitous Streaming over Internet.................... 1239
Chai Kiat Yeo, Bu Sung Lee, Meng Hwa Er

A Measurement-Based Dynamic Guard Channel Scheme for Handover
Prioritization in Cellular Networks ............ .. ... .. ... ... ... ... 1245
Roland Zander, Johan M. Karlsson

Author Index . ... .. . 1253



Channel Islands in a Reflective Ocean: Large
Scale Event Distribution in Heterogeneous
Networks

Jon Crowcroft

University of Cambridge
Computer Laboratory
William Gates Building
J J Thomson Avenue
Cambridge
CB3 0FD

Jon.Crowcroft@cl.cam.ac.uk

Abstract. This is a discussion paper about the possible future use of
network and transport level multicast services to support extremely large
scale event distribution.

To date, event notification services[40] have been limited in their scope
due to limitations of the infrastructure At the same time, Internet net-
work and transport layer multicast services have seen limited deployment
due to lack of user demand (with the exception more recently of stream-
ing services, e.g. on Sprint’s US core network, and in the Internet II).
Recent research in active and reflective middleware suggests a way to
resolve these two problems at one go.

Event-driven and messaging infrastructures are emerging as the most
flexible and feasible solution for enabling rapid and dynamic integration
of legacy and monolithic software applications into distributed systems.
Event infrastructures also support deployment and evolution of tradi-
tionally difficult-to-build active systems such as large-scale collaborative
environments and mobility aware architectures.

Event notification is concerned with propagation of state changes in ob-
jects in the form of events. A crucial aspect of events is that they occur
asynchronously. Event consumers have no control over when events are
triggered. On the other hand, event suppliers do not generally know
what entities might be interested in the events they provide. These two
aspects clearly define event notification as a model of asynchronous and
de-coupled communication, where entities communicate in order to ex-
change information, but do not directly control each other.

The IETF is just finishing specifying a family of reliable multicast trans-
port protocols, for most of which there are pilot implementations. Key
amongst these for the purposes of this research is the exposure to end
systems of router filter functionality in a programmable way, known as
Generic Router Assist. This is an inherent part of the Pragmatic Gen-
eral Multicast service, implemented by Reuters, Tibco and Cisco in their
products, although it has not been widely known or used outside of the
TIBNET products until very recently.

E. Gregori et al. (Eds.): NETWORKING 2002, LNCS 2345, pp. 1-@ 2002.
© Springer-Verlag Berlin Heidelberg 2002



2 J. Crowcroft

The goal of this paper is to describe a reflective middleware system that
integrates the network, transport and distributed middleware services
into a seamless whole.

The outcome of this research will be to integrate this "low-level’ technol-
ogy into an event middleware system, as a toolkit as well as evaluation of
this approach for massive scale event notification, suitable for telemetry,
novel mobile network services, and other as yet unforeseen applications.

1 Background and Introduction

The last decade has seen the great leaps in the maturity of distributed sys-
tems middleware, and in one particular area in support of a wide variety of
novel applications, event notification systems. Current work on event notification
middleware[39][40] [41], has concentrated on providing the infrastructure neces-
sary to enable content-based addressing of event notifications. These solutions
promote a publish-subscribe-match model by which event sources publish the
metadata of the events they generate, event consumers register for their events
of interest passing event filter specifications, and the underlying event notifica-
tion middleware undertakes the event filtering and routing process. Solutions
differ usually on whether they undertake the filtering process at the source or
at an intermediary mediator or channel in which the event filtering takes place.
The trade-off lies on whether to increase the computational load of sources and
decrease the network bandwidth consumption, or minimise the extra computa-
tional load on the sources and outsource the event filtering and routing task
to a mediator component (hopefully located close to the source). All of these
solutions do not leverage on the potential benefits that event multicasting to
consumers requiring the same type of events, and applying very similar filters
could bring. They usually require an individual unicast communication per event
transmitted.

At the same time, the underlying network has become very widespread. New
services such as IP multicast are finally seeing widespread deployment, especially
in core networks and in intranets.

The combination of these two technologies, event services and multicast,
originates historically with Tibco[20)], a subsidiary of Reuters. However, their
approach is somewhat limited as it takes a strict layered approach.

At the highest level, there is a publish/subscribe system, which in TIBNET
uses Subject Based Addressing and Content Based Addressing. Receivers sub-
scribe to subjects. The Subject is used to hash to a multicast group. Receivers
subscribe to a subject but can express interest by declaring filters on content.
The TIBNET system is then hybrid. In the wide area, IP multicast is used to
distribute all content on a given subject topic to a set of site proxy servers. The
site proxy servers then act on behalf of subscribers at a site and filter appropriate
content out of each subject stream and deliver the remains to each subscriber.

Between the notification layer and the IP layer there is a transport layer,
called Pragmatic General Multicast. To provide semi-reliable, in-order delivery,
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the subject messages are mapped onto PGM[10] messages, which are then mul-
ticast in IP packets. PGM provides a novel retransmission facility which takes
advantage of router level “nack aggregation” (which itself prevents message im-
plosion towards the event source), to provide filtering[I5][16] of retransmissions
so that only receivers missing a given message sequence number, receive it. The
PGM protocol is essentially a light weight signaling protocol which allows re-
ceivers to install and remove filters on parts of the message stream. The mecha-
nism is implemented in Cisco and other routers that run IP multicast. The end
system part of the protocol is available in all common operating systems.

Almost all other event notification systems have taken the view that IP mul-
ticast was rarely deploye7 and that the overheads in the group management
protocols were too high for the rate of change of interest/subscription typical in
many applications usage patterns.

Instead, they have typically taken an alternative approach of building a server
level overlay for event message distribution. Recent years have seen many such
overlay attempts[22] [23] [24] [25] [26] [27] [28] [29] [30]. These have met with
varying degrees of success. One of the main problems of application layer service
location and routing is that the placement of servers does not often ,match the
underlying true topology of the physical network, and is therefore unable to gain
accurate matching between a distribution tree and the actual link throughput or
latencies. Nor is the system able to estimate accurately the actual available ca-
pacity or delay. Even massive scale deployments such as Akamai[31], for example,
do not do very well.

Secondly, the delays through application level systems are massively higher
than those through routers and switches (which are after all designed for packet
forwarding, rather than server or client computation or storage resource sharing).
The message is that overlays and measurement are both hard to optimise, and
inefficient.

We see a number of advantages in continuing forward from where Tibco left
off in integrating efficient network delivery through multicast, with an event
notification service including:

Scale. We obviate the need to deploy special proxy servers to aid the distribu-
tion.

Throughput. We will be able therefore to distribute many more events per
second.

Latency. Event distribution latency will approximate the packet level distribu-
tion delay , and will avoid the problems of high latency and jitter incurred
when forwarding through application level processes on intermediaries.

There are two ideas we will draw from in moving forward. Firstly we will
exploit advances in the network support for multicast, such as Generic Router
Assist service in the PGM router element in IP multicast. Secondly, we will carry

! Ironically, this view was fuelled partly by a report by Sprint[21], when in fact the
entire Sprint IP service supports multicast and they have at least 3500 commercial
customers streaming content.
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out research in ways to distribute an open interface to the multicast tree com-
putation that IP routers implement. The way we propose doing this is through
reflection.

Reflection is becoming commonplace in middleware[32] [33] [34], but has not
been applied between application level systems and network level entities to our
knowledge. The intent here is to offer a common API to both the multicast ser-
vice, and the filtering service, so that the event notification module implementor
need not be aware which layer is implementing a function.

We would envisage an extremely simple API, viz:

Create(Subject)

Subscribe/Join(Subject)
Publish/Send(Subject, Content)
Receive(Subject, Content Filter Expression)

The router level will create both a real distribution tree for subjects, and a
sub-tree for each filter or merged filter set. This will be done with regard to the
location (and density) of receivers. It is possible that we can use an multicast
tunnel or multicast address translation service such as the one described in[11],
to provide further levels of aggregation within the network. This will require the
routers to perform approximate tree matching algorithms.

1.1 Solution, and Proposed Experiment

The approach we will take in the work is one of “build and learn”. We will
build a piece of reflective middleware that is a shim between an existing event
notification service and the reflective routing and filter service.

This will involve extending the PGM signaling protocol that installs and
activates (via IP router alerts) the filters.

We will also investigate efficient hashes for subject to group and content to
sequence number mapping.

Subsequently, we aim to evaluate our approach by applying it to a large-scale
event driven (sentient) application, such as novel context-aware applications for
the emerging UMTS mobile telephony standard[37] or large-scale location track-
ing applications[3§]. For example, there is the possibility of developing a location
tracking (people, vehicles and baggage) for large new airport terminals.

2 Overlays and Reflection

As we can see, what we are designing is effectvely a two-tier system, which entails
multicast trees, and within these, filters. To these, we believe we have to add a
third layer, which is illustrated in figure [

The purpose of the overlay is to accomodate a varieity of qualitative hetero-
geneity, where the lower two layers of multicast and filtering target the area of
quantitative performance differences.
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Firstly, initial event systems are built without any notion of a multicast filter-
capable transport. Thus we must haev an overlay of event distribute servers.
These can, where the lower services are available, be programmed to take ad-
vantage of it, amongt themselves, thus providing a seemless mechanism to deploy
the new service transparently to publisher and subscriber systems. However, we
also believe that there are inherent structural reasons why such an applicaiton
layer overly is needed. These include:

Policies. Different regions of the network will have different policies about
which events may be published and which not.

Security. There may be firewall or other security mechanisms which impede
the distribution via lower level protocols.

Evolution. We would like to accomodate evolution (in the same way that inter-
domain routing protocols such as BGP allow intra-domain routing to eve-
olve).

Interworking. We would like to accomodate multiple event distribution mid-
dleware.

Others. There are other such “impedence mismatches” which we may encounter
as the system scales up.

A novel aspect of our approach is that the overlay system does not, itself,
construct a distribution tree. Isntead, a set of virtual members are addd to the
lower level distribution system whcih then uses its normal multicast routign
algorithms to cnstruct a distributio ntree amongstr a set of event notificaiton
servers seperated in islands of multicast capable networks. These servers then
use an open interface to quret the routers as to the computed tree, and then
use this as their own distribtion - in this way the overlay can take advanatage
of detaield metric information that the router layer has access to (such as delay,
throughput and current load on links) instead of measuring a poor shadow of that
data which would lead to, an inaccurate and out of date parameters with which
to build the overlay. In some senses, what we are doign here is like multicast
traffic engineering!

We believe that our system provides a number of engineering performance
enhancements over previous event notificaiton architectures. Future work will
evaluate these, which include:

1. System performance - improvement in scalability, including reduction in
join/leave publish/subscribe latency, increase in event throughput, etc.

2. Network impact - impact on router load by filter cost group join, leave and
multicast packet forwarding.

3. Expressiveness and seamlessness of API - try it with variety of event notifi-
cation systems! export via public CVS and see what open source community
do?

3 Discussion

For now, its an idea, but we can envisage a world in which perveasive computing
devices generate 10,000,000,000 events per second. We can foresee a time when
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there are thousands of millions of event subscribers all over the planet, with
publishers having popularities as low as no or only a single subscriber, or as
high as the entire world.

One of the goals of this system is to explore the way that the multicast treees
evolve and the filtering system evolves. Another goal is to see how multicast
routign can be “laid open” as a service to be used to build distribution trees
for other layers. Fianlyl, we belieev that the three levels we have may not be
enough, and that as the system grows larger still, other services may emerge.

It is frequently the case that in the long term, business migrates into the
infrastructure. (c.f. voice, IP, etc). We expect many overlay services to do this.
We believe that this process by will accelerate due to use of state of the art
network, middleware and software engineering approaches. However, this process
will not stop - there is an endless stream of new services being introduced “at
the top”, and makign their way down to the bottom, to emerge as part of the
critical information infrastructure.

The architecture is illustrated in figure [l In this we can see that a publisher
creates a sequence of events, which carry attributes with given values. A con-
sumer subscribes to a publisher, and may express content based filters to the
publisher. In our system, these filter expressions can be distributed up-stream
from the consumer towards the publisher. As they pass through Application-

Producer

Q¢ [Axs

Consumer

Consumer

ik Producer/Consumer

= GRA

) Application-level event notification

distributor gﬁé - 31001;5 :
- Blocks
[ Consumerr]
o Normal Router El -Blocks  *
E2  -Splits Q%

©0 A %S Event Types E3  -Blocks @

Fig. 1. Channel Islands System Architecture
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level event notification distributers, they can be evaluated and compared, and
possibly combined with other subscription filters. Notifications of interest are
passed up stream all the way to the publisher, or to the application-level cevent
notification distributer nearest the publiser, which can then compute a set of
fixed tags for data; it can also, by consulting with the IP and GRA routers,
through the reflective multicast routing service, compute a set of IP multicast
groups over which to distribute the data, which will create the most efficient
trade-off between source and network load, and receiver load, as well as tag and
filter evaluation, as the events are carried downstream from the publiser, over
the TP multicast, GRA, and application-level event notification nodes. Devising
and evaluating the detailed performance of the algorithms to carry out these
tasks out form the core of the requirements for future work.

Acknowledgements. The author gratefully acknowledges discussions with his
colleagues, particularly Jean Bacon and George Coulouris.
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Abstract. The reliable multicast protocol guarantees that all receivers place the
source messages in the same order. We have changed this protocol from an event
driven protocol to a timed protocol in order to also guarantee that all of the
receivers have the message by a dead line. In this work we present two
modifications to the timed protocol that provide shorter deadlines. In the examples
that we consider the tighter deadlines approach the nominal network delay.

1 Introduction

The Internet uses very simple protocols in the core of the network and relegates many
functions to the end user. This strategy makes it possible to introduce new services by
changing the programs at the users that require the services, rather than changing the
entire network.

The Internet provides best effort delivery. It does not guarantee the message delay or
that the message will be delivered at all. In order for the end user to guarantee that
messages are delivered within a certain interval, the end user must have a concept of
time and take action within the interval. In conventional ARQ protocols the source
users a timer to periodically retransmit a message until it receives a response from the
receiver. Alternatively, if the source transmits at known times, a receiver that has a
clock and knows the source schedule can take action when messages aren’t received.
Periodic updates have been used in point to point transport protocols [ 1]. Recently,
time has been added to the reliable broadcast protocol [ 2], RBP, to guarantee that all
of the receivers have a message in a specified interval [3]. In the modified protocol
messages are acknowledged according to a schedule and the receivers use absolute
time to recover missing acknowledgements and source messages. Receivers that
receive the acknowledgements and source messages do not have to send any further
messages.

RBP was invented in 1984. This protocol used as few as one control message for
each broadcast message, independent of the number of receivers, to guarantee that all
of the receivers correctly received a broadcast message. In addition to guaranteeing
that all of the receivers correctly receive every broadcast message, it guarantees that
every receiver places the broadcast messages in the same sequence.

RBP was originally used to build a distributed database on an Ethernet[4]. In the
early 90’s, this protocol was adapted to operate on a multicast network over the

Internet and was renamed the reliable multicast protocol[5], RMP.

E. Gregori et al. (Eds.): NETWORKING 2002, LNCS 2345, pp. 10-27, 2002.
© Springer-Verlag Berlin Heidelberg 2002
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RMP is event driven. The receivers do not take any action until a message is received.
The protocol guarantees that all of the receivers "eventually" receive a message, rather
than guaranteeing when they receive the message. If there are N receivers, the
protocols guarantees that all of the receivers have a message after N — 1 additional
messages have been acknowledged. RMP is described in section 2.

In 1999 RMP was applied to an international, distributed stock market[3]. By adding
a knowledge of absolute time to the protocol, and making the protocol time driven,
rather than event driven, the earlier characteristics of RMP are maintained while also
guaranteeing that every receiver receives every broadcast message within a specified
time. The timed version of RMP, T-RMP, is described in section 3.

T-RMP periodically sends a control message that simultaneously acknowledges all of
the unacknowledged source messages. All of the receivers know when a control
message is scheduled to be transmitted and begin the recovery process soon after the
scheduled transmission time, rather than waiting for a message. Once the control
message is received, the receivers request any missing source messages that it
acknowledged. When the period between control messages equals the average
interarrival time of source messages one source message is acknowledged by each
control message, on the average, and the message efficiency of T-RMP and RMP is
the same. When the period between control messages is greater than the average
interarrival time of source messages, more than one source message is acknowledged
by each control message, and the efficiency of T-RMP is higher than RMP. However,
as the period between control messages decreases, the message efficiency of T-RMP
also decreases.

The version of T-RMP that is used in the stock market application is relatively easy to
understand because the period between control messages is large enough for all of the
receivers that have missed the control message or any of the source messages that it
acknowledged to recover those messages before the next control message is
transmitted. We can guarantee that the control message period is large enough for a
receiver to recover a missing message because the ARQ protocol is not open ended.
After a fixed number of attempts, the requesting site assumes that the site with the
message has failed and enters a reformation process. Therefore, at the end of each
control message period either all of the operable receivers have all of the
acknowledged messages, or the system has entered a reformation process to identify
failed sites.

The reformation process is a lengthy process. In order to prevent the protocol from
performing a reformation when the network experiences slightly longer than normal
delays, the message recovery time is much greater than the average message delay in
the Internet.
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The control message period is the guaranteed delivery delay for an acknowledged
message. The delay guarantee that is provided by the original version of T-RMP is
adequate for the stock market application, but reducing the delay will make the
protocol applicable to a larger class of applications, such as remote classrooms where
students ask questions.

One way to reduce the control message interval is to reduce the time between retry
attempt to recover a lost message. As we make the retry intervals smaller we can take
advantage of the small delays that usually occur in the network. However, the smaller
retry intervals result in more frequent retries when a message has not been lost but is
only delayed by the network. As the retry interval goes to zero, the time to recover a
message can track the distribution of delays in the network, but the number of retries,
and hence the number of overhead messages, becomes large. This effect occurs for
all ARQ protocols that are used on the Internet, or any other network with variable
delays. The effect is not unique to T-RMP and is not investigated in this paper.

In sections 4 and 5 we consider two ways to reduce the guaranteed delivery time that
are unique to T-RMP. The original version of T-RMP uses separate retry counters to
recover the control message and the source messages that it acknowledged. In section
4 we combine the counts and show that we can significantly reduce the control
message period without increasing the probability of erroneously entering the
reformation process. In the original version of T-RMP the control message interval,
the time until a message is recovered by all of the receivers, and the time to enter the
reformation process, are all the same. In section 5 we consider using different time
intervals for each of these events. The operation of the protocol is more complicated.
We show that the protocol operates as a D/G/1 queue and show, by an approximate
analysis of the queue, that using different intervals fro the three events can
significantly reduce the delay guarantees.

2 The Reliable Multicast Protocol

RMP has three characteristics that distinguishes it from earlier protocols:
1. Every receiver places the messages from the sources in the same sequence.
2. Every receiver eventually knows that every other receiver has the data.

3. When there aren’t any losses, there is only one control message per source
message, independent of the number of receivers. (In reference 6 there is an
analysis of the number of messages that are transmitted when there are losses.)

The RMP protocol has two parts. The first part operates on multicast messages
during normal operation. It guarantees delivery and ordering of the messages from
the sources. The second part is a reformation protocol that reorganizes the broadcast
group and guarantees the consistency of message sequences at the receivers after
failures and recoveries. The complete protocol is described in reference 2. In this
presentation we are concerned with the first part of the protocol.



A Reliable Multicast Protocol with Delay Guarantees 13

There are n sources and m receivers that participate in the protocol, as shown in figure
1. The sources and receivers may be the same or different. A single receiver, called
the token site, acknowledges a source message and assigns the message a sequence
number. All of the receivers place the messages in the order indicated by the
sequence number.

We guarantee that every receiver has all of the messages by sequentially passing the
token to each receiver. A receiver does not accept the token until it acquires all of the
preceding acknowledgments and the messages that they acknowledged. Therefore,
when the receiver with the token sends an explicit acknowledgment for a source
message, it implicitly acknowledges that it has received all of the source messages
that have been acknowledged prior to this message.

1,1 2,1 s,1 n,1 :

’ ’ ’ >5 | Transmitted
1’2 '2,’,2 s,2 n.2 Messages
1,M, .M, s, M n,M,

,,,,,,,,,, - ~——-—-—-—-—--—--- TokenRing

-1 Receivers

Token Site
1. Ack t for Msg (s, M)
2. Ack token to r — 1 3. Pass token to r + 1

1 1 1 1 1 1

t-m+1 Received
. tm+2 ? . eceive
t-r+1 . e e T Messages
t-r+2 t-r+1 P
t—.rf2 t-1+3 . .
t ? t ? t ? t t ? t ?

Fig. 1. The Reliable Broadcast Protocol

The sources use a positive acknowledgment protocol. A message from source s
contains the label (s, M) to signify that it is the M ;h message from source s. Source
s transmits message M at regular intervals until it receives an acknowledgment or
decides that the token site is not operating. If a source decides that the token site is
not operating it initiates a reformation.
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The receivers take turns acknowledging messages from sources by passing a token. A
single control message, acknowledgment ¢ from receiver r, serves three separate
functions:

1. it acknowledges (s, M) and assigns it sequence number 7,

2. it is an acknowledgment to receiver (r —1) mod m that the token was
successfully transferred to r, and,

3. it transfers the token to receiver (» + 1) mod m.

The token transfer uses a positive acknowledgment protocol. Token site r
periodically sends acknowledgment ¢ until it receives acknowledgment ¢ + 1 or greater
or it receives a separate token acknowledgment. If the acknowledgment isn’t received
in a specified number of attempts, receiver r decides that receiver r + 1 is inoperable
and initiates a reformation.

When r sends acknowledgment ¢ it stops acknowledging source messages, even
though receiver (r + 1) mod m may not have received, or may not be able to accept
the token. This guarantees that at most one receiver can acknowledge source
messages.

When a receiver accepts the token it also assumes responsibility for servicing
retransmission requests. Receiver (r + 1) mod m does not accept the token until it has
all of the acknowledgments and source messages that were acknowledged up to and
including ¢. Receiver r does not stop servicing retransmission requests until it
receives the acknowledgment for passing the token. This guarantees that there is
always at least one site, that has all of the source and control messages, that is
responding to retransmission requests.

Receivers place the messages in the sequence assigned by the acknowledgments.
Each receiver, r, tracks t,, the next acknowledgment that it expects. If an
acknowledgment number greater than ¢, is received, acknowledgment ¢, is missing. If
acknowledgment ¢, is received and the source message that is acknowledged is not in
the receiver’s queue of unacknowledged messages, then the source message is
missing. The receivers use a negative acknowledgment strategy. No control messages
are sent unless a missing message is detected. When a receiver detects a missing
message it recovers the message using a positive acknowledgment protocol. The
receiver periodically requests the message until it receives the message or decides that
the retransmit server is inoperable and initiates a reformation.

As the token is passed, the token site can infer information about the other receivers.
When receiver r transmits acknowledgment ¢, receiver r and any receiver that receives
the acknowledgment knows that
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— receiver r has all of the acknowledged messages up to and including the
message,

— receiver (r—1) mod m has all of the acknowledged messages up to and
including the (r — 1) message,

— ..., and

— receiver (r —m+ 1) mod m has all of the acknowledged messages up to and
including the message acknowledged by t —m + 1.
Since (r —m) mod m = r, receiver r knows that all of the receivers have all of the
source messages up to and including the message acknowledged by r—m +1. By a
similar argument all of the receivers know that all of the other receivers have all of the
messages up to and including the (f — m + 2)™ message.

Figure 2 is an extended finite state machine, E-FSM, representation of the actions that
a receiver takes when an acknowledgment is processed. The states indicate tests that
are performed or situations where the receiver waits for an external stimuli, such as a
message or a time out. The transitions between states are labeled with the event that
caused the transition, followed by a "*"’ed list of actions that occur during the
transition.

3 The Timed Reliable Multicast Protocol

T-RMP uses the same token passing mechanisms and retransmission strategies as
RMP, as shown in figure 1. The difference is that T-RMP is time driven rather than
event driven. Acknowledgments are transmitted by the token site at scheduled times
separated by 7, seconds. In addition, T"-RMP is a bulk acknowledgment protocol. An
acknowledgment message contains a list of all of the source message that the token
site has received, but which have not been acknowledged by the previous token sites.
The 1™ token passing message acknowledges a sequence of k source messages, where
k is variable. The messages are assigned sequence numbers s + 1 to s + k, where s is
the last sequence number assigned in the (r — 1) acknowledgment.

In T-RMP we assume that the receivers have synchronized clocks. Synchronization
may be performed on the multicast network using other protocols [7, 8, 9] or may be
performed on a parallel network, such as a satellite network, with deterministic
delays. The clock synchronization technique is not part of T-RMP and is not
considered in this presentation.

The primary advantage of the timed protocol is that a receiver detects a missing token
based upon the time that it was scheduled to be transmitted, rather than later events
that occur at undetermined times in the future. Negative acknowledgments have
much more significance in the scheduled protocol than in the event driven protocol.

In the event driven protocol, RMP, we cannot assume that a receiver that has not sent
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Wait for Ackf

r>e
*Store Ack(r)
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r = number of received acknowledgment
Msg(e) = message acknowledged by Ack(e)
Reformation t, = scheduled transmission time for Ack(e)
T = time out for retransmission request
n, = number of recovery attempts
Nmax = Maximum number of recovery attempts

n r = nmax

Fig. 2. An E-FSM representation of acknowledgment processing at a receiver in
the RMP protocol

a negative acknowledgment has received a source message. The receiver may also
have missed the positive acknowledgment for that source message and any subsequent
acknowledgments that would indicate that it missed the first acknowledgment. We
cannot be certain that the receiver has a source message until that receiver sends an
implicit acknowledgment by sending a positive acknowledgment for a subsequent
message.

In the scheduled protocol, T-RMP, a receiver is aware that it has missed an
acknowledgment one network delay time after the acknowledgment is scheduled.
Message recovery uses a positive acknowledgment protocol that retransmits
unanswered requests at fixed intervals and declares a failure and places the system in
reformation after a fixed number of unanswered requests. Therefore, after a fixed
time following a message’s acknowledgment, either all of the operable receivers have
the message or the system is in reformation.
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Figure 3 is the E-FSM representation of how acknowledgments are processed in
T-RMP. We can use this state diagram to prove that all of the operable receivers have
received a source message, or have placed the system in reformation within time
(Nmax + 1/2)TR of when it was scheduled to be acknowledged. If the token site, that
was scheduled to send the acknowledgment has failed, the system is placed in the

reformation phase by the receivers. The sources don’t have to detect a failed token
site.

t>t,+Tgl2
*n,=0

Rcv Ack(e)
*n,=0

>t +Tp
Rcv Ack(e)

[X(e) Empty

Test n, Check Msg(e)
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*n, ++ X(e) Not Empty IX(e) Empty
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nr < nmax
*Rgst X(e)
*n, ++
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e = number of expected acknowledgment
Msg(e) = set of messages acknowledged by Ack(e)
X(e) = subset of Msg(e) that are not received
Reformation t, = scheduled transmission time for Ack(e)
T = time out for retransmission request
Nmax = Maximum number of recovery attempts
n, = number of recovery attempts

n r = nl'l‘lZlX

Fig. 3. An extended finite state machine representation of acknowledgment
processing at a receiver in the timed RMP protocol

A source message is scheduled to be acknowledged at time #,. If the acknowledgment
is received before t, + T;/2, the receiver moves to state 4, with n, = 0. Otherwise, at
t,+Tgr/2 the receiver moves to state 2 with n, =0, requests the missing
acknowledgment, increments n, to 1, and moves to state 3. If the missing
acknowledgment is received within T seconds, the receiver moves to state 4,
otherwise it returns to state 2. The receiver circulates around the loop between states
2 and 3 at most n,, times. FEither the receiver enters state 4 before



18 N.F. Maxemchuk

to+ (Mpax + 1/2)Tr, or enters state 7, and initiates a reformation at time
to+ (Npax + 1/2)Tp.

If a receiver enters state 4 at time ty such that
to+(ky—1U2)Tr <ty <t,+(ky+1/2)Tp, then n,=ky If the receiver has the
acknowledged source message, then the receiver move to state 8, otherwise it moves
to state 5. If k = n,,,, the receiver moves immediately to state 7, otherwise it follows
the 5->6->5 recovery loop up to n,,, —k times. The receiver enters state 7 at time
ty+ (Npax — k)T R < t,+ (Npa + 1/2)TR, if it does not enter state 8 prior to this time.
Therefore, by ?, + (n,, + 1/2)Ty all operable receivers either have the message, or
have started a reformation process. If the token passing period is
Tp 2 (npax + 1/2)Tg, the next token site has recovered all of the messages, and is
ready to acknowledge messages before the next acknowledgment is scheduled to be
transmitted.

The structure of the state machine for T-RMP is similar to the state machine for RMP
in figure 2. Two obvious differences are that:

1. T-RMP moves from state 1 to state 2 when the local clock exceeds the
scheduled acknowledgment time plus a reasonable network delay, while RMP
makes the same transition when it receives a token with a larger sequence
number than expected, and,

2. T-RMP checks for, and may have to recover, a set of source messages for each
acknowledgment, while RMP only checks for a single source message.
There are two other things that should be noted in the T-RMP state machine,

1. the time out that activates the transition from state 1 to state 2 is half the time
out that activates the transitions between states 2 and 3 or 5 and 6, and,

2. the sum of retries to recover a missing acknowledgment and a missing
message, is limited, rather than separately limiting the number of retries to
recover each.

The sum of the timer delays in T-RMP determine how frequently we can transfer the
token. The smaller the timers, the more frequently we can transfer the token. The
more frequently we are able to transfer the token, the smaller the time until we are
certain that all of the receivers have a message. In addition, smaller token transfer
times result in a smaller waiting time until source messages are acknowledged.
Therefore, we would like to make the total timer delays as small as possible.

4 Merged Retry Count

We merge the count of retry requests to recover lost acknowledgments and lost
messages because it reduces the maximum time that we allow to recover messages,
without increasing the probability of erroneously entering the reformation phase. As
an example, consider a system with independent messages losses, P :
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— The probability that a receiver does not receive an acknowledgment is P4, = Py

— The probability that the receiver misses at least one of k source messages that
are covered by an acknowledgment is Pg = 1 — (1 — P,)*;

— And, the probability that the request for a retransmission from a receiver, or the
retransmitted acknowledgment message, or retransmitted source messages, is
lostis Prp=1—-(1-P;)%

In a system that allows n; attempts to recover a missing acknowledgment and a
separate n; attempts to recover any missing source messages, the probability of
initiating a reformation process because a sequence of messages has been lost, rather
than because a component has failed, is

2
Pri(n)=(Pa+ Ps)Py — PoPsPy" .

In a system that allow a total of n, attempts to recover both the missing
acknowledgments and retries, the probability of initiating the same erroneous
reformation is

PR’z(nz) = (PA +P5)Pl;2 + PAps(l’lzP%z](l _PR) — P%zj

When P; « 1, using a Taylor series expansion,

k+1
Ppi(ny) = @Pp)"*" , and,
K+1  kny .
Pro(ny) = T"‘T 2P )" .

For n, P < 1, which is reasonable considering that P; < 1,
Pgo(ny)> Pgi(ny) > Pro(ng +1)

In other words, if we make the sum of the retries one greater than the number of
separate retries to recover the acknowledgment and source messages, we are less
likely to initiate an erroneous reformation process. A system that allows 3 separate
tries to recover acknowledgments and source messages must allow 6 recovery
intervals before passing the token. A system that monitors the sum of the retries can
provide better performance while only allowing 4 recovery intervals before passing
the token.

Of course we can make the above model more accurate by

— allowing different loss probabilities for different length messages, a short
acknowledgment message versus up to k source messages,

— considering time correlation of the losses, and

— taking into account other receivers that may miss the same messages.
Our objective, however, is to demonstrate the advantage of summing the retry
attempts, rather than to recommend a specific number of attempts for a particular
network condition. In a real network the loss and delay change continuously. We
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recommend increasing n, by one, and slowing down the token passing, when the
receivers initiate unnecessary reformations, and decreasing n,, and speeding up the
token passing, when there is a long time between erroneous reformations. How long
is long depends upon how badly we want to avoid erroneous reformations.

5 Separating Events

At each time ¢, acknowledgment Ack(e) is scheduled to be transmitted. Ay = ¢, — ¢,
is the token passing period. Let Ack(e) and the source messages that it acknowledges
comprise the message set Msg(e). At ¢, + Ac all of the receivers that have recovered
the source messages in Msg(e) commit those messages. We assume that at 7, + A¢
most, if not all, of the receivers have these messages. At t, + Ay any receiver that has
not recovered Msg(e) initiates a reformation.

In our initial description of T-RMP Ay =A. =Ap =A,;,;- This simplified the
description and understanding of the protocol because the operation of the protocol is
the same at every receiver and token site during every token passing interval. At each
t,, if the system is not being reformed all of the receivers, including the token site,
have all of the Msg(i) forall i <e. At t, the token site transmits Ack(e). At
t,+Tr/2 all of the receivers that do not receive Ack(e) try to recover it. At
t,+Ap(£t,.) any receiver that has not recovered Msg(e) initiates a reformation
process. Therefore, if the system is not being reformed, the operation at 7,,; is the
same as the operation at f,. In addition, f,,; is the commit time for the messages
acknowledged at 7,, since we can guarantee that all of the receivers have those
messages.

When a source message is received at the token site it may wait up to Ay before the
token is transmitted, and then must wait an additional A before the receivers commit
the acknowledged message. We would like to make A, =Ac+ Ay as small as
reasonable, in order to provide stronger quality of service guarantees. In the initial
system A, iir = 2% Ay In this section we set Ay < A;,;;. However, in order to
keep the probability that a receiver has a message the same as in the initial system, we
must make Ac > A;,;;. We show that A, = Ay + Ac < A0 inir» fOT a certain range of
Ar. We further reduce A, by making A- < Ap. We justify this reduction by noting
that false alarms, that cause unnecessary reformations, are generally more costly than
the late arrival of a message.

When we make Ar < Agx Msg(e) may be recovered after Ack(e + 1) is scheduled to be
transmitted, since t,,; < t, + Ag. Recovering Msg(e) after ¢,,; does not have to affect
the operation of a receiver that is not also the token site. The receiver can start
recovering the missing components of Msg(e + 1) at the scheduled time whether or
not is has completed the recovery of any Msg(i),i <e+ 1. A receiver may have
several recovery processes in progress simultaneously, or, since all of the requests for
missing messages are directed to the current token site, the receiver may combine all
of the requests into a single message.
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However, when the site that is scheduled to transmit Ack(e+ 1) fails to recover
Msg(e) before t,.;, all of the receivers are affected. By the conventions of the
protocol, the token site does not transmit an acknowledgment until it recovers the
earlier messages and can service all retransmission requests. All of the other
receivers may start transmitting their retransmit requests at f.,; +7Tx/2, but the
recovery cannot start in earnest until after the token site completes its recovery and
transmits the acknowledgment. In our model, the number of retries needed to recover
messages, and the distribution of the recovery time, is independent of when the
recovery starts. Therefore, if the recovery starts later than ., + Tx/2, it will end
later. If we make Ay < A;,;, we must make Ag > A,,;, order to keep the probability of
reformation when there isn’t a failure the same.

The operation of the token sites can be mapped onto the operation of a D/G/1 queue,
where the period of the arrival process is Ay and the service process is the distribution
of times to recover Msg(e). In order to perform this mapping, site s,, that transmits
Ack(e), arrives in the queue at time f,. the scheduled time to transmit the
acknowledgment. If site s,_;, that transmits Ack(e — 1), has successfully transmitted
Msg(e — 1) to s, ( that is to say, s, has successfully recovered Msg(e — 1) ) before ¢,,
then the queue is empty, and immediately begins to service Msg(e). The service time
of Msg(e) is the time needed to successfully transmit Ack(e) from site s, to site s,,,
which is responsible for transmitting Ack(e + 1), and for s,,; to recover any missing
source messages in Msg(e). If Msg(e — 1) is not transferred to s, by 7,, s, must wait
for the transfer to be complete before beginning to service Msg(e). Site s, receiving
the token at 7, + J and beginning the next token transfer is equivalent to s, arriving at
the queue at ¢,, and waiting until the previous service is completed at ¢, + § to begin
its own service. Note that s,.; begins trying to recover Msg(e) at t,+ Tgp, and
combines any other missing messages with this request. This makes the service time
independent of the past history of site s,,;. Whenever s, transmits the
acknowledgment, s,,; is ready to start recovery, without waiting for an earlier
recovery to be complete.

The queue builds up because of the token passing process, but the waiting time
distribution for the queue is the waiting time component for the delay at any receiver.
None of the receivers can start recovering Msg(e) until s, has the token. Therefore
they all have the same waiting time. The delay between the time that a source
message is scheduled to be acknowledged and the time that a receiver has that
message is the convolution of the waiting time distribution with the service time
distribution. The service time distribution is the time needed for the receiver to
acquire a message set Msg(e), when the token sites have not failed. When the delay
at a receiver reaches Ay, the receiver starts a reformation process, even though there
has not been a failure. The waiting time is zero after a reformation. Since the
probability of a false reformation is intentionally small, we approximate this
probability as the probability of exceeding Ay in an infinite queue. The probability
that a receiver has not acquired a source message when it is scheduled to be
committed is the probability that the delay exceeds Ac.
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Following the model in the previous section, the service time is
Ty . ,
s=d,(1-x,)+ o Xa +iTr+dup+d,3xa+ joaTr+dyg+d,sxs

where:
d,; are delays through the network that depend on the source, the current token site
and the network congestion,

1 with probability P
Xgq = .
0 otherwise

1 with probability 1 — (1 - P,)"
X¢ =
5 0 otherwise

r is the number of arrivals from independent sources during Az and is distributed as

_ (ady) et

r!

p(r)

and, j; are the number of unsuccessful retransmission attempts before acquiring a
missing message and is distributed as

p(H=01 —PR)P{e for j=0,1,2,... where Pg=1—(1—-P,)"

When the delay and retries are uncorrelated, the average service time is:

T P
L = ﬂN{l + Py +2(1 - e—”AATPL)} + 7’* Pr+ Ty ’; {P,_ +1- e-ﬂAAr”L},
— IR

where HN = E(dN,j) When PL <« 1and ﬂAATPL << 1,

T
Us = uy + PL{zR +uy(1+ ;uAAT)}-

It’s interesting to note that the time that it takes to transfer the token, s is a function of
the token transfer period Ay and that ug decreases as the token transfer rate increases.
When we transfer the token more frequently, fewer source messages arrive between
token transfers, and it is more likely that we have not lost one or more messages.
Therefore, when we transfer the token more often we are less likely to have to recover
a source message. In the remainder of this section we are interested in the effect of
decreasing Ar. In our first order analysis we will assume that ug is not a function of
Ar. If we replace Ay with A;,; (= Ar), the value of ug will not decrease as we
decrease Ay, and the actual advantage of decreasing Ar will be greater than we
predict.

We do not know the service time distribution. The component of this distribution that
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is the distribution of network delay between the receivers and token site is difficult to
determine and changes. We will use a negative exponential distribution for the
service time. This is reasonable because of the memoryless property of the process
that recovers lost messages. More importantly, this assumption replaces the D/G/1
queue with a D/M/1 queue, which we know something about. At this point we will
make a number of approximations in order to get a feel for the quantitative
relationship between Ay, Ac and Ag.

The waiting time distribution in a G/M/1 queue[10] is:

W(y)=1-oce 1794 fory >0, where,
o= A"((1-0)us),

and A" (s) is the La Place transform of the arrival time distribution.

In our case the arrival time distribution is deterministic with period Az, so that
A'(s)=¢** and o = 7P,

where p = ug/Ay. p is the utilization of the token passing channel. It if the fraction
of the time the the token is in the process of being moved.

The equation for o has one solution for 0 <o < 1, when 0 < p < 1. This can be
verified by considering the value of the exponential at y =0 and y = 1, the slope at
y =1, and the second derivative over the range. The solution for sigma is plotted as a
solid line in figure 4. Because of the shape of the curve, we approximate it with a
quadratic. The least mean squared error fit is the quadratic:

o =1.168p>—. 168p

The quadratic is plotted as the dashed line in figure 4. The fit is seen to be tight over
the entire range.

The distribution of the delay is the convolution of the waiting time and service time
distribution, and the probability of an erroneous reformation, P, is the probability
that the delay exceeds Agz. Therefore,

P = g (1+168p-1.168p") A/ ug

ref

In the initial system we expect the utilization of the token passing channel to be low
because p is inversely proportional to Ay, Ay = Ap and Ay is large enough that
erroneous reformations occur infrequently. If p is small, the delay distribution is
approximately equal to the service time distribution. This is a satisfying result for the
initial system because whenever the waiting time is greater than zero, the system is
put in reformation. The probability of reformation 1is approximately
Prof init = e~Mmilks  The utilization is pj,;, = is/Ay = . 431 In(P,f jnir)- If we adjust
Ajig 80 that P i < 107°, then p,,;, < .07, which justifies our claim that it is small.
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Fig. 4. Plotof o =179 (solid curve) and o = 1. 168 p>—. 168 p (dashed curve)

Consider reducing Ay < A;,;;. p becomes larger. In order to keep P,,r the same, we
must increase Ay so that

e—[1+~lﬁs(ﬂs/AT)‘*'l~168(/1§/AT)2]AR//15 — e_AR//lS.
60 —
40 —
AR 10—12
/10—10
20 1078
— 107
— - 107
-71072
-0 w w w w
1 2 5 10 20
Ay

Fig. 5. Reformation delay A,  versus token passing period Ay for probabilities of
erroneous reformation P,,r from 1072 t0 1072



A Reliable Multicast Protocol with Delay Guarantees 25

In figure 5 we plot equi-P,, curves for P, from 1072 to 1072, On the axes Ak and
A7 are normalized with respect to ug, the average time that it takes to reliably transfer
information between two participants in the protocol. The axis are dimensionless, and
a value of 10 can be read as 10 average transfer times. The x-axis is also 1/p. This
axis is logarithmic with p < 1. The dashed curve is Ap = A7 = A,,;;. We see that as
we decrease Ay from A,,;, Ap remains almost constant until p reaches about
30 — 60%, then grows rapidly as p — 1. This graph shows us that there is almost no
penalty for reducing Ay to 10 —20% of Ap.

Once a source message is received at the next token site, it may have to wait up to Ay
until the next bulk acknowledgment message is scheduled to be transmitted, and then
an additional A, until the receivers use the message. The probability that a receiver
has not acquired a message by Ac has the same form as the probability that the
receiver has not acquired the message by Ap. The upper bound of this component of
the message delay, Ay + Ac, normalized with respect to the message transfer time, is
plotted in figure 6. The equi-probability lines are the probability that a receiver has
not acquired the message by A-. As Ar is reduced from A,,;, the sum first decrease
because Ac is increasing slowly. However, as p — 1, A¢ starts increasing quickly
and the sum increases. There is a value of A; that minimizes the sum, but the
minimum is broad, so that the exact value of Ay is not critical.

60 —
10712
10—10

40 — 108
AC + AT 10—6

20 107

1072
-0 I I I I
1 2 5 10 20
Ar

Fig. 6. Maximum delay from reception at token site to commit, A  + Ay versus
token passing period Ay for probabilities that a receiver does not have a
message by the commit time from 107'? to 1072

There are likely to be different penalties associated with a message arriving after the
commit time and a system with the components operating properly entering a
reformation. The quality of the information provided by a receiver may be adequate
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if 107 or 1072 of the messages arrive after they are scheduled to be used. However, in
a system with 100 receivers, if each receiver places the system in reformation with
probability 107 each time the token is passed, the system will be placed in
reformation after most token passes, and will spend most of its time in reformation.
Therefore, A- and A should be selected separately.

Suppose that the system can tolerate 10~ of the messages arriving after they are
scheduled to be used. From figure 6, the minimum of Ay + A¢ is approximately 14,
and is achieved when A7 is about 3. If we also require that P, = 1071, from figure
5, the delay until we enter reformation, A, is about 26, only 2 greater than it was for
A,ir» as noted by the dashed line in figure 5. If we try to meet both constraints with
Ac =Agp, Ap =4, Ay +Ac =29, and Ap =25. The reformation delay improves by
about 4%, but the component of the message delay more than doubles. Finally, if
Ac =Ap = Ay, as in the initial system, Ay +Ac =48 and Ay = 24. The message
delay is about 3.5 times as large as it is in the system with independent selections,
while the reformation delay improves by less than 8%. This example shows the
importance of separating the selection of the delay.

6 Conclusion

We have shown that the guaranteed delivery delay in T-RMP can be reduced by
combining the retry counters used to recover the token passing message and the
missing source messages, and by using different time intervals to pass the token, Ay,
commit messages, Ac, and to enter the reformation process, Ag. It is instructive to
determine the reductions using reasonable numbers.

In original system Ay = Ac = Ag, and the same number of retries n, is allowed to
recover the token passing message and the source messages. The maximum time
from the reception of a source messages until it committed by all of the receivers is
Ag =Ar +Ac. In the initial system, Ay = (2n,+.5)Ay, where n, is the number of
retries used to recover a missing message, and Ay is the nominal round trip network
delay that we use to retransmit message recovery requests. The factor of 2 results
from the two separate message recovery processes, and the factor .5 is the time that a
receiver waits for the token passing message before initiating the recovery process.
When the retry count for the two recovery processes are combined and P; <« 1, the
total number of retries is limited to n, = n, + 1, so that Ay = (n, + 1. 5)Ay.

4.5
In typical ARQ protocols n, = 3. Therefore, Ag in the combined system is 75" .6

as large as in the original system. If the nominal round trip delay is one second, the
maximum source delay is 13 seconds in the original system and 9 seconds in the
combined system.

In the figures in section 5 all of the delays are normalized with respect to u,. If the
selection of n,, = 3 and a nominal network delay of 1 second results in a probability of
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erroneous reformation = 10*10, then, from the example at the end of section 5,
Ay =Ac = Ap =24 u,. If we select the three periods independently, and allow 107 of
the messages to arrive at some receivers after they have been committed by other
receivers, then we can set Ay =3ug, Ac =11ug, and Ap =28ug, and maintain
P, =107'° This reduces Ay from 48 to 14, and the maximum source delay from 9
seconds to 2. 625 seconds.

The two protocol modifications that we have studied provide a reduction in the
delivery delay, in this example, of nearly 80%. It is worth noting that the guarantee is
approaching the nominal network delay, so it is unlikely that further protocol
modification will provide large improvements. In order to provide stronger delay
guarantees we have to increase the number of retries in order to decrease the nominal
network delay toward , or improve the operation of the network to reduce the actual
network delay.
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Abstract. With increasing demand for real-time services in next gen-
eration wireless networks, quality-of-service (QoS)-based routing offers
significant challenges. Multimedia applications like video conferencing,
real-time streaming of stock quotes or processing of scientific images re-
layed from satellites require strict QoS guarantee (e.g. bandwidth, delay)
while communicating among multiple hosts. This gives rise to the need
for an efficient multicast routing protocol which will be able to deter-
mine multicast routes satisfying the different QoS constraints. Design
of such protocol boils down to a multi-objective optimization problem,
which is computationally intractable. In fact, discovering optimal multi-
cast routes is an NP-hard problem when the network state information
is inaccurate — a common scenario in mobile wireless networks. In this
paper, we propose a novel multicast tree selection algorithm that de-
termines near-optimal multicast routes on demand. Based on the multi-
objective genetic algorithmic (MOGA) approach, our solution attempts
to optimize multiple QoS parameters (e.g. end-to-end delay, bandwidth
guarantee and residual bandwidth utilization) simultaneously. We math-
ematically analyze the performance and convergence of the developed
algorithm. Simulation results demonstrate that our algorithm is capa-
ble of discovering on-demand a set of QoS-based, near-optimal multicast
routes within a few iterations, even with imprecise network information.
From these set of routes one can choose the best possible multicast route
depending on the specified QoS requirements.

1 Introduction

Multicast routing is an effective way to communicate among multiple hosts in a
network. It outperforms the basic broadcast strategy by sharing resources along
common links, while sending messages to a set of predefined destinations. This
is particularly true in wireless networks which suffer from resource (bandwidth)
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scarcity and high bit error rate (BER). Furthermore, the growing demand for
real-time multimedia communications like live video conferencing or streaming
of stock quotes require strict quality-of-service (QoS) guarantee on such param-
eters as bandwidth, end-to-end delay, and delay jitter. An efficient allocation of
network resources satisfying QoS requirements is the primary goal of QoS-based
multicast routing [19]. However, individual QoS parameters may be conflicting
and interdependent, thus making the problem even more challenging [15].

Further complications arise in wireless networks due to information (e.g. re-
source availability) inaccuracy caused by high BER and signal fading, leading
to packet loss and hence higher packet delay and jitter. This effect can be re-
duced at the cost of extra bandwidth allocation. Thus, there exists a trade-off
between bit error rate and bandwidth for a fixed radio spectrum. If we were
to optimize a multicast route path with respect to a single QoS parameter, say
bandwidth, then the problem can be solved in polynomial time even with uncer-
tain network resources [8], by mapping it to a shortest path finding problem. On
the otherhand, determining multicast routes satisfying different QoS parameters
or constraints simultaneously, is an NP-hard problem [13]. The uncertainly of
the network resources make such a problem more difficult. Therefore, various
approximate algorithms have been proposed based on some heuristics.

Although QoS-Routing in wireless networks is an active research area in
recent years, QoS-based multicasting is relatively a new research topic. The
impact of information inaccuracy and uncertainty over QoS-routing has been in-
vestigated in [8/15] which proposes efficient heuristics to identify routes that are
most likely to accommodate the desired QoS even with uncertain network state
information. Using suitable probabilistic models it is shown that uncertainty is
minimal for flows with only bandwidth requirements, but it makes path selec-
tions intractable when end-to-end delay is considered. A scalable, coarse-grained
approach to control the mobile QoS is highlighted in [12]. The key technique used
here is to aggregate a cluster of cells into a Virtual Bottleneck cell (VBC) in such
a way that by controlling the parameters of VBC, specific QoS objectives of the
system can be ensured without requiring the accurate prediction of the times and
locations of each mobile user. The 3-level multi-agent architecture for QoS con-
trol in wireless ATM [I1] provides a self-regulating network congestion control
management by means of global network state awareness. A dynamic reconfig-
uration of the agents and an adaptive cell discarding scheme are performed to
meet the end-to-end QoS requirements. The agents efficiently manage the buffer
space to reduce the cell loss ratio while guaranteeing a bounded transit delay.
In a completely different approach [I6] multimedia streams are represented in
terms of multiple substreams each with its own specified QoS and wireless net-
work elements and protocols are made aware of the QoS requirements of such
substreams. With the fluctuation of resource availability, using a fair schedul-
ing algorithm the network selects and schedules substreams in order to meet an
acceptable QoS. For effective multicast tree construction in interactive audiovi-
sual communication, a heuristic has been proposed in [I4] to compute low cost,
delay-bound routes from source to each destination. Recently, the authors in
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[1] demonstrated the efficiency of genetic-algorithm (GA) to obtain QoS-based
multicast routes in computationally feasible time. With the help of evolution-
ary operations, the proposed algorithm is capable of optimizing multiple QoS
parameters to generate a near-optimal multicast tree.

A careful analysis of the optimization schemes explored in QoS-routing in
wireless as well as wirelined networks reveal that most of them suffer from the
same drawback: multiple objectives are combined to form a scalar single-objective
function on an ad hoc basis, usually through a linear combination (weighted sum)
of multiple attributes. In these cases the solution not only becomes highly sen-
sitive to the weight vector but also demands the user to have certain knowledge
(e.g. priority of a particular objective, influence of an objective parameter over
other) about the problem. Moreover, in the case of multi-objective optimization,
a unique solution that optimizes all the objectives simultaneously will rarely, if
at all, exist in practice. The user will therefore be more interested in obtaining a
set of acceptable non-dominated solutions, one of which can be selected based on
the specific problem requirements. We recognize that genetic algorithms can be
readily modified to deal with multiple objectives by incorporating the concept
of Pareto-domination (discussed in Section [2]) in its selection operation [6].

In this paper, we use a multi-objective genetic algorithm (MOGA) technique
to develop an efficient algorithm which determines multicast routes on-demand
by simultaneously optimizing end-to-end delay guarantee, bandwidth require-
ments and residual bandwidth utilization without combining them into a single
scalar objective function. Using suitable genetic operators, the algorithm is ca-
pable of finding near-optimal solutions within a few iterations. We have shown
that with the increase in the number of nodes our algorithm performs better
than existing algorithms based on scalar optimization. Although, it is impossi-
ble to provide a tight-bound for convergence of such an NP-hard algorithm, we
have shown that asymptotically it can converge to the optimal point. From the
experimental results it is clear that our algorithm is capable of obtaining more
than 95% of the global optimal values for all three QoS parameters.

Section 2] reviews the basic concept of MOGA relevant in this context. The
formulation of the required optimization functions and the proposed new algo-
rithm are presented in Section [Bl Section [ highlights the power of the algo-
rithm by analyzing the variation of some genetic operators and demonstrating
its asymptotic convergence. In an attempt to evaluate the performance and the
of the algorithm, a suitable model is developed and steady-state probabilities
are calculated in Section [l Simulation results in Section [ corroborates the fast
optimization of the required QoS parameters. Section [ concludes the paper with
pointers to the areas of future work.

2 Evolutionary Algorithms in Multi-objective
Optimizations

Genetic algorithms (GA) provides a guided random search and optimization
technique, based on the basic principles of evolution: survival of the fittest and
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inheritance [7]. Tt uses probabilistic transition rules and a payoff function to
guide the search. All generalized greedy and gradient descent search techniques
suffer from getting stuck at a local optimal point. However, using the evolutionary
techniques, GAs can overcome this limitation to provide a near-optimal solution
in a few iterations. The steps involved in solving an optimization problem using
GA can be briefly summarized as follows: (i) Random generation of a population
of chromosomes, (ii) Decoding each chromosome to evaluate its fitness, (iii)
Performing selection, cross-over and mutation operations, (iv) Repeating steps
(ii) and (iii) until a stopping criterion is satisfied. To solve any optimization
problem, GAs start with chromosomal representation of the parameter set. A
set of such chromosomes or strings are termed as population. The fitness/objective
function is chosen in such a way that the good points in the search space possess
high fitness values. This is the so-called payoff information used by GAs. In
short, GAs mimic the natural evolution process through its selection, cross-over
and mutation operations as discussed below:

— Selection: The selection process copies parent strings into a tentative new
population known as mating pool. Selection is usually proportional to an
individual’s fitness value and thus mimics the evolutionary selection process.
Roulette wheel selection, stochastic universal selection and tournament based
selections are the most widely used techniques [4].

— Cross-over: The key idea behind the cross-over is to exchange information
between two randomly selected parent-strings to give birth to the offsprings
for the next generation. The selected strings from the mating pool are paired
at random and a particular cross-over point is selected uniformly at random
between position 1 and the string-length. The offsprings are generated by
swapping the respective portions of the strings after the cross-over point.

— Mutation: Mutation is the process of random alteration in the genetic struc-
ture to introduce genetic diversity. In adverse situation, when the global op-
timal solution resides in a particular portion of the search space not included
in the population, then the mutation is the only way to direct the popula-
tion to jump out from any local optimal solution by randomly altering the
information in the string.

In addition to these basic concepts, generally the best string up to a particular
generation is preserved in a location either within the population or outside it.
This idea is known as elitism [7]. We are now in a position to digress into its
multi-objective counterpart of GAs.

A careful look into many real world problems reveals the requirement of
simultaneous optimizations of multiple objectives. In principle, multi-objective
optimization is quite different from the single-objective optimization. In case of
multiple objectives, there may not exist a single best solution with respect to
all the objectives. In fact, there exists a set of solutions superior to the rest of
the solutions in the entire search space when all objectives are considered. These
solutions are termed as Pareto-optimal solutions. Since none of the solutions in
this set is absolutely better than any other, any one of them will be an accept-
able solution. Hence, the user is given the freedom to choose the best solution
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from this set of Pareto-optimal solutions, defined below, to conform to specific
requirements.

Pareto-optimal Front: This concept of Pareto-optimality, originally formu-
lated by V. Pareto in the 19th century and constitutes by the origin of research
in multi-objective optimization. We can say that a point x is Pareto optimal
if for every x either, N;(fi(z) = fi(z*)) or, there is at least one 4 such that
fi(z) > fi(x*), Vi € I, where f;(x) is the fitness function. In other words, * is
Pareto optimal if there exists no feasible vector x which would decrease some
criterion without causing a simultaneous increase in at least one other criterion.

The multi-objective genetic algorithm (MOGA) varies from the ordinary GAs
only in its selection operator. Before the selection is performed, using some
suitable ranking schemes, the population is ranked on the basis of individual
chromosome’s or string’s non-domination. The non-dominated strings from the
current population are first identified to form the first Pareto-optimal front [5].
As MOGA iterates in every generation, the non-dominated, Pareto-optimal so-
lutions are found and genetic operations are performed on these solution-sets
to improve their fitness values. The non-dominated solution sets quickly pro-
ceeds towards the global optimal solution and gets saturated at a near-optimal
solution-set. However, the tournament selection method used for ranking schemes
can lead to a tie between two or more strings which is resolved by Niche sharing
discussed below.

Niche Sharing on Non-dominated Frontier: Fitness sharing has already been
applied to a number of real world problems. Given an optimization function
having several peaks, the goal of fitness sharing is to distribute the population
over the different peaks in the search space, where each peak receives a fraction
of the entire population according to its height. The easiest way to achieve such
fitness-sharing is to degrade an individual’s fitness, f;, by dividing it by a niche
count, m;, for that individual. The intuition behind the niche count is that it is
a good estimate about how crowded the neighborhood of a particular individual
i is [9], [20].

With these discussions we will now proceed to develop the multicast routing
algorithm required for our protocol.

3 QoS-Based Multicast Routing Algorithm

The primary goal behind designing this algorithm is to find optimal multicast
routes satisfying the necessary (QoS) parameters. Let us first discuss the different
objective functions that the algorithm should try to optimize.

3.1 Objective Functions

Since wireless networks often suffer from uncertainty of resources, we design the
algorithm in such a way that it can determine the multicast routes by prob-
abilistically satisfying three major objective parameters: (i) end-to-end delay
requirement, (ii) bandwidth guarantee and (iii) residual bandwidth utilization.
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We represent the network by a graph G = (V, E) where V is the set of
nodes and E is the set of edges between the node-pairs. A path between a source
(vs) and a particular destination (vg) is represented by a sequence of nodes
Vs, U1, V2, U3, ..., Vg where v; € V. There can be multiple such paths between
a given pair of source and destination. For unicast routing the problem is to
find the most efficient path between such a given pair of source and destination
satisfying the required QoS constraints. However, in multicast routings, our focus
is to find such paths between a single source and multiple destinations,which
will simultaneously satisfy the above QoS parameters. These multicast paths
essentially forms a multicast tree and we have multiple such trees.

e

Fig. 2. Two different valid multicast
trees

Fig. 1. A graph representing network

Figure Rlshows two possible multicast trees for finding routes from the source
node 1 to destination nodes 6, 7,9 for the input network of Figure[ll But, not all
these paths can meet the desired QoS requirement. Our algorithm will look for
the set of non-dominated paths that will satisfy the three different QoS param-
eters, namely end-to-end delay, bandwidth guarantee and residual bandwidth
utilization. We assume the network to satisfy the following properties:

— The links are assumed to be service queues where packets are transmitted
and get serviced. The service rate is assumed to follow Poisson distribution
which makes the service time to obey Fxponential distribution. The link
delays introduced due to service time, should also follow an Fzponential
distribution with parameter equal to \. Since the path consists of a chain of
k hops, the delay along the entire path should follow Erlang-K distribution
[17], which is the convolution of k independent random variables, each having
the same exponential distribution. The probability that the delay (d,) over a
path p (from the source to one of the multicast destinations) of length k is less
than ¢ is given by: Pr(d, < t) = 24— The probability that the delay
(d) of the selected multicast tree (7)) will meet the specific delay constraint,
can be obtained by taking the product of delays over individual paths in
that multicast tree. This is expressed by: Pr(dr <t) = [[,c7 Pr(d, <1).
Our algorithm attempts to mazimize this probability.
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— To measure the second optimization factor, bandwidth guarantee, a similar
model for the network links is assumed. Assume the service or transmis-
sion rate, a good measure of link bandwidth, follows a Poisson distribution.
Then the probability that a link [ € F is capable of providing a bandwidth

of B is given by: Pri(B) = ABE!%. The probability with which the band-
width guarantee of B is satisfied for an entire multicast tree (7)) is given by:
Pry(B) = [, Pri(B). Our algorithm will try to mazimize this probability
also.

— Our third optimization factor is residual bandwidth utilization. Generally, the
multicast path capable of providing greatest residual bandwidth is taken as
the best possible choice. The total residual bandwidth in the network after
allocating bandwidth for multicast is given by >, _ (e — by), where ¢; is the
capacity of a link [ € FE and b; is the bandwidth allocated for different hops
along the multicast tree (7). One can easily notice that b, = 0 if [ /&, where
p € T. The fraction of total bandwidth available as residual bandwidth is

—b
given by: Ry(T) = M This measure is the third objective function
T 1

that our protocol Shoul(’ftry to maximize.

We have also taken the call blocking rate as the measure of performance to
compare our protocol with other existing ones. In order to determine the
number of blocked calls, we first estimate the minimum available bandwidth
for the multicast tree as ™" = minje7 (b, ,.;), where bl .. = ¢ — b is
the residual bandwidth on a network link belonging to the multicast tree
T. Any multicast session request is considered as blocked if its bandwidth
requirement is more than biwail.

We now proceed to develop an efficient algorithm for on-demand QoS mul-

ticasting.

3.2 Proposed Algorithm

The underlying concept of the algorithm in Figure[ is that it does not combine
the three QoS objective functions on an ad hoc basis to form a scalar objective
function, but attempts to tackle the problem from the perspectives of multi-
objective optimizations. The motivation behind developing such an algorithm is
to provide the user with a set of Pareto-optimal solutions, and give the liberty
to choose the best solution from the set, depending on the specific requirements.
We now discuss the implementation details of our algorithm and highlight the
basic flow in Figure [l

3.3 Implementation Details

The detailed implementation of the algorithm is discussed below.

Line 1: The Network-generation part of the algorithm takes the number
of nodes as input and dynamically generates the graph using adjacency matrix
representation with random connectivity.
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MOGA-based Multicast-routing Algorithm
1. Generate a network (input: number of nodes) with random connectivity;

2. Obtain the initial set of multicast trees (input: source, destinations);

3. Map each of the multicast tree to a string sequentially consisting network nodes;
4. Generate the initial population by taking a specific number of such strings;

5. Repeat

6 Calculate the initial fitness values of three QoS parameters separately;

7 Generate the comparison set (C) from population;

8 While (not all strings are examined)

9. Take out two strings at random;

10. Compare each of their fitness values with the strings in C;

11. If (one string dominates the other (considering all fitness values))
12. Mark the non-dominated string;

13. End-If;

14. If (tie occurs (i.e. both the strings are dominated / non-dominated ))
15. Calculate niche count;

16. Mark the string with lower niche count as non-dominated;

17. End-If

18. Add the non-dominated strings into Pareto-Optimal set (S);

19. End-While

20. Perform cross-over and mutation operations;

21. Obtain the new set of strings to get new population;

22. Until ({fitness}s, ., — {fitness}s,, cpions < €);

Fig. 3. Multi-Objective QoS-Multicasting Algorithm

Line 2: The algorithm now takes as input the source node vs and a specific
number of multicast destination nodes, say, v4,,Vd,,...,vq, and finds a set of
possible multicast paths from v, to each of vg,,v4,, ..., vq4,, using the depth first
search (DFS) algorithm. This gives the initial set of multicast trees. Our goal is
to find the multicast trees which will satisfy the required QoS parameters. The
next step is to map the problem in a search space suitable to MOGA.

Lines 3-4: Each of the generated multicast trees is mapped to a string
consisting of the sequence of nodes along the path from the source v, to each of
the destinations vg,,v4,, ..., v4,. To mark the end of a path from a source to a
single destination, we use -1 as the sentinel. Figure [l gives depicts this scenario
where the second multicast tree of Figure [2 is represented by a string. The set
of all such initial strings constitute the initial population.

Line 6: The fitness_computation computes the values of the three pre-defined
QoS parameters individually. The objective of the algorithm now boils down to
a search for different multicast paths which will improve the values of these QoS
parameters at each iteration.

Line 7: The key idea behind developing Pareto-optimization is to use a
ranking selection method to emphasize the good points and incorporate the
concept of niching to maintain stable subpopulations of good points. In order
to achieve good selection, a comparison set, of individuals are picked at random
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Fig. 4. Flowchart of the Algorithm

Fig. 5. String representing the first Multicast tree of Figure

from the population. The size of this comparison set, tgom, gives us a good control
over the selection pressure. If a small 4., is chosen, only a few Pareto-optimal
points would be found. Instead, choosing a very large t4,,,, might result into a
premature convergence. In this algorithm we have taken ¢ 44, = 0.20 X (popsize).

Lines 8-16: From the population, two strings are randomly selected at a
time and each of them is compared against each individual in the comparison
set. If one candidate is dominated and the other is not then the latter is selected
for selection. On the other hand, if both of the individuals are dominated or
both non-dominated then we use niche count to resolve the tie. We compute
the value of niche count for every individual string present in the population, is
computed as:

popsize

m; = Z Shlds sa, (1)

where dg1 sois the distance between individuals s1 and s2 and Sh[ds s2] is
the sharing function. For simplicity, triangular sharing function has been used:

dS S
Shld s) =1 — =252 (2)

Oshare
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for d < ogpare and Sh[d] = 0 otherwise. Here ogpqre is the niche radius,
and it is a good estimate of minimal separation expected between the goal of
solutions. Individuals within o4p4. distance of each other degrade each other’s
fitness, as they are in the same niche. We introduce a new concept of adaptive
sharing, i.e., the value of o4p4re is no longer kept fixed. Depending on the fitness
values of the particular string chosen and the population density in the search
space, Ospare 18 dynamically updated in every iteration of the algorithm. We
compute phenotypic Eucledian distance [9] between the different fitness values
as a good measure of this ospare.

— 2 2 . 2
sl,s2 — elaysi, s2 Ws1,s2 51,52
dot,s2 = \/Outetayes 2 + G ) + Ovites ) (3)

where dgelay,, .. = Pr(ds <t)—Pr(ds <t), Opw,, ., = Prs(B)—Prsa(B)
and  Opit,, ., = Ri(s1) — Ry(s2), B and Ry are the bandwidth and residual
bandwidth respectively.

Similarly, we obtain the niche radius, ospare, as some fraction (precisely half)
of the maximum separation possible in the population, i.e.,

Odelaymas)> + (Obwnmas)? + (Obitnas )?
Oshare = \/( Y ) ( 5 ) ( : ) (4)

where Sgciayne. = Prmaz(d < t) — Prpg(d < t), Obw,ne =
Prma:z(B) - Prmzn(B) and 6bitmaz = (Rb)maz - (Rb)min-

Lines 17-18: The cross-over and mutation operations are same as normal
genetic algorithms. But a close look into the structure of the chromosome in
Figure [l reveals that these genetic operations can not be performed on any
arbitrary gene (network nodes), as that may result in some illegal paths. Both
the cross-over and mutation operations can only be performed at the end of an
existing path, i.e., immediately after the particular sentinel, represented by -1. To
give an equal probability to all such possible cross-over and mutation points, we
randomly select one such point. To combine the good strings and simultaneously
preserve the effective ones, we have taken the probability of cross-over as 0.7 and
that of mutation as 0.1.

Loop 5-19: As the algorithm executes, at every iteration the genetic oper-
ations dynamically update the chromosomes (strings) and try to improve the
corresponding probabilities until the difference of fitness values between the cur-
rent Pareto-optimal set and the previous one is less than the precision e.

3.4 Illustrative Example

Let us work out a small illustrative example to explain the essence of the algo-
rithm, considering the network represented in Figure [[] with same source and
destination nodes. The possible routes to nodes 6, 7 and 9 are respectively
1-52—-26,1-43-6,124—-6);(122—->7123->71—>4—=7);and
(1—-2-9,1—-3—-9,1—4—9). Thus, we have 3% = 27 possible multicast
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trees. We take (1 -2 —-7,1-53—-6,1-4—-9);(1—-2—-91—=4—>17,
1—-4—6);and (1 —>2—-6,1—4—7 1—3—9) as our initial multicast
trees which will form the initial strings in the population set. The three QoS
parameters Pr(dy < t) for end-to-end delay, Pry(B) for bandwidth guarantee
and Ry(T) for residual bandwidth utilization are evaluated on this set and the
QoS-based fitness values obtained are shown in table [I]

Table 1. Initial Multicast Trees with QoS Parameters

Initial multicast trees Pr(dr < t)|Prr(B)| Ru(T)
15356,122—=71—4—9/04x10"7] 0.003 0.54
15461247 1—2—9003x10"7] 0.001 |R(T)=0.52
152—6,1—24—71—=3—9[0.1x10"7] 0.004 0.46

As the initial population is too small to generate an effective comparison set,
probabilistically both string-1 and string-2 is initially included in this set. We
pick out two strings (1 and 2) randomly from the initial population and compare
them with the string in the comparison set. From the QoS parameters it is clear
that string-1 dominates the string-2. Hence, string-1 is now included in the non-
dominated set. In the next trial strings 2 and 3 are randomly picked up and
the same procedure results in a tie as the fitness values indicate both of them
as non-dominated. Hence, as discussed in the algorithm, we calculate the niche
count using Equations (@), @), @), @) and obtain ds 2 = 0.0204, dsos3 =
0.0101, ds1,63 = 0.08105 and 0ospare = 0.0405, which leads to mo = 0.2375
and mg = 0, as m3g > Ogpare- Lhe lower niche count of string 3 includes it in
the non-dominated, Pareto-optimal front. Since, all strings of the population are
examined, we now exit from the while loop.

Since the probability of cross-over is quite high, it is performed over both
the pairs of strings 1,2 and 2,3 by selecting the cross-over points at nodes 6
and 7 respectively. The resulting four new strings are : (1 -3 —6,1 —4 — 7,
1-42—-9,1—-4—61-2-71—-4-9),1—-4—-6,1—->2-—>7,
1—-+3—=>9),and (1 -2 —=6,1 —>4—7 1—=2—=9). On the contrary,
as mutation is a rare event it has not occurred in the first iteration. The
above process is repeated at every iteration until the improvement is less than
our precision. We tabulate the QoS based non-dominated, Pareto-optimal
solutions of every iteration in Table 2| Within 4 iterations the improvement of
the Pareto-optimal set becomes less than the precision and we conclude that
the algorithm has obtained a good solution. The final non-dominated set of
multicast trees are shown in Figure From Table ] it is clear that no single
multicast tree gives the best solution in terms of all three QoS parameters, but
the first, second and third multicast tree gives the best probabilities for meeting
end-to-end delay, residual bandwidth utilization and bandwidth guarantee
respectively.

Complexity of the Algorithm: The genetic operators cross-over and mu-

tation requires O(n) time, where n is the total number of network nodes. Since,
the genetic operations are performed on every string in the population, the com-
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Table 2. Chart of Multicast Trees with QoS Parameters

Multicast Trees in Different Iterations| Pr(dy < t) |Pry(B)|Rs(T)
1-356,124—271—-2—-9 | 04x10 3 [0.0045]| 0.58
1-4—-56,1-2—-7,1-4—9 | 06x10° | 0.007 | 0.55
152—-6,152—-7,153-9 | 07x10"2 | 0.005 |0.575
1-3-26,152—-7,1-54—9 [0.55x10"°[ 0.006 |0.500
153—6,152—-7,152-9 | 07x10"° [ 0.006 |0.565
1-4-6,1-52—-7,1-52—-9 |05x1072] 0.008 | 0.55
152—26,1-52-7,1—>4—9 [0.475x 10 0.0058 | 0.625
153—6,153-57,154—-9 [0.61x10°]0.0065 |0.601
152-26,1-2-7,1-3—=9 [0.95x10" [ 0.008 [0.645
1—>54—6,154—-7,1-53—-9 [0.775 x 10~2] 0.0095 | 0.635
154—6,153>7,154—-9 [0.821 x 10~°| 0.0081 | 0.665
153—6,152—-7,1-54-9 [0.95x10 °]0.0082 [0.641
1-4-6,1-3—-7,1—-3—9 [0.90x 10-3]0.0090 | 0.667
152—-6,1>54—-7,1-53—9 [0.88x10~°[0.0097 | 0.655

i

Fig. 6. Final Non-dominated Set of Multicast Trees

plexity of a single iteration of the algorithm will be: O(P x n), where P is the
population size. Finally, since, the algorithm is executed for g generations, the
total complexity of the algorithm becomes O(g x P x n). The simulation experi-
ments in Section [f]makes it clear that in most of the cases, only a few generations
will give a near-optimal result. It is true that the number of iterations (g) varies
with the population size (P). A poor guess of choosing the initial population
might increase the number of iterations leading to a relatively slower solution.
However, such penalty is often tolerated while solving such a NP-hard problem.

Before going into the simulation results of the developed protocol, let analyze
the algorithm to show its power, complexity and convergence.

4 Evolutionary Properties and Convergence

The general behavior of the algorithm depends on the fitness values of the indi-
viduals in the population. Using fitness distribution before and after the selection
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operation, several properties of the algorithm can be unveiled to show its power.
But before proceeding further, we need to define the following distributions:

Cumulative Fitness distribution: Fitness distribution is a function that
assigns to each fitness value f; € R, the number of individuals in a population
P carrying this fitness value. If < N is the number of unique fitness values
and f1 < fa < ... < fy is the ordering of the fitness values, then the cumulative
fitness distribution S(f;) is the number of individuals with fitness value f; or
worse, i.e. S(f;) = Ziz s(f;), for 0 <1 <.

Expected Fitness distribution: A selection method M is a function that
transforms a fitness distribution s into another fitness distribution s’ such that
s’ = M(s, parameter — list). The expected fitness distribution M™* after allow-
ing a selection method s to the original fitness distribution (M) is given by
M* (s, parameter — list) = E(M(s, parameter — list)), [7]. However, for sim-
plicity, the notation s* is often used to represent this expected fitness distri-
bution. We will try to predict it out of a given distribution. In the selection
process used in the algorithm, an individual with fitness f; or worse can win
the tournament if all other individuals have a fitness of f; or worse. Hence,
we need to calculate the probability that all other ¢ individuals have worse
fitness. As the probability to choose an individual with fitness f; or worse is

t
%, we can say S*(f;) = N (%) . Now, combining this with the relation

s*(fi) = S*(fi) — S*(fi—1) from definition of cumulative fitness distribution, we
get the expected fitness distribution on the multi-objective tournament selection
process as:

)ttt [ (S0 - (S ] )

4.1 Analysis Using Continuous Distribution

We have assumed that the fitness values are continuously distributed. The con-
tinuous distribution s(f) will have the same range as its discrete counterpart.
Hence, S(f) = f}{) 5(x)0x will be the expression for continuous cumulative dis-
tribution. We derive the probability of an individual with fitness f or worse to

win the tournament as S*(f) = N(%)t. Again, as 5*(f) = 85;}5"6), we obtain:

. . o (SN
() = M) =150 (2 ©
Selection Intensity: The intensity (Z) of the selection, defined as the ex-
pected average fitness value of the population after the iteration of the algo-

2
rithm. Using normalized Gaussian distribution G(0,1)(f) = \/%767 we have

I=[%_fM*(G(0,1))(f)0f. Thus, the expression for selection intensity of our
algorithm is given by
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Z(t) = /Z tx\/%ej2 </ZO \/%egzay)tl Oz (7)

We have varied the tournament-size 4., and investigated the changes in Z.
The plot in Figure [[l demonstrates that the intensity of selection increases with
increasing tournament-size until the saturation arrives.

Selection Variance: The selection variance V is the expected variance of
the fitness distribution of the strings after the algorithm completes its selection
process over Gaussian distribution G(0,1). To calculate this variance with respect
to our algorithm we evaluate the equation:

V() = /_Z e — I(t))Z\/%e_é </_w jﬂe—fay)t_l or (8

Figure [§ shows the values of this selection variance with ¢gjo.,.
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Fig. 7. Selection Intensity with respect  Fig. 8. Variance of the selection with
to Tournament size respect to Tournament size

This provides us a trend of the selection pressure used in our algorithm.
The selection pressure has its strong influence on selecting the good strings
and punishing the bad ones, which eventually guides the improvement of the
performance of our algorithm. Now, we will highlight on the convergence of the
algorithm.

4.2 Convergence

While examining the convergence of the algorithm, we keep in mind that the
proposed algorithm operates on the principle of elitist GA, i.e., in every iteration
at least the current best individual strings survive. Intuitively, as the algorithm
iterates, the fitness of the strings does not decrease. Let us assume that for
every population P, there exists a non-zero probability @ such that in the next
generation the fitness of the population is better. Next, we divide the population
into classes according to their fitness values. Suppose that the initial population
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has fitness value fiyi:, and the optimal fitness value is f,,:. Moreover, there are
r > 1 intermediate fitness values. Also, let p denotes the minimum of all the
probabilities @(P).

Now, we will proceed to give bounds for the probability that our algorithm
reaches optimality in at most t iterations. In, the worst case this optimum will
be obtained in exactly ¢t > r — 1 generations, if the (r — 1)** improvement takes
place in the #*" iteration. In order to realize this, we need to pick up r — 2
different values from the set {1,2,3,...,t —1}. Indeed, these numbers correspond
to the steps where an improvement takes place. Here, we deal with the worst
case scenario, in which improvements are as small as possible.

The lowest probability that the algorithm takes precisely ¢ steps equals
pTH(1 —p)tortt (::;), since we have r — 1 improvements in the worst case,
and t — (r — 1) times we get no improvement, i.e., the strings stay in the same
class with probability 1 — p. So, the probability that we reach the optimum in
at most t > m — 1 steps is bounded by p™~! Zzzr_l(l —p)i=rHl (fﬂ:;)

Using elementary calculus this sum equals:

pT_lﬁ%i (Zﬁzl ql_l) = Pr_lﬁ%jg (11%‘5;), where ¢ = 1 — p.
Differentiating and taking limits for t — oo we get,

r—1 1 87“72 1 _ =1 1 T _
P (r—=2)19¢"=2\1-¢q - P 1—gq =1 ©)

r—2 1

since % (—) —0ast— 0.

1—q

Therefore, we can conclude that the algorithm converges asymptotically to
provide the optimum solution. In the next section we develop a suitable perfor-
mance model for the proposed algorithm.

5 Performance Modeling Using Markov Chains

Markov chains can be used to model each generation of the algorithm by com-
bining the effects of various stochastic events like initial population generation,
selection, cross-over, mutation [I8]. However, the major difficulty of it is that the
transition probability matrix becomes large and unwieldy. To make the analysis
simpler, we encode the node numbers in binary form to represent every string
by 0Os and 1s.

For a binary string encoded population of size P and M different states, a
particular state ¢ in the model represents a population with exactly ¢ ones and
(P — i) zeroes. The algorithm chooses a member k of the current population
to reproduce with probability proportional to its fitness relative to total fitness
of the population. Thus, leaving the effect of niche counts, we can choose an
individual k£ with probability ZJS“ 7 where fi, is the fitness of k and Y f is the
sum of the all individuals in the current population. Now, if f; and fy denotes
the fitness of “1” and “0” respectively, then the probability p; of choosing a 1 for

the next generation’s population will be: p; = z‘*fﬁ?gii)*fo = f*if(*;ﬂ.), where
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7= % is the fitness ratio. Similarly, the pg probability of choosing a zero will
be: pg = Wf(i_gﬂ) The probability of going from a state of ¢ 1s to a state with j

1s will be: p; ; = (7;) (p1)? (po)” 7. Substituting the values of p; and py, we get,

. J ) P—j
Pij = (7;) (T*z-‘:z;l?—z)) (f*if(;—i)) :

The above equation gives a probability transition matrix for the population
size and the fitness ratio. However, the absence of niche counts is not incor-
porated in the equation. Hence, our next objective is to extend the equation
to include the niche count into feature and model the algorithm exactly. As
discussed earlier, the niche GA seeks to maintain several subpopulations, or
individuals at different good solutions and it gives a good view of the fitness
landscape. Each peak of such landscapes forms a niche. The sharing values now
will modify the fitness values to spread the population out in different peaks.
The niche counts for 1s, will be m; =i+ (P —i)(1 — Ushlme), since we have to
take care of the shared value of each zero. Similarly, the niche count of Os will
be mg = (P —i) +i(1 — ﬁ) The fitness values will also be changed to
fi/mq and fo/mg respectively. Substituting these degraded fitness values to the
previous equation, we get

J P—j
P 1 1
N Ly O (10
T e sy T

9share 9share

This equation gives the probability of the transition matrix as the algorithm
iterates from one state to another.

Absorbing Markov Chain: While calculating such transition probabilities,
before talking about steady states, we need to address the absorbing states
Bl. Although transition matrix will tell that the quasi-steady states can not
last, we usually do not wait long enough to see that the algorithm has reached
the equilibrium. We keep ourselves satisfied with just a noisy steady state. One
possible way to deal with this problem is to ignore the steady states and just
analyze only the transient states. Applying the well known partitioning of states

of an absorbing Markov chain,we get: P = (Cgf)

We take only the @ partition to be the entire matrix, ignoring R, 0, I, which
consists of only the absorbing states. If we normalize the Q matrix, the resulting
matrix Qpnorm, is an ergodic Markov chain that allows us to calculate the steady
state probabilities for all non-absorbing states. Before analyzing Q.,orm, we will
try to justify the “chopping off” the absorbing states. Intuitively, we can say
that we are only looking for the expected absorption time.

Ergodic Markov chain: We now have an irreducible Markov chain,
Qnorm, with all ergodic states. Calculation of the steady-state probabilities
is quite straightforward. We seek the steady-state probability-vectors =
{m1, 2, ..., mp_1}, where 7; denotes the steady-state probability for state j. To
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find ﬁ, we need to solve the equation ﬁQ = ﬁ, where ZZ):_ll m; = 1. Ana-
lyzing the vector b helps us to understand the behavior of the steady state
probabilities, plotted in Figure [ against changing ospqre values.
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Fig. 9. Steady State Probabilities

All the steady state distribution curves are almost symmetric about the equi-
librium point. As ogpare increases, the steady state distribution curve flattens
and demonstrates the changing probabilities for different fitness sharing values.

6 Simulation Results

Simulation experiments are first performed over a network of n = 100 nodes with
the number of multicast destination nodes being 10. The capacity of the network
links are taken as uniformly distributed in the interval of [90-110]Mbps.Recall
that our multicast QoS routing algorithm attempts to maximize the probabilities
of meeting end-to-end delay, bandwidth requirement and bandwidth utilization
within a few generations by building the Pareto- optimal fronts. We have com-
pared the performance of our algorithm with an existing scalar-optimization [T]
and heuristic algorithms [14] and observed that our algorithm performs better
in terms of scalability and multicast call blocking rates.

An exhaustive search method, which finds the optimal values of the three QoS
parameters by exhaustively searching them one after another is used to compare
our results. The three plots (one for each QoS parameter) in Figures[IQ, [TT] and
[@lvividly explains how these Pareto-optimal fronts are developed and proceeded
towards a global-optimal solution in a feasible time. The novelty of our algorithm
is that it is capable of obtaining near-optimal values of all three QoS parameters
simultaneously by building the non-dominated fronts. However, for the sake of
clarity we have shown it in three different plots. Finally, after completing the
execution of the algorithm, we get the final solution sets represented by the
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Figure From the above plots one can derive the amount of optimization
obtained by our algorithm. Table [3] demonstrates that our algorithm is capable
of obtaining more than 95% of the global-optimal values of end-to-end delay,
bandwidth guarantee and residual bandwidth utilization within 100 iterations.
As all the near-optimal solutions are achieved in a probabilistic approach, we
conclude that our algorithm is robust enough to operate with imprecise network
information. Note that the solution set may contain solutions which are not
the best from any single objective’s point of view, but is non-dominated by all
three individual best solutions, when all three objectives are considered. Since
the three individual best solutions will always be non-dominated, they are by
default included.
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The solutions are provided in a generalized manner and a user can readily
choose his choice-able solution depending on his needs. For example, in real time
video transmission we are more careful about the end-to-end delay. Such a user
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Table 3. Percentage of Global-optimal Solutions Obtained

End-to-end Delay [96.78
Bandwidth Guarantee|95.55
Bandwidth Utilization|98.39

will be having delay as a hard constraint and will choose the solution which will
meet that constraint. On the other hand, while transmitting a scientific data
from the remote satellite, the correctness is more important than the delay. So,
for such cases an end-user will prefer to meet the bandwidth guarantee than
the delay. We repeat the simulation with increasing number of network nodes
and observe the efficiency of our algorithm. As the network becomes highly
condensed, our algorithm exhibits a more linear and stable pattern than existing
scalar optimization algorithm. This approzimate linearity of the curve in Figure
[[4] corroborates the scalability of the algorithm. Finally, the non-dominated set
of solutions are given as input to the call-blocking algorithm. Performance of
our protocol is plotted against the increasing call arrival rate in Figure[ITH. The
mean rate of arrival of multicast session request is assumed to be 10 requests/sec.
Results show that the percentage of calls blocked in our protocol is less than the
two existing QoS routing protocols based on scalar optimization [I] and heuristics
[14]. The peak data rate for this comparison is taken as 35Mbps. Although the
performance of all the schemes degrades with the increase of call arrival rate,
our algorithm gains consistently over the existing ones. Hence, we can conclude
that the designed protocol offers a graceful degradation of performance with
increasing session arrival rates.
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7 Conclusions

On-demand multicast routing in networks is currently an active area of research.
In most of the real world scenarios routings need to meet stringent measures of
different quality of services. Seamless transmission of wireless audio and video
traffic has already become a real challenge of current and future generation wire-
less systems. It is quite natural that real time multimedia traffic should meet
a number of different and conflicting QoS issues. Optimizing a particular ob-
jective function may sacrifice optimization of another dependent and conflicting
objective. In this paper, we studied QoS-based multicast routing problem from
the perspective of multi-objective-optimizations. The blessing of multi-objective-
genetic algorithms (MOGA) has paved the way to develop the algorithm for a
new QoS-based multicast on-demand routing algorithm. The mathematical anal-
ysis shows the power of selection and complexity of the algorithm. We have also
shown the asymptotic convergence of the algorithm to the optimal point. How-
ever, often we do not need to wait till the convergence and settle with a near
optimal point. We have also developed a suitable model of the algorithm using
Markov chains to track the transition probabilities and plot the steady state val-
ues of such probabilities. Simulation results delineates the efficiency, performance
and scalability of the protocol. Our future interests is to adapt this technique
to develop a mechanism for renegotiable-QoS in wireless multicasting. We ex-
pect our work will be helpful in solving some new problems in the domain of
quality-of-service (QoS) routing.
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Abstract. Probing is a well-known admission control technique that
can achieve high utilization and per-flow quality of service in a scalable
way. We have recently introduced an extension to the basic probing
technique, called e-probing, to overcome a resource stealing problem
that impairs the use of probing in systems with multiple service classes.
In this paper we describe an experimental system that was designed
to evaluate the effectiveness of both probing and e-probing techniques.
We have developed a software module that implements the probing
functionality, which can be inserted in end hosts or edge routers. Several
tests were carried out to study the effect of various system parameters
in the performance of the probing techniques. The results clearly show
that both probing techniques are able to accurately perform admission
control while achieving high utilization. Moreover, they also show
that in environments with multiple service classes such as DiffServ,
e-probing can eliminate the resource stealing problem, providing an
effective solution to support per flow QoS without signaling and without
maintaining flow state at core routers.

Keywords: Call Admission Control, DiffServ, QoS, Test-bed.

1 Introduction

The Integrated Services (IntServ) architecture of the IETF provides a mechanism
for supporting quality-of-service for real-time flows. Two important components
of this architecture are admission control [3], [T0] and signaling [5]: the former
ensures that sufficient network resources are available for each new flow, and the
latter communicates such resource demands to each router along the flow’s path.
However, the demand for high-speed core routers to process per-flow reservation
requests introduces scalability limitations in this architecture.

In contrast, the Differentiated Services (DiffServ) architecture [6], [2] achieves
scalability by limiting quality-of-service functionalities to class-based priority
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mechanisms together with service level agreements. However, without per-flow
admission control, such an approach necessarily weakens the service model as
compared to IntServ, namely bandwidth or loss guarantees are not assured to
individual flows.

A key challenge addressed in recent research is how to simultaneously achieve
the scalability of DiffServ and the per-flow QoS assurance of IntServ. Towards
this end, several novel architectures and algorithms have been proposed, which
require always some specific functionality to be employed at edge and/or core
nodes. In probing schemes ([I], [§], [9]), these functionalities are not required:
there is no signaling protocol and no special packet processing within core nodes,
and still a per-flow QoS is assured. With such a scheme, the endpoints perform
admission control by assessing the congestion state of the network, transmitting
a sequence of probe packets and measuring the corresponding performance. If
the performance (e.g., loss ratio) of the probes is acceptable, the flow is admitted;
otherwise it is rejected. More specifically, to establish a real-time flow between
two hosts, the sender host transmits a sequence of probes into the network at
the desired rate and flow behavior. If the loss ratio of the probes is below a pre-
established threshold for the traffic class, then the flow is admitted, and otherwise
it is rejected. Scalability is achieved in such a framework by pushing all quality-
of-service functionality to end-hosts, indeed removing the need for any signaling
or storage of per-flow state. Moreover, 4] found that such an architecture is
indeed able to provide a single controlled-load like service as defined in [L1].

However, when host-controlled probing schemes are generalized to support
multiple service classes, a resource stealing problem, first described in [4], may
occur. To illustrate the resource stealing problem, consider the example of a
Class-Based Weighted Fair Queuing (CBQ) scheduler, where each of two classes
is assigned a weight of 50%. Assume that the offered load is initially 0.8C in
class 1 and 0.2C in class 2, where C is the link capacity. Due to the work
conserving nature of the scheduler, class 1 can borrow class 2 resources and
utilize up to 80% of the link capacity without loss. If now class 2 probes the link
for an additional offered load of 0.3C, class 2 flows will be admitted and served
without loss. However, the service rate of class 1 will decrease to 0.5C and 30%
of class 1 packets (which belong to already admitted flows) will be dropped.
Thus the admission of new flows in class 2 forced class 1 into a situation of
QoS violations that can not be detected by the probing flow. Such resource
stealing arises from a fundamental observability issue in a multi-class system:
the performance isolation property provided by CBQ schedulers also inhibits
flows from assessing their performance impact on other classes.

In [7] we proposed e-probing as a probing scheme designed to eliminate steal-
ing in CBQ schedulers in a minimally invasive way. The goal of e-probing is to
enable inter-class resource sharing to the maximal extent allowed by the system
architecture. In e-probing, a new flow requesting admission in a class transmits
a probe in the desired class and, simultaneously, a probe with a small bandwidth
¢ in all other classes. The motivating design principle is that the impact of the
new flow on all classes must be observed, so that the new flow is only admitted
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if all probes, including the e-probes, are admitted. Consider again the previous
example of the CBQ scheduler. With e-probing, when class 2 is probed for the
additional 0.3C class 1 is also probed with e-probes. The probing in class 2 is
successful but the e-probing in class 1 will not, since class 1 is not allowed to
use more bandwidth. Class 2 flows will not be admitted until class 1 releases
bandwidth and no resource stealing will occur.

We developed an experimental system with a DiffServ architecture that in-
cludes both probing and e-probing admission control algorithms. The perfor-
mance of these algorithms is studied through a number of experiments.

The paper is organized as follows. In section Pl we present the experimental
system architecture. In sections [3] and [4] we describe two software modules, the
traffic generator and the probing module, which were developed as part of the
overall experimental system. Section [§ presents the actual experimental set-up
used to carry out the experiments. In section [6] we discuss the experimental
results. Finally, in section [7] we conclude the paper.

2 Experimental System Architecture

In this section, we describe the experimental system that is designed to evaluate
the efficiency of the proposed e-probing technique, while closely replicating an
operational DiffServ network.

The goal in our experimental studies is to observe the behavior of the probing
and e-probing techniques on a congested network. It would be impractical to have
the overall traffic demand generated by many different hosts, as it will be the
situation in an operational DiffServ network. Instead we have developed a traffic
generator software module that, for each Class of Service (CoS), generates traffic
at both flow level and packet level. Due to performance reasons, in the actual
experimental set-up we use one host for each CoS.

The probing functionality was implemented in a probing software module,
which probes on behalf of a set of users. The probing module can be inserted in
end-hosts or edge routers. In the actual experimental set-up the probing module
is installed in a dedicated PC, called the probing server, which is connected to
a local network delimited by two routers, an access router and an edge router.
In this configuration, it can be seen as extending the capabilities of current
low-cost edge routers to support probing based admission control. The probing
module operates in promiscuous mode, by listening to all packets injected into
this local network. It accepts flow set-up requests and performs admission control
by probing the DiffServ network; it is also responsible for marking the data
packets sent by the traffic generators according to requested CoS. The edge
router performs packet classification and scheduling, functions that are found
in current low-cost routers. The access router is only used for traffic isolation.
Thus, the set of two routers plus probing server emulates a DiffServ edge router
that includes admission control based on e-probing.

The interaction between the various network elements is performed by spe-
cial purpose application layer protocols. The exchange of control information
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Fig. 1. Experimental system architecture.

between the traffic generator and the probing module is done using TCP. An
alternative here could be the use of RSVP. The exchange of control information
between probing modules and the data transport is done using UDP.

The message flow is the following (Figure[2)). The traffic generator asks for the
admission of a new flow by opening a TCP connection with the probing module
and sending a REQUEST message. The REQUEST message includes the source
and destination IP addresses, the source and destination UDP/TCP ports, the
protocol type and the desired class of service. This information is required in
order to completely identify the flow at the probing module. Upon receiving the
REQUEST message, the ingress probing module initiates the probing process. It
sends a PROBE START message, followed by several probe packets, ending with
a PROBE STOP message. All these messages are addressed to the destination
host and transported over UDP. As mentioned before, there are two types of
probe packets: regular probes, sent on the desired class of service, and e-probes
sent on the remaining classes. The egress probing module listens promiscuously
to these control messages and probing packets, and counts the number of probes
received in each class between PROBE START and PROBE STOP. When it
hears the PROBE STOP message it sends a STATISTICS message back to the
ingress probing module with this information. If the STATISTICS message is not
received within a pre-defined timeout the flow is rejected, and the TCP connec-
tion with the traffic generator is closed. Otherwise, the probing module performs
an admission control decision based on the counts of probes and e-probes car-
ried in the STATISTICS message and on the target loss ratio. If the flow is
accepted it sends an AUTHORIZE message and closes the TCP connection with
the traffic generator; otherwise it sends a REJECT message, also closing the
TCP connection. If the flow is accepted the traffic module starts sending data
packets (transported over UDP). To signal the end of data transmission, the
traffic generator module opens a new TCP connection with the ingress probing
module and sends a END SESSION message.

The REQUEST and END SESSION messages have the same format, and
are identified by a flag. The AUTHORIZE message corresponds to ”0” and
the REJECT message to ”1”, both coded as unsigned int. The probe control
messages, PROBE START, PROBE STOP and STATISTICS, include three
fields: the first field identifies each message; the second indicates the CoS; the
third is used to transport, in the STATISTICS message, the counts of probes in
each class. Note that the information exchanged at the application layer is not
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sufficient to completely identify a flow. The IP addresses and UDP/TCP ports
are also required. This option had the purpose of minimizing the overhead.

All sockets used in the communication between probing modules are of type
raw sockets. As will be detailed in section[d] this type of sockets allows operation
in promiscuous mode and manipulation of the header fields from lower layers.

Ingress Egress

Traffic Probing Probing (;Frafflc
Generator Module Module encrator
<€—Open TCP Socket——P>
;;;;; ’REQUEST~——~~>,>
~— —— PROBESTART— —p | |
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<€—Close TCP Socket——p»
DiffServ Network

Fig. 2. Message flow between traffic generator and probing modules.

We use the IP TOS byte field to differentiate among classes of service and
priorities. It is assumed that control messages injected into the DiffServ network
have higher priority. The precedence bits of the TOS byte are used to differentiate
between control, probe, e-probe and data packets. Specifically, we assign 110 to
control packets, 010 to probe packets, 100 to e-probe packets and 000 to data
packets. The differentiation between CoS is carried out using the TOS bits of
the TOS byte. We leave to the probing module the role of manipulating the TOS
byte. All data packets sent by the traffic generator have a TOS byte of zero and
are marked according to their class of service at the probing module.

Both the traffic generator and probing modules are developed to run under
Microsoft Windows 2000. The software is developed using Microsoft Visual C++,
Windows Sockets 2.0 and resorts to multi-thread programming techniques. In
our implementation each flow is a thread and, inside each flow’s thread, tasks
that can be executed concurrently give rise to new threads. The use of Win-
dows Sockets 2.0 and Microsoft SDK make possible the implementation of the
promiscuous mode operation at the probing module. Note that the same type of
facilities were available for a Unix development.

In the next two sections we will describe with more detail the traffic generator
and the probing modules.
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3 Traffic Generator Module

The traffic generator module generates the traffic of each CoS at two levels,
flow and packet level. It generates new flows according to a Poisson process. The
admitted flows have a duration characterized by an exponential distribution. For
each flow, the traffic generator creates the corresponding packet stream. Several
models are available for the packet arrival process and for the packet length. The
arrival process can be Constant Bit Rate (CBR) or ON-OFF with exponential
or Pareto ON and OFF durations. CBR sources are only characterized by the
packet arrival rate. ON-OFF sources require the specification of the average
ON and OFF times and of the packet arrival rate in the ON state. The Pareto
distribution requires an additional parameter called shape. The packet length
may be fixed, exponential or Pareto.

The traffic generator handles two types of sockets: a TCP socket for the
exchange of control information with the probing module, and a UDP socket for
data transmission. There is also a thread per CoS that schedules the arrival of
the next flow and determines its duration. When a flow starts, another thread is
created, which is responsible for the generation of packets for that flow, and of
the control messages exchanged between the traffic generator and the probing
module.

4 Probing Module

The probing module is responsible for handling the probing process and for
packet marking. As mentioned above, the probing module listens promiscuously
to the packets that are injected into its local network. This mode is implemented
using raw sockets, which allows the manipulation of the IP header fields. At the
ingress side, the probing module captures the data packets and re-injects them
into its local network after changing the TOS and checksum fields of the IP
header. Since Microsoft Windows 2000 does not support natively the manipula-
tion of the TOS byte, we developed a patch for this purpose. Besides the raw
sockets, the probing module handles a TCP socket for the exchange of control
information with the probing module and UDP sockets for the transmission of
data packets, probes and e-probes and probe control messages. There is a thread
permanently listening for new flow set-up requests, at a specific port. When the
probing module receives a request from the traffic generator, this thread will
produce a new one that will handle the flow. To increase the performance of the
system, we use asynchronous UDP sockets to prevent the permanent polling of
the socket state. The TCP sockets used in the implementation are of blocking
type. In this case, the program suspends the execution of other tasks until the
socket operation is finished.

The main window allows the configuration of several parameters: the server
port for communication with the traffic generator, the gateways towards the ac-
cess network or the DiffServ network, the probing duration and timeout, and the
link capacity. Note that the link capacity is only required for the computation of
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some parameters (wrong decisions and stolen bandwidth). The timeout indicates
the maximum time interval after sending PROBE STOP that the module waits
for the STATISTICS message.

Two other windows can be opened from the main one, called probing traffic
and statistics, respectively. There is one statistics window for each CoS. The
probing traffic window (Figure[]) is where the traffic models and parameters for
the generation of probes and e-probes are configured. It also includes the target
loss ratio for probes and e-probes, and an option for deactivation of e-probes.
The statistics windows includes, for each CoS, statistics such as the number
of data packets, probes and e-probes received and sent, the number of blocked
and accepted flows, the number of wrong decisions and the percentage of stolen
bandwidth. The window also displays a curve of the evolution of the blocking
probability over time. All these parameters are updated in real time. Also, the
configuration of the experiment’s length and of the warm-up time for statistics
collection are performed in this window.
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Fig. 3. Probing traffic window of the probing module.

5 Experimental Set-Up

We perform experiments both with two CoS. All sets of experiments resort to
the set-up depicted in Figure[dl Each source host A and B generates traffic in a
different CoS. Traffic generator modules are plugged in both source hosts A and
B. Hosts A and B are 120 MHz Pentium PCs with 64 Mbytes of RAM. Because
of performance reasons two probing servers are used at the ingress side. Probing



56 S. Sargento et al.

server A is a 350 MHz Pentium II with 128 Mbytes of RAM, and probing server
B is a 733 MHz Pentium III with 256 Mbytes of RAM. The probing server at the
egress side is a 933 MHz Pentium III with 256 Mbytes of RAM. The Operating
System (OS) of the source and destination hosts A and B is Windows NT 4.0,
and the OS of the probing servers is Windows 2000 Professional.

Source A

Destination A

Server

Probing
Server

Baystack

310-24T D

3
Destination

Source B

Fig. 4. Experimental Set-Up.

All routers used in the experiments are Cisco 1605 R, running IOS version
12.0(7)T. The ingress and egress edge routers are connected through a serial
link, because it offers great flexibility in controlling the link’s bandwidth. Our
experiments with two CoS resort to Cisco’s Custom Queuing. This mechanism
works with a maximum of 16 queues, that can be divided in two groups, where
one group uses strict priority scheduling and the other uses deficit round-robin
scheduling; the latter group has a lower strict priority. In our case, we configure
one queue with strict priority (for the control traffic) and two queues with deficit
round robin (for the data and probing traffic). Classification at the edge routers
is based on the analysis of the precedence and TOS bits and resorts to Cisco’s
Access Lists. An Ethernet switch (Baystack 310-24T) is used to multiplex the
traffic from hosts A and B at the ingress side.

As referred in [4], the probing schemes are able to guarantee a per-flow QoS
to controlled load services. The best-effort and the guaranteed services are not
considered here, because there will be a different priority for each type of services
and a rate limiter will be associated with the guaranteed traffic. Then, our study
can be based only on the controlled load services.
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6 Experimental Results and Discussion

In this section we present and discuss two sets of experiments. The first set
considers two CoS and a constant offered load. The second set considers also
two CoS but a time-varying offered load.

The traffic sources used in the experiments are always CBR. The arrival and
departure rates are adjusted to give blocking probabilities near 0.2 (correspond-
ing to an offered traffic that is approximately 120% of the link capacity). The
mean number of active flows in a traffic class is p = A/, where A and p are
respectively the mean flow arrival and depart rates. The offered load is given
by the mean number of flows (p) multiplied by its bandwidth. Unless otherwise
specified, the link capacity is 1 Mb/sec, the packet length is 125 bytes, the buffer
size of the queues is 24000 bytes and the length of each experiment is 1200 sec-
onds. A warm-up time is used in all experiments, which is at least two times the
highest value of the flow’s average duration. Note that the probing bandwidth
always equals the flow bandwidth. Each experiment described bellow is repeated
five times and the results represent the corresponding average values.

6.1 Experiments with two CoS and a Constant Offered Load

This set of experiments addresses two traffic CoS and a constant offered load,
i.e., the arrival rate and mean duration of the flows do not vary during the ex-
periments. The goal here is to address the resource stealing problem and analyze
the behavior of e-probing. In all experiments, the target loss ratio of the probes
and e-probes is 5%. The flow’s bandwidth is 40 Kb/sec in class 1 and 64 Kb/sec
in class 2. The flow’s p is 4 in class 1 and 11 in class 2. The weight assigned to
class 1 is 20% and the weight assigned to class 2 is 80%.

Probing duration. In this experiment the bandwidth of the e-probes in both
classes is 20 Kb/sec and the bandwidth of the probes in each class equals that
of the flows requesting admission. Figure [5(a) shows the data and probe loss
ratios in each class, as a function of the probing duration. Figure[(b) shows the
corresponding blocking probabilities. The data and probe loss ratios are always
below the target, showing that the probing-based admission control operates
correctly. The blocking probabilities increase and there is also a slight increase in
the probe loss ratio, as the probing duration increases. Except for small probing
durations, the data loss is always below the probe loss since not all flows are
admitted. For small probing durations, the data loss in class 2 is larger than
the corresponding probe loss, which can be explained by lack of accuracy due
to insufficient probing duration. The data loss decreases for probing durations
between 0.5 and 4 seconds. One might expect that a larger probing time would
produce a more accurate estimation of the data loss ratio, i.e., a measured data
loss ratio closer to the target (which is 5% in both classes). However, due to the
overhead introduced by longer probing times, the effect is the opposite. The same
behavior is observed via discrete-event simulation in [4]. For probing durations
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greater than 4 seconds the data loss ratio increases because the probing traffic
gets significant contributing itself to the degradation of the data loss ratio. The
loss ratio in class 2 is higher because since class 2 flows have higher bandwidth
more probes are generated in the same probing duration.
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Fig. 5. Effect of probing duration on (a) data and probe loss, and (b) blocking proba-
bility.
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Mismatch between offered load and CBQ weight. In this experiment we
introduce a mismatch between the offered load and the CBQ weight of class 1.
The weight is kept as before at 20%; the offered load is increased from 20% to
approximately 50% of the link capacity (by increasing p from 4 to 11). In class 2
we keep everything as before. In Figure[d we show the data and probe loss ratios
versus the bandwidth of e-probes. With no e-probing (a null e-probe bandwidth)
the data loss in class 2 is almost 8%, which is larger than the threshold. This
behavior is maintained for e-probe bandwidths bellow 4 Kb/sec, and can be at-
tributed to resource stealing. In fact, whenever class 2 goes into underload, class
1 flows will try to use some of the fair-share bandwidth of class 2 with success.
Class 1 flows will then experience resource stealing because in this situation,
and since probing is only in the requested class, new requests for class 2 flows
will be accepted (at the cost of stealing bandwidth to already accepted class 1
flows). Figure [Al also shows that the probing loss in class 2 increases with the
e-probe bandwidth. This increase is responsible for blocking more class 2 flows
when class 1 is using some of the fair-share bandwidth of class 2, which reduces
the bandwidth stealing in class 1.

6.2 Experiment with two CoS and a Time-Varying Offered Load

In this experiment we consider a time-varying offered load. The motivation here
is to increase the potential for resource stealing, in order to study the effectiveness
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Fig. 6. Effect of mismatch between offered load and CBQ weights on data and probe
loss.

of the e-probing scheme. Specifically, we increase the traffic intensity of class 1
during the experiment at a specific time instant, coinciding with the start of data
collection for the purpose of statistics computation. Before this perturbation, the
offered load is 20% of the link capacity in class 1 and 80% in class 2. Since each
class is assigned a weight of 50%, class 1 will be underloaded and class 2 will be
overloaded. The experiment consists in increasing the offered load of class 1, to
force the bandwidth stealing of already accepted flows from class 2. The offered
load in class 2 corresponds to 64 Kb/s of flow bandwidth and a mean number
of flows p of 11. Before the perturbation, the offered load in class 1 corresponds
to 64 Kb/s of flow bandwidth and a mean number of flows p of 4.

The probing duration is kept constant at 2 seconds. The model of the traffic
source is CBR in all cases. The target loss ratio of probes and e-probes is 5%. In
the actual experiment, the increase in traffic intensity of class 1 is implemented
by two traffic generators. Both generators have a constant offered load, but the
second one is only activated later in the experiment. We consider two cases for
the perturbation: the second generator has (i) an arrival rate of 0.5sec™! and p
of 10; (ii) an arrival rate of 0.33sec™! and also a p of 10; the flow bandwidth
is kept at 64 Kb/sec in both cases. The goal is to keep the traffic intensity
approximately constant while increasing the arrival rate. Given that we want to
analyze the transient behavior of the system, i.e., when a perturbation arises,
the length of the experiment was constrained to 200 sec (from the start of the
second generator), to avoid averaging out the stealing effects.

To analyze the results of the experiment we use two performance metrics:
the percentage of wrong decisions and the percentage of stolen bandwidth. The
former is the percentage of flows that are accepted when the bandwidth of all
admitted flows is higher than the link capacity. The latter is the percentage of
bandwidth that is stolen by the admission of new flows when this admission is a
wrong decision. The computation of these metrics is done as follows: whenever
there is a positive admission decision, we calculate the bandwidth occupied by
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all admitted flows, based on the number of flows and on the flow’s bandwidth. If
this bandwidth is larger than the link capacity (including the tolerance given by
the loss target), the decision is computed as a wrong decision. In this case, the
difference between the bandwidth of the admitted flows and the link capacity is
the stolen bandwidth.
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Fig. 7. Effect of time-varying offered load on (a) wrong decisions and (b) stolen band-
width.

Figure [[(a) and (b) show that without e-probing the percentage of wrong
decisions and of stolen bandwidth is very high (wrong decisions are 38% with
the first perturbation and 20% with the second one; stolen bandwidth is more
than 5% in the first perturbation and almost 2% in the second one). This is
due to resource stealing, when class 1 recovers its bandwidth after the system’s
perturbation. Both metrics decrease rapidly with the e-probe bandwidth: with
only 2 Kb/sec the stolen bandwidth values decrease almost to one half, and
with 10 Kb/sec (less than 1/6 of the bandwidth of admitted flows) the stealing
is almost insignificant. A comparison of the two curves in each figure shows that
a larger arrival rate provokes more stealing. Thus, the results of this experiment
where resource stealing is intentionally aggravated, clearly show that e-probing
is able to eliminate this problem.

7 Conclusions

Placing admission control functions at the network’s endpoints has been pro-
posed as a mechanism for achieving per-flow quality of service in a scalable way.
In this paper we have described an experimental system with a DiffServ architec-
ture that includes both probing and e-probing admission control algorithms. The
e-probing technique was introduced to overcome the so-called resource stealing
problem that impairs multi-class systems based on simple probing. A number of
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experiments was carried out to study the performance of these admission con-
trol algorithms. The results clearly show that the probing schemes are able to
accurately perform admission control while achieving high utilization. Moreover,
they also show that in multi-class environments such as DiffServ, e-probing can
eliminate the resource stealing problem. For example, it was shown that the
resource stealing problem can be virtually eliminated by using e-probes with a
bandwidth higher than 1/6 of the flows’ bandwidth. Thus, the e-probing scheme
is able to provide an effective solution to support per- flow QoS without signaling
and without maintaining any flow state at core routers.
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Abstract. This paper introduces a technique for applying packet arrival rate
based queue management to class based scheduling algorithms. This enables a
DiffServ architecture with very low packet latency, loss, and high link
utilisation. Simulation results demonstrate that the proposed technique
outperforms the current weighted random early drop (WRED) and weighted fair
queue (WFQ) architecture.

1 Introduction

At the core of the Internet’s Differentiated Services (DiffServ) architecture are the
packet scheduling and queue management algorithms in routers or switches. Today’s
premier DiffServ architecture consists of a weighted fair queue (WFQ) with weighted
random early drop (WRED) queue management. However, literature has shown that
performance of packet arrival rate based congestion control, such as REM [5] or
GREEN [8], significantly outperforms packet backlog based techniques such as drop-
tail or RED. In this paper we form a basis for a high performance DiffServ
architecture by applying rate-based queue management to packet scheduling
algorithms. In the following subsections we give an overview of the area and show
why rate-based control with packet scheduling is desirable.

1.1 Congestion Control Overview

Asides from the physical capacity of the network, the key design component that
determines the quality of service of packet networks is load control. Load control
determines how many packets are allowed onto each link of the network, who gets to
send them and when. This controls the bandwidth, latency and jitter experienced by
users.

There are a number of load control mechanisms, characterised by the amount of
connection state information stored in the network. The range goes from connection
admission control schemes, such as RSVP, through to stateless congestion control
such as TCP, which is a subset of a more general macro-economic like system [7].
Diffserv occupies a middle ground, where individual connections are controlled on a
connectionless/stateless basis from the perspective of the network, but aggregates of
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flows, i.e. classes, receive pre-configured treatment at links, which require per-class
information. This results in a good compromise between system complexity and
control of performance.

Congestion control on an Internet with Diffserv is performed by two independent and
concurrent mechanisms: (1) a closed-loop control mechanism controls the
transmission of packets onto the end-to-end source to destination paths, and (2) open-
loop packet scheduling algorithms, enforce statically pre-configured prioritisation and
allocation of bandwidth at each link.

The closed-loop congestion control system consists of source algorithms controlled
by link algorithms. The source algorithm is any protocol which transmits onto the
Internet (e.g. TCP, UDP, RTP etc.) and is not necessarily responsive to congestion.
The link congestion control algorithm is sometimes called queue management or
active queue management (AQM). Examples of AQM algorithms include drop-tail,
Random Early Drop (RED) [3] (and variants: WRED [1], GRED [14] etc.), Random
Exponential Marking (REM) [5], Blue [4] and GREEN [8]. The AQM algorithm
signals congestion to the source by packet marking, namely, explicit congestion
notification (ECN) or packet dropping.

The open-loop scheduling algorithms determine which packet to send next [6]. They
decide the order of packet transmission based on the order of packet arrival and the
packet priority class. DiffServ uses a 3 bit code in each packet to identify the class.
Scheduling of the packet controls the order of transmission as well as the relative
bandwidth allocation to each class. Examples of scheduling disciplines include First
In First Out (FIFO), Round Robin (RR), Priority Scheduling (PS) and Weighted Fair
Queueing (WFQ).

1.2 Need for Scheduling: Classless vs. Class Based Differential Service

A number of papers [5] [7] have proposed an architecture for differentiated services
without explicit packet classes. Instead, sources differentiate their demand for
bandwidth by utility functions, x = U(p), which determine the source’s transmission
rate x based on the current network price p. The price p, is determined by the end-to-
end congestion level, and is communicated to sources from the AQM algorithm by
packet marking or dropping. In fact, the network functions as a macro-economic
system, where links sell their bandwidth and sources purchase it, based on their utility
function. Sources which require more bandwidth than others, simply send more,
suffering a higher price p. In such a system, scheduling algorithms are redundant
because the allocation of bandwidth is determined solely by the macro-economic
process. It has been shown that such a system maximises the aggregate of the utilities
of all the sources [7].

If maximising the aggregate utility of the system is the only criteria, this system is
sufficient. However, no guarantees can be made about the amount of bandwidth
actually allocated to each source, because the current ‘market’ of all sources on the
network determines this. A real network will consist of a subset of sources which
require a minimum rate guarantee, and a subset which are satisfied by their ‘market-
share’. Since the network administrator is not aware of all of the utility functions of
all the flows traversing the network, it is not possible to configure the utility functions
of sources to guarantee their minimum rates in a competitive environment.
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Many real applications require minimum rate guarantees. For example, an office with
a set of voice-over IP telephones, an interactive online game, or video-conferencing,
all require a guaranteed amount of bandwidth from the network at any time,
regardless of the background traffic. If a subset of sources needs a guaranteed
minimum rate from a link, the macro-economic system is not sufficient. A flow
isolation mechanism, which removes the flows needing guarantees out of the
competitive macro-economic environment that contains other flows with unknown
utility functions, is essential to guarantee minimum rates. DiffServ with packet
marking and link class-based scheduling does this by guaranteeing minimum capacity
to flow subsets.

In practice, IP router manufactures have recognised this need for scheduling
algorithms. However, the existing architecture for congestion control in a class-based
environment remains crude. Until now, the closed-loop congestion control, or queue
management, within the scheduling mechanism has been based on backlog measuring
techniques such as drop-tail, RED or WRED. In this paper, a technique for
implementing high performance rate based congestion control in a scheduler such as
WEQ is introduced.

1.3 Need for Rate Based Control: Rate vs. Backlog Based Congestion Control

Broadly, there are two paradigms of congestion control algorithms, characterised by
the way they observe congestion. Backlog based (BB) control, like droptail, RED and
WRED, measures the number of packets in the buffer to determine the severity of
congestion. Arrival rate based (RB) control schemes, such as REM or GREEN,
measure the packet arrival rate.

In general, AQM algorithms signal congestion to the source algorithms by varying the
rate of packet dropping or ECN marking, P. For BB control, P is a function of the
backlog size b(t) at time ¢, P(t)=f(b(t)); where f{x) is a positive and increasing function
for x > 0 and £{0)=0. For RB control, P is typically driven by an integration process,
which sums the excess demand, such as P(1+1) = P(t) + APX(x(t) — uXc(t)), where x(t)
and c(t) are the arrival and service rates at time ¢ respectively, AP is the gain of the
control which affects the stability and convergence, and u controls the target
utilisation. Although BB congestion control is simpler to implement, it has some
inherent limitations not present in RB control.

The backlog (queuing) process b(t+1)=[b(t) + x(t) — c(t)]", cannot observe long term
arrival rates x(t) < c(t) as if x(t) < ¢(t) for a sufficient period of time, then b(t) reaches
zero. Once b(1)=0, and if x(z) continues to be less than ¢(¢) and b(t) remains zero, we
can say nothing about how close x(t) is to c(t) by observing the state of b(z).
Therefore, by observing b(t) the sources cannot be provided with feedback about the
level of x(#) to control their transmission rate, as b(t) stays at zero and provides no
information about x(#). Given that a positive feedback signal P is required to control
the source at some steady rate x(¢) where x(z) < c(t), and P(t)=f{(b(t)), the backlog must
be positive, b(t) > 0, for P to be positive. This shows how BB control posits the
existence of backlog and backlog is necessary for the control process itself.

Backlog is undesirable because it creates packet latency and delay jitter. Furthermore,
delay in the congestion control system loop pushes the network towards instability,
increasing the likelihood of buffer overflow and under-utilisation. Of course, some
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backlog is necessary to achieve a desired utilisation of a link with a non-deterministic
arrival process, however this is at worst equal to, but typically far less than, the
backlog created by BB control such as drop-tail or RED [8§].

Unlike the BB schemes, the RB control mechanism can observe x(z) directly. In a
steady state situation, where the input process is stationary, the amount of backlog
kept can therefore be only the minimum required to achieve the desired utilisation. It
is not the intention of this paper to give a thorough performance comparison of
different congestion control strategies, only to indicate some of the reasons why it is
desirable to have a RB control strategy. For more background, the reader is referred to
[51[8].

Now that we have presented the need for (1) class based scheduling algorithms and
(2) RB control, the algorithm which combines the two is presented in Section 2 and
its performance evaluation is presented in Section 3.

2 Algorithm Background

RB AQM operates in symbiosis with a scheduler. Our proposed design of RB AQM
applies to a work conserving WFQ like scheduler. A work conserving scheduler is
never idle if there are any packets in any queue. A WFQ like scheduler, such as RR
and many variants of WFQ, allocates a portion of service time to each queue during
an interval of operation. The scheduler is interfaced to by the enqueue and dequeue
functions, which accept and provide the next packet for queuing or transmission
respectively.

Class 1

AOM 1

AQOM 2 \/:
Class N ... AQM N

Fig. 1. RB AQM architecture in a class based scheduler

As shown in Fig. 1, each queue in the scheduler is managed by a separate instance of
an AQM algorithm. The AQM algorithm decides which packets to drop or ECN
mark. Packet marking/dropping gives the source algorithm a feedback signal which
controls its transmission rate and avoids queue overflow or excessive backlog.
Traditionally, this would be performed by BB control, such as drop-tail or RED
queue. RB control directly replaces these algorithms. In general, RB AQM is any
process which determines the packet marking/dropping rate, P(t), from at least the
packet arrival rate x(7) and capacity c(¢). Typically, the process for P(t) is an integrator
of excess demand [10], P(t+1) = P(t) + APX(x(t) — uxc(t)), however, other functions
are possible, motivated by better convergence or stability (eg: REM, GREEN).

P(t+1)= AQM (c,(t),x,(t), P.(t),...)  12P(t)=0 (1)
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The distinctive issue, faced by RB AQM in a class-bases scheduler, is that the
capacity available to each class i, denoted c;, and the packet arrival rate for that class,
denoted x;, need to be known. In work conserving scheduler, such as WFQ, where
unused capacity in one class is redistributed to other classes, the capacity available to
each class is time-varying and depends on, and affects, the traffic in other classes.
This paper enables RB AQM by presenting a technique for calculating and controlling
c;, the capacity allocated to each class. Class Dimensioning, or controlling the number
of users per class is beyond the scope of this paper.

A basic algorithm is introduced in Subsection 2.1 which results in a functional work
conserving RB system, where each class is guaranteed its minimum share, M,.
However, the capacity above the minimum is not distributed with any notion of
fairness. Instead, the classes with the most aggressive traffic win the slack capacity. In
Subsection 2.2, we present a notion of proportional fairness, and a mechanism to
enforce it.

2.1 Basic Algorithm
2.1.1 Capacity Estimation

Consider a stream of packets scheduled by a work-conserving WFQ scheduler, of N
classes. Let B be the vector representing the sizes (bits) of the H packets that have
been served most recently. The order of the elements of vector B are in reverse order
to their service completion times. In other words, By is the size of the most recently
served packet, B; is the size of the previous packet and so on. Finally, By is the size
of the oldest packet packet in B. Similarly, we define the vector C, of H elements,
such that C; is the class (Cj € {1, 2, 3, ... N}) of the packet represented by B;, j = 1, 2,
3,...H.

Let S(t) be the physical capacity of the link at time #. When S(?) is time varying, such
as with Ethernet, DSL, or radio, it can be estimated from the last packet’s
transmission time. The scheduling algorithm, such as WFQ, may guarantee minimum
rates to each class. Let W be a vector whose element W; corresponds to the share of
capacity that each class i is guaranteed. For a WFQ scheduler, W; corresponds to the
service quantum for class i.

In a work conserving scheduler, the actual capacity available to a class depends on the
traffic in other classes as well as on the minimum rate allocation W. Without apriori
knowledge of the traffic, the future capacity available to a class, can only be estimated
from the previous capacity. Let the identity function (j,i) be:

1 if C;=i

I(]7 l) = {O otherwise. 2.1

The estimate class capacity, Si(t), is calculated from the portion of server time
allocated to class i by the scheduling mechanism in the past H packets:
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> B, (1)-1(j.i)

(1) =""—
2B

Jj=0

S(1) where i< N. 2.2)

Note reduced complexity techniques such as exponential averaging could be
employed to compute (2.2).

2.1.2 Capacity Allocation
The minimum service rate guaranteed by the WFQ scheduling mechanism, M, is
given by:

M. (t)= W, S(r)- 3)

N
Jj=1

The capacity allocated to each class is therefore also bounded by the minimum rate
enforced by the WFQ scheduling policy. The capacity allocated to class i, denoted
ci(t), is:

c.(t) = Max(M (1),S,(1)). (4)

Notice that c(?) is the capacity allocated to class #, not the capacity actually consumed
by class i. The capacity not consumed by the class to which it is allocated, may be
used by other classes. If for example, no class i packets arrive, si(t) will be 0, and
ci(t)=M,(t). Although in this case no capacity is consumed by class i, if a burst of class
i packets were to arrive, M,(t) capacity is guaranteed. Note (4) is evaluated at each
update of the AQM process (1), which at the maximum rate, is at every enqueue
event.

2.2 Extended Fair Share Algorithm

The algorithm in 2.1 is extended here to enforce a notion of proportional fairness. The

fair allocation enforcement applies only to bottlenecked classes, where x;(t) = c(t).
Classes which are not bottlenecked at the link, x;(f) < c;(t), need no enforcement of
fairness, since their rate is below their fair capacity and their bandwidth demand is
satisfied. We define a fair allocation of capacity to a bottlenecked class i, Fi(t), as:

W,
_ i
F(1)= (S(r)- Y x)). 5)
Jj=all non—bottlenecked classes
Wj
j=all bottlenecked classes
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In the extended algorithm, the capacity of non-bottlenecked classes is given by (4),
and for bottlenecked classes, the capacity is given be (5). Notice that the sum of c(t)
for non-bottlenecked by (4) and Fi(t) by (5) may be more than S(z). However, the non-
bottlenecked classes do not utilise their allocated capacity c;(t), and the aggregate
arrival rate is controlled below the capacity S(z).

3 Implementation and Transient Performance Evaluation

3.1 Implementation

For class i, RB control was implemented in a WFQ scheduler with a variation of
GREEN as the AQM algorithm, as follows:

P(1)=P()+ AP.(t)-U(x,(t) —u, - c,(1)). ©.1)
where
Ux) = +1 x=0 6
P01 x<o ©2
and
AP.(1) = max(abs(x,(t) —u, - ¢,(1)),k). 6.3)

where u; controls the target utilisation and hence also the level of queuing, and & is a
constant which limits the minimum adjustment to P(¢), to improve convergence. The
values of Pi(t), x,(t) and c,(t) are updated with every class i packet arrival. The pseudo-
code for the WFQ scheduling algorithm used is:

pkt* wfqg.deque()
{
while (TRUE)
{
for I =1 to N {
if (class[I].nextpkt.size < S[I])
{
S[I] = S[I] - class[I].nextpkt.size();
return (class[I].dequeue);
}
}
for I =1 to N {
if (S[I] < MaxS );
S[I] = S[I] + W[I];

}
}
wfqg.enque (pkt *packet)
{
class([packet.class].enque (packet) ;

}
Fig. 2. Low jitter WFQ scheduler

This particular WFQ variant minimizes the jitter of higher priority classes, lower class
number. The wfg.deque function is invoked when the link is ready to transmit the next
packet and the wfg.enque function is invoked when a packet is received for
transmission onto the link. A packet queued in a higher priority class will always be
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served next, so long as the class’s work quantum, W, has not been exceeded. Note
that the function class[I].nextpkt.size returns the size [bits] of the next packet in class
I, or infinity if there are no packets left in the class. The constant MaxS controls the

maximum burst size allowable to be transmitted in a class that has been previously
idle.

3.2 Performance Evaluation

The system was simulated using Network Simulator 2 [9]. Three scenarios simulated
are presented in this paper. All scenarios used the same network topology, as depicted
in Fig. 3. For Scenarios 1 and 2, the Diffserv managed link X has a 1 Mbps capacity
and it is 2Mbps in Scenario 3. Multiple TCP or UDP sessions are aggregated to form
the traffic of each of the four classes presented to the link. All data packets are 1000
bytes. We will now describe each simulation scenario and the results.

Class 1 Sources

X Mbps

Class 2 Sources [——P WEFQ with Destination
4 class RB AQM > node

Class 3 Sources

Class 4 Sources

Fig. 3. Overview of Simulation Topology

Scenario 1A and 1B: TCP Traffic

The traffic of this scenario consists only of TCP sources. Scenario 1A uses RB and
WFQ with the fairness enhancement (5). Scenario 1B uses WRED and WFQ. The
flow rates of traffic in each class and the total number of packets backlogged for all
classed was measured. The parameters for this scenario are listed in Table 1.

Table 1. Simulation Parameters for Scenario 1

Class u; Utilisation W, Sources Start (sec) Stop (sec)
1 0.93 8001 8 TCP 40ms RTT 0 100
2 0.93 4001 8 TCP 40ms RTT 20 140
3 0.93 2001 16 TCP 40ms RTT 40 180
4 0.93 1001 16 TCP 40ms RTT 60 220

The WRED implementation uses a weighted average of backlog, denoted B,(?), to
determine the packet marking/dropping probability. The marking probability is
related linearly to B,(t), by P(t) = aB,(t), where « is the reciprocal of the maximum
queue size g. In Scenario 1B g equals 10.
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Fig. 4 confirms that a fair allocation of capacity is achieved with the RB and WFQ, as
the magnitude of the flow rate from each class is proportional to its minimum rate W
when the traffic from different classes is switched on and off.

Figures 5 and 7 show the backlog of the RB and BB (WRED) system, with the thick
black line being the average backlog measured over 300 packets. The figures illustrate
the poorer queuing performance of WRED and WFQ compared to RB and WFQ
congestion control. In the interval 50s to 100s, when all classes are active, note how
backlog increases with increasing traffic load. This illustrates the previous analysis,
that with BB control where P(t)=f(b(t)), backlog is necessitated by the control system.
With increased traffic load, the feedback signal P(#) must also increase to control the
sources, and since P(#) is coupled with backlog, the backlog must also increase.
Compare this with RB congestion control in Fig. 5, where the backlog varies about 0
regardless of the traffic.
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Scenario 2: TCP and UDP Traffic

This traffic scenario consists of both UDP and TCP sources. Classes 1 and 4 are UDP
constant bit rate sources transmitting at 0.8 Mbps and 0.05 Mbps respectively. UDP
sources ignore congestion notification. Classes 2 and 3 are comprised of TCP sources.
For the complete parameters refer to Table 2.

Fig. 8 shows that RB control allocates bandwidth fairly, despite the presence of an
unfriendly, non-congestion-controlled UDP sources. Notice that at 50sec, when Class
2 traffic is switched on, the UDP traffic in Class 1 is throttled down to its fair share by
an increased packet dropping rate. At this point Class 1 becomes a bottlenecked class.
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In this way, the TCP sources can attain their fair share despite the aggressive UDP
source.

Fig. 8. Scenaio 2. Packet flowrate in al Fig. 9. Scenario 3: WRED and RB Delay
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Scenario 3: Real-Time Traffic

In this scenario, it is demonstrated how a RB Diffserv architecture outperforms BB
control for real-time traffic. Two classes are used to simulate the interaction of data
traffic and real-time traffic. Class 2 contains TCP/FTP data traffic, and is insensitive
to delay. Class 1 is the real-time traffic, with a hard maximum queuing delay
requirement of 50 ms. The traffic in Class 1, the real-time traffic, consists of saturated
TCP transfers, with the number of sessions increasing linearly from 1 to 450. A
number of trails were simulated, using WRED with queue size value g set to 5
(WREDS),10 (WRED10) and 20 (WRED20) packets, and using RB control with
parameter u; set to 0.8 (RB80) and 0.85 (RB85). The Diffserv link capacity is 2Mbps,
with 1Mbps assigned to Class 1 and 1Mbps assigned to Class 2.

Table 2. Simulation Parameters for Scenario 2

Clas u; Utilisation | W; Sources Start (sec) Stop (sec)
S
1 0.93 8001 1 UDP 20ms RTT 0.8 Mbps 0 150
2 0.93 4001 16 TCP 20ms RTT 50 150
3 0.93 2001 16 TCP 20ms RTT 100 150
4 0.93 1001 1 UDP 20ms RTT 0.05 Mbps 0 150

Table 3. Simulation Parameters for Scenario 3

Class u; Utilisation W, Sources Start (sec) Stop (sec)
1 0.8,0.85 2001 50-450 TCP 40ms RTT 0 450
2 0.95 2001 8 TCP 40ms RTT 0 450

TCP is used to approximate a real-time adaptive multi-rate source [11] [12] [13].
Audio and video protocols are typically based on UDP, RTP and RTCP. Recent real-
time multimedia protocols respond to loss by adjusting their rate, and are thus in
principle similar to TCP [11] [13]. Although their transient behaviour, and amount of
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response to loss is different than TCP, any real-time protocol that seeks to take
advantage of available capacity on a best effort network, must in principle be
congestion controlled. Unless the real-time source increases its rate when there is
available capacity, and decreases it when capacity decreases, the quality of
transmission is suboptimal. Many existing CODECS are designed for varying channel
conditions, such as a best effort network. For instance, the G.723.1 Audio speech
codec adjusts its output rate, and adapts to the available bandwidth. Similarly, MPEG-
4 includes extensive support for multi-layered, multi-rate video. The RTP
communicates the amount of packets lost, which allows the sender to adapt its rate to
the channel. At a bottleneck link, adaptive multimedia sources are like saturated
sources, such as an FTP transfer, as the source always has more video or audio
information that it could possibly send to improve quality.

In the simulation we measure the amount of packets, in Mbps, which are delivered
with less than 50ms queuing delay in the Diffserv queue. Packets served late, >50ms,
no longer contain useful information to a real-time application and do not contribute
to the Mbps. Since real-time sources do not retransmit packets, the TCP packet
retransmissions are considered as new packets in the simulation. The results, in Fig. 9,
show how for a variety of settings, and traffic loads, RB control effectively delivers
more useful data.

As discussed previously, the problem with BB schemes such as WRED, is that the
backlog must be positive for source rate to be controlled. In this trial, the maximum
queue size for WRED was reduced from 20 to 10 and then to 5. Reducing the
maximum queue size gave diminishing returns since the utilisation was significantly
lowered. On the other hand, increasing the queue size resulted in a higher average
backlog, which delayed more traffic beyond the 50ms requirement. Also, as evident in
Fig. 9, unlike RB control, the optimal setting of parameters for WRED varied widely
with the traffic load. RB control was able to deliver more data in the delay
specification, since it was able to control the arrival rate to some specified fraction
below the service capacity, leaving spare capacity for the bursts in the traffic.

3.3 UDP: Throw Away — No Delay

In result in this section we focused on the possible disruptive effect of UDP traffic on
TCP traffic, or the interaction between TCP traffic in different classes. An important
issue is the performance of non-congestion controlled UDP traffic. UDP is typically
used for real-time services with an upper bound delay requirement. If such traffic
receives enough capacity, both BB and RB schemes function identically. However,
when the amount of non-congestion controlled UDP traffic exceeds the capacity, BB
schemes, such as WRED will increase backlog and delay, whereas RB control will
prevent excessive delay by increasing the dropping rate. This means, that is instead of
being excessively delayed, packets are discarded. Therefore in a congestion situation,
the portion of packets which are transmitted, still meet the delay requirements. The
portion which are discarded would likely not have been able to be served within the
delay requirement. With WRED, in a congestion situation, the delay performance of
all packets suffers.
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4 Conclusion

We have presented a technique for applying rate based active queue management to a
class based scheduling algorithm. The method presented is scalable, and low in
computational complexity. It forms a solid architecture for DiffServ implementation
in routers and switches and has been shown to outperform the current WRED with
WEFQ architecture. Furthermore, this work will enable the wide body of research into
rate based congestion control schemes to be applied to improving the performance of
DiffServ.
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Abstract. Differentiated Service networks (DS) are fair in the way
that different types of traffic can be associated to different network
services, and so to different quality levels. However, fairness among
flows sharing the same service may not be provided. Our goal is to
study fairness between multirate multimedia sessions for an assured DS
service, in a multicast network environment. To achieve this goal, we
present a fairness mechanism called Session-Aware Popularity Resource
Allocation (SAPRA), which allocates resources to multirate sessions
based upon their number of receivers. Simulation results in a multirate
and multi-receiver scenario show that SAPRA maximizes the utilization
of bandwidth and maximizes the number of receivers with high-quality
reception.

Keywords: fairness, multimedia sessions, multicast, differentiated net-
works, multirate sources.

1 Introduction

Almost all multimedia applications in the Internet use unirate sources, generat-
ing flows with rates that don’t change over time. For example, the SureStream
technology from RealNetworks allows streams’ broadcast with multiple rates by
creating unirate stream copies. This approach leads to bandwidth waste in het-
erogeneous environments, such as the Internet, because sources broadcast copies
of the same stream in order to satisfy receivers with different quality require-
ments. This can be solved by replacing unirate sources with multirate ones.
Multirate sources [8I19] divide streams into cumulative layers. Each layer has a
different rate and importance, and the stream rate is equal to the sum of all its
layers’ rates. This approach avoids waste of bandwidth, since sources broadcast
only one stream to all receivers, sending each stream’s layer to a different mul-
ticast group. Receivers join as many multicast groups as their connection speed
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allows them [14], starting by the most important layer. We use the designation
of session to define the group of all layers belonging to the same stream.

Due to their real-time characteristics, multimedia sessions need quality guar-
antees from the network. These guarantees can be provided by the DS model
[2], which allows network providers to aggregate traffic in different services at
the boundaries of their network. Each service is based upon a per-hop behavior
(PHB), which characterizes the allocation of resources needed to give an ob-
servable forwarding behavior (loss, delay, jitter) to the aggregate traffic. One
important question about Assured Forwarding (AF) [5] services concerns their
capability to be fair. AF services provide intra-session fairness, between receivers
in the same session, since each session’s layer can be mapped to a different drop
precedence, considering its importance. However, how to achieve inter-session
fairness in AF services, allowing receivers from all sessions to get their required
quality level without wasting resources, is still a challenging research topic.

The goal of our work is to contribute to the study of inter-session fair-
ness between sessions in AF services, keeping the intra-session fairness prop-
erty. To achieve this goal, we propose the enhancement of AF services with a
Session-Aware Popularity Resource Allocation fair mechanism (SAPRA), which
provides inter-session fairness by assigning more service bandwidth to sessions
with higher number of receivers. SAPRA is a session-based mechanism and not
only multicast-based, since hiding session information from DS routers results
in intra-session unfairness, higher quality oscillations and lower quality for all
receivers. SAPRA also includes a resource utilization maximization function, be-
cause fairness policies based only upon the number of receivers could still lead
to waste of resources. This can occur when the bandwidth assigned to a session
is higher than the rate really used by that session, as might happen with mobile
phone or personal digital assistant (PDA) sessions, since they have low rate re-
quirements and normally a high number of receivers. SAPRA also detects and
punishes high-rate sessions in times of congestion, as an incentive for sessions to
adapt to the network capacity.

We present nd] simulations that evaluate SAPRA behavior in a multirate
multi-receiver environment using a simple dropper, which we called SAPRAD,
and using RIO, the dropper normally used in AF.

The remaindder of the paper is organized as follows. In section 2, we present
a brief description of some fairness definitions and some multirate source im-
plementations. Section 3 describes SAPRA functionality and section 4 presents
simulation results. Finally, section 5 presents some conclusions and future work.

2 Related Work

There are several experimental multirate codecs, such as the Scalable Arithmetic
Video Codec from the University of Berkeleyﬁ developed by D. Taubman [19],

! Network Simulator: http://www.isi.edu/nsnam/ns/
2 Experimental software at: http://www-video.eecs.berkeley.edu
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or the Scalable Video Conferencing project from the Framkom Research Corpo-
rationfl [8]. To fairly distribute AF resources between multirate traffic generated
by these codecs, the maz-min fairness definition [1] could be used since its formal
definition is a well accepted criterion for fairness and its multicast definition [20]
was extended to include multirate sessions [L7]. However, Rubenstein et al. [17]
show that maz-min fairness can not be provided in the presence of discrete set
of rates, as is the case of multirate sources.

The maximal fairness definition presented by Sankar et al. [I8] exists in the
presence of a discrete set of rates, but it doesn’t consider the number of receivers
in each session. Therefore, maximal fairness can’t maximize resource utilization
and at the same time maximize the number of receivers with good quality level.

Legout et al. present a proposal [11] to distribute bandwidth between sessions
considering their number of receivers. However, this proposal assumes that every
router in the path between the session’s sender and its receivers keep information
about the session’s layers and the receivers receiving those layers. This proposal
also doesn’t maximize the utilization of resources and doesn’t punish high rate
flows.

Li et al. present [12] another proposal to improve inter-session fairness based
upon the maz-min fairness definition. Besides maz-min limitation with discrete
multirate sessions, this proposal only considers one shared link and doesn’t con-
sider the number of receivers and layers importance of a session.

3 SAPRA Fairness Mechanism

In this section, we introduce the Session-Aware Popularity Resource Allocation
fairness mechanism (SAPRA), which is implemented only in DS-edge routers.

We assume that each possible multicast branch point is located only in DS-
edge routers and that several multimedia applications can share the same host.
We name each application source and each host sender. Since sources are multi-
rate, they generate multimedia sessions with several layers, each layer identified
by a Source-Specific Multicast (SSM) channel [6] - sender IP address and des-
tination multicast group. Each receiver can join more than one session at the
same time, even if those sessions belong to the same sender. To join a session,
receivers start joining the SSM channel of the most important layer. They can
try to increase their reception quality by joining more layers, always from the
most important one. They can also get information about sessions using, for ex-
ample, the Session Announcement Protocol (SAP) [4]. The number of receivers
in each session correspondes to the number of receivers of the most important
layer.

Implementing a fairness mechanism in DS-edge routers that only have infor-
mation about multicast groups and not about sessions results in intra-session
unfairness, higher quality oscillations and lower quality for all receivers. Fig. [
shows the difference between a scenario where routers have information only

3 Project page: http://mbc.framkom.se/projects/scale/
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about multicast groups and a scenario where routers have knowledge about ses-
sion.

We assume that the session-based sce- Rate Multicast-based scenario
nario has two sessions (S; and S) sharing !
a link with 1 Mb/s. Each session has 500 re- 075

ceivers, which mean that it has 0.5 Mb/s of & o w a0
bandwidth allocated. Session S; has three | 0 wiw 2 o
layers (lp, {1 and l3) joined by 500, 400 and fan ﬁuw oas 50" {ons
300 receivers respectively, and session S Wy sy @y wgs ags  FOWS

has two layers (Ip and {1) joined by 500 and
400 receivers respectively. In the multicast-
based scenario all layers are considered as
independent multicast groups (flows f; to
f3 are layers from S; and flows fy and f5
are layers from S3), which means that the

Rate Session—based scenario

total number of receivers sharing the link is s1 sz Sessions
2100. Therefore flow f; and f4 have an allo-
cated bandwidth of 0.24 Mb/s each, fs and Fig.1. SAPRA scenarios

f5 of 0.19 Mb/s each and f3 of 0.14 Mb/s. Considering for example session Si,
Fig. [ shows that the 100 receivers of S; that only join lg have the same reception
rate (0.1Mb/s) and zero loss in both scenarios, since the rate is lower than the
fair rate. However the 100 receivers that join Iy and [; have a reception rate of
0.29 Mb/s and 5% loss in the multicast-based scenario and a rate of 0.3 Mb/s
and zero loss in the session-based scenario. The situation becomes worst for the
300 receivers that join the three layers, since they have a reception rate of 0.43
Mb/s and 58% losses in the multicast-based scenario and a rate of 0.5 Mb/s and
16% losses in the session-based scenario. This shows that receivers have lower
rate and higher loss percentage in a multicast scenario than in a session-based
one. The multicast-based scenario isn’t also intra-session fair, because AF drop
precedences don’t respect layers’ importance. It also presents a higher quality
oscillation, since receivers detect losses not only in the less important layer, but
also in intermediary ones.

We propose two methods to implement SAPRA as a session-based mechanism
in DS-edge routers. In the first method, each sender allocates consecutive mul-
ticast addresses to all layers inside a session and keeps one address gap between
sessions. With SSM this method doesn’t bring any address allocation problem,
since each source is responsible for resolving address collisions between all the
channels (232/8 addresses) they create. In this scenario each sender manages
224 addresses in IPv4 and 232 per scope in IPv6. With this method, DS-edge
routers identify as belonging to the same session all layers that receivers join with
consecutive SSM channels. The second proposed method is to change the way
IGMPv3 [7] is used. The auziliary data field of IGMPv3 reports can be used to
include the multicast address of the most important layer - which identifies the
session - in reports about other layers. So, DS-edge routers explicitly know what
is the session of each layer. Routers that don’t implement SAPRA ignore the
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auziliary data field as is done in the current IGMPv3 implementations. In both
proposed methods, routers know the relationship between layers in a session by
the order receivers use to join sessions’ layers. Receivers are motivated to join
layers from the most important to the less important one, because less important
layers are useless without the most important ones in the re-construction of the
session’s multimedia stream.

We assume that TCP and UDP traffic use different AF services. However
unicast and multicast flows can share the same AF service. In this case SAPRA
treats unicast flows as sessions with one layer and one receiver only. All layers of
the same session use the same AF service, being however marked with different
drop precedences. SAPRA only uses two drop precedences, IN and OUT, from
the three allowed by AF services. We also assume that sources mark all their
traffic as IN.

SAPRA has two components, one agent and one marker. Each DS-edge router
has only one SAPRA agent and one marker for each downstream link. SAPRA
agents exchange control information periodically with their neighbours. This
information includes an update message sent to upstream neighbours with the
number of receivers and fair rate of each session that presents changes in those
values since the last time an update message was sent. This reduction of the
update message size and the fact that agents don’t need to have global network
knowledge increases SAPRA scalability. The update messages information is used
by agents to compute sessions’ fair rates. Control information also includes a sync
message sent to downstream neighbours. This message, which contains the lowest
fair rate that each session has in the path from the source, can be used by quality
adaptive mechanisms in the receivers. A brief description of the protocol used
to exchange update and sync messages is presented in [I6] and its performance
study will be presented in a future paper. Next, we describe the SAPRA agent
and marker.

3.1 SAPRA Agent

When a SAPRA agent receives an update message, it updates the local infor-
mation about the sessions in the message and computes their new fair rates. In
DS-edge routers that have local receivers, agents gather the number of receivers
from IGMPv3 “State-Changes” reports.

Agents have to reserve local resources to store the received and computed in-
formation. For each upstream interface, agents reserve four bytes for each session
and four bytes for each layer. For the local interface and for each downstream
interface agents reserve twelve bytes for each session and eight bytes for each
layer. As an example, consider 1000 sessions, each one with three layers, that are
going through a DS-edge router with three downstream interfaces. Consider also
that each session is present in each downstream interface and that the router
doesn’t have local receivers. In this situation the router reserves 124 Kb.

To compute session S, fair rate, Fy;, in a link 4, agents use Eq. [, which
defines F; as the ratio between the session’s number of receivers, n,;, and the
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total number of receivers in that link, considering the AF service capacityH, C;.
In Eq. [l m; is the number of sessions that share link .

iy C; 1
s ) (1)

All computed fair rates are adjusted considering downstream fair rates. This
adjustment is required to maximize the utilization of resources, because sessions
whose fair rate is higher than their downstream fair rate waste resources, since
packets are dropped downstream. Therefore, if a session has a computed fair rate,
F,;, higher than its downstream fair rate, F,; (j is a link downstream of i), Fy;
becomes equal to Fy,; and the rate difference, F,; — F;, is added to the available
shared bandwidth in the link, w;. The available shared bandwidth allows fair
rate increase for sessions that have a fair rate lower than their downstream fair
rate. If the difference F; — Fy; is lower than w;, then F,; becomes equal to Fy;
and w; is reduced by that difference. However if Fy,; — F,; is higher than w;,
then F; is only added by w;, and w; becomes zero.

The available shared bandwidth is used by all sessions, starting by those
with the highest number of receivers. This maximizes the utilization of resources
increasing the number of receivers with good quality.

Agents functionality can be described by a fairness definition, which can be
stated as: Consider that F,; and F),; are the fair rates of a session .S, in a link
7 and in a link j downstream of ¢, respectively. A fair rate allocation vector
VMNFY, ... Fy,)) in alink i is said to be SAPRA-fairer if for any alternative
feasible! fair rate allocation vector V2 (Fg, ..., 2 ):

Fui:(

Vu € [1,mi], Fi; > Fu; AF; < Fij = e [L,mi], B < Fy; ANFy; < Fy (2

After being adjusted, sessions’ fair rates are passed by the agent to each
SAPRA marker present in the downstream links.

3.2 SAPRA Marker

Fig. 2 shows the SAPRA marker - shadowed component - which replaces the
usual marker in AF services.

This enhances the AF service with the
capability to fairly distribute resources
between sessions, based upon the fair
rates computed by the SAPRA agent and
the layers’ average rate.

The marker needs to know the arrival
rate of each layer. The easiest way to

Fig. 2. SAPRA marker achieve this would be to obtain that in-
formation directly from the sources. How-

ever sources could indicate a lower rate than they actual have, trying to get a
higher percentage of IN packets. Therefore a meter, included in the DS model

4 How the AF capacity in a DS-edge router is configured is a DS model implementation
concern.

5 A feasible vector means that the sum of all fair rates is equal or lower than the AF
capacity.
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as shown in Fig. Bl is used to estimate average rates, maintaining the fairness
mechanism independent of the sources.

With the information from the agent and the meter, the marker marks layer
traffic as IN or OUT. Only packets that arrive already marked IN will be re-
marked, since OUT packets are not compliant with upstream fair rates. All
incoming IN packets are marked IN or OUT as follows: Considering that [y is
the most importance layer and [,, the less important one of a session S, Eq. Bl
and Eq. @ give the probability that a layer [ of that session has to be marked
IN, Pin.and OUT, P°* in a link i. With this marking strategy there is also
a differentiation between sessions that have traffic marked OUT, since sessions
with higher rates will have more packets marked OUT.

in 1 5 Luki S Fui 3
P = Muygi—Lyk—1)i
uki % y Luki > Fui (3)
uki
0 Louki < Fuy;
t ) URrRT = ur
Pori = { Lygi—Mypg; , Lugi > Fui (4)
uki

In Eq. Bland Eq. Hsession S, has the following values in link 4: fair rate F;;
rate of IN packets of its layer lj, 7" : sum of all rates from layer ly to layer lj-
Luki = Zi:o i, -; maximum value between the session’s fair rate and the sum
of all layers’ rate from lg to lx—1 - Muri = max(Fui, Lugk-1))-

When the meter detects that the link is congested, the marker filters all
layers from sessions with rate higher than their fair rate plus their share of the
available bandwidth, before sending the marked packets to the DS dropper. We
define these sessions as high-rate sessions. The strategy to identify and punish
high-rate sessions is based upon the Random Early Detection with Preferential
Dropping mechanism (RED-PD) [13]. However, contrary to RED-PD, SAPRA
uses fixed length intervals in congested periods to identify high-rate sessions and
doesn’t need to maintain a list of all layers that suffer drops in each interval. This
simplifies the mechanism avoiding the estimation of the recent average packet
drop rate used by RED-PD to compute their variable interval length.

In each identification interval, SAPRA starts by verifying which sessions have
total (IN and OUT packets) rate, r,;, higher than their fair rate. Session S,, total
rate in a link ¢, is given by r,; = 2"71 ruzi, considering that each layer [ from
lo to l,,—1 has rate r;.

A session with rate lower than its fair rate isn’t using all its share of the link
bandwidth, so the unused bandwidth becomes available for other sessions’ OUT
packets. Fig. B shows that SAPRA distributes this available bandwidth in equal
shares between all sessions with rate higher than their fair rate and identifies
which of these sessions are high-rate sessions.

To punish each high-rate session S, in a link ¢, SAPRA computes its dropping
probability in each identification interval ¢, D,;(¢), using Eq. Bl where z; is the
available bandwidth in link 3.

x=0

Dui(t) = (Dus(t —1 Lo Beta 5
wi(t) = (Dui(t - )+Ud+ﬁ*( _T)) (5)
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This equation shows that in each interval the dropping probability of high-
rate sessions is increased by two values: a drop factor, o4, and a value propor-
tional to the excess rate the session is using. This excess rate corresponds to the
difference between the session rate and the sum of the session fair rate and its
share of the available bandwidth, as shown in Fig. [3]

The dropping probability of each  rae
session is used to compute dropping
probabilities for their layers, being
the less important layer the first to
suffer an increase of its dropping, be-
cause losses induce a higher quality
degradation if they happen in more
important layers [9]. Since hierarchi- s w . w s
cal codecs are tolerant to loss in less
important layer, SAPRA computes
layers’ dropping probability with a
linear quality degradation. However SAPRA can be configured to be more ag-
gressive, dropping all layers that have a dropping probability higher than a
predefined limit 6.

Sessions
High-Rate Session

Fig. 3. Punishment mechanism

If in an identification interval a session is no longer identified, its dropping
probability is halved until it reaches a minimum value, after which the session
will stop to be filtered.

Packets that aren’t dropped by the filter are sent to the DS dropper as hap-
pens with all packets from non-identified sessions. In the DS model the dropper
is managed with RIO (RED with in/out) [3]. However, RIO introduces some
complexity, since it needs to compute the total average queue size, the aver-
age queue size of IN packets, has different dropping scheme (random, front and
tail) and its four thresholds can introduce oscillations. Therefore, we show that
SAPRA has similar behavior with RIO and with a simpler dropper, which we
named SAPRAD (SAPRA Dropper). SAPRAD manages a FIFO queue pref-
erentially dropping OUT packets. When the queue is full an OUT packet is
randomly discarded. Only if the queue doesn’t have OUT packets, an IN packet
is randomly discarded. This guarantees that layers with higher rates are more
severely punished.

4 SAPRA Simulations

In this section we present simulations that aim to analyse the ability of SAPRA
to distribute AF bandwidth between multirate sessions with different number
of receivers, considering the number of receivers and the relationship between
layers inside each session. We use a scenario - Fig. @]- with three DS-edge routers
and two congested links. The upstream link is configured with 10 Mb/s and the
downstream with 5 Mb/s of bandwidth. The queue in each link has a size of 64
packets - default value in Cisco IOS 12.2 -, and each packet has a size of 1000
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bytes. We analyse SAPRA’s behavior in the presence of two types of droppers,
RIO, the dropper normally used in AF, and SAPRAD.

In these simulations we use 11 sessions,

L =" S1 to S11, each one with three layers, lg, I
. u.t"""" B g;\?m . and Iy, being Iy the most important. Each
e Swn = aver is identified by a SSM channel and
each session has a different number of re-
Fig. 4. Simulation scenario ceivers, from one in Sjto eleven receivers in
S11, increasing by one receiver per session. Although SAPRA can deal with any
number of layers, we consider sessions with three layers in the present simula-
tions, since this partitioning provides a good quality /bandwidth trade-off and
additional layers only provide marginal improvements [9]. We performed sixty
seconds simulations with sources that have increasing rates, from Sjto Si1, in
multiples of 25 Kb/s from session to session, starting with 25 Kb/s for S;. The
session rate is the rate of its most important layer, Iy, and each layer [, has a
rate equal to twice the rate of I;_;. The dropping probability of all sessions is
computed using Eq. Bl with o4 equal to 0.5% and the dropper used is SAPRAD.
Fig. Bl shows that sessions’ fair rates are proportional to sessions’ number of
receivers, since SAPRA distributes resources considering the number of receivers
in each session. They also show that, in the upstream link, sessions use fair
rates lower than the computed ones. This happens because SAPRA adjusts the
upstream link computed fair rates, since they are higher than the downstream
link ones. Another conclusion is that SAPRA respects layers’ relationship, since
packet dropping starts always by I, which can be clearly seen in Fig. [l (right)
where the rate of l5 is reduced to a minimum value.

Session Bandwidth (Mb/s)
Session Bandwidth (Mb/s)

S

“os H j 5
o il il J_IH 0
1 2 3 4 5 6 7 8 9 10 11

Session Number Session Number

Fig. 5. Sessions’ fair rates in upstream (left) and downstream (right) links

In Fig. Blsessions with higher rate suffer higher drop rates. For example, in the
upstream link, S7; incoming rate is 1925 Kb/s and it has a loss rate of 31.35%,
while S79 has an incoming rate of 1213 Kb/s and 30.72% loss. Fig.[d also shows
that in the upstream link all sessions are identified as high-rate sessions, since
their incoming rates are higher than their fair rates and therefore the available
bandwidth is zero.
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The filter agressiveness can be configured by changing o4 and the dropping
probability limit @,. To better show the punishment effect, we used an equal
number of receivers per session, i.e., sessions have the same fair rate. Fig. [flshows
results for the upstream link using a o4 value of 5%: In the left figure, @4 isn’t
defined and so layers suffer a linear dropping increase and in the latter; in the
right one, Oy is equal to 50%, after which layers are completely dropped.

Session Bandwidth (Mb/s)
Session Bandwidth (Mb/s)

INRSERRRRRE VRN RNIREN

1 2 3 5 6 7 8 9 10 11 1 2 3 4 5 6 7 8 9 1011
Session Number Session Number

Fig. 6. Punishment mechanism with o4 value of 5%

Fig. Bl shows that all layers in S7 and S have null dropping probability. The
same happens for Iy in any session. As for Iy - Fig. Bl (right) - in S3 presents a
dropping probability of 22%, in Sy of 61%, growing up until 100% from S7 to
S11, which means that it’s completely dropped from S4 to S11. Nevertheless, [5
doesn’t have a null rate in these sessions. This is due to the time gap between
the beginning of the simulation and the moment agents receive the first update
message, during which agents don’t have any information about sessions, being
unable to differentiate them. Consequently all layers have the same dropping
probability, making possible for receivers to get a certain number of packets from
all layers. SAPRA has similar results for the downstream link. These results can
be found in [I5].

To compare SAPRAD behavior 2
against RIO, we used again a sixty sec-
onds simulation but sessions with equal
rate and one receiver only. SAPRA uses a
value of 0,5% for o4 and Oy isn’t defined.
RIO’s minimum and maximum thresholds
have the following values: IN_min of 60
packets, IN_max of 64 packets, IN_drop of

6 7 8 9 10 11

Session Bandwidth (Mb/s)

e

0.5%, OUT _min of 32 packets, OUT_max ol I I L
of 48 packets and OUT_drop of 50%. Session Number

With these values the dropping of OUT
packets is higher than the one of IN

packets for the 64 packets queue, which approximates the behavior of the
SAPRAD dropper.

Fig.7. SAPRAD and RIO
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Fig. [ shows, for the upstream link, that SAPRAD and RIO behavior is
similar, being the session rate closer to its fair rate in the link when SAPRAD
is used. These results show that an Internet Service Provider (ISP) that uses
RIO can still use SAPRA to distribute AF resources between multimedia ses-
sions. However implementing SAPRA with SAPRAD instead of RIO reduces
the mechanism complexity. To understand what is the best RIO’s configuration
we made several simulations by changing the value of IN and OUT thresholds.
These simulations show that SAPRA behavior with RIO has a high variation
between different RIO configurations. Detailed results can be found in [15].

5 Conclusion and Future Work

This paper describes and evaluates SAPRA, whose components are only installed
in DS-edge routers, computing sessions’ fair rate based upon SAPRA fairness
definition. SAPRA enhances DS functionality by fairly distributing bandwidth
and by punishing high-rate sessions.

SAPRA distributes bandwidth between sessions considering their number of
receivers, which increases receivers motivation to use multicast, since they will
experience higher quality than unicast ones. SAPRA also increases providers’
motivation to use multicast: ISPs can have more clients using fewer resources
and multimedia providers can deploy new services that scale with large num-
ber of receivers. However, SAPRA doesn’t attempt to be the optimal fairness
mechanism, because social and economic issues can influence fairness as much
as technical ones. But being based upon sessions’ number of receivers and a
maximal resource utilization function, SAPRA can be the base of a hierarchical
fairness mechanism for multirate multicast sessions.

To evaluate SAPRA behavior, we presented simulations with two congested
links that showed its performance with a simple dropper, SAPRAD, and also
with RIO. Simulations showed that SAPRA maximizes the utilization of band-
width and the number of receivers with high quality reception.

As future work we’ll simulate SAPRA in more complex scenarios in order
to analyze the SAPRA protocol oscillations with the variation of the number of
receivers. We’'ll also create a receiver-driven adaptive mechanism that will use
SAPRA network support, mainly fair rates collected in sync messages, trying
to solve some of the problems presented by other adaptive mechanisms such as
RLM [14] and RLC [21]. Legout et al. [10] show that RLM presents inter-session
unfairness and has low convergence time and low link utilization, while RLC is
unfair to TCP for large packets and its bandwidth inference mechanism is very
sensitive to queue size. Also, both mechanisms can induce losses in all layers
when a join experience occurs. This can be avoided if the adaptive mechanim is
based upon SAPRA, since it guarantees intra-session fairness.
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Most Probable Path Techniques for Gaussian
Queueing Systems
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Abstract. This paper is a review of an approach to queueing systems
where the cumulative input is modelled by a general Gaussian process
with stationary increments. The examples include priority and General-
ized Processor Sharing systems, and a system where service capacity is
allocated according to predicted future demand. The basic technical idea
is to identify the most probable path in the threshold exceedance event,
or a heuristic approximation of it, and then use probability estimates
based on this path. The method is particularly useful for long-range
dependent traffic and complicated traffic mixes, which are difficult to
handle with traditional queueing theory.

1 Introduction

This paper is a review of an approach to queueing systems with Gaussian input.
The motivation to study such systems is twofold. On one hand, complicated
dependence structures are easiest to study first in a Gaussian framework, where
the dependence is reduced to correlation. This is also the historical origin of
this work — it started with queues with fractional Brownian motion (fBm) as
input [19], which is the simplest process that has the self-similarity property,
first observed in the famous Bellcore measurements [T1]. On the other hand, it
could be expected that, thanks to the Central Limit Theorem, traffic in high
capacity systems would be rather well modelled with Gaussian processes [I].
Empirical studies indicate, however, that a good fit to Gaussian distribution
may require very high traffic aggregation levels. The Gaussian approach can
be useful in making rough performance estimates for Differentiated Services in
Internet, because one works there with large traffic aggregates.

Our interest in most probable paths started by applying the generali