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Preface

This book will synthesize the foundations for the emergence of a new 
 cross-disciplinary enterprise that many scholars are calling environmental 
social science, and/or, human–environment interactions research (aka, sus-
tainability science and coupled human natural systems research). The book, to 
remain coherent, cannot take on every topic under this broad umbrella. Thus, 
important areas in human environment research such as international envi-
ronmental regulatory regimes (environmental treaties), environmental policy 
formation, public environmental concern and pro-environmental behaviors 
and valuation of environmental goods and services are not addressed here. 
The goal, instead, is to make accessible to both natural and social scientists 
the tools and the language that are used in this multidisciplinary type of work 
thereby facilitating the collaborative work across the natural and social sci-
ences. The focus is very much on spatially explicit approaches to this area of 
research and how to use these approaches to bridge the divide between the 
social and natural sciences. One of the impediments to multidisciplinary 
research has been a lack of familiarity with the foundational theories and 
methods underlying the approaches used in the social sciences and the bio-
physical sciences. It is my hope that this book will assist those who wish to 
work across these boundaries. To do so we need to understand the underlying 
assumptions and theories, and which ones have been productive in past and 
current research.

In writing the book, on a topic that I have spent decades studying, 
researching and analyzing, I have turned to some of my earlier writings 
(particularly those from the past decade or so) and readers will find some of 
the writing here reminiscent of some of these earlier writings of mine. This 
is as it should be, since this book is an effort to take much of what I have 
learned from cross-disciplinary research and teaching, and leverage it now 
in this effort to provide a compendium of that experience as it applies 
to how to facilitate the interaction of social and bio-ecological scientists. 
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xii Preface

This is a continuing challenge, and one that this book will not solve. 
However, it is my sincere hope that the book will provide members of the 
community with resources to facilitate conversation, formulation of ques-
tions that are integrative in nature, and to result in better collaboration 
between scientists. The literature on this broad range of subjects is also all 
encompassing, and I have tried to be selective in providing an entry into 
these subjects, rather than try to be encyclopedic.

It is probably worthwhile here to make note that there are many terms 
used for this area of research which could cause confusion among those new 
to the subject. Each of the social sciences has an environmental component 
(i.e. environmental anthropology, environmental geography, environmental 
history, environmental sociology, environmental and ecological economics, 
environmental psychology), and one finds almost the same sort of detail in 
the bio-ecological sciences (i.e. plant ecology, human ecology (now a section 
of the Ecological Society of America), and ecosystem ecology to name just a 
few). If one moves to consider interdisciplinary approaches, the problem 
occurs again with names such as human ecology (which goes back to the 
early years of the twentieth century, and of which there are diverse branches 
such as the well-known program at Cornell University, where it referred to 
Home and Consumer Economics (but largely focused on nutrition), and to 
the Urban Ecology School at Chicago in the 1920s, and the physical anthro-
pologists working on Human Biology and Adaptability). Stern (1993) has 
proposed the use of the term “second environmental science” to refer to this 
human environment area, and NSF has nudged the field by creating a pro-
gram on “coupled human natural systems” (cf. Liu et al. 2007a, 2007b). 
While each of these terms has a history, and some distinctive context from 
which it came, they are mostly concerned with linking social and natural 
sciences in addressing the complex problems of the environment. While 
there are any number of recent edited volumes that try to introduce readers 
to this subject, this book is an effort to provide a more unified perspective 
wherein spatial approaches are viewed as a lingua franca or integrative 
framework for this research area, and introduce both social and natural 
scientists to the tasks that we must undertake to make these types of com-
plex systems approaches move forward. Depending on the training of 
instructors and what they view as missing here, it is presumed that this book 
will be used in conjunction with other books and/or a diversity of articles to 
provide advanced undergraduates and graduate students with the necessary 
breadth and depth to become informed participants in this interdisciplinary 
field of study.

I want to take this opportunity to thank the many colleagues who have for 
years stimulated me with their questions, reviews, critiques, and shared their 
experiences in this cross-disciplinary area. They are too numerous to men-
tion individually. I was particularly stimulated by participation over many 
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Preface xiii

years in the National Research Council Committee on the Human Dimensions 
of Global Environmental Change, the Land Use and Land Cover Change 
Scientific Steering Committee, the Transition Team for the Global Land 
Project, and the Smithsonian’s scientific committee of the National Museum 
of Natural History. The imprint from these interactions with superb scholars 
engaged in the issues raised by this book was always inspiring and has moved 
me to write this book. I also wish to thank the National Science Foundation 
(NSF), the National Institute for Child Health and Human Development at 
NIH, the National Aeronautics and Space Administration (NASA), the 
National Oceanic and Atmosphere Administration (NOAA) and the Tinker 
Foundation for support of my work over the years that has made possible 
my engagement with these research issues – and Indiana University for 
 having provided a home in which I had the freedom to pursue these diverse 
tasks, centered at two research centers, the Anthropological Center for 
Training and Research on Global Environmental Change (ACT, www. 
indiana.edu/∼act) and the Center for the Study of Institutions, Population, 
and Environmental Change (CIPEC, www.indiana.edu/∼cipec). Readers will 
find many resources, including downloadable PDFs at these two websites, 
which complement substantively the broad ideas presented in this book.

I also want to thank my research assistants, Paula Sauer Dias, Melanie 
Knapp, and Kelsey Scroggins, for their dedicated work in finding the litera-
ture and preparing the book for publication. Linda Day helped coordinate 
their efforts and I also wish to thank her. I wish to thank Rosalie Robertson 
and Julia Kirk, from Wiley-Blackwell, for keeping just the right amount of 
gentle pressure to keep me writing even as I found myself engaged in multi-
ple research projects that required my time as well. This book is dedicated 
to Elinor Ostrom, Eduardo Brondízio and to Leah VanWey – three  colleagues 
with whom I have had a very productive partnership over the years (design-
ing and writing proposals together, and then carrying out and writing up the 
results), and who have proven always stimulating scholars and loyal friends. 
I feel immensely grateful for having had the opportunity to work closely 
with them.

Bloomington, IN
July 1, 2009
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During the past decade there has been rapid development of research on the 
human dimensions of global environmental change. This growth has been a 
result of several factors. Evidence for climate change, loss of biodiversity, 
rapid deforestation in the tropics, and an impending crisis in availability of 
potable water have made scholars and policy makers aware of the need to 
address the causes and consequences of these global processes. Moreover, it 
is widely recognized that these cumulative processes vary in their severity 
from region to region, and from place to place. In order to understand these 
processes, research for the past decade has supported the breakdown of 
traditional disciplinary boundaries in order to understand in more system-
atic fashion the complexities of the current human–environment nexus. 
While interdisciplinary research is nothing new, there has been considerable 
progress in identifying some of the dimensions that speak to these contem-
porary environmental problems.

The chapter begins by examining the mounting evidence for the cumulative 
nature of global environmental change, and the requirements to begin to sci-
entifically understand it. Scientists working on this issue have come to a nearly 
unanimous conclusion that we cannot begin to understand global environ-
mental change without a concerted and unified effort that integrates both 
biophysical and social sciences (NRC 1997a; NSF 2003). Human agency (i.e. 
actions of individuals) is implicated in most of our current dilemmas, and must 
play a part in solving them. However, integrating the social sciences and the 
natural sciences has not been easy, nor has the cacophony of competing theo-
ries and paradigms helped to promote collaboration between the social sci-
ences and the natural sciences. This chapter reviews the evidence for the nature 
of the changes, considers the difficulties in understanding these complex bio-
geophysical and social processes, provides some history of the development of 
this interdisciplinary area of study and of global environmental change, and 
lays the basis for the organization of the rest of the book.

1

The Challenge of 
Human–Environment 
Interactions Research
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2 Human–Environment Interactions

The Evolution of Social Ecological Systems1

As a species we have relied on our capacity for sociality and communication 
in order to surpass our physical limitations (Richerson 1977). Our success 
as a species in spreading and colonizing the planet was through operating as 
relatively small groups of hunter-gatherers (HG). HGs’ advantages were 
their behavioral flexibility, based on small-group trust and reciprocity, in 
response to opportunities and their highly mobile strategy of resource 
 harvesting. This strategy served our species well for most of our time on the 
planet. However, as we grew in population size this strategy began to dem-
onstrate its limitations in providing for an ever larger population. Hunter-
gatherers knew about plant reproduction and carried out light management 
of plants of interest to them long before they began to sedentarize and turn 
into farmers (Smith 1989).

This first major transformation in social ecological systems, from hunter-
gathering to farming, was a result of population increase, growing confron-
tation of HG bands over resources, and of rising costs and risks of moving 
into marginal environments. It took a couple of millennia for the transfor-
mation from a mostly HG landscape to one increasingly occupied by farming 
groups (i.e. in North America at least, Smith 1989). Whether famine played 
a role is not clear from the archeological record. Like many other trans-
formations in social ecological systems, it probably had the shape of the 
diffusion of innovations (Rogers 1969) with a few adopting the change early, 
followed by a very slow adoption by others, and finally substantive adoption 
when the benefits were absolutely clear to most (and the price of nonadop-
tion was dear). The greater density of farming communities allowed them 
to occupy preferred territories, and HGs increasingly were pushed into mar-
ginal areas which could not be cultivated. The keystone features of this new 
farming mode of production were the evolution of community institutions, 
shifts in the scope of reciprocity and trust, domestication of plants and ani-
mals, and sedentarization. The shift in reciprocity and trust led to features of 
social cooperation being associated at first with the settlement, and as settle-
ments grew in size to kin-based groupings such as lineages, clans, and moie-
ties. This reduced flexibility in HG systems since the common form of descent 
was bilateral, meaning that individuals traced their descent from either the 
paternal or maternal sides, and band membership was highly flexible.

In settled farming communities, control over land through inheritance 
grew over the years. In order to ensure control over the better land, and 
eventually over investments such as irrigation and homes, lineal descent 

1 This section is based on an earlier discussion to be found in People and Nature (Moran 
2006).
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Human–Environment Interactions 3

(through either father or mother) came into play in order to provide clear 
forms of inheritance, along with the development of rules of preferred 
 marriage, and even endogamy, to ensure control over resources. Whereas 
exogamy had been preferred before, and indeed it is a preferable evolution-
ary strategy from a biological perspective, with the growing importance of 
land, and accumulated wealth, interest in keeping wealth intact among those 
already well-off favored intermarriage among favored families. This resulted 
in extreme cases in caste endogamy, and class consciousness in marriage 
choice. The deleterious biological impact of this strategy is well known in 
the genetic aberrations found in some European royal families in the past.

The evolution towards kin-based lineal systems also provided a more 
rigid form of passing on cultural values, identities, norms, and religious 
preferences. This process took hundreds of years to occur as groups devel-
oped their own combination of workable ways of controlling resources as a 
function of population density, competition, and resource availability. 
In areas with great resource patchiness, where control over favorable patches 
was key to success, the development of sophisticated forms of kin-based 
control was more rapid given the stakes, whereas in areas with widely dis-
tributed resources and patches it was often easier for resource competitors 
to just move elsewhere and maintain a more flexible and less restrictive set 
of community rules.

Over time, as agriculture moved from extensive production systems to 
more intensive systems based on irrigation and eventual mechanization, social 
stratification, ethnicity, and complex rules for resource use and exclusion 
came into being. Whereas in the former extensive systems it was a value to 
share accumulated resources with other less fortunate members of the com-
munity, thereby acquiring social capital and prestige, in the latter the amount 
of shared resources declines, prestige still goes to those capable of concen-
trating resources but those resources are more sporadically redistributed, 
thereby increasingly rewarding those who already have more resources and 
productive capacity or wealth. Control over land becomes the greatest source 
of wealth, and by extension this provides greater control over labor, as more 
and more people are not able to control access to land – especially in patchy 
environments such as semi-arid landscapes.

Boserup (1965) and others (Netting 1968, 1981, 1993) have shown that 
the most important driver of the intensification implied by the shift from 
HG to agriculture has been population growth leading to greater applica-
tions of technology to production in order to stave off famine and meet the 
basic needs of growing populations. It is associated with greater competi-
tion over resources and the growing need to store supplies for times of scarce 
resources. The need to store provisions, rather than move to find them, 
resulted in a shift in how labor was invested, and in the settlement pattern 
of peoples worldwide.
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4 Human–Environment Interactions

As these populations grew more numerous, chronic warfare ensued as 
groups competed for the best soils and the prime spots along the river or 
mountain, and sought ways to recruit more members to their communities. 
In a world of hand-to-hand combat, having strong and numerous men to 
field was the top determinant of success in holding onto territory. Over 
time, some groups developed from single village communities into net-
works of communities, and chiefdoms emerged that provided some capacity 
to mobilize larger social units when any of their member communities was 
threatened. The evidence is quite substantial that, as human communities 
grew more successful in production, the temptation was great for other 
communities to take away their accumulated wealth (often in the form of 
grain or animals). As in the shift from HG to extensive cultivation, the 
shift from extensive cultivation to intensive cultivation appears to have 
been driven by population growth putting too much pressure on resources 
(Boserup 1965; Netting 1993). One study showed that a given area of 
 irrigated land could support 14 times as many families as it could under 
shifting cultivation (Palerm 1968; Spooner 1972). However, another 
 explanation offered by scholars has been that this intensification was 
forced upon people either by external domination and colonialism 
(cf. Geertz 1963) or by internal domination brought about by elites  wishing 
to control land resources for their own political and military objectives 
(Demarest 2004).

Associated with farming populations one often found pastoralists, occu-
pying land unsuitable for cultivation. In some cases, they represented seg-
ments of ethnic farming populations, in other cases they represented other 
ethnic groups. Pastoralist social organization shows much greater flexibility 
than other forms of subsistence because of the flexible nature of managing 
animals. Sometimes it is possible to gather people and animals in areas when 
rain is abundant and pasture is rich, but for at least half of the year or more, 
the drying of the savannas results in scattering of people and animals. This 
scattering would put these populations at risk if it were not for mechanisms 
such as segmentary lineages that allow segments of large lineages to call 
upon others to come to their assistance in times of trouble. Thus, pastoral 
societies have developed an impressive capacity to field armed men to defend 
their animals and people – and then to return to a very scattered and 
 apparently disorganized pattern of moving to find the best forage (McCabe 
2004). It is a remarkable example of social self-organization that results in 
politically sophisticated outcomes. Farmers and pastoralists maintained an 
uneasy truce and trade relationship over the years, and there are well- 
documented cases of pastoralists becoming farmers and vice versa under 
favorable  conditions.

It was just a matter of time, and opportunity, for people to have their 
growing villages develop into larger and more complex entities that we have 
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Human–Environment Interactions 5

come to call cities. Urban areas provided a site for trade, for the exchange 
of information, for specialists in a large number of skills to meet the needs 
of a more technologically intensive society, and for redefining the nature of 
social ecological interactions. The rise of urban centers is most commonly 
associated with irrigation and the rise of complex water control. As these 
systems grew in size and complexity, breakdown became more common and 
more costly. In time, when they had grown to pharaonic proportions, the 
systems could collapse when either information or climate, or both, were 
beyond the capacity of managers (Butzer 1976).

If the rise of cities and a growing network of linked villages into states 
proved to be a considerable source of disturbance in social ecological inter-
actions, imagine what happened with the rise of that technological wonder 
that is the industrial revolution. Cities are symptomatic of human transfor-
mation of social ecological systems: they are creative centers where some 
of the best and brightest of every society are concentrated to develop the 
arts, technology, education, science, and commerce. Yet, they are also often 
chaotic, with erosion of social controls, and distant enough from day-to-
day realities of environment to ignore environmental feedbacks for a very 
long time. That is because urban areas have too many layers of informa-
tion between the environment and the decisions managers take – who are 
motivated by many other incentives than just ensuring good environmen-
tal management: political pressures, mis-valuation of the resources, self-
interest, and corruption (see discussion of urban ecology in Moran 2007, 
ch. 10).

The industrial mode of production2 is accompanied by major technical 
innovations that also result in a reorganization of the division of labor 
(Schnaiberg 1980). The industrial revolution’s larger environmental impact 
is the product of discovering the use of fossil fuels. First, and for a very 
long time, this involved only the use of coal. Oil and natural gas came 
much later. In using fossil fuels humans did not have to compete with any 
other animal species to use the resource, as we had often had to do with 
the use of plants (herbivores) and animals (carnivores). This would seem to 
be a win–win situation, and it certainly allowed for an enormous increase 
in the amount of energy that humans could harness for productive pur-
poses. Unfortunately, the exploitation of the huge amounts of fossil fuel 
materials stowed away for geologic periods of time in subterrestrial sinks 
and the launching of the by-products from their use into the biosphere, 
kicked off biogeochemical changes in the atmosphere that took a couple of 
centuries to be felt and which now threaten our planet. But these changes 
were not entirely  surprising. Local and regional consequences of the use of 

2 Mode of production is used in the anthropological meaning of the term, rather than Marx’s 
usage.
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6 Human–Environment Interactions

fossil fuels were felt early on: the nineteenth century fogs of industrial 
 cities like London, with serious health consequences for people living in 
these locations being the most recognized. While the rich could escape to 
their rural estates to breathe fresh air, the poor in the cities grew sick from 
the constant exposure to foul air. Social stratification, along with the use 
of police and power to maintain this mode of production with its high 
human and environmental costs, took place then and continues into the 
present, as developing countries industrialize with similar consequences 
(e.g. the current urban pollution in China’s industrial centers). The result 
has been a growing loss of trust and the  virtual extinction of reciprocity 
except in the bosom of families, growing disparities between people in 
wealth and access to resources, an increase in the amount of time spent 
working, and a growing emphasis on consumption to support the produc-
tive capacity unleashed on the planet (see Moran 2006 for an extended 
examination of this issue).

In short, over a period of 400 generations, or 10,000 years, the human 
population has grown from a few million to more than 6 billion. This 
growth has taken place quickly in recent decades, and has changed the 
nature of how we deal with each other (Raven 2002). The biggest shift 
has been since World War II and is connected to rising living standards and 
rising consumption levels for materials and energy. This compounding of 
population and  consumption is recent and without precedent. Human pop-
ulations do not respond in homogeneous ways to the environment, or any-
thing else. Human society and culture is characterized by high diversity, and 
in the past this has gone along with biological diversity. The number of peo-
ple who live by  hunting-gathering today is shrinking, and most of them are 
connected to the global economy to some degree. Horticultural populations 
(i.e. extensive farmers using slash-and-burn methods mostly) still constitute 
significant populations in rural areas of developing countries – and among 
those in developed countries who seek to return our food production system 
to more organic methods. The latter is a fast and expanding movement that 
questions the industrial mode of food production and seeks to return to 
more organic ways to take care of the land and produce the food we need. 
Pastoral peoples have been under pressure for decades to abandon their 
migratory ways, but they still constitute an important component of how 
grasslands are managed, despite efforts to block the routes of their move-
ments. Intensive farming is growing ever more intensive, now including 
genetic modification to a degree that has not been seen before. These shifts 
in the relationship of  people to the environment constitute the fundamental 
questions that drive environmental social science and human–environment 
interactions research. With the growing recognition of the human dimen-
sions of contemporary global environmental change this area of study has 
grown rapidly.
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Characterization of Contemporary Global 
Environmental Changes3

The present condition of our planet is worrisome to those who pay close 
attention to the evidence. More and more species are becoming endangered 
or going extinct. Wetlands are disappearing at a rapid rate, endangering the 
migration routes of birds, and the maintenance of local and even interconti-
nental biodiversity. Unprecedented levels of CO2 threaten our climate sys-
tem, coral reefs, and the Greenland and Antarctic ice sheets. Pollution levels 
in a growing number of cities can only be called toxic for human health. The 
story goes on, giving cause for considerable alarm. There is very little evi-
dence that governments are succeeding in implementing concrete strategic 
policies which ensure a sustainable earth system. Everyone talks about sus-
tainability, but fails to implement measures to reduce our downward spiral, 
and we fail to even define what sustainability means or how we can begin to 
get on a sustainable path.

What is not widely recognized is that we have in the past 60 years changed 
nearly every aspect of our relationship with the environment. The Industrial 
Revolution began some 300 years ago, and since then, the impact and the 
pace of our impacts on the earth have been gradually increasing (Turner 
et al. 1990). Yet, the impact in the past 300 years pales by comparison with 
our impact in the past 60 years. We have no equivalent experience in our 
entire history or prehistory as a species.

Burning fossil fuels results in emissions of vast amounts of carbon dioxide 
and other earth-warming gases that are changing the atmosphere, the pro-
ductivity of terrestrial vegetation, and are at the highest levels known over the 
past 400 millennia. More nitrogen fertilizer is applied in agriculture than is 
fixed naturally in all terrestrial ecosystems (Crutzen 2002). Fishing fleets have 
depleted the stock of many species, removing more than 25% of the primary 
production in upwelling ocean regions (Crutzen 2002), and the catches 
are collapsing. Irrigation and other alterations of surface and underground 
water are increasing the vulnerability of hydrologic systems and the people 
that depend on these precious water sources (Crutzen 2002). Agricultural 
activ ities have resulted in massive deforestation and alteration of land cover 
at huge scales – with the amount of land devoted to agriculture increasing 
 fivefold over the past three centuries (Lambin and Geist 2006). In short, 
human activities are so pervasive that they are capable of altering the earth 
system in ways that could change the viability of the very processes upon 
which human and nonhuman species depend.

3 This section is based on an earlier discussion to be found in People and Nature (Moran 
2006) and Steffen et al. (2003).
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8 Human–Environment Interactions

Both data and information at global scale are now abundant in alerting 
us to the magnitude and seriousness of the processes we have unleashed. 
This evidence tells us of exponential increase in carbon dioxide, exponen-
tial rates of ozone depletion and nitrous oxide concentrations in the atmos-
phere, rapid losses in tropical rainforests, increases in the frequency of 
natural  disasters and in the rate of species extinctions. The same can be said 
for fertilizer consumption, damming of rivers, water use, paper consump-
tion, the number of people living in cities, and the number of motor vehi-
cles (Steffen et al. 2003). There has also been a steady increase in the last 
60 years in the incidence of armed conflict worldwide (Kates and Parris 
2003:8062). In 1992, one third of the world’s countries were involved in 
such conflicts, and in that year 40 million refugees and displaced persons 
were affected by armed conflicts (ibid). These figures do not include the 
growing globalization of both terror and crime beyond state borders. 
Some have described this growing conflict in terms of “the coming anar-
chy” and as a “clash of civilizations” (ibid.). These numbers have increased 
severalfold since then.

The exponential increase in all these measurable phenomena is tied to the 
increase in the human population, and to our consumption habits. Indeed, 
one must think of these two factors in tandem. One Euro-American citizen 
consumes 25 times the resources that one average citizen from India, 
Guatemala, or other less developed countries does (Redclift 1996; Wernick 
1997). While birth rates have steadily declined to replacement level or even 
below in developed countries, these populations continue to impact the 
earth’s resources far more than the larger populations in developing coun-
tries. Both developed countries and developing countries have a huge impact 
on the environment, the former through consumption, and the latter through 
population increases. Some developing countries have now succeeded in 
reducing rates of growth (e.g. Brazil is now at, or below, replacement).

In all societies one sees conflicting cultural values. Europe has similar tradi-
tions to the USA in a number of regards (e.g. democratic institutions, capital-
ism) but it does not value individualism above the common good. This has 
made it possible for Europe to accept more quickly than the US the proposed 
reduction of carbon dioxide in the atmosphere to 1992 levels and thus 
to  support the Kyoto Protocol on the emission of greenhouse gases. 
A profound rift between the more advanced nations of Western Europe and 
the USA has developed over the willingness of the former to set limits on 
carbon dioxide emissions, and the unwillingness of the US to do so. 
(Nevertheless, we must remember that even West European countries have 
had difficulty meeting the Kyoto greenhouse gas emission targets.) The use, 
and misuse, of the earth’s resources is at the very center of international nego-
tiations, the global political economy, and the fate of nations. These negotia-
tions require an understanding of both environmental science, and social 
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Human–Environment Interactions 9

science – and thus the need for integrative science that can address the 
 biophysical and the social dimensions of human–environment interactions.

The Cartesian dichotomy between humans and nature is a peculiar notion 
in Western society. Most peoples in the world see humans as very much a 
part of nature. In its more extreme forms it takes the form of ideologies 
where we are reincarnated in forms other than human (i.e. plant, animal), 
and vice versa. Mythologies across the globe have always pointed to the 
close connection in both origin, and continuity, between animals in nature 
and us; between the plants in the landscape and our spiritual and material 
lives (Pretty 2002:13). Australian Aborigines’ Dreamtime embodies these 
beliefs, for example, in how the land came to be, how closely they are still 
connected to these ancestors, and why the land must be respected – that it 
belongs to no one, but that it belongs to everyone. Today we even know that 
we are closely tied to our primate ancestors, with over 90 percent of our 
DNA shared with them, yet we insist in our philosophical stances, and 
behavior, to act as if we hold a place above the rules that govern the rest of 
the species on the planet.

One of the challenges we must face is rethinking how we view the envi-
ronment. Dichotomous thinking led us to think of people as apart from 
nature, and charged with controlling nature for human purposes – and 
 crucially, as distinct from the inherent dynamics of the earth system itself. 
It is from this error that a lot of our post-World War II spiral towards self- 
destruction comes. What happens to the air we breathe, the water we drink, 
and the land upon which we depend for our food matters. If we take care of 
it, it will nurture us – and if we damage its capacity to provide us with sus-
tainable goods and services, and the comfort of aesthetic beauty, we will put 
ourselves at risk. We cannot do this alone, but it must be a partnership of 
trust in human communities bound by covenants that favor life over mate-
rial accumulation, that favor dignity for members of the community and the 
pleasures of taking care of each other, and nature, as the highest good. We 
need to reconceptualize our relations with each other, and with nature – and 
to think of human agents as organic parts of nature (for more detailed dis-
cussion see Moran 2006). 

Figure 1.1 illustrates what is happening in the realm of human process 
variables –and it raises a number of concerns. Population has been increas-
ing rapidly since 1750 but it has gone exponential since 1950, and shows 
very little sign of leveling off in the next 30 to 40 years. In the past 60 years 
we have gone from 2.5 billion to 6 billion people. In less than 30 years the 
human population will be in excess of 10 billion. Total Gross Domestic 
Product, foreign direct investment, damming of rivers, water use, fertilizer 
consumption, urban population, paper consumption, and the number of 
motor vehicles, have all jumped exponentially since 1950, with no evidence 
of a turnaround in this upward increase. This increase would be enough 
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10 Human–Environment Interactions

Figure 1.1 Rate of increase in several spheres of human activity for the past 300 
years: a. population (US Census Bureau 2000); b. world economic GDP (Nordhaus 
1997); c. motor vehicles (UNEP 2000); d. energy consumption (Klein Goldwijk and 
Battjes 1997)
Source: Steffen et al. 2003
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Human–Environment Interactions 11

cause for concern if it were happening in one or two of these measurable 
areas, but it is happening in all simultaneously.

As if this were not enough reason for concern, similar synchronous events 
are happening on the biophysical side (see Figure 1.2): CO2 concentrations, 
N2O concentrations, CH4 concentrations (all three of them earth-warming 
gases), ozone depletion, Northern Hemisphere average surface tempera-
tures, the number of natural disasters, the rate of loss of fisheries, the 
increase in nitrogen fluxes in coastal zones, the rapid loss of tropical rain 
forests and woodlands, and the number of species gone extinct have all gone 
exponential since 1950. While some might argue, for example, that there is 
evidence that CO2 concentrations are actually beneficial to many plants and 
can result in enhanced productivity, experimental studies have shown that 
increases in productivity when CO2 concentrations are up to a certain level 
(e.g. 56 Pa) can take place but that these gains are lost when concentrations 
go higher (e.g. to 70 Pa), at which time there is a steady decline in productiv-
ity (Granados and Korner 2002). There are also notable differences in how 
different species and types of forest vegetation respond to CO2 enrichment 
(Norby et al. 2002). There is very little positive light that can be found in 
these measures going exponential. Are thresholds about to be crossed from 
which systemic collapses can ensue?

One of the most troubling changes in the planet has been the human 
alteration of the global nitrogen cycle. We know with a high degree of 
 certainty based on available scientific evidence (a) that we have doubled 
the rate of nitrogen input into the terrestrial nitrogen cycle and that these 
rates are still increasing; (b) that increased concentrations of the green-
house gas N2O globally, and other oxides of nitrogen, drive the formation 
of photochemical smog; (c) that this nitrogen increase has caused losses of 
calcium and potassium from soils, essential for soil fertility; contributed 
to the  acidification of soils, streams, and lakes; increased the quantity 
of organic carbon stored in terrestrial ecosystems; and accelerated losses 
of biodiversity, particularly plants adapted to efficient use of nitrogen 
(Vitousek et al. 1997).

Surface temperatures over the Northern Hemisphere at present are 
warmer than at any other time over the past millennium, and the rate 
of warming has been especially high in the past 60 years (Hurrell et al. 
2001:603). Agricultural yields, water management, and fish inventories are 
affected by this warming – having as it does its origin in an upward trend in 
the North Atlantic Oscillation, dictating climate variability from the eastern 
seaboard of the US to Siberia and from the Arctic to the subtropical Atlantic. 
Changes in the North Atlantic Oscillation, in turn, affect the strength and 
character of the Atlantic THC. Climate changes can have profound effects 
on society as suggested by recent research suggesting that the lowland Maya 
collapse was associated with an increase in droughts in Yucatan resulting 
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12 Human–Environment Interactions

Figure 1.2 Rates of increase in several spheres of the earth system: a. nitrogen fixa-
tion (Vitousek 1994); b. species extinction (Smith 2002); c. northern hemisphere 
surface temperature (Mann, Bradley, and Hughes 1999); d. atmosphere CO2 concen-
trations (adapted from Keeling and Whorf 2000)
Source: Steffen et al. 2003
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Human–Environment Interactions 13

from bicentennial oscillations in precipitation (Hodell et al. 2001). The 
Maya were dependent on rainfall and small water reservoirs for the sustain-
ability of their agriculture, and these multidecadal and multicentury oscilla-
tions in precipitation probably exacerbated other challenges faced by the 
Classic Maya (Demarest 2004). One of the conclusions of recent climate 
change studies is not that it will be warmer everywhere but, rather, that we 
will see more extreme events more frequently, such as the occurrence of El 
Niño events – with drought in some places and flood in others (Caviedes 
2001). In Brazilian Amazonia there is already serious concern with the 
increased frequency of devastating fires entering into Amazonian forests as 
a result of El Niño. In 1997 climate scientists and ecologists were in agree-
ment that the droughts associated with that El Niño were responsible for a 
fire that consumed 13,000 square kilometers of forest in just one location. 
We know of similar vast fires during the 1982–3 El Niño over Borneo 
(Prance 1986:75–102) and of devastating fires in the Amazon 250–400 
years ago (Sanford et al. 1985).

We know that climate change will increase the severity of population and 
species declines, especially for generalist pathogens infecting multiple host 
species. The most detectable effects relate to geographic expansion of patho-
gens such as Rift Valley fever, dengue fever, and Eastern oyster disease. 
While other factors are surely implicated, such as land-use change, there is 
very little doubt in the end that warming trends will affect crop and human 
diseases (e.g. potato late blight; rice blast; cholera, and Rift Valley fever) 
(Harvell et al. 2002). Climate warming is also expected to alter seasonal 
biological phenomena such as plant growth, flowering, and animal migra-
tion (Penuelas and Filella 2001). Some Canadian tree species (e.g. Populus 
tremuloides) show a 26-day shift to earlier blooming over the last century, 
and biological spring in Europe is about 8 days earlier from data for the 
period 1969–98 (ibid.). In the Mediterranean, leaves of deciduous plant spe-
cies now unfold 16 days earlier and fall on average 13 days later than they 
did 60 years ago (ibid.).

In short, the simultaneous and interconnected nature of these changes in 
human and in environmental conditions since 1950 suggest that human 
activities could inadvertently trigger abrupt changes in the earth system with 
consequences that we can only faintly imagine. The most troubling of all is, 
of course, triggering a disruption in the “oceanic conveyor belt,” as it is 
called, which regulates world climate (Broecker 1991). The increases in 
greenhouse gases can trigger changes in the North Atlantic circulation and 
computer simulation results have most of the scenarios resulting in rather 
dramatic collapses. We know already that the Atlantic Thermohaline 
Circulation (THC) can have multiple equilibria and multiple thresholds, 
that THC reorganization can be triggered by changes in surface heat and in 
freshwater fluxes, and that crossing thresholds can result in irreversible 
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14 Human–Environment Interactions

changes of ocean circulation (Rahmstorf and Stocker 2003). Our current 
situation with regards to CO2 alone, not to mention all the other earth-
warming gases being emitted exponentially, is well above the experience of 
the past 420,000 years as recorded in the Vostock Ice Core (see Figure 1.3).

The evidence for the seriousness of climate change was affirmed at a meet-
ing of members of 63 national academies of science from all parts of the 
world, affirming support for the work of the Intergovernmental Panel on 
Climate Change (IPCC) which says that it is at least 90 percent certain that 
temperatures will continue to rise by at least 5.8 degrees Celsius above 1990 
levels by 2100, and urging prompt action to reduce emission of greenhouse 
gases (IPCC 2000). In their joint statement, the representatives of the 63 
national academies of science concluded that “the balance of the scientific 
evidence demands effective steps now to avert damaging changes to Earth’s 
climate.” (Interacademies 2000).

The past 60 years have been devastating to the earth system’s functions. 
These changes have been of sufficient magnitude to rival climate change in 
both environmental and social terms (Vitousek et al. 1997; NRC 1999a, 
1999b). During the first 50 years of the twenty-first century, demand for 
food and other commodities by a wealthier and larger global population 
will be a major driver of global environmental change (particularly from the 
BRIC countries, Brazil, Russia, India and China). While some of this change 
may come from more intensive and efficient agricultural production, much 
of it will come from converting further land areas and natural ecosystems 

Figure 1.3 Vostock Ice Core provides the best current record of carbon dioxide 
changes for the past 420,000 years
Source: Petit, Jouzel, and Raynaud 1999 as modified by Steffen et al. 2003
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into agricultural fields. This will result, at least, in a 2.5 increase in the 
amount of nitrogen and phosphorus making its way into terrestrial fresh-
water and near-shore marine ecosystems resulting in unprecedented eutro-
phication and habitat destruction (Tilman 2001). Much of the nitrogen and 
phosphorus from fertilizers and animal wastes enters surface and ground-
water untreated and unimpeded to any significant extent (Tilman et al. 
2001). The result is eutrophication of estuaries and coastal seas, loss of bio-
diversity, changes in species composition, groundwater pollution, and trop-
ospheric smog and ozone. The projected conversion of up to 1,000,000,000 
hectares of natural habitat to meet our expected demand for food is viewed 
as conservative.

For most of the 400 generations that we have been farming, production 
and consumption of food has been intimately linked to social and cultural 
systems, to systems of beliefs, and respect for the environment. Foods were 
given special meaning, and were surrounded with ritual. First crops harvested 
were treated with deference and gratefulness. We still see some of these 
 practices in some ethnic rural populations, and even in an industrial super-
power such as Japan, particularly in relation to traditions regarding rice. 
Japan’s rice paddy fields are carefully maintained, even by those who hold 
other employment as their main means of support, and all special occasions 
include rice dishes as ways of connecting people to this basic staple and giving 
it importance. Rivers and mountains embodied the divine and the forces of 
creative and destructive nature that were respected. Over the past three gen-
erations we have changed this respect for the environment in too many places. 
Industrial agriculture has steadily replaced family farms worldwide, and, 
while this seems to produce a lot more food in absolute terms, it does so at 
huge cost in terms of loss of soils, damage to biodiversity, pollution of the air 
and water, and negative impacts on human health through heavy use of 
chemicals (Pretty 2002:xii). Industrial agriculture, in an age of cheap fossil 
fuels, was able to ship produce across large distances and drive local produc-
ers out of business. In a future world, where fossil fuel will be increasingly 
dear, we will need to redesign whole systems of food production, more directly 
linking those who grow food to those who consume it, using methods that 
have a lighter impact on the environment, and in which the land takes on, 
once again, the nurturing value that it had for most of human history.

In the past 35 years, we were able to double food production but we did 
so with a sixfold increase in nitrogen fertilization, a threefold increase in 
phosphorus fertilization, and a substantial increase in the area under culti-
vation (Tilman 1999). Another doubling of food production would result in 
a threefold increase in nitrogen and phosphorus fertilization and an increase 
of 18 percent in cropland cultivated. These increases will further eutrophy 
fresh and marine ecosystems, leading to biodiversity losses, shifts in the 
structure of the food chains, and impairment of fisheries (Tilman 1999).
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History of the Development of the Human 
Dimensions Agenda4

Until 1988, the study of global environmental change was carried out largely 
by earth science disciplines such as meteorology, atmospheric chemistry, 
atmospheric sciences, and geology. The focus of this work, under the aegis 
of the International Geosphere-Biosphere Programme (IGBP), was on docu-
menting the extent of biosphere change and projecting at global scale the 
likely consequences of changing atmospheric conditions on the earth. 
Modeling, particularly global circulation models (GCMs), were heavily used 
given the absence of many important data points and the ambition of under-
standing the global environment – but scientists also identified, and lobbied 
for, research in areas needed to better run the GCMs. Among the many 
achievements of this effort, for example, was the creation of a vast network 
of buoys in the earth’s oceans to measure changing temperatures. Over time 
they led to the current ability of atmospheric and marine scientists to fore-
cast El Niño and La Niña events many months in advance of human popula-
tions feeling their terrestrial impact. Scientists accurately predicted the onset 
of the 2002–3 El Niño Southern Oscillation almost a year in advance, and 
farmers in many locations modified their planting behavior, thereby reduc-
ing economic losses and human misery. This is done by observing the warm-
ing or cooling of the waters over the northern Pacific and following its 
circulation around the globe. But something was missing. The coarse spatial 
scale of these early GCMs did not allow for any meaningful role for what 
human behavior does within the earth system, which ran at very coarse 
spatial (several degrees of latitude) and temporal (decades to centuries) 
scales with broad assumptions like what might happen if all tropical forest 
cover were removed and replaced by pasture. While the results of such mod-
els were informative, they rarely included adaptive behavior on the part of 
humans, who are likely to desist from the total elimination of tropical forest 
cover by information dissemination and feedback processes.

At the request of scientists associated with the International Geosphere 
Biosphere Programme (IGBP), the International Social Science Council 
(ISSC) was asked to consider assembling a working group to develop a 
human dimensions (social and economic sciences) agenda to parallel the 
ongoing work of atmospheric and climate scientists working on global envi-
ronmental change. The ISSC met and recommended that it would be desir-
able to begin to create national panels to undertake such a discussion and 
write up research plans that would articulate well with the IGBP research. 
This led to the creation of a group parallel to the IGBP, named Human 

4 This section is based on an earlier discussion in Moran (2005).
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Dimensions Program (HDP), composed of a panel of social scientists from 
around the globe to discuss how best to proceed. In the USA, both the 
National Research Council (NRC) and the Social Science Research Council 
(SSRC) created expert panels of scientists to discuss research priorities for 
the human dimensions as well.

The obvious changes in our global environment led first to the creation of 
a network of scientists to address these globally scaled processes. The 
International Geosphere Biosphere Programme (IGBP) was started in 1987 
because of the need for an international collaborative research endeavor on 
the phenomenon of global change. A Special Committee was appointed to 
guide the planning and initial implementation of the program. The planning 
phase ran from 1987 to 1990 and involved about 500 scientists worldwide. 
This community of climate and atmospheric scientists, in turn, turned to the 
social sciences in 1988 and asked them to join them in an effort to under-
stand the human dimensions of global environmental change (NRC 1999a, 
1999b). This agenda began to be formulated in 1992 with the National 
Research Council’s book, Global Environmental Change: Understanding 
the Human Dimensions (NRC 1992), which set the early agenda for research 
in this area. The early research on global change had focused on climate 
change, biodiversity, pollution, and international environmental agreements 
driven by a growing awareness of global impacts such as accumulation of 
earth-warming gases, the appearance of an ozone hole changing the amount 
of ultraviolet (UV) radiation people receive, and documentation of glacier 
meltdowns. Current trends are expected to continue to have cumulative 
effects on the atmosphere and climate change (NRC 1998b; Hunter 1999; 
Potter 1999).

“Human dimensions research addresses the workings of social systems 
that manage environmental resources – markets, property rights regimes, 
treaties, legal and informal norms, and so forth – and the potential to mod-
ify those institutions through policy and thus to mitigate global change or 
increase adaptive capability” (NRC 1999b:5). The first issues identified in 
1992 as needing urgent attention and research priority were: (1) under-
standing land-use and land-cover changes; (2) understanding the decision-
making process; (3) designing policy instruments and institutions to address 
energy-related problems; (4) assessing impacts, vulnerability, and adaptation 
to global changes; and (5) understanding population-and-the-environment 
interactions.

A great deal was accomplished in the years that followed, focusing on 
the causes, consequences, and responses of human populations to global 
environmental change (NRC 1999b). Advances were particularly notable in 
the study of land-use and land-cover change which had been defined as the 
topic that the research community was most ready to undertake (see some 
of the syntheses produced from this effort in Gutman et al. 2004; Moran 
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and Ostrom 2005; NRC 2005a) to understand human responses to climate 
events (NRC 1999c; Moran et al. 2006; Galvin et al. 2001; M. Guttman 
2000). Human dimensions of global change became an important priority 
at the National Science Foundation (NSF), the National Oceanic and 
Atmospheric Administration (NOAA), the National Aeronautics and Space 
Administration (NASA), and the Social Science and Population Program at 
the National Institute for Child Health and Human Development (NICHD).

New priorities have been identified that place human–environment 
research even more at the center of research on global change. One impor-
tant reason is that there is growing evidence that socioeconomic uncertain-
ties are greater than biophysical uncertainties, for example in the study of 
climate impacts (NRC 1999c:1). Major sources of changes in the global 
atmosphere come from human activities, such as deforestation and energy 
consumption. Studies showing that tragedies of the commons are not inevi-
table but are, rather, the product of how humans organize themselves to 
respond to perceived threats to their well-being further strengthen the case 
for the importance of human–environment interactions research. Since 
1992, the field has evolved and a new set of research priorities have emerged. 
For the first decade of the twenty-first century several research questions 
have been identified:

1 Understanding the social determinants of environmentally significant 
 consumption (NRC 1997a; Moran 2006);

2 Understanding the sources of technological change;
3 Making climate predictions more regionally relevant and accurate (NRC 

1999c);
4 Improving how human populations can better respond to environmental 

 surprises;
5 Understanding the conditions favoring institutional success or failure in 

resource management (Ostrom 1998, 2005);
6 Linking land-use and land-cover dynamics to population processes, 

especially the role of human migration (Moran and Ostrom 2005; NRC 
2005a; Lambin and Geist. 2006);

7 Improving our understanding of human decision-making (Moran et al. 
2006; Brondizio and Moran 2008);

8 Advancing capacity to make social science data spatially explicit (NRC 
1998a; Goodchild and Janelle 2004).

Interestingly, the SSRC, the NRC, and the HDP quickly came to agreement 
that the research area which would best articulate with the work of IGBP, 
and to which social scientists could make the strongest contributions in the 
short term, would be the study of land-use and land-cover change. The logic 
was that there was a preexisting community in the social sciences concerned 
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with cultural ecology, agrarian studies, and agricultural and resource eco-
nomics whose work approximated the likely areas of interest of a land-
centric research program. This led to the creation of the Land-Use and 
Land-Cover Change core project (LUCC), a joint activity of IGBP and HDP, 
with support from groups such as SSRC and NRC. A panel of scientists 
began to meet that produced over the next several years a Science Plan to 
guide the work of the international community (Lambin et al. 1999). The 
Science Plan had several major science questions that they deemed central to 
the core project:

● How has land cover changed over the last 300 years as a result of human 
activities?

● What are the major human causes of land-cover change in different geo-
graphical and historical contexts?

● How will changes in land use affect land cover in the next 50 to 100 
years?

● How do immediate human and biophysical dynamics affect the sustain-
ability of specific types of land uses?

● How might changes in climate and biogeochemistry affect both land use 
and land cover?

● How do land uses and land covers affect the vulnerability of land users 
in the face of change and how do land-cover changes in turn impinge 
upon and enhance vulnerability and at-risk regions?

Similar but varying in some degree were research priorities defined by the 
NRC and SSRC. The first major guiding document to appear from these 
expert panels was the “rainbow book,” Global Environmental Change: the 
Human Dimensions (NRC 1992). This book defined a broad set of priori-
ties that identified land-use and land-cover change as the top research prior-
ity but that listed in detail other important questions that deserved attention, 
such as environmental decision making, integrative modeling, environmen-
tal risk analysis, and studies of population and environment. Many of the 
recommendations of this book served as guidance to funding agencies, and 
have since that time been implemented – such as the creation of human 
dimensions centers of excellence by the National Science Foundation, land-
use and land-cover change research programs at NASA; human dimensions 
of global change programs at NOAA; and population and environment pro-
grams at NICHD.

The following year, the NRC published a smaller and more accessible 
document entitled Science Priorities for the Human Dimensions (1993). 
This document reaffirmed the priorities of the 1992 book and a couple of 
new areas of interest: land-use and land-cover change, decision-making 
processes, energy-related policies and institutions, impact assessment, and 
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population dynamics. By 1995 the National Science Foundation announced 
a competition for national centers of excellence on the human dimensions of 
global environmental change.

Since that period considerable advances have taken place. These are sum-
marized at some length in an NRC volume: Global Environmental Change: 
Research Pathways for the Next Decade (1999a). The Human Dimensions 
Programme became the International Human Dimensions Programme 
(IHDP) in 1996 when it moved from Geneva to Bonn, Germany. IHDP has 
played a growing role in coordinating the work of national human dimen-
sions panels, and creating IHDP-based research groups on the Institutional 
Dimensions of Global Environmental Change, and the Environmental 
Security and Vulnerability group.

One of the important activities of the LUCC program has been to stimu-
late the generation of syntheses of what we know about LUCC processes, 
such as tropical deforestation (e.g. Geist and Lambin 2001, 2002; Lambin 
and Geist 2006), agricultural intensification (McConnell and Keys 2005), 
and urbanization, to provide input to a larger synthesis for earth system 
 science (Steffen et al. 2003). These efforts at synthesis rely heavily upon the 
scholarly community working on issues of land-use and land-cover change.

Other interesting research areas in the human dimensions of global change 
agenda include: social dimensions of resource use; perception of environ-
mental change; how people assess environmental changes and environmen-
tal risks; the impact of institutions; energy production and consumption; 
industrial ecology; environmental justice; and environmental security. 
In 2001 an expert panel from the National Research Council came up with 
eight Grand Challenges in the Environmental Sciences that defined key pri-
orities (NRC 2001). The eight priorities share one common denominator: 
they require joint work by biophysical and social scientists. A similar recom-
mendation came from the National Science Board which developed similar 
but not equivalent priorities and also gave multidisciplinarity across the 
 biophysical and social sciences a strong nod.

Characteristics of the Research on the Human Dimensions

Research on the human dimensions differs from disciplinary research in a 
number of ways. Global change research must be inherently multidiscipli-
nary given the complexity of factors that must be taken into account. No 
discipline offers an adequate array of theories, methods, and concepts to 
provide integrative modeling (see Chapters 2 and 3, this volume). Because it 
is global, the work must be multinational in scale, otherwise one is likely 
to erroneously think that what one sees as processes in one country applies 
to the globe. This forces an agenda oriented towards comparative research 
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wherein one must collect comparable data in a number of nations and 
regions so as to sample the diversity of biophysical and social processes 
(Moran and Ostrom 2005). Because the earth is such a complex entity, this 
means that the work must be spatially explicit so as to be able to anchor the 
work precisely on the earth’s surface and understand what is site specific 
from what is generalizable (see Chapter 4). Because the agenda is driven by 
a concern with changing dynamics, the work must be multi-temporal and 
have some historical depth. The depth will vary with the question and proc-
esses of interest, so that some scientists operate in temporal scales of millen-
nia (paleoclimatologists and palynologists), while others work in terms of 
centuries and decades (e.g. historians, ecologists, social scientists). Because 
disciplines’ methods vary, it is likely that processes examined vary not just 
in time and spatial scales but also in scale of analysis (from local to regional 
to national to global; see Chapter 5). It is well known but rarely analytically 
addressed that explanations for processes vary by the scale at which they are 
studied. Thus, specificity of what scale is being explained is essential, but 
also it is necessary for each analysis to make an effort to scale both up and 
down from the scale of interest so that the effort and investment is useful to 
other scientists in the community working at other scales. Finally, because 
the work is about an impending environmental crisis of global, and local, 
proportions, the work must keep in mind the relevance and importance of 
the research in informing policies which might reverse current negative 
 outcomes and favor sustainability of human–environment interactions (see 
Chapters 6, 7, and 8).

Participation in human dimensions research offers a number of advan-
tages to the advancement of theory, particularly theories on human– 
environment interactions. The questions posed by the human dimensions 
agenda are new questions that reach beyond traditional disciplinary con-
cerns and thus extend the value of social science and natural science to all of 
society. The disciplines bring important theories to this kind of research: 
anthropology and geography have contributed cultural ecology and politi-
cal ecology, which remain important paradigms in understand human use of 
resources. Biology and ecology have contributed ecosystem and evolution-
ary ecology. Political science has contributed theories about institutions and 
collective action. Unlike traditional disciplinary research, however, human 
dimensions research demands a multi-scaled approach. This is rarely the 
case with discipline-based research and is thus a broadening of the way the 
social sciences can contribute to the understanding of the world around us. 
The work on human dimensions links the biological, physical, and social 
sciences, thereby making social sciences centrally important not only to 
other social scientists but to the rest of the sciences. It is important to recall 
that it was the physical sciences that recognized the role of human actions 
and that felt the need to encourage the social science community to join 
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them in an effort to understand global environmental changes. While a lot 
remains to be done to achieve this integration, there has been progress.

Work on human dimensions requires comparison and multidisciplinary 
approaches. This offers the potential for more robust tests of the applicabil-
ity of site-, region-, or nation-specific findings. By testing things cross- 
nationally, cross-regionally, and cross-locally, the results are more likely to 
be robust and theory strengthened. The human dimensions research agenda 
challenges most of the social sciences (except geography, which already is 
sensitive to this) to develop new spatially explicit ways to select cases for 
comparative analysis, to determine sampling frames in a spatial context, 
and to model results that are spatially informed. This is true as much for the 
social sciences as for ecology, which only now, too, is developing spatial 
ecology as a field of study and thereby revolutionizing the way we think 
about population ecology and community ecology (see Chapter 4).

Undertaking these challenges is an awesome task. It requires that we work 
in large teams of scientists, rather than work alone as is more common in 
the social sciences. As noted earlier, the work should be multinational, 
multidisciplinary, multi-scale, multi-temporal, spatially explicit, and policy 
relevant. To be successful, it requires that we leave our “weapons” at the 
door, that we choose the right tools, theories and methods for the question 
that is being asked (without regard for what discipline it comes from). The 
goal is to pick the right one for the job at hand, even if it means that team 
members will need to learn all sorts of new approaches that were not part 
of their earlier academic training. It is a challenging and exciting task, one 
that ensures continuous growth in one’s skills and perspectives, an open 
approach to research, without sacrificing rigor, and ensuring that the research 
speaks to the questions society needs answers to, and not just to the  academic 
scientist.

The Way Forward: Integrative Science

In order to advance the state of the art, there is a need to engage all of the 
social sciences in multidisciplinary research, jointly with each other and with 
the biophysical sciences. In this enterprise, integrative science approaches 
have much to offer. Anthropologists and geographers bring to the analysis 
of global change two main contributions; first, both are committed to under-
standing local and regional differences. When looking at a satellite image, 
for instance, they search for land-use patterns associated with socioeco-
nomic and cultural processes coming from local populations. Consequently, 
they strive to find the driving forces behind land-use differences and for land-
use classifications that are meaningful in socioeconomic and cultural terms. 
Sociology and Economics bring a set of sophisticated skills to the study of 
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demography which is integratable with both bioecological and  spatially 
explicit approaches. Political science contributes institutional and cross- 
national approaches that address a variety of scales of interactions. Biological 
scientists and ecologists bring robust theories about evolution by natural 
selection and how environmental change occurs at a variety of levels of 
organization.

A second important contribution is related to data collection and meth-
ods. Anthropologists, sociologists, and human geographers using satellite 
images want to reveal the living human reality behind land-cover classes. 
Such a perspective requires methods that link local environmental differ-
ences to human behavior (Moran and Brondizio 1998, 2001; Rindfuss et al. 
2003). Environmental social scientists pride themselves on the emphasis 
given to fieldwork, and they should take advantage of this preference to 
make important contributions to advancing the state of spatially explicit 
social science (Walsh and Crews-Meyer 2002; Goodchild and Janelle 2004; 
Moran and Ostrom 2005). Ecologists and biologists, too, give a very high 
place to fieldwork, and this is a very positive thing as this can lead them to 
respect one another and work together. On the other hand, there are many 
issues that require discussion across the disciplinary traditions with regards 
to selecting sample areas and study sites, how much detail to capture at each 
location, and how best to scale up from the “patch” to the larger units of 
social and ecological organization.

In several disciplines, emphasis is placed on one dimension over another. 
History traditionally places more emphasis on time and less on spatial 
aspects. Geography, on the other hand, emphasizes the spatial dimensions 
over the temporal one. Other disciplines, such as geology and ecology, con-
tain a mix of both dimensions. Certain social sciences (e.g. political science, 
sociology, and anthropology) traditionally emphasize space or time when 
needed. For example, political scientists do, at times, undertake research 
that emphasizes the temporal aspects in longitudinal studies. The emerging 
interdisciplinary field of human–environment interactions must give atten-
tion to both spatial and temporal variability.

With the diverse vocabularies of separate disciplines, it is no wonder that 
human–environment interactions can appear extremely complicated. 
Aggravating this is a sense of urgency often felt by researchers, students, 
policy makers, and land managers because the state of the earth calls for 
immediate action, and a feeling that our understanding lags severely behind 
the processes involved. If our collective monitoring and understanding of 
human–environment interactions continues to lag severely behind those 
changes, how can humanity mitigate any negative consequences and try to 
prevent avoidable future problems?

How can this synthesis be accomplished? What strategies can we use to 
help integrate all the varying analytical “lenses” used by scholars from a 
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variety of social and physical science disciplines? Can we make individual 
case studies more comparable and compatible with each other such that we 
can identify significant trends manifest across all cases? While each researcher 
moves forward in his or her individual research endeavors, the environmental 
research community as a collective group would probably benefit by becom-
ing familiar with a common set of theories and methods that are mutually 
understood across the social and natural sciences. Studies that are well doc-
umented with respect to their spatial and temporal dimensions can inform 
and build on one another. Specific articulation of the spatial and temporal 
parameters in each study would significantly ease case-to-case integration 
and compatibility. While this proposition is simple, it is a collective action 
problem that may yield synergistic results that are critical for research to 
progress. Moreover, diverse spatial and temporal perspectives will help stu-
dents and researchers understand how contrasting processes relate to each 
other and will help place a given case study in a broader context.

In order to have a robust interdisciplinary and multidisciplinary human–
environment science it is essential that one consider how to overcome disci-
plinary biases, without losing rigor in theory and method. Theories and 
methods are developed to address specific questions, most commonly of 
broad scope but focused on specific scientific challenges, and on particular 
spatial and temporal scales of analysis. In Chapters 2 and 3, theories and 
methods that promise to aid the development of this new area, human– 
environment interactions research, are proposed. Clearly, no single set of 
theories and methods will address all questions posed by investigators in 
this broad and encompassing multidisciplinary field. The methods and theo-
ries are offered as a first approximation or baseline for multidisciplinary 
team participants. One of the challenges the area of human–environment 
research poses is that doctoral training is still largely disciplinary and thus, 
when investigators or students begin to work in teams, as they must to 
address complex socioenvironmental questions, they face a major obstacle 
in understanding the jargon from other disciplines present in the team. One 
response is simply to do one’s small bit in the large project and not worry 
about the approaches used by others. This is not always a productive way 
to work, as it will surely lead to disappointment over the definition of the 
focus of the work to be done, and about the conclusions and recommenda-
tions. Instead, it is proposed here that by becoming familiar with a baseline 
set of theories and methods from “across the aisle,” understanding and dia-
logue are facilitated, integrative questions rather than disciplinary ones can 
be asked, it becomes more possible to challenge one another in the field and 
in the lab, and to arrive at integrative analysis. It is in such a spirit that 
Chapters 2 and 3 present a set of theories and methods to facilitate a base-
line dialogue across the social sciences and the natural sciences.
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This chapter reviews a set of theories from anthropology, geography,  history, 
psychology, political science, and sociology that provide the foundations for 
addressing cross-disciplinary issues in global environmental change. The 
chapter will pay particular attention to the limitations of the theories in 
addressing multi-scaled problems, given that most theories have been gener-
ated with a given level of analysis in mind. In addition to helping social 
scientists appreciate the theories of other disciplines in the social sciences, 
this chapter may be particularly useful to nonsocial scientists who want to 
work with social scientists on environmental research.

Understanding environmental change and its underlying human dimen-
sions in the early years of the twenty-first century is a major challenge. 
Research teams composed of scholars from multiple social and biophysi-
cal disciplines face the problem of having a plethora of theories that can 
inform their work, yet most scholars lack access to the theories of other 
disciplines, and this problem is only magnified across the natural–social 
sciences divide. Which theories should form the foundation for broad, 
multidisciplinary, environmental research? Most traditional theories of 
population– environment relationships tried to posit the simplest models to 
explain phenomena at a national or international level. Previously accepted 
theories, in some cases, have turned out to be myths rather than empirically 
supported theories (Lambin et al. 2001; Richerson 1977).

Population, Technology, and Central Place Theories1

One of the most influential theories is that of Malthus, and followers of 
these views are often referred to as Malthusians or neo-Malthusians (no 
negative connotations intended or implied). The Reverend Thomas Robert 

1 This section is based on an earlier discussion found in Chapter 2 of Moran and Ostrom 
(2005). Readers from the social sciences may find the discussions here gloss over a lot of 

2

Theories and Concepts from 
the Social Sciences
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Malthus, writing at the turn of the nineteenth century, remains one of the 
most influential figures to have written about population (Malthus 
[1803]1989). He formulated a theory of population and environment that 
focused on the ability of the environment to produce food, and one that is 
applicable to any human population, from a community all the way up to 
all of humanity, which explains why his theory has been so useful and influ-
ential across the social sciences. His first observation was that without 
 starvation, disease, or fertility limitation, human populations increase in 
geometric form. His second observation was that the productivity of agri-
culture, in contrast, only increases linearly over time. Malthus foresaw no 
limit to the potential expansion of productivity but he saw a limit to the rate 
of increase in productivity.

Malthus studied ways to avoid population growth’s outpacing the growth 
of productivity and described preventative checks on population’s outpac-
ing agriculture, including social customs that governed fertility (e.g. age at 
marriage, proportion of women marrying, norms assigning responsibility 
to fathers), infanticide, and out-migration. The essential components of 
Malthus’s argument are (1) population growth will outstrip the ability of the 
environment to provide, and (2) lack of sufficient resources will cause a 
decrease in population via famine, disease, and conflicts over land. Malthus’s 
theory has two essential flaws. First, he did not allow for the possibility of 
nonlinearities in the growth of agricultural productivity, such as jumps in 
productivity associated with new agricultural technologies. Second, Malthus 
did not include agricultural innovation among the possible reactions to scar-
city. In his theory, population pressure on limited resources will lead instead 
to population reduction. The “green revolution” showed how wrong 
Malthus’s assumptions were – as population pressure led to rapid agricultural 
technological innovation.

While neo-Malthusian theories have focused largely on population as the 
driving force of negative environmental change (Hopfenberg 2003), an alter-
native theory has been used by scholars broadly following the work of Ester 
Boserup (1981, 1983, 1990). These scholars have focused more on how 
 scarcities coming from population growth may stimulate changes in technol-
ogy. Boserup challenged the presumption that either population or tech nology 
was the dominant engine of agricultural change and development. Rather, 
Boserup posited that increases in population density leading to land scarcity 
could be seen as a trigger that stimulates agricultural intensification.

important details. I wish to remind readers that this chapter is meant to introduce ecologists 
and natural scientists to some of the important theories that shape the thinking of social sci-
entists, and that this familiarity could help them converse and engage social scientists more 
effectively – without becoming themselves social scientists. Social scientists are encouraged to 
read the next chapter which is meant to introduce them to some of the biological theories that 
shape  bioecologists.

9781405105736_4_002.indd   269781405105736_4_002.indd   26 11/13/2009   1:00:33 PM11/13/2009   1:00:33 PM



Social Sciences: Theories and Concepts 27

Boserup argued that farmers who faced little scarcity were not motivated 
to search for ways of increasing productivity. When faced with increased 
population density, however, farmers would be motivated to increase the 
amount of effort they invested in land by terracing, building irrigation sys-
tems, and carrying crop residues and forest litter to fertilize their land. 
Because of this focus on farmers and their immediate experience of scarcity, 
Boserup’s work has been applied most successfully in studies at the com-
munity level. Considerable research has shown that some farming groups 
have devised intensive agricultural technologies that are dramatically more 
efficient and less harmful to the environment than extensive technologies 
(Netting 1968, 1993; B. Turner et al. 1993). While some scholars have 
viewed this theory and Malthusian theories as similarly mechanistic, more 
sensitive interpreters of Boserup’s work point to the complexity of the proc-
esses involved. Changing technology in particular environments requires 
considerable experimentation and investment in new tools and techniques. 
Some groups may therefore be faced with such rapid changes in population 
and scarcity of resources that they cannot adjust fast enough. Ruttan’s the-
ory of induced innovation is a direct successor of the work of Boserup, as is 
the work of Simon (Binswanger and Ruttan 1978; Hayami and Ruttan 
1987a, 1987b; L. Simon 1981). An intriguing effort to integrate the views 
of Malthus, Boserup and Ricardo has been made by Richerson and Boyd 
(1997/98).

One of the permanent lessons of the exploration of Boserup’s theory is 
recognition that there is no “natural carrying capacity” for a particular 
environmental region; many scholars continue to use this term despite ample 
evidence over the last several decades that such carrying capacity is a func-
tion of available technology (cf. the work of Cohen 1995 for a thoughtful 
discussion of a range of carrying-capacity estimates). The level of productiv-
ity that is achievable in a particular environmental zone depends on the 
technology or physical capital available or invented as well as the available 
human and social capital. Boserup’s work is also consistent with viewing 
actors more broadly as decision makers trying to improve their well-being 
by choosing among the productive options that appear to be available to 
them or, when necessity calls for it, inventing new options (i.e. contemporary 
emphasis on “agency”).

Another major influence on contemporary research was the work of von 
Thünen (originally published in 1826, see P. G. Hall 1966). Von Thünen 
tried to uncover basic empirical laws that related agricultural prices, dis-
tance to markets, and land uses. The concept of central place hierarchy and 
contemporary spatial economics has direct links to von Thünen (Samuelson 
1983; Krugman 1995). One of the core questions von Thünen asked was 
how location affected potential land use. By focusing only on the distance 
from a central place on a homogeneous plain, von Thünen and hundreds of 
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other scholars since have examined how land value and rents are related 
to distance to a central place (effectively adding transportation costs to 
production costs in the decisions of farmers). Numerous studies have 
 provided support for the proposition that the types of crops planted are 
strongly determined by transportation costs and that changes in external 
market value or cost of transportation are reflected relatively rapidly in the 
spatial allocation of agricultural activities (e.g. see Muller 1973; O’Kelly 
and Bryan 1996).

Related to the work of Boserup, scholars in this tradition have also 
studied how spatial factors affect the intensity of agricultural production 
using a variety of specifications for the production function, for the 
number of crops, and for scale economies (see particularly Webber 1973; 
Visser 1982). Researchers have found that, even among individual fields, 
farmers make substantial, differential investments so they invest less 
labor and capital in fields located a greater distance from a central place 
(de Lisle 1978). Thus, one should expect that the level of deforestation 
that occurs as a result of agricultural expansion will be directly related 
to the presence of roads and the transportation costs that farmers face 
for the crops that they may invest in (Moran 1976, 1981; Chomitz and 
Gray 1996).

Concern over a direct effect of population growth on land cover is 
at least implicitly based on an understanding of how population growth 
rates change over time. Demographers describe the typical changes in 
vital rates of birth, death, and growth experienced by a population over 
the course of development as demographic transition theory (see Kirk 
1996 for a description and history of the theory of the demographic transi-
tion). For the majority of the long course of human history, populations 
were in the first stage of the demographic transition, experiencing high 
death and birth rates (see Figure 2.1 for a diagram illustrating the stages of 
demographic transition theory). These rates balanced each other and pop-
ulation growth was minimal. As communities, countries, and regions 
developed modern public health programs, and to a lesser extent modern 
medicine, death rates began to fall. 

During the second stage of the demographic transition, death rates fall 
rapidly while birth rates remain high and stable, leading to increasing 
rates of population growth. The growth rate of the population, in the 
absence of migration, is the birth rate minus the death rate. As countries 
or regions enter the third stage of the demographic transition, death rates 
stabilize at a relatively low level (not quite the level achieved by today’s 
developed countries, but quite low compared to earlier rates) and birth 
rates begin to fall. Population growth rates are maximized on the cusp 
between the second and third stages, when death rates have fallen and 
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birth rates are just beginning to fall. During the third stage, birth rates 
fall, with death rates low and stable, leading to declining growth rates. 
Once birth rates have fallen to the same low level as death rates, marking 
entry into stage 4 of the demographic transition, population growth is 
minimal. The distribution of countries across these stages, with many of 
the world’s largest countries still in stage 3, creates understandable alarm 
among theorists positing a direct negative effect of population size or 
growth on the environment.

Falling death rates are driven by the discovery and adoption of public 
health practices (sanitary sewers, landfills, etc.), as well as by the adop-
tion by later-developing countries of modern medical techniques (particu-
larly vaccination) (Livi Bacci 2001). The declining death rates, and 
corresponding economic development, are often associated with high 
rates of urbanization and greater access to schooling for girls. Changes in 
birth rates are then driven by a variety of factors pertaining to the chang-
ing costs and benefits of children in urban areas and in nonagricultural 
lifestyles (Szreter 1996).

The demographic transition most accurately describes the experience of 
northern and western Europe, the sources of the data on which it was based. 
Both the ordering of declines in birth rates and mortality rates and the time 
elapsed between stages vary across other regions of the world, and indeed 
even within northern and western Europe (Coale and Watkins 1986). Early 
demographic transition theorists considered the mortality decline to be a 

Birth rate

Death rate

Stage 1 Stage 2 Stage 3

Figure 2.1 The demographic transition from high birth and death rates to low 
birth and death rates
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necessary cause of the birth rate decline, while later research called into 
question this assertion (Chesnais 1992; Mason 1997). The experiences of 
today’s developing countries, which were able to import rather than develop 
many of the drivers of mortality decline, point to the causal disconnect 
between mortality rate declines and birth rate declines. For population and 
environment researchers, the demographic transition theory serves as an 
organizing principle for thinking about geographic variation in human 
growth rates, and in the potential for future growth of human populations, 
by distinguishing between countries likely to have declining growth rates 
and those likely to continue to have high growth rates. Figure 2.2 illustrates 
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Figure 2.2 Trends in total fertility rate (1950–2000) in major continental areas. 
Note the general trend downwards 
Source: Population Division of the Dept. of Economic and Social Affairs of the United Nations 
Secretariat. World Population Prospects: the 2004 Revision and World Urbanization Prospects.
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the globally scaled phenomenon of declining total fertility rate across regions 
of the world from 1950 to 2000 and how highly variable the rates of decline 
can be (and the surprising uptick for North America in the most recent 
 decade).

Population and Environment Theories

In contrast, and at a whole different scale of analysis, we find consider-
able value in the use of the theory of the household life cycle. The anthro-
pologist Goody (1958) described households as the locus of social 
reproduction, and described the cycle followed by households over time. 
Households pass from an expansion stage (where birth rates are high and 
the family is growing) through a dispersion stage (where children are 
leaving the household) to a decay stage (when the original household 
head dies and is replaced by a son or daughter). The economist Chayanov 
([1925]1966), writing much earlier, had described the household-farm 
economy of Russian peasants. According to Chayanov, the extent of agri-
cultural cultivation by individual households depends on the demographic 
characteristics of the household. Available household labor is a limiting 
factor, but the consumption needs of the household are what ultimately 
determine the behavior of the household. Combining the theoretical ideas 
of Goody on changing household demographics over the life cycle and 
the work of Chayanov on how household demographics determine land-
use decisions, recent population and environment researchers have mod-
eled land use as a function of stage in the household life cycle (Walker 
and Homma 1996; S. McCracken et al. 1999; Moran, McCracken, and 
Brondizio 2001; Perz 2001).

Important advances have been taking place in the field of population and 
environment, recently summarized in a state-of-knowledge report from the 
National Academy of Sciences (NRC 2005a). The NRC Panel concluded 
that research to date shows the importance of demography for land-use 
change. Population growth, density, fertility, mortality, and age/gender 
 composition of households influence land-use and land-cover change (NRC 
2005a:9; Gutmann et al. 2005; Moran, Brondizio, and VanWey 2005; Walsh 
et al. 2005). Large resettlement schemes, such as those one finds in Amazonia 
and Indonesia, can rapidly affect the condition of land cover (Moran 1981, 
1993; Geist and Lambin 2002). Recent research also shows that the condi-
tion of land cover is affected by land settlement policies, road building, 
market forces, and characteristics of the biophysical area. These contextual 
variables interact with each other and affect land use and other decisions 
settlers make, including their reproductive choices (Moran 1993; Bilsborrow 
1994; Moran, Brondizio, and VanWey 2005; D’Antona et al. in review; 
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Siqueira et al. 2003, 2007). Based on these findings to date, the Panel 
 recommended that future research should be pursued in two substantive 
areas: the study of frontier areas, and that of regions experiencing rapid 
urban development.

The size and spatial configuration of urban areas directly impacts 
energy and material flows such as carbon emissions and infrastructure 
demands, and thus has consequences on the functioning of Earth as a 
system. Levels of many atmospheric gases are elevated in urban areas 
and can affect biogeochemical processes (Pataki et al. 2003). Most recent 
research has focused at the subnational level and the role of migration is 
particularly pronounced (NRC 2005a:13). There are studies examining 
the role of a permanent move to a frontier (e.g. Gutmann et al. 2005; 
Moran, Brondizio, and VanWey 2005) or to urbanizing areas (e.g. 
Redman 2005; Seto 2005), and seasonal and circular migrants (Walsh 
et al. 2005). Recent work in the Ecuadorian Amazon has begun to exam-
ine migration within the frontier (Bilsborrow et al. 2004; Barbieri et al. 
2005; Pan and Bilsborrow 2005). Migration into frontiers changes the 
environment by bringing people with a different pattern of land use to a 
new area, thereby transforming its land cover, biogeochemical cycles, and 
 precipitation patterns.

To date site-specific studies have been common in rural areas. The focus 
on site- specific studies permits close attention to the decision-making proc-
esses of households and the outcomes for the land and the members of the 
household. The use of remote sensing along with intensive field campaigns 
and surveys has permitted expanding the areal extent of these areas to thou-
sands of square kilometers (e.g. to 1,300 km2, Walsh et al. 2005; 2,000 km2, 
Liu et al. 2005; 3,800 km2, Moran, Brondizio, and VanWey 2005). Site-
specific studies have also allowed refinement by our team of classifications of 
satellite data, allowing, for example, the discrimination of age classes of sec-
ondary forests growing after deforestation of primary forests, types of pas-
ture, and types of crops (Moran et al. 1994, 1996; Moran, Brondizio, 
and Mausel 1994; Moran, Brondizio, and McCracken 2002; Moran and 
Brondizio 2001; Brondizio et al. 1994, 2002). However, the NRC Panel 
and other experts in the field have increasingly argued for the need for com-
parative studies to address the importance of context and to bridge between 
household processes and political economy.

A second methodological advance called for, based on this past decade of 
research, is longitudinal data collection for the study of population and envi-
ronment. As migration researchers have long known, decadal censuses do a 
poor job of tracking in- and out-migration, hiding what can be a very dynamic 
rate of turnover, seasonal migration, short-term migration, and circular 
migration. Beyond these issues of measurement error, land use,  employment 
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and migration decisions are often made jointly. Cross-sectional analyses are 
biased by the endogeneity of these processes. Longitudinal data allow 
researchers to overcome some of the problems of endogeneity. Thus, we need 
instruments and research designs explicitly focused on capturing causes and 
consequences of migration and other population dynamics. In these dynamic 
settings we need finer instruments than the census to capture the rapidly 
occurring changes through regularly scheduled waves of data collection that 
are spatially explicit, multilevel, and longitudinal (NRC 2005a:22).

Just as research on population and environment has come to focus on 
households as key units for understanding processes of environmental 
change (Entwisle et al. 2005; Liu et al. 2003; Mackellar et al. 1995), research 
on migration from rural agricultural communities considers the household 
the key decision-making unit (Schmink 1984; Stark and Lucas 1988; Stark 
1991; Ellis 1998; Fox et al. 2003). In conceptualizing analyses of rural– 
urban migration, and related land use and off-farm employment decisions, 
one might draw on the New Economics of Labor Migration (Stark and 
Bloom 1985; Stark 1991). This approach treats migration as a response to 
the failure of various markets, primarily insurance and credit. Migration 
(and, similarly, off-farm employment) allows households to diversify income 
across sectors, protecting against shortfalls in income due to crop failure 
(for the household members remaining in the rural area) or unemployment 
(for migrants or household members working off-farm) (Stark and Levhari 
1982; De Haan 1999; Wood and Porro 2002). Migration also allows rural 
households to access capital for the purchase of, for example, land, agricul-
tural machinery, or home improvements in the absence of fully functioning 
credit markets, a condition that characterizes the rural areas of many devel-
oping countries. While credit is available in our study areas, it is not equally 
available to all residents and it is not available for the purchase of agricul-
tural land by smallholders.

These theories argue that remittances are part and parcel of the migration 
process. Migrants send money in the event of an income shortfall if the 
migration is serving to overcome a failure of insurance markets while they 
send money more regularly up to a certain level if the migration results from 
a failure of credit markets. These theories can inform our understanding of 
the rural–urban or rural–rural migration of household members and chil-
dren of households in smallholder households. As credit is unevenly availa-
ble, one would expect that families without access to credit would be more 
likely to have children or former household members (with whom they 
maintain contact) living in urban areas or in rural areas with different crops 
(with weakly or uncorrelated prices, or sold in different locations [local, 
regional, or international]). One might also expect to see some migration 
and remittance responses to economic shocks.
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These theories have been tested extensively in studying the migration 
decision in rural areas (Lucas and Stark 1985; Massey et al. 1993; 
Hoddinott 1994; VanWey 2003, 2005). Results of models of the effects of 
land ownership on migration are consistent with the premise that families 
are sending migrants to diversify income sources and to overcome credit 
constraints. However, some work has directly demonstrated the insurance 
function of migration. Lucas and Stark (1985) show that households in 
Botswana more susceptible to drought are more likely to send migrants, 
but they do not directly demonstrate the remittances in response to drought 
conditions. These theories of migration provide an important framework 
for understanding the processes of household income diversification 
and risk minimization through migration, land-use choices and off-farm 
employment.

Agency and History

In most of the theoretical approaches reviewed above, relationships among 
variables were presented in a mechanistic manner. Demographic “pressures” 
or “driving forces” affect environmental change without human agency 
playing more than an incidental role. In presuming that increases in demo-
graphic pressures may lead to agricultural intensification, Boserup (1981) 
does envision a role for human actors who face definite costs and benefits of 
continuing or changing their agricultural technology. Much of the research 
in this tradition, however, has continued to look at changes in population 
density as a driving force rather than as a change in the incentives facing 
individuals who then make choices about future actions. Similarly, von 
Thünen focused on farmers’ maximizing decisions, but simply increased the 
number of variables that could be viewed as determining causes of a loca-
tion or production decision. Because he saw the goal as determining the 
equilibrium of a system, decision makers at equilibrium had little or no 
strategic input (P. G. Hall 1966).

A contrasting tradition starts from models of social and environmental 
change that view actors (whether they are individuals, households, or larger 
collectives) as making real decisions after taking into account the strategies 
available to them in a particular setting. In this sense, actors are the ultimate 
drivers of change. They do act within certain constraints, commonly those 
identified in structural theories, but also have an independent impact on 
environmental change. Theories involving individual actors allow us to 
explain the microlevel changes that make up any macrostructural change. 
However, we must guard against considering individuals as simply rational 
actors seeking to maximize personal rewards at the expense of any other 
potentially desirable outcome.
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One approach emphasizing human agency comes from historical ecology 
in its focus on the dialectic process by which people transform the environ-
ment that they use (Gragson 2005). Historical ecology offers valuable 
insights to scholars from all disciplines interested in global environmental 
change, as well as a bridge between the social sciences and the humanities. 
History represents the recent record of what we know as the longer record 
of evolution we can document from geology and paleoecology – except that 
the historical record tends to be more detailed, more nuanced, and closer 
to contemporary conditions and offers provocative insights into alterna-
tives to our current environmental dilemma. Global models tend to be coarse 
in scale, and lack anything like an adequate representation of human vari-
ability and real biotic differences. One of the current and most exciting 
areas of research is the collaboration of paleoclimatologists, archeologists 
and historians in reconstructing the record of the past 300 years (under 
Biome 300, a PAGES program which is part of IGBP).

Recent recognition that current earth system changes are strongly associ-
ated with changes in the coupled human–environment system make the inte-
gration of human history and earth system history an important step in 
understanding the factors leading to global change and in developing coping 
and adaptation strategies for the future. A challenge to development of an 
integrated history of the human and earth system is the reconciliation of 
the various disciplinary perspectives on representing history and events. 
Resolving differences between quantitative and qualitative information, and 
between knowledge sets from different disciplines, is a necessary step in 
 successful development of interdisciplinary studies. Development of a frame-
work and shared conventions to interconnect these diverse views and to 
provide a mechanism to harmonize different perspectives will be needed 
to achieve the integrated history of human–environmental systems. Such an 
effort is being undertaken by a community of scholars. This community 
works toward the development of shared conventions between the biophys-
ical and social science communities. Resolving issues related to understand-
ing what factors or principles jointly affect coupled human–environment 
system dynamics is fundamental to the progress of studies. This will involve 
resolving scale issues of time and space (as mentioned in the previous sec-
tion), conciliation of impacts and drivers between different components of 
the coupled system, and alternate views of the structure of the analytical 
framework. Human–environment systems are intimately linked in ways 
that we are only beginning to appreciate (van der Leeuw 1998; Redman 
1999; Steffen et al. 2003; Diamond 2005; Kirch 2005). In order to fully 
understand the history of the earth, it is necessary to integrate the different 
 perspectives, theories, tools, and knowledge of multiple disciplines across 
the full spectrum of social and natural sciences and the humanities (Hibbard 
et al. 2007).
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Landscape history (Crumley 1994:6), seen by some as an offshoot of 
 historical ecology, refers to the study of changing landscapes over time and 
in space. Human beings adapt to, and bring about, modifications in ecosys-
tems – and have done so for thousands, if not millions, of years. Historically 
informed environmental analysis is a necessity if for no other reason than to 
correct the misperception that past environments were “pristine” and that 
only recently have humans begun to have an impact on the earth (Jacobsen 
and Firor 1992; Redman 1999; Redman et al. 2004; Diamond 2005). 
Hardly any spot on earth is unaffected by human action, and humans have 
brought about changes in all landscapes, both positive and negative. This 
record of human impact on environment offers a rich menu of choices we 
have made, and of their consequences, providing a view of alternatives much 
richer than a focus on the present ever would, of choices to avoid, and alter-
natives to be taken. Historical ecology brings together the approaches of 
ethnography, archeology, history, and paleoscience to address environmen-
tal issues at regional and global scale (Crumley 1994). The marriage of envi-
ronmental history with historical ecology has not been consummated 
(Winterhalder 1994). This is the result of the former coming from the disci-
pline of history, and therefore having reluctance to theorizing, while the 
latter sees itself as a research program that emphasizes agency and historical 
context. This is not an insurmountable problem and is one that could be 
resolved by more interaction, given the desire of some environmental histo-
rians to ally themselves with ecological anthropological theory (Wooster 
1984). To focus together on a given historical problem or landscape is likely 
to be the way forward.

In a recent volume, Balée and Erickson (2006) suggest that historical ecol-
ogy is a new research program, distinct from previous approaches. They 
suggest that their strategy is distinct from that of landscape ecology because 
they focus on how human beings bring about changes in landscapes. They 
take a very strong position that there are no pristine environments but, 
rather, as soon as humans enter into an environment, it is made into a human 
landscape and modified by human actions for human objectives. They argue 
that human beings do not adapt to the physical conditions of the environ-
ment by adjusting their population size and settlement size to environmental 
initial conditions. Rather, they propose that humans transform those con-
straints into negligible analytical phenomena (Balée and Erickson 2006:4) 
through transformation of soils, drainage, cropping practices, and so on. 
Further, they dismiss cultural ecology, ecosystem ecology, adaptationist 
approaches, and systems ecology because they “ultimately deny human 
agency” in positively changing the environment over time (ibid. 2006:4). 
While there is value in emphasizing how local populations modify an envi-
ronment to achieve their goals (Balée 1998), it is an overstatement to say 
that all adaptationist approaches deny human agency.
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Decision-theoretic Approaches

Theories that overtly examine the decision processes and outcomes 
of  individuals and households vary among themselves in the specific 
 models of human behavior that they use. For neoclassical economists and 
economic geographers, the individual actor weighs the material benefits 
and costs of making particular choices and makes decisions to maximize 
short-term returns. When this model of human behavior is used to explain 
behavior of actors embedded in a highly competitive environment, such as 
an open competitive market, predictions from the theory assuming individ-
ual, maximizing, self-interested returns have been supported by extensive 
field and experimental research. As Alchian (1950) long ago addressed, 
however, this success can be largely attributed to the strong selection pres-
sure of the institutional environment leaving those who maximize profits as 
the survivors rather than to the internal decision-making calculus of the indi-
vidual actor. Approaches still anchored in neoclassical economics, known as 
environmental economics, have come forth to meet the challenge, but ecolo-
gists together with some economists have proposed alternative ways of think-
ing about these relations, and call themselves ecological economists (Constanza 
1991). Efforts to reconcile these two different approaches to economic 
 valuation have been few (cf. an exception being Venkatachalam 2007).

One of the significant trends of the eighties and nineties was a shift away 
from ecosystem models and towards models of the individual or actor-based 
models. This shift went along with interests in microeconomics, evolution-
ary ecology, a rise in individualism and self-interest, and other appro-
aches that privileged the individual over the community and the ecosystem 
(Bodenhorn 2000; Gaines and Gaines 2000). While the individual has 
always been the object of research and observation in human and evolution-
ary studies, ecosystem approaches tended to aggregate individual informa-
tion because interests were in higher units of analysis and in how these units 
operated (NRC 2005b). Evolutionary ecology, optimal foraging theory, and 
microeconomics were far more interested in why individuals made the deci-
sions they did. The preference was to highlight the variability of individuals 
in a system in order to understand the origin of particular traits or behaviors 
(e.g. food sharing), rather than focus on the remarkable dynamic equilib-
rium of whole systems. Both approaches are necessary to address the full 
panoply of questions of interest to human ecology and the human dimen-
sions of global change. These are now seen as processes occurring at differ-
ent levels of analysis, linked by complex articulations across scales which 
remain to be investigated.

The narrow model of rational behavior and a heavy emphasis on finding 
the equilibrium of a static situation dominated economic approaches to the 
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study of human–environment interactions until quite recently. Resource 
economics and economic geography textbooks tended to presume that indi-
vidual maximizers were driven to particular production and location deci-
sions by factors in their environment. This work was therefore highly 
consistent with the “driving forces” literature that focused primarily at a 
macrolevel. Further, unless individuals had secure private property tenure, 
they would not take into account the long-term consequences of their use of 
natural resources (Demsetz 1967; Welch 1983). Consequently, the presump-
tion was that rational decision makers would take actions that adversely 
affect the environment (see Dales 1968; Dasgupta and Heal 1979). 
Institutions designed to curb these strategic actions were viewed as neces-
sary changes that would have to be imposed by external authorities on local 
resource users.

Contemporary microtheories of human action affecting natural resources 
are less likely to view humans as mechanically and narrowly rational – 
 pursuing their own immediate and material ends (cf. Simon 1985, 1997; 
Camerer 1998, 2003). Contemporary research presumes that actors have a 
broader set of values that they take into account, that they have access to 
less than complete information, and that they have weaker calculation 
prowess and less information than was presumed (e.g. see E. Ostrom and 
Walker 2003 for multiple papers examining how and why individuals trust 
one another when rational actors should not extend trust). Behavioral eco-
nomics shares many theoretical insights with the work of sociologists (par-
ticularly Coleman 1990), political scientists (Young 1999), and institutional 
economists (North 1990). For example, recent demographic work revisiting 
the causes of fertility decline has focused on the role of social networks in 
regulating the flow of information and indeed in determining the way in 
which information is evaluated (Mason 1997; Kohler 2000).

Collective-action theory has become a core theory across all of the social 
sciences used to explain the costs and difficulties involved with organizing 
cooperation to achieve collective ends. The theory has roots in the 1950s, 
when H. Gordon (1954) and Scott (1955) analyzed open-access fisheries to 
show that fishermen would always overharvest. In 1965, a study conceptual-
ized individuals facing such problems as making decisions independently 
without an external enforcement agency to make them keep agreements 
(Olson 1965). In this setting, Olson predicted that unless individuals were 
in very small groups or had established selective incentives, they would 
not cooperate to achieve these joint benefits. In 1968, Hardin published 
“The Tragedy of the Commons,” in which he envisioned individuals jointly 
harvesting from a commons as being inexorably trapped in overuse 
and destruction. Drawing on a simple view of a resource (a common pool) and 
of the users (the self-seeking, maximizers of short-term gains in the prevalent 
model of rational behavior of the time), he argued that there were only two 
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solutions to a wide variety of environmental problems: the imposition of a 
government agency as regulator or the imposition of private rights.

Until recently, the possibility that the users themselves would find ways to 
organize themselves had not been seriously considered. Organizing to create 
rules that specify the rights and duties of participants creates a public good 
for those involved. Anyone who is included in the community of users ben-
efits from this public good, whether they contribute or not. Evidence from 
both experimental and field research challenges the generalizability of the 
earlier accepted theory (Ostrom, Gardner and Walker 1994). While it is 
generally successful in predicting outcomes in settings where users are alien-
ated from each other or cannot communicate effectively, it does not provide 
an explanation for settings where users are able to create and sustain agree-
ments to avoid serious problems of overuse. Nor does it predict well when 
government ownership will perform well or how privatization will improve 
outcomes. Scholars familiar with the results of field research substantially 
agree on a set of variables that enhance the likelihood of users organizing 
themselves to avoid the social losses associated with open-access, common-
pool resources (Schlager 1990; McKean 1992; Tang 1992; Ostrom 1992; 
Wade 1994; Baland and Platteau 1996; NRC 2002a). Consensus is growing 
that key attributes of a resource, of the users, and of higher levels of govern-
ment provide a strong context within which individuals may or may not 
self-organize to protect resources (Libecap 1995; Dietz, Ostrom and Stern 
2003). The resource attributes have to do with its size, its predictability, the 
presence of reliable indicators, and the existence of damage to the resource 
that can be repaired. The attributes of users have to do with their depend-
ency on the resource, their time horizons, the trust they have developed, 
their autonomy, their organizational experience, and the distribution of 
interests within a community (Ostrom 1999).

Environmental psychology and human psychology bring substantively to 
human–environment research particular strengths in understanding behav-
ior at the individual level (Stern 2000). They bring not only insight, but also 
sophisticated methods and experimentation that clarify cause and effect at 
this level. Studies in this field help us understand better how people use 
information about the environment, and thus understand important ques-
tions in human–environment studies such as how people respond to climate 
forecasts and ecological risk assessments (Stern et al. 1995; NRC 1999c). 
Individuals play key roles in making choices about alternative technologies, 
about pollution, about use of cars and energy, all of which translate when 
aggregated to very large environmental outcomes. However, individual 
choice is constrained by structural processes, by other members of the 
household and the community, and by cultural traditions. This is particu-
larly true when referring to consumption, as is the case for the emerging 
middle class of many developing countries. To ask them not to consume 
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is likely to be rejected; however, they could be offered more or less environ-
mentally friendly forms of transportation, refrigeration, and other consumption 
items by society. Psychological research points out, for example, that 
 providing efficiency is more palatable than expecting curtailment of con-
sumption (Gardner and Stern 1996).

Psychological theories help us understand some of the more difficult 
conundrums in human–environment research. For example, we see coun-
tries which have high levels of environmental concern but where the popu-
lation behaves in a very polluting way. Research shows that behaviors that 
harm the environment do not flow from anti-environmental values and 
attitudes, and that pro-environmental values do not guarantee environ-
mental protection. Rather, a range of theories propose that cognitive dis-
sonance (Katzev and Johnson 1983, 1987), norm activation (Black, Stern 
and Elworth 1985; Stern, Dietz and Black 1986; Widegren 1998), and 
theories of reasoned action and planned behavior (Jones 1990; Bamberg 
and Schmidt 1999) better account for these unexpected outcomes. In short, 
psychological theories point out that environmentally relevant behavior 
lies at the end of a long causal chain of factors, and that the most notable 
key to behavioral change is the immediate context of behavior, and not 
deeply held values (P. Stern 2000:525). The role of environmental values 
has been reviewed by Dietz, Fitzgerald and Shwom (2005). Norm activa-
tion and trust have been shown to be particularly important in under-
standing risk perception (Slovic 1999; Earle, Siegrist and Gutscher 2007; 
Siegrist, Earle, and Gutscher 2007).

Research in the field of psychology has yielded also some valuable obser-
vations on how a self-organizing system develops and functions. If stored 
information and past routines are simple and small in number, simple grop-
ing can be effective in decision making. In groping, the organism goes 
through its repertoire of activities until the proper response is elicited 
(Mackay 1968:363). Although groping is used by people and is, at times, a 
major source of new and inventive solutions to problems, it is largely an 
ineffective system. This is particularly true if the situation is complex or the 
social or physical environment changes rapidly and unpredictably. If one 
can establish any regularity (that is, redundancy) in the statistical structure 
of a situation, then one can use such redundancy to save time by the use of 
“imitative organizers” or control sequences based on the statistical charac-
teristics of redundant phenomena (Mackay 1968:363). These allow the 
organism to induce the correct adaptive response without major investments 
in groping. Groping and control sequences assume that one knows in 
advance the range of options available and constraints present, but this is 
not often realistic. Human systems are self-organizing – that is, they are able 
to receive inputs of new information and to develop characteristic organiz-
ing sequences as a result of new and old information.
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The human informational system probably works at various levels, depen-
ding on the level of difficulty in making choices. Decisions can be made in a 
climate of certainty, uncertainty, or risk. Certainty exists when one can 
predict what will happen in the period relevant to the decision. Uncertainty 
describes a situation wherein one cannot specify the probability of out-
comes. Risk refers to situations where one can specify the probability dis-
tribution of several possible outcomes (Levin and Kirkpatrick 1975:106). 
Under conditions of certainty about a situation (for example, at breakfast I 
have a choice between cereal and eggs, with coffee in either case), a set of 
simple rules or pathways may be followed in arriving at a decision. As cer-
tainty decreases and there is a greater possibility of inappropriate or mala-
daptive choices, increasingly complex logic and structure must be used to 
help sift the information and allow for decision making under conditions of 
risk and uncertainty. Solutions may be elicited from the use of simulation, 
probability, and “judgment heuristics” (that is, nonprobabilistic methods 
that make use of consensus between knowledgeable people). Effective 
research tools for dealing with conditions of risk have not achieved the 
sophistication of those dealing with uncertainty. Both areas offer fallow 
ground for new contributions, given the paucity of analytical tools availa-
ble and the importance of this aspect of human systems (Levin and 
Kirkpatrick 1975:529–30). Theories of risk management are increasingly 
applied to issues in environmental social science, such as how pastoral 
groups manage risk in a hazardous physical environment (e.g. McCabe 
2004; Bollig 2006).

Methods developed in microeconomics and in the field of management 
and decision theory can be usefully applied to the problem of choosing from 
different possible courses of action (Rapport and Turner 1977). If one has 
too many choices in a given set of circumstances, one may be immobilized 
by indecision. Thus, one of the typical responses of information flow sys-
tems is to have complex rules to simplify the number of options. Over time, 
social scientists have presented a variety of theories that seek to give pri-
macy to one factor or another. Perhaps dominant for many years has been 
the assumption behind the behavior of economic man (that is, maximization 
of expected utility). Much of the behavior has been simplified so that econo-
mists can focus on those aspects of behavior that are aimed at advancing the 
interests of business, households, and so forth. However, both theorists and 
field-workers have seriously attacked those assumptions. The key assump-
tion, that the decision maker’s objective is maximization of expected utility, 
is useful for analysis, but does not represent the actual behavior of actors.

Critics have shown that economic men sometimes seek to maximize 
“ noneconomic” things, such as prestige (Cancian 1972; Schneider 1974), or 
that they simply try to minimize risk and uncertainty (Johnson 1971). 
Leibenstein, in his book Beyond Economic Man (1976), called for an 
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 overhaul of economic theory that would take into account “selective 
 rationality” – that is, choice making that reflects a compromise between 
what one might do in the absence of constraints and what one does when 
they are present. One’s preference reflects social, cultural, and psychological 
standards of behavior that may be in direct conflict with the calculus of 
maximization. Similar theories have been proposed by business psycholo-
gists (March and Simon 1958; Cyert and March 1963; Lindblom 1964) and 
geographers (Heijnen and Kates 1974; Slovic, Kunreuther and White 1974). 
The emphasis of these studies is on how decision makers do not necessarily 
maximize utility, but aim instead at satisfactory solutions to problems – 
often invoking simplified “programs” that lack the complete knowledge 
often assumed in economic analysis (see also Ostrom 1998; Gigerenzer, 
Czerlinski and Martignon 2002). Linking economic theory and rational 
choice to selective rationality is proving of growing interest across the social 
sciences (Boudon 2003; Miller 2005; Ostrom 2005). A particularly intrigu-
ing new area is one that examines how contracts are made. Legal enforce-
ment, alone, cannot ensure that contracts work in cooperative ventures. 
Even the intervention of the state in legal enforcement has but a limited role 
to play. More effective results come about when parties negotiate incom-
plete contracts that, from the start, emphasize renegotiation and rely upon 
enforcement through informal mechanisms, such as reputation, repeated 
dealing between parties, and norms of reciprocity (Scott 2006). This view of 
law as not individualist but, rather, as socially engaged helps us understand 
not only the behavior of traditional populations, but also effective contem-
porary legal contracts through the use of “smart heuristics” (Schwartz 2000; 
Gigerenzer, Czerslinski and Martignon 2002; Udehn 2002).

To integrate relevant information flows into matter/energy models, we 
must be able to assign logic to human acts. This logic is derived from the 
sorts of decision models we have just described. A new generation of mod-
els, intelligent agent-based models (Grimm et al. 2006), offer exciting oppor-
tunities to “grow” social systems through rule-based iterative approaches 
that take advantage of artificial intelligence (Epstein and Axtell 1996; Xu 
and Li 2002).

Political Economy and Political Ecology

World system theory lays the blame for land-use/land-cover change not on 
population per se, but rather on the organization of the world political 
economy (Ehrhardt-Martinez 1998; Ehrhardt-Martinez, Crenshaw and 
Jenkins 2002). This theory has been termed dependency theory by develop-
ment economists (e.g. see Frank 1967) and world systems theory by sociolo-
gists (e.g. see Wallerstein 1974; Chase-Dunn 1998). We focus here on the 
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sociological variant. The nations of the world are organized into a “world 
system” based on capitalism and market connections (Wallerstein 1974; 
Chase-Dunn 1998). This system was set in place in the sixteenth century as 
Europe expanded into the rest of the world through the expansion of mer-
cantilism. Nations are unequally advantaged in this system, with the “core” 
nations having the most power in the market and in the political organiza-
tion of the world. Core nations use their power to maintain their privileged 
position through the exploitation of “peripheral” and “semi-peripheral” 
countries. Core countries are more developed (economically), contain the 
headquarters of most transnational corporations, and wield considerable 
political influence over peripheral and semi-peripheral countries. As core 
countries export capitalism, peripheral and semi-peripheral countries are 
drawn into world economic markets. This unequal organization and the diffu-
sion of capitalism affect a whole host of economic outcomes. When 
 considering land-use change, it is particularly important to consider the role 
of world food markets. Less developed countries enact programs of export 
agriculture for these markets and consequently develop unsustainable agri-
cultural practices in order to produce enough cash crops to allow them to 
purchase other goods on the world market.

The entry of peripheral and semi-peripheral countries into world markets 
leads to poverty and population growth, and to unsustainable land-use 
change (Rudel 1989). The decline of traditional subsistence agriculture and 
its entry into world economic markets from a disadvantaged position lead 
to poverty among the populations of developing countries. This poverty 
leads to population growth as children represent a net (economic) benefit to 
families in the absence of mandatory education and child labor laws. The 
entry into world economic markets simultaneously causes conversion of 
land from forest and traditional agriculture to commercial agriculture by 
increasing the value of land for agriculture and introducing capital-intensive 
methods of cultivation. The transition from traditional to commercial agri-
culture in early developing regions of a country leads also to the dislocation 
of farmers from traditional employment and modes of living (Sassen 1988; 
Massey et al. 1993). This population of dislocated farmers is highly mobile 
and in turn contributes to environmental change in frontier areas and other 
migration destinations. Thus, any relationship observed between popula-
tion growth and environmental degradation is spurious. Population growth 
and land-use change both result from the penetration of capitalism into less 
developed countries and the unequal nature of the world system, according 
to these theories.

A different body of theory focuses on economic factors as they affect land 
use and levels of deforestation. These theories are consistent with the type 
of general equilibrium models posited by leading economists such as Deacon 
(1994, 1995). General equilibrium models explore the cumulative effects of 
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decisions by actors in an economy under diverse taxes and inducements. 
If there are no government policies related to land-use changes from  forested 
land to agriculture or pasture uses, general equilibrium models posit that an 
inefficient equilibrium will exist, since standing forests – and the ecosystem 
services produced by them – are not given any value in such a setting. Further, 
when ownership rights to property are insecure, deforestation rates have 
been shown to be higher (Bohn and Deacon 2000).

Once taxes and inducements are introduced, the results can be either 
 better or worse, depending on the particular pattern of taxation and subsidy 
undertaken by a government. Some developing countries adopt policies that 
have the effect of reducing the overall return to agricultural production (see 
Repetto 1989), but in other developing countries the “net force of govern-
ment policy runs in the opposite direction and subsidizes agricultural pro-
duction. The leading example is the system of tax credits, tax exemptions, 
and loan subsidies provided by the Brazilian government for cattle ranching 
in the Amazon” (Deacon 1995:11).

One current and popular theoretical approach used by environmentally 
oriented anthropologists and geographers is that of political ecology. A few 
years ago the section on cultural ecology of the Association of American 
Geographers, for example, was renamed the section on cultural and politi-
cal ecology (cf. Jarosz 2004). Human ecologists have become increasingly 
aware that power relations affect human uses of the environment. We are 
now aware of the role of environmental movements in exerting pressure on 
political bodies, corporations, and institutions. There is a renewed aware-
ness of the potential value of human ecology in influencing policy and 
understanding the future of how humans impact the environment (Greenberg 
and Park 1994; Brosius 1999).

Studies with a political ecological bent are reinterpreting our understand-
ing of hunter/gatherers (Wilmsen 1989), pastoralists (McCay and Acheson 
1987; Bromley 1992), agriculturalists (Sheridan 1988), and urban-industrial 
populations (Heynen, Kaika, and Swyngedouw 2006). We now recognize 
the long interaction of foragers with larger systems and their complex adap-
tations and accommodation to this unequal relationship. In some cases, for-
agers have chosen to artfully pose as “primitives,” while in others they have 
abandoned their mode of production in favor of agriculture. Some agricul-
tural populations, when faced with potential enslavement by more powerful 
neighbors, have deculturated into small bands of foragers capable of staying 
one step ahead of slavers (Gomes 1988; Balée 1994).

Few if any places in the world today are untouched by global forces such 
as climate change, capitalism, media, and the reach of the United Nations 
(Braudel 1973; Wolf 1982, 1999; Blaikie and Brookfield 1987; Rappaport 
1993). We cannot ignore in environmental analysis the ways these relation-
ships of local to global systems lead to particular outcomes (Moran 1982b). 
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Political ecology bears great affinity with political economy, as both explore 
the role of power relations in affecting human uses of the environment, par-
ticularly the impact of capitalism on developing societies (Harvey 1973; 
Brosius 1997, 1999; Gezon 1999; Kottak 1999). Unlike political economy 
(with its central interest on class relations), political ecology is centered on 
the ravages that capitalism brings upon the environment and on human/
habitat relations (Lansing 1991; Rappaport 1993; Peet and Watts 1994; 
Johnson 1995). It has been noted that political ecology has a tendency to 
privilege the local scale as more desirable than other scales, often viewing 
larger scales as oppressive of the local, and that this “local trap” can lead to 
major analytical errors (Brown and Purcell 2005). As a relatively new 
approach, political ecology still lacks a robust theory or a settled paradigm 
(Biersack 1999). The above-noted scale preference is just one of several phil-
osophical and theoretical traps that remain to be solved. It could develop 
closer to the concerns of the environmental social sciences (Crumley 1994; 
Bates and Lees 1996) or to so-called “critical theory” and cultural studies 
(Peet and Watts 1996; Biersack 1999).

At present, the bulk of political ecological analysis has stayed well within 
the concerns of the social sciences and distant from the physical and biologi-
cal sciences in its data collection and methods of research. It has been more 
concerned with cultural and political critique, and has only rarely presented 
a substantive body of environmental data as part of the analysis of political 
ecology. In short, it has been stimulating on the politics side, but less substan-
tive on the environmental side. Vayda and Walters (1999) take considerable 
issue with what they consider to be the dominant role claimed for political 
and political-economic influences in advance of the research (Bryant and 
Bailey 1997) instead of empirically examining a broader set of factors in 
which the outcome of what is most important is not known in advance. 
Gezon (1997, 1999), among others espousing political ecology, focuses on 
examining how people engage politically in contesting access to resources, 
but only rarely presents environmental data on the resources being contested. 
Vayda and Walters (1999:170) argue that ignoring the biological data can 
lead to unwarranted conclusions about the primacy of political influences. 
This may be a sign of political ecology’s relative newness as a field, and of the 
felt need of these scholars to address the valid concerns of environmentalism 
and other political causes. But if its results cannot be integrated with the 
enormous efforts at understanding human dimensions of global change, con-
servation biology, environmental NGOs, and other local and regional agen-
cies engaged in environmental protection, it may grow marginal to the very 
policy world it wishes to influence. The best course is for political ecologists 
to join biophysical scientists in examining together the complex forces at 
play. As any other complex adaptive system, human ecosystem outcomes are 
nonlinear, have emergent  properties, and can be remarkably counterintuitive. 
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Political ecology and other theories used by environmental social scientists 
need to seek ever new ways to integrate knowledge and advance understand-
ing of the complexities inherent in ecological systems. To be most effective, 
they will need to integrate the above theories with those coming from the 
natural sciences, as we will see in the next chapter. 

Cultural Ecology

Before going to the next chapter, there is one theory that has proven to be 
useful over the years in anthropology, archeology and geography, and 
whose framework has influenced many who work in human–environment 
research – cultural ecology (Steward 1955; Sauer 1958; Netting 1981, 
1993; Moran 1981, 2007). The cultural ecological approach proposed by 
Julian Steward involves both a problem and a method. The problem is to 
test whether the adjustments of human societies to their environments 
require specific types of behavior or whether there is considerable latitude 
in human responses (Steward 1955:36). The method consists of three pro-
cedures: (1) to analyze the relationship between subsistence system and 
environment; (2) to analyze the behavior patterns associated with a given 
subsistence technology; and (3) to ascertain the extent to which the behav-
ior pattern entailed in a given subsistence system affects other aspects of 
culture (Steward 1955:40–1). In short, the cultural ecological approach pos-
tulates a relationship between environmental resources, subsistence technol-
ogy, and the behavior required to bring technology to bear upon resources.

The crucial element in Steward’s approach is neither nature nor culture 
but, rather, the process of resource utilization. The reasons for the priority 
he gave to subsistence are clear: obtaining food and shelter are immediate 
and urgent problems in all societies, and patterns of work at a given level of 
technology are limited in their ability to exploit resources. The approach is 
best illustrated by his study of the Western Shoshoni.

The Shoshoni inhabited the Great Basin of North America, a semiarid 
land with widely dispersed resources. The Shoshoni were hunter/gatherers 
with simple tools and relied heavily on the collection of grass seeds, roots, 
and berries. Steward showed how almost every resource could best be 
exploited by individuals – except rabbits and antelope, which required sea-
sonal group hunting. Each fall the Shoshoni gathered pine nuts that were 
stored for the long, cold winter. Although in winter they formed larger pop-
ulation concentrations, they did not form stable social units because pine 
nuts were not available in the same places each year, and groups therefore 
had to remain fluid to adequately exploit the Basin. Thus, the requirements 
of subsistence produced fluid and fragmentary social units that were lacking 
in distinct patterns of leadership.
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To Steward, the Shoshoni presented an extreme case of the limitations 
placed by environment on the workable options available to a culture. 
Steward hypothesized that the immediate impact of environment upon 
behavior decreased as technological complexity improved the human capac-
ity to modify the environment. He suggested that in complex societies, social 
factors may be more important in explaining change than subsistence tech-
nology or environment (Steward 1938:262).

The research strategy proposed by Steward is all the more striking if one 
considers its historical backdrop. Until Steward’s time, human–environment 
theories either dealt in broad generalities lacking a firm grounding in empir-
ical research or emphasized lists of cultural traits. Cultural ecology put the 
emphasis on careful analysis of social interaction, recording of movement, 
timing of work activity, and so forth. Through such research, it was possible 
to more effectively delimit the field of study and arrive at cause-and-effect 
relationships.

In an earlier study (1936), Steward compared hunter-gatherers in extremely 
varied environments. The groups chosen lived in territorially based bands 
and were characterized by patrilocal residence, patrilineal descent, and exoga-
mous marriage. The environmental determinist approach had long been 
baffled by the social similarities between groups as different as the Kalahari 
Bushmen, the Australian aborigines, and the rain forest pygmies. Steward 
showed that the ecological parallels between these groups were low popula-
tion density, reliance on foot transportation, and the hunting of scattered 
nonmigratory animals. The requirements of knowing the resources of a ter-
ritory anchored each population to it. Their limited means of transportation 
reduced the range that could be effectively exploited and favored the main-
tenance of low densities. Although not totally correct in his conclusion, 
Steward motivated others to study the interactions of hunter/gatherers with 
their habitats.

Steward has been criticized by some scholars because his approach assigns 
primacy to subsistence behaviors. The focus on subsistence is essential to the 
cultural ecological approach. There are cases when other factors may have 
far greater control over a social system, and over the years Steward expanded 
the scope of cultural ecology to include political, religious, military, and 
aesthetic features of culture (1955:93). Geertz (1963) concluded in his study 
of Indonesian agriculture that historical and political factors are part of the 
total environment to which populations adapt and must not be dismissed as 
secondary.

While revolutionary in his emphasis on human–environment interactions, 
Steward seemed to have slighted several environmental phenomena that 
could well affect the cultural development of human groups. For instance, 
he had little to say regarding the influences of demographic makeup, 
 epidemiology, competition with other groups in a given area, or human 
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physiological adaptations (Vayda and Rappaport 1976). More serious is the 
charge that the comparative approach cannot yield cause-and-effect rela-
tionships. Vayda and Rappaport question whether correlations between 
adaptations and cultural traits can be translated into causes and effects 
(Vayda and Rappaport 1976:14). Steward never followed a clear statistical 
sample, and his correlations left out the number of cases in which the cor-
relation did not hold. Steward usually succeeded in demonstrating func-
tional relationships, but not in establishing causality.

The contribution of Steward was to delimit, more than anyone before 
him, the field of human–environment interaction. He did so by emphasizing 
behavior, subsistence, and technology. The weaknesses of such an approach 
became apparent within a decade and spawned other research strategies. 
Dissatisfaction with the research approach of cultural ecology led some 
scholars to search for new theories, new data collecting techniques, and new 
analytical tools. The major influence on this new research approach came 
from general, or biological, ecology. The ecosystem concept provided a con-
ceptual framework more satisfactory to some scientists than the behavior/
social structure equation stressed by Steward. Little and Morren succinctly 
expressed the strategy: “We are concerned with those cultural and biologi-
cal responses, factors, processes and cycles that affect or are directly con-
nected with the survival, reproduction, development, longevity or spatial 
positions of people. This set of questions rather than the traditional division 
of scientific labor defines the subject matter” (1976:5). We develop in the 
next chapter this fundamental theoretical approach (i.e. the ecosystem) from 
ecology that has served many research teams well in connecting human and 
environmental research – and several other foundational theories from the 
biological sciences.
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When biologists think about individual and species responses to global 
 environmental change they have several guiding theories that are fundamen-
tal and which underlie their views – theories social scientists need at least a 
basic understanding of to effectively work with biologists. That is one of the 
goals of this chapter. Obviously, it is impossible in a brief chapter to cover 
all the relevant theories from the biological sciences, and thus I trust readers 
from the natural sciences will be forgiving if some important theories and 
concepts are omitted here. The goal is to introduce social scientists to those 
guiding theories that seem most relevant to current issues of cross-discipli-
nary human–environment interaction research, particularly to work on glo-
bal environmental change.

Biological ecology, rather than human ecology, is very much the focus 
here. It is rooted at one end on population genetics and the process of natu-
ral selection, and it extends all the way at the other end to studies of the 
structure of whole ecosystems (Richerson 1977). A chain of theory links 
natural selection at the individual level to the behavior of populations, and 
deduces testable theories of ecosystemic and community properties from the 
interaction of populations (ibid.). Among these fundamental theories and 
concepts are: (1) evolution by natural selection; (2) that species respond 
individualistically, not as communities; (3) that interactions with other spe-
cies help determine if a particular species will persist in a particular place; 
(4) whether top-down vs. bottom-up control of the community is operative 
in a given situation; (5) the role of succession in creating plant associations; 
(6) the implications of island biogeography to understand fragmentation 

3

Theories and Concepts from 
the Biological Sciences1

1 I am grateful for the many suggestions made for this chapter by Emily V. Moran (Duke 
University) and Johanna Schmitt (Brown University). Any errors, however, are entirely my 
responsibility.
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and change; (7) the importance of biodiversity and ecosystem processes/
services; and (8) ecosystem structure and function.

Evolution by Natural Selection

At the foundation of biological thought, one must consider evolution by 
natural selection, i.e. genetic variation within populations which helps 
 determine the potential for persistence via adaptive evolution to a rapidly 
changing environment. The theory of evolution drastically changed our 
 perception of the world and of our place in it. Charles Darwin (and Richard 
Wallace) put forth a coherent theory of evolution and amassed a great body 
of evidence in support of this theory. Before Darwin, most scientists believed 
that each organism and each adaptation was the work of the creator. 
Linnaeus, remembered for his system of biological classification that we still 
use today, subscribed to such a view that saw similarities and differences as 
a consequence of omnipotent design.

In contrast, Darwin’s theory of evolution posed an alternative explana-
tion: that organisms changed over time, that many organisms that once lived 
were now extinct, that the world is constantly changing, and that the fossil 
record provided evidence for evolution. This record shows populations 
branching out as a result of external forces such as changing environment 
and competition for niches. He viewed change as slow, taking place over 
long time periods – a fact supported by the fossil record. More recent views 
of “punctuated equilibrium,” in which powerful external shocks can bring 
about sudden extinctions and speciation, is an alternative view that explains 
some cases in the fossil record (Gould and Eldredge 1977; see also Eldredge 
and Gould 1972; Gould 2007).

For Darwin, the mechanism of evolutionary change was natural selection. 
Natural selection is a process that occurs over successive generations. In each 
generation, individuals seek to reproduce; they differ in this ability and 
 compete for resources, and over generations those more able to produce 
offspring will persist and pass on their traits resulting in selection of the more 
fit individuals. In short, there must be heritable variation in some traits, such 
as beak size, color, or wing spread, and there must be differential survival 
and reproduction associated with the possession of that given trait. The ran-
domness of evolution by natural selection is based on the way variation 
occurs in genetics, wherein variants do not come about because they are 
needed but result from random processes governed by genetics, though once 
they appear they can confer advantages, or disadvantages, to individuals in 
the struggle to survive and reproduce. This random element in evolution by 
natural selection is one of the most significant elements and has huge impli-
cations for efforts to manage populations, communities, and ecosystems.
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Species Respond Individualistically, Not as Communities

The original idea came from Gleason (1926) in his “the individualistic 
 concept of the plant association” in opposition to earlier characteriza-
tions of a plant community being like an organism, with a particular pat-
tern of development and moving towards a defined “climax” (e.g. Clements 
1916). Clements formulated the concept of a climax as a major unit of 
vegetation, constituted of associated species, that is the basis for the clas-
sification of plant commuties. The concept of the climax assumes the sta-
bilizing role of a slowly changing climate over given regions and thus the 
stable presence of major climaxes such as tundra, boreal and deciduous 
forest, and prairie. Its focus was not on all individual species but rather 
on a few dominant species that were seen as characteristic of the climax 
 formation.

Gleason argued that, instead of there being fixed vegetation types as 
 suggested by notions of climax, the presence of a species was determined by 
(a) whether a species could get there, and (b) if it did, whether it could grow 
under current conditions. He questions very convincingly the earlier notions 
of fixed or natural plant associations. Rather, he finds that there is no inher-
ent reason for any two areas of the earth’s surface to bear precisely the same 
vegetation. The fortuitous immigration of plants through seed dispersal, 
and the unique conditions it finds in an ever fluctuating and variable envi-
ronment, creates unique conditions for survival in each generation. Even 
the same location is likely to have had different plant associations in the 
past, and will surely have different associations in the future. The similarity 
of plant communities within a given region is a result of the fact that a 
general region has a large flora within which migrating seeds are  available, 
and thus has material from species for distribution, as well as similar envi-
ronmental conditions – and so, for a given period of time, these similar 
conditions result in similar combinations of plant species. Given that 
 climatic change has been slower than the generation time of plants, one is 
likely to see similar plant associations in a given region. This results in the 
gradual clines one sees across space, as from one end of the Mississippi to 
the other.

This is now a very well accepted idea among biologists and it is important 
to keep it in mind since it ties closely to views of evolution where, again, the 
basic unit is the individual rather than the community. It is also a very 
“modern” concept as this quote from Gleason makes clear:

A species disappears from areas where the environment is no longer endura-
ble. It grows in company with any other species of similar environmental 
requirements, irrespective of their normal associational affiliations … plant 
associations, the most conspicuous illustration of the space relation of plants, 
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depend solely on the coincidence of environmental selection and migration 
over an area of recognizable extent and usually for a time of considerable 
duration. (Gleason 1926:26)

The above quote from Gleason is a formulation remarkable in its newness, 
and in its concern with rapid environmental change, given when it was writ-
ten, and is very relevant to our contemporary concerns (see also Davis 
1969). One might note that paleoecologists speak of “non-analog” plant 
communities in the past (i.e. some associations that have never been seen 
today) and predict there will be non-analog future communities as well.

Interactions with Other Species: 
Niche and Neutral Theories

A closely related concept to the above is that of the fundamental niche (i.e. 
the n-dimensional space representing environmental conditions under which 
a species could live) vis-à-vis the realized niche (the conditions under which it 
does live). Hutchinson (1957) formulated this key distinction in which the 
realized niche is generally smaller, due to competition or dispersal limitations. 
Hutchinson found that the large number of species we observe is

at least partly because complex trophic organization of a community is more 
stable than a simple one, but that limits are set by the tendency of food chains 
to shorten or become blurred, by unfavorable physical factors, by space, by 
the fineness of possible subdivision of niches, and by those characters of the 
environmental mosaic which permit a greater diversity of small than of large 
allied species. (Hutchinson 1959)

The key premise here is the role of competition and the persistence of a par-
ticular species in a space. The classic experiment demonstrating this concept 
was carried out by Connell (1961) using barnacles, which showed that the 
distribution of a species was constrained by a combination of physical fac-
tors (dessication), competition (presence of other barnacle species), and pre-
dation (sea stars).

Hubbell (1979) challenged the above niche view with his proposal for a 
“Neutral Theory,” which proposes that patterns of diversity can be explained 
by treating similar species (for example, all tree species) as being demo-
graphically the same – e.g. that the only driver of population dynamics is 
random variation in births, deaths, and dispersal. These stochastic demo-
graphic processes, and random extinction, dominate in shaping the diversity 
of the community – which tends to decline over time unless speciation rates 
balance extinctions. This theory overemphasizes species similarities, rather 
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than differences, as explaining the high diversity of many natural communi-
ties. It builds on the assumption that species are identical in their fitness and 
in their effects on one another. Much of ecology is built on the assumption 
that species differ in niches (Adler, HilleRisLambers and Levine 2007:95) 
but few studies have quantified the importance of niches for maintaining the 
diversity we observe in natural communities (Silvertown 2004). In fact, 
niche and neutral theories focus on complementary processes that control 
community dynamics, and each theory complements the other. Neutral the-
ory “can help refine the niche paradigm by focusing our attention on fitness 
equivalence and emphasizing that in many natural communities niche dif-
ferences may be more subtle than traditionally expected yet still generate 
stable coexistence” (Adler, HilleRisLambers and Levine 2007:103).

Top-down vs. Bottom-up Control in Ecosystems

Ecosystems are structured by flows of energy and by how much of the  primary 
productivity cascades across the trophic chains. The key debate here is 
whether ecosystems are controlled by predators keeping herbivore popula-
tions low, allowing plants to flourish, or whether plant productivity itself and 
chemical defenses limited herbivore abundance (Terborgh et al. 2001). Of 
course, it turns out that it is a little of both (McQueen et al. 1989). In intact 
communities, predators are really important – which we know because they 
are the first to be lost after almost any perturbation (Peterson 1999) but espe-
cially where fragmentation occurs (e.g. Terborgh 2001; Feeley and Terborgh 
2008 based on his Lago Guri studies), and their loss has been observed to 
trigger a wave of other ecosystem changes. The loss of large seed dispersers 
to fragmentation of forest and the impact of hunting can also significantly 
impact plant regeneration in tropical forests (Terborgh et al. 2008).

This is a critical debate, and one in which social scientists and biological 
conservationists tend to fall in opposite camps. The debate goes back to a 
paper by Redford (1992) in which he warned of likely changes that would 
take place in an “empty forest” wherein animals had been removed by 
hunters (particularly in areas where bushmeat is an important source of 
income). “Animals pollinate flowers, disperse seeds, consume seeds, and 
eat the foliage of seedlings and established plants … recent research has 
demonstrated that tropical forests depleted of large vertebrates experience 
reduced dispersal, altered patterns of tree recruitment, shifts in the relative 
abundance of species, and various types of functional compensation” 
(Terborgh et al. 2008:1757). The key insight here is that even a few hunt-
ers per square  kilometer can decimate a population of large-bodied verte-
brates (Peres and Dolman 2000) and thus bring about major changes in 
vegetation. This pits conservation ecologists against those social scientists 
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who view hunting as a fundamental subsistence strategy of forest peoples. 
Social scientists need to understand these findings and engage with conser-
vation ecologists in thinking through how to balance the needs of the 
human populations with those of maintaining the structure and function 
of the ecosystem.

Herbivore populations explode in the absence of predators, but this is but 
a transient phenomenon. In due time, the species composition of the vegeta-
tion adjusts and imposes regulation from the bottom up (Terborgh et al. 
2001:1925). Adding predators, as when predatory fish are introduced to a 
lake, can also have dramatic effects (Carpenter et al. 1985), having cascad-
ing trophic interactions and impacting lake productivity. More importantly, 
once top predators are gone herbivores may be controlled only by lack of 
food – changing the direction of control of ecosystem composition. The 
spatial distribution of hunters in a forest ecosystem, for example, is not even 
but very patchy, as they seek to maximize returns for their hunting effort. 
Thus, hunting impact may be severe in one place for a brief time, but be 
widely dispersed, permitting the fauna to recover and to return to places 
where they were “hunted out.” This may depend on whether we are speak-
ing of small nomadic hunting bands, or of settled hunters who follow  logging 
roads to supply the construction workers with bushmeat. The impact of 
hunting on the forest fauna will be quite different in each of these two situ-
ations. Is the forest really empty, or is this an artifact of sampling? Sampling 
larger vertebrates is a particularly difficult activity, given that so many are 
either nocturnal or arboreal in tropical forests, and hard to count.

Succession

The idea that some organisms are good colonizers, that they are later 
replaced by other species that are good competitors (e.g. can grow in their 
own shade, or are more efficient at gathering nutrients), and that in a given 
place this follows a fairly predictable pattern is the fundamental idea of suc-
cession. Odum (1969) in his “strategy of ecosystem development,” and 
Vitousek and Reiners (1975) in their “ecosystem succession and nutrient 
retention” explored these ideas that build on the classic work by Clements 
(1916), who provided a historical description of succession research. 

Succession refers to the tendency of plant communities to change through 
time in a somewhat predictable pattern (Luken 1990). Plant communities 
everywhere change as they age. This involves replacement of individuals and 
species, shifts in population structure, and changes in light and soil nutri-
ents. Beyond that, there are many views of how succession proceeds, as can 
be noted in Figure 3.1 (based on Luken 1990:4). The view of Clements 
starts with a patch of bare soil which is then colonized by seeds inherent or 
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migrating to the patch, which establish themselves, or not, depending on 
available nutrients and light; as they grow these plants engage in competi-
tion with other plants with some becoming winners and others being 
removed, and eventually stabilizing to some degree over time as dominant 
species monopolize the space. Such “relay floristics” is now viewed as a 
poor description of the process. Egler (1954) proposed “initial floristics” as 
an alternative, emphasizing the role of the presence or absence of prop-
agules (seeds or sprouts) of a given species in the patch at the beginning of 
the sequence. Drury and Nisbet (1973) emphasized the sorting out process 
along a gradient of resources because each individual species has a unique 
optimum for growth or reproduction. Pickett (1976, 1982) added the role 
of competition to the views of Drury and Nisbet and supported his views 
with a 20-year record of succession established in permanent plots. Connell 
and Slatyer proposed three distinct models of succession (1977): facilitation, 
tolerance, and inhibition. The facilitation model seems to work mostly in 
cases where one plant species greatly improves the nutrient status of a soil, 
as when nitrogen-fixing plants colonize nutrient poor glacial till or river 
sand. The tolerance model proposes that late successional species must be 
able to tolerate low resource availability in order to emerge as dominants. 
Pickett, Collins, and Armesto (1987) further developed a comprehensive list 
of causes, processes, and modifying factors implicated in succession (see 
Figure 3.2). 

In disturbed and fragmented areas, early successional species tend to 
dominate at the expense of later successional species. Since they are good 
colonizers, early successional species may also be better able to keep up with 
climate change via migration – and facilitate the migration and adaptation 
of late successional species. How this plays out in a rapidly changing envi-
ronment remains to be seen and is hard to predict, given the individualistic 
species argument presented earlier.

During the past ten millennia or so, people have cut and burned vegetation, 
have cultivated the soil, and put livestock on it favoring grassy vegetation. 
In so doing, they have managed plant communities in order to benefit from 
these activities, while continuing to exploit forests and other later succes-
sional communities. This anthropogenic impact on the successional path-
ways further adds complexity to the natural successional processes discussed 
above. Human impacts, too, ebb and flow as they more or less intensively 
manage the land, intensively cultivating it for sometimes hundreds of years, 
only to abandon areas due to soil impoverishment, war, migration, and 
any number of other drivers that change human priorities over given patches 
of land.

Thinking more broadly, this has implied some degree of forest transition 
over time. Secondary successional forest regrowth and planted forests can 
account for significant amounts of carbon sequestration that offset at least 
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part of the emissions from clear cutting and selective logging of forests 
(Nilsson and Schopfhauser 1995). The conditions under which a region 
transitions from a phase of deforestation to one of reforestation is largely an 
untapped research frontier. One exception has been the formulation in 
recent years of Forest Transition Theory (Rudel 1998; Rudel et al. 2005). 
Scientific discourse and policy analysis are impacted by the unwarranted 
assumption that the dynamics of deforestation and restoration are the same. 
It is reasonable to hypothesize that as deforestation slows down and is 
replaced by an increased rate of forest restoration, there are shifts in civil 
society and government regulations that facilitate the transition from defor-
estation to restoration. Such a behavioral change is a process affected by 
both local-level actors and state and federal agents of change.

In a number of recent publications, Rudel et al. (e.g. 2005:23–31) have 
alluded to the experiences of many countries that seem to undergo a 

Figure 3.2 General causes of succession and contributing processes and modifying 
factors
Source: Pickett, Collins, and Armesto 1987 as found in Luken 1990:6
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 forest transition from a period of high deforestation to a period of declin-
ing rates, and some eventually to reforestation. This transition occurs in 
many cases, but the turnaround from deforestation to restoration takes 
place at very different temporal and spatial scales – and in some notable 
cases not at all. It took place in northern Europe between 1850 and 1980, 
but it does not appear to have happened in southern Europe. Further 
research is needed to understand the dynamics of social and environmen-
tal systems to have a better sense of what social and environmental feed-
backs may come into play at different stages of this potential transition. 
In some places this dynamic seems to be associated with the creation of 
nonfarm employment that pulls farmers off the land (Polanyi 1944; 
Mather 1992), thereby inducing spontaneous recovery of forests on old 
and abandoned fields. In other places, scarcity of forest products has 
prompted restoration efforts by both government and private owners 
(Foster and Rosenzweig 2003).

Figure 3.3 illustrates a schematic model of the forest transition (dark line). 
The curve can diverge along various courses at the trough (forest going 
toward zero, staying flat, or increasing) as well as along the reforestation 
route (with declining rates in reforestation, flattening out at some percent-
age of forest cover, or increasing steadily). This transition occurs at various 
scales from individual property to counties, states, and nations. Rudel et al. 
(2005) examined these processes at national scale using data from the Food 
and Agricultural Organization (FAO) of the United Nations, and it is at this 
level that forest transition theory has been mostly proposed and tested. 

Time

0%

20%

40%

Forest cover
(% of land area)

Figure 3.3 Diagram illustrating Forest Transition Theory, in which forest area is 
steadily reduced over time, and at some point along the time trajectory reforestation 
begins to increase above the rate of deforestation, resulting in a restoration of forest 
cover
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While national and global datasets offer the benefit of broader spatial scale, 
they are often marred by inconsistencies in the quality of data reported and 
different definitions of what constitutes forest. To better understand the 
dynamics of land-cover change, it may be useful to focus on states within 
countries for which there is high-quality data and that permit more detailed 
examination of both social and environmental processes. The transition is 
not trivial in its environmental consequences (i.e. carbon sequestration, bio-
diversity; Foley et al. 2005). During the 1990s, 38% of the world’s countries 
experienced increases in forest cover, but the turnaround has come at very 
different points in their deforestation trajectory. Some countries have started 
a reforestation phase at 40% of the original forest cover, while others began 
only when forest cover was nearly 0%. The difference of when the transi-
tion takes place has huge implications for the biodiversity of forests that 
grow back. Rudel et al. (2005:27) note there are very different dynamics 
characterizing northern European transition in the twentieth century and 
what has been happening in Asia in the past 15 years. The role of govern-
ment in parts of Asia, in response to scarcity of forest products and increased 
floods, is much greater and has resulted in aggressive reforestation cam-
paigns. In China, this effort was centrally organized (Zhang et al. 2000; 
Fang and Wang 2001), while in India it seems that village committees 
increased the forest cover in decentralized fashion (Singh 2002; Foster and 
Rosenzweig 2003).

Island Biogeography

Island biogeography is one of the most influential theories in biology and 
has been the focus of considerable theoretical and experimental efforts 
(MacArthur and Wilson 1967; Simberloff and Wilson 1969). The basic 
 concept is that the number of species an island has is a function of its size 
(a proxy for resources) and its distance from a mainland source of immi-
grants. It seems to apply well to islands on the ocean separated by good 
distances from other islands, and from continents, but there are serious 
questions about how well it applies when it is used conceptually to treat 
habitat “islands” within large land masses (e.g. Ferraz et al. 2007) since the 
required isolation is not as great as imagined by those who attempted to 
apply it to the study of, for example, Amazonian forest fragments.

Edge effects can have crucial consequences on forest dynamics (Laurance 
et al. 2006) by reducing significantly the size of the patch which is non-edge, 
and by the difficulty of maintaining isolation between patches in a continen-
tal land mass due to the rapidly changing vegetation composition, succes-
sional dynamics, and competition that result in connectivity and corridors 
between patches. Bailey (2007) addresses the issue of fragmentation vs. total 
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habitat loss and the impact of corridors in maintaining biodiversity. The 
author proposes that the goal should not be biodiversity per se but rather 
the  sustainability of the woodland community, and that, in doing so, the 
biodiversity objective takes care of itself, but not the other way around.

Although landscapes are affected by human decisions at many levels of 
society, the physical processes that produce landscape change (e.g. clear-
cutting, grazing, home construction) most often involve communities and 
individuals. The decisions of individuals acting either individually or col-
lectively are impacted by local ecology, but they also determine the local 
ecology. Human actors have the ability to choose among patterns of land 
use that have similar social and economic characteristics, but which may 
have very different ecological impacts.

From the landscape perspective, a major result of community and indi-
vidual land-use decisions is that natural or seminatural habitats no longer 
exist in large patches, but now are reduced to fragments. The decreasing size 
of natural patches creates a situation in which the ratio of area on the edge 
of the patch (and consequently exposed to areas with different characteris-
tics) to the area in the center of the patch is substantially higher than prior 
to human impact. As a result, greater area is at increased risk of invasion by 
nearby livestock, hunters and gatherers who would find it difficult or 
 inconvenient to travel to the center of a larger patch, and so on. Because of 
increased disturbance at the edges, small patches lose more species than 
their small size alone would suggest. Edge areas also are at increased risk of 
accidental fire, are at increased risk of invasion by nonnative plant species, 
are more accessible to predators from surrounding habitat patches, and 
experience more damage from wind than interior areas. Changes in tem-
perature, humidity, and light along patch edges can further change the char-
acteristics of a small patch and alter the plant communities and animals that 
depend on them (Schelhas and Greenberg 1996; Laurance and Bierregaard 
1997; Bierregaard et al. 2001).

Connectivity, the capacity of a landscape to support movement by any 
given species across the landscape, is of increasing concern for conserva-
tion biologists (Meffe and Carroll 1997). As the connectivity of a land-
scape increases from the human perspective (generally through increases in 
road networks), connectivity decreases for many other species (With and 
King 1999). Although we may see many species of animals moving across 
human landscapes (e.g. deer, wolves, and turtles crossing roads or wander-
ing through our backyards), landscapes substantially altered for human 
use act as barriers to movement of both animal and plant species. In some 
cases these barriers are incomplete – many turtles die on roads, but some 
make it across. In other cases, passage is essentially impossible – cities 
along landscape corridors such as river valleys can effectively eliminate genetic 
exchange between previously connected plant and animal  populations; 
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dams can permanently halt spawning of fish by blocking travel to their 
breeding grounds. Thus, edge effects and lack of connectivity can decrease 
the  conservation value of remaining habitat below what its mapped area 
might suggest, increasing the impact of fragmentation (Debinski and 
Holt 2000).

Equilibrium and Nonequilibrium Theories

The use of the ecosystem concept was criticized in the 1980s for what 
appeared to be an overemphasis on equilibrium. From this period has 
emerged a new paradigm that, as Zimmerer has said, is characterized by its 
emphasis on disequilibria, instability, and even chaotic fluctuations (1994). 
This is an important shift in thinking that has been challenging for social 
scientists to incorporate, as they may have limited interactions with ecolo-
gists who have embraced this more dynamic approach to system complex-
ity, competition, coexistence, and community composition. Holling (1973) 
was among the first to suggest that natural systems are continually in a tran-
sient state and that attention had to be focused on how they  persisted (and, 
later, on characteristics such as resilience that contributed to persistence). 
Later, Wiens (1977) found that notions of equilibrium did not seem to fit 
the empirical realities in arid and semiarid environments, particularly the 
responses of avian communities to environmental variation (cf. Wiens 
1984). He proposed that natural communities existed along a continuum – 
from equilibrium to nonequilibrium states. The former would be found 
where there was low to moderate variation, whereas the latter would be 
found where conditions were harsher and more unpredictable (Wiens 1977). 
Ellis and Swift (1988; Ellis, Caughenour, and Swift 1993) went on to iden-
tify a number of rangelands which could best be characterized as nonequi-
librial but persistent systems, particularly in areas where the coefficient of 
variance for rainfall exceeded 30 percent.

Recent studies have gone further and questioned where equilibrium 
may exist at all (Berkes, Colding and Folke 2003; McCabe 2004). They 
suggest that thinking of coupled social–ecological systems better fits with 
what we find in resource and environmental management where uncer-
tainty, unpredictability, and scalar issues dominate – further complexified 
by considerations of politics, economics, and so on. This is not to say that 
equilibria do not exist, and some suggest that systems may organize 
around a number of equilibria or stable states (Berkes, Colding, and Folke 
2003; Gunderson and Holling 2002). This is a more complex view of the 
early proposals of Holling, wherein systems are dynamic, adaptive, and 
responsive to changing conditions, but may shift in states to maintain 
resilience.
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Biodiversity and Ecosystem Processes/Services

This issue can drive a wedge between conservation ecologists and social 
scientists over their different emphasis on environment or people. Biodiversity 
as a priority of biologists can be controversial. It is generally thought that 
higher biodiversity equals higher productivity and greater ecosystem stabil-
ity at least at local scales (Loreau et al. 2001). This alone gives it a hallowed 
place in biologists’ priorities. Much more work is needed to establish how 
true this may be, or not, at larger scales. “There is consensus that at least 
some minimum number of species is essential for ecosystem functioning 
under constant conditions and that a larger number of species is probably 
essential for maintaining the stability of ecosystems processes in changing 
environments” (Loreau et al. 2001). However, it is still an open question 
whether it is diversity per se, or the presence of particular species perform-
ing particular functions, that brings this about.

What social scientists working with conservation ecologists and biologists 
need to understand is that there are many reasons, among them aesthetic, 
cultural, and economic (and not just biological), for why we may wish to 
conserve biodiversity. From a functional perspective, species matter insofar 
as their individual traits and interactions contribute to maintain the func-
tions and stability of ecosystems and the biogeochemical cycles that sustain 
them. Yet, we are still only in the earliest stages of understanding the role of 
particular species in an ecosystem, and to be able to predict ecosystem 
responses to the removal or absence of a given species. Some biologists have 
proposed the concept of “keystone species” – a species that has a dispropor-
tionate effect on the structure of its community – as a way of addressing this 
need, but there is a paucity of empirical evidence definitely defining what is 
a keystone species, and what is not (cf. Paine 1969 first defined the concept 
of keystone species). Often, the “keystone” qualities of a species only become 
clear after it is removed from the ecosystem – for instance, the near- extinction 
of sea otters led to destabilization of the Pacific kelp forests. Thus, it is virtu-
ally impossible to know what a keystone species is until the system has been 
stressed by, say, removal of a major predator.

Less controversial, but still a source of some misunderstandings, is the 
value given by biologists to ecosystem goods and services. There are numer-
ous efforts to quantify the value of ecosystem goods and services, perhaps 
most importantly in terms of clean air and clean water, and its role in carbon 
sequestration (Daly and Cobb 1994). Economists seem to have less of a 
problem, in part because ecologists adopted an economic terminology of 
goods and services for what are fundamentally natural resources in an effort 
to have value assigned to them, rather than being viewed as free goods and thus 
subject to the “tragedy of the commons.” However, cultural anthropologists 
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and others with a more humanistic perspective sometimes balk at the idea 
that air, water, and carbon can or should be quantified in monetary terms. 
This is not a very serious problem, and in modeling ecosystems today, it is 
fundamental to seek to assign value to every component and to revisit 
these values as our scientific understanding gives us a better way to calibrate 
these values. It is also important to note, and to remind conservation ecolo-
gists and biologists, that surprising findings in recent years from the human–
 environment interactions community suggest that people tend to conserve 
forests on private properties motivated more by aesthetic and moral values 
than by economic ones (Koontz 1997; Moran and Ostrom 2005; Moran 
et al. in preparation) –and that most government programs are not effective 
in making individuals conserve forests.

The Ecosystem Concept in Biology and the Social Sciences2

The ecological system, or ecosystem, has been one of the most enduring 
approaches coming from the biological sciences but one with which many 
social scientists have not grown up. This fundamental unit is a heuristic tool 
used to describe the interaction between living and nonliving components of 
a given habitat. It has been noted that both terrestrial and aquatic ecosys-
tems show remarkable similarities in how they respond to stress: reduced 
biodiversity, altered primary and secondary productivity, increased disease 
prevalence, reduced efficiency of nutrient cycling, increased dominance of 
exotic species, and increased presence of smaller, shorter-lived opportunistic 
species (Rapport and Whitford 1999).

Although references to the interdependence of biological organisms can 
be found throughout most of the nineteenth century, the ecosystem concept 
was not actually articulated until 1935 when A. G. Tansley proposed it in 
an effort to emphasize the dynamic aspects of populations and communi-
ties. An ecosystem includes “all the organisms in a given area, interacting 
with the physical environment, so that a flow of energy leads to a clearly 
defined trophic structure, biotic diversity and material cycles” (Odum 
1971:8; see also the detailed examination by Golley 1984 of the concept as 
used in biology).

Ecosystems are said to be self-maintained and self-regulating, an assumption 
that has affected ecosystem studies and that has also been questioned by both 
biologists and anthropologists. The concept of homeostasis, which in the past 
has been defined as the tendency for biological systems to resist change and to 
remain in a state of equilibrium (Odum 1971:34), led to an overemphasis on 
static considerations and to an evaluation of man’s role as basically disruptive. 

2 This section is based on earlier discussions found in Moran 2007.
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More recent ecosystem studies have emphasized, instead, the emergent proper-
ties of complex systems as characteristic of ecosystems (Levin 1998).

The cybernetic quality of ecosystems leads naturally to the use of systems 
analysis. Systems analysis has become a useful approach since it begins with 
a holistic model of the components and interrelations of an ecosystem. 
However, it then proceeds to simplify these complex interactions so that it 
can quantitatively study the behavior of both the whole and particular parts 
of an ecological system (Odum 1971:276–92). Systems theory provides a 
broad framework for analyzing empirical reality and for cutting across dis-
ciplinary boundaries. By way of limitation, system approaches still have to 
rely on other theories and have to develop measurements based on criteria 
other than those suggested by the system itself. Essentially, systems theory is 
a perspective that bears a great deal of similarity to holism: a system is an 
integral whole and no part can be understood apart from the entire system. 
At first, studies focused on closed systems, understood through the negative 
feedbacks that maintained functional equilibrium. Later system analyses 
dealt with open systems reflecting positive feedback, nonlinear oscillating 
phenomena, and the purposive behavior of human actors. Such purposive-
ness is unevenly and differentially distributed, leading to conflict over goals 
and to system behavior reflecting the internal distribution of power. Stochastic 
approaches are now more common using dynamic modeling approaches 
such as STELLA (Constanza et al. 1993) and intelligent agent-based models 
such as SWARM and SUGARSCAPE (Epstein and Axtell 1996; Grimm 
et al. 2006; Walker Perez-Barberia, and Marion 2006; Parker et al. 2003). 
The former is an ecosystem-type model, whereas the latter is of a new class 
of models that simulate “intelligent agent’s behavior” based upon principles 
of artificial intelligence (cf. Deadman 1999 and Deadman et al. 2004; 
LeBars et al. 2005; Macy and Willer 2002; Parker et al. 2008). The study of 
complex adaptive systems recognizes the nonlinear nature of systems and 
assumes that the complexity associated with a system is simply an emergent 
phenomenon of the local interactions of the parts of the system 
(DeAngelis and Gross 1992; Openshaw 1994, 1995; Epstein and Axtell 
1996; Langton 1997).

The ecosystem concept presented a conceptual framework more satisfac-
tory to some scientists than many previous theories in that it provided a 
single setting within which both natural and social processes took place. 
Unlike cultural ecology (Steward 1955), it did not put culture first and ecol-
ogy in second place, nor did it give primacy to the social organization for 
utilizing resources as the necessary most central research task. Ecosystems 
are said to be scaled to the needs of the researcher and can, thus, be defined 
as anything from a tiny pond to the entire biosphere.

The use of the ecosystem concept in the social sciences is associated with the 
work of Andrew Vayda and Roy Rappaport (1976) who gave the strongest 
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impetus to an ecosystem approach in the field of anthropology and to its use 
under the International Biological Program’s Human Adaptability research 
agenda (Moran 1979). The assumption made was that, given that humans 
are but one species in nature, subject to the same laws as other species, use 
of the principles, methods, and analytical tools of the ecological sciences 
would greatly add to our understanding of our own species. Vayda and 
Rappaport believed that anthropologists should not hesitate to adopt bio-
logical units (such as population, community, and ecosystem) as units of 
study since this allows a more comprehensive approach to ecological stud-
ies. Even the topics of research can be couched in terms that make sense 
across both disciplines. Vayda and Rappaport pointed out that ecologists 
have shared various areas of interest with anthropology: ways of defining 
territorial rights, ways of establishing group identity, and mechanisms for 
establishing buffer zones. All these can be viewed “ecologically” as regulat-
ing behavior or serving a homeostatic function. This view has been roundly 
criticized because it sounds like a group selection argument. To test ecologi-
cal hypotheses properly, a wealth of information is required, and no single 
researcher can expect to succeed in gathering it all – and it is no surprise that 
their own experience of fieldwork in Papua New Guinea as part of a large 
interdisciplinary team studying war in that region led them to see the value 
of the ecosystem as an integrator of work across ecology, geography, and 
anthropology (Vayda and Rappaport 1976:23).

Vayda’s study of how warfare in New Guinea was related to population 
fluctuations, changes in man/resource ratios, and the competition of differ-
ent highland clans for gardens and pigs is a notable example of the ecosys-
tem approach (Vayda 1974, 1976). Rappaport, working in the same region, 
was more concerned with how ritual serves to regulate: (l) the size of the pig 
herd; (2) the frequency of warfare; (3) the availability of horticultural land 
within reasonable walking distance of the village; (4) the length of the fal-
low cycle; and (5) the military strength and alliances of a tribe and the like-
lihood that it will hold onto its territory. Rappaport is not really concerned 
with the individual decisions of the Tsembaga Maring as they see their pig 
herd increase to the point that they become a threat to the human ecological 
system. Rather, he finds that the system “senses” the increased burden of 
having too many pigs. When a system threshold is reached, the elders call 
for a ritual pig slaughter. The ritual reduces the number of pigs and facili-
tates the creation of alliances between neighboring groups. Warfare follows, 
and its occurrence serves to distribute the population over the landscape and 
to return the system to “initial conditions” or a state of equilibrium.

Bennett criticized Rappaport’s approach for its use of biological analo-
gies, but concedes that Rappaport’s study is important “as a concrete dem-
onstration of the fact that the behavior of men toward each other, as well as 
toward Nature, is part of ecosystems” (1976:182). The major difference 
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between Rappaport and Bennett lies in the former’s emphasis on the fact 
that the systemic nature of the feedback loops can be found in culturally 
patterned behavior, such as the ritual warfare complex. Bennett agrees that 
such patterned behavior may indeed be pervasive in technologically simple 
cultures. However, he argues that if this fact is always taken as a “given,” 
the role of individual decision making can be overlooked. Such decision 
making, he feels, plays a greater role in the technologically complex cultures 
of our day. There are populations that are more “teleconnected” to the glo-
bal economy than others, and thus influenced by distant events in their deci-
sion making. While there are hardly any populations in the world who are 
decoupled from the global economy, there are rural populations who still 
respond directly to the environmental signals around them, and adjust 
their behavior accordingly – whereas there are others who take no action 
without consulting the prices in commodity markets. Today human deci-
sions about the use of the environment are predicated increasingly on insti-
tutional and technological considerations.

Bennett found the distinction between cultural ecology and the ecosystem 
approach artificial. The choice of one approach over the other depended for 
him on the size and complexity of the group under study. Among small tribes 
with primitive technologies, the ecosystem approach can be employed since 
much of the human/environment interactions in such tribes are embedded in 
cultural traditions (Rappaport 1968). On the other hand, in larger, complex, 
and technologically advanced cultures, institutions and technology have cre-
ated a distance between the population and its environment. Studies of mod-
ern societies must investigate these institutions and the processes of decisions 
that affect nature and humans. In these contexts, Bennett argues, the ecosys-
tem approach does not work well because it cannot research the dynamic 
processes of institutions and the conscious processes of choice among alterna-
tives due to the complexity of the systems. A similar problem also affected 
cultural ecology (see Chapter 2) which applied well to studies of populations 
like hunter-gatherers who organized in distinct ways to exploit the behavioral 
characteristic of game and plants growing in their environment in the wild – 
but was not applicable to the political economy of sugar in the Caribbean – 
one of the earliest examples of a global industry driven by commodity price 
fluctuations. This was one of the leading reasons for the move away from an 
ecosystem approach in the 1980s when actor-based approaches became dom-
inant. However, the development in the late 1990s and early 2000s of agent-
based modeling now permits the analysis of complex systems and the 
behavior of individual agents in spatially explicit landscapes (Deadman 1999; 
Evans and Kelley 2004, 2008; Parker et al. 2003; Deadman et al. 2004; 
among others), without having to abandon the concept of the ecosystem.

An important issue raised by Rappaport’s study (1968) is the utility of the 
concept of homeostasis. As used by Rappaport, the concept was equivalent 
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to equilibrium. In equilibrium models, attention is paid to how cultural 
practices help maintain human populations in a stable relationship with 
their environment. This view is the prototype of neofunctionalism and it has 
its drawbacks. It views the current state of the system as the norm and over-
emphasizes the functions of negative feedback to the neglect of the dynamics 
of change accelerated by positive feedback. This viewpoint tends to preclude 
the possibility that behaviors might be maladaptive – which they surely are 
in certain situations (Alland 1975; Eder 1987).

Adaptation to environment is, however, not a simple matter of negative 
feedback. System correction through negative feedback operates most effec-
tively at lower levels in a system. Higher levels operate at a more general level 
wherein ambiguity and vagueness permit constant reinterpretation and 
restructuring of system properties as responses to perturbations. Homeostasis 
and dynamic equilibrium do not imply changelessness. On the contrary, they 
require constant adjustment of system parts and even some change in struc-
ture (in response to perturbations) (Rappaport 1977:69). In other words, while 
systems have lower order mechanisms geared to the maintenance of stabil-
ity, they also have higher level, less specialized responses that can reorder the 
system to assure its survival. Although group selection was largely rejected 
under the logic of kin selection and reciprocal altruism, there has been a 
resurgence in studies of biological evolution in theories that consider and 
find a place for group selection (Wilson 1980, 1983; Sober and Wilson 1998).

A number of problems must be recognized in how the ecosystem concept 
was used: a tendency to reify the ecosystem and to give it properties of a 
biological organism; an overemphasis on energetic flows and measurement 
of calories; a tendency for models to ignore time and structural change (and 
to overemphasize homeostasis); a tendency to neglect the role of the indi-
vidual; a lack of clear criteria for defining boundaries of systems; and level 
shifting between field study and analysis of data (see review in Moran 1990 
of these problems). Problems of reification have been addressed by an 
emphasis on how individuals modify the environment and not simply adapt 
to a reified nature (Boster 1983; Crumley 1994; Balée 1998). Today, few 
scholars would suggest that measurement of energy flow ought to be a cen-
tral concern of ecosystem studies. Concerns have shifted to nutrient cycling, 
decision making, complexity in systems, and loss of biodiversity (Jordan 
1987; National Science Board 1989; Levin 1998; NRC 1999a; Lansing 
2003). The role of individuals and households has also blossomed (Lees and 
Bates 1990; Wilk 1990; Rindfuss et al. 2003; Chowdhury and Turner 2006). 
How to bound one’s research is one of the most persistent challenges to 
researchers, but more sophisticated approaches have been proposed, such as 
historically variant “graded boundaries” (Ellen 1990; Allen 1988).

No one should expect the ecosystem perspective to resolve the challenge 
posed by linking the natural and the social dimensions of environmental 
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change. Close cooperation will be required between biological and behavioral 
scientists to generate an integrated study of people in ecosystems (cf. Moran 
and Ostrom 2005). In the future, studies are likely to be most fruitful when 
they integrate the general systems approach, such as the ecosystem approach, 
with the study of how actors develop their own individual strategies. There 
is no reason why both perspectives cannot be used, and there is evidence 
that researchers have already begun to balance a concern for the individual 
with a concern for the population. One way to overcome the tendency 
towards static equilibrium models might be to study how populations adapt 
to certain kinds of stress. By studying the response of individuals to hazards, 
we can answer such questions as: Who responds? Does stress lead to changes 
in the structuring of the population? Are cultural patterns changed? How do 
people perceive the severity of the stress to which they are responding? How 
does the human population adjust to termination of the stress? These ques-
tions are more likely to be productive in outlining systemic interrelations in 
populations experiencing changing situations than in those with stable situ-
ations (cf. Lees and Bates 1990; and Vayda 1983; for an analysis using a 
nonhomeostatic perspective see McCabe 2004).

Related to the ecosystem concept are more recent views that highlight 
“landscape ecology”, i.e. the study of patterns of land cover, their causes, 
and their implications (M. Turner et al. 2001). Land cover may refer to 
vegetation communities and other natural features, such as sand dunes, or 
to human communities and other human constructions, or, most usefully, to 
all of these. By considering the processes underlying these patterns, land-
scape ecology points to the importance of context in the study of human–
environment relations. Whereas humans once existed in islands of homes, 
pastures, and fields set within forests and grasslands, the reverse is now 
often true. Forests and uncultivated grasslands exist as islands within urban, 
suburban, and agricultural landscapes. Yet these patterns do not occur uni-
versally, even within zones of largely similar biophysical endowments. The 
focus on the different processes that lead to different outcomes within simi-
larly endowed areas, or that lead to similar outcomes in differently endowed 
areas, points our attention to the interactions between variables leading to 
land-cover change.

Initially, landscape ecologists tended to treat human communities and 
their roads, cattle, and other accessories as exogenous disturbances, 
and focused their efforts on understanding how biophysical processes 
shaped landscape patterns – for example, how underlying patterns in soil 
or topography affect the distribution of vegetation types. As social sciences 
have been incorporated into landscape ecology (NRC 1998a), human 
actions and processes have joined the list of factors that produce landscape 
patterns. In the development of the field of global change, the interacting 
impacts of human and bio physical processes on landscape patterns are at 
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last being fully explored and  modeled. It is critical that theories from the 
natural and biological sciences, and from the social sciences, be brought 
together to effect a more complete understanding of these complex systems. 
One way to bring them together is through use of spatially explicit methods 
that can fully utilize the empirical data and the theories from all the  sciences, 
as we discuss in the next chapter.
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This chapter focuses on the growing recognition of the importance of 
 making social sciences’ and natural sciences’ research spatially explicit if it 
is to be relevant to the understanding of our environmental conundrums. 
The use of geographic information systems (GIS), global positioning system 
(GPS), and remotely sensed data is covered with an emphasis on how to 
make space and place relevant parts of the analysis, its implications for sam-
pling, and for explanation. While geography clearly leads in this area, there 
is growing use of these methods in anthropology, political science, and ecology.

Perhaps nothing has revolutionized the study of human–environment 
interactions more than the development of spatially explicit methods for 
collecting and analyzing data. Just a few decades ago, most natural and 
social scientists collected their data without precise spatial referents. 
References were made to watersheds, to communities, to villages, to cities, 
to proximity to rivers, and so on. In some cases (in anthropology mostly), 
there was even the custom of changing the name of the community and even 
its location, “to protect the informants.” While confidentiality remains an 
important concern when working with human subjects, the extreme to 
which this was done was largely unjustified. Everyone knew more or less 
where these studied communities were, and any one interested could have 
found out. Be that as it may, there was very little interest, except in geogra-
phy, to precisely locate a study area on a map with coordinates. Geography 
persisted (e.g. Haggett, Cliff, and Frey 1977), and finally convinced the 
rest of us, that place was fundamentally important to understand human– 
environment dynamics.

Other fields began to see relevant applications. Dow (1994) noted that 
geographical information could illuminate many features of culture that can-
not be seen otherwise – something that archeologists had discovered  earlier, 
particularly in dry environments where features stood out more clearly. 

4

Spatially Explicit Approaches
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Conklin (1980) much earlier had used aerial photography to map the  complex 
irrigation terraces in Ifugao at a level of detail that still is unsurpassed. The 
danger then, as now, is that the technology of GIS will take on a life of its own 
and distract from fieldwork and from the fundamental questions that should 
be asked. This danger is even present in geography, where it was necessary to 
distinguish between GIS and GIScience to emphasize in the latter case that the 
goals are scientific propositions and not just map-making.

What do we mean by spatially explicit research? (For extended discus-
sions see Goodchild et al. 2000; Goodchild, Fu, and Rich 2007.) The most 
common usage is to have all the collected data georeferenced, that is, a 
precise location on a lat/long (latitude/longitude) or Universal Transverse 
Mercator (UTM) coordinate system is provided so that the information 
collected is place-based precisely. That means that if one conducts a house-
hold interview, the location of the interview, be it house or field, is located 
using a GPS (see Figure 4.1). If a soil or vegetation sample is taken, it is 
precisely located using a GPS. If observations of human behavior, urban 

Figure 4.1 Researcher taking a GPS reading in the field, Brazilian Amazonia, and 
checking the location against a printed satellite image in hand
Source: ACT collection of photos from fieldwork
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forms, vegetation types, and what have you are made, they are registered in 
a spatially explicit way in the database. The advantages of doing this are 
many. It is later possible to return to the exact same location, without 
regard to how it might have changed, permitting very precise observation 
and measurement of how the place and the people have changed. Most 
researchers who have returned to a study area many times know how dif-
ficult it is to be sure of whether it was here, or way over there, where one 
observed something 15 years before. Most likely all the vegetation, or urban 
forms, would have changed. So, for the study of environmental change, 
whether local or global, it is essential that the data be recorded in a spa-
tially explicit fashion.

GIS is an enabling technology that permits the integration of satellite 
remote sensing and other kinds of information. However, data on the human 
population and its socioeconomic characteristics have lagged behind physical 
data. The analysis of population, and the use of modeling, promises to resolve 
some of these problems, including residential patterns, industrial location 
requirements, and the connectedness between socioeconomic variables and 
physical features (Martin and Bracken 1993).

Economists, too, if in smaller numbers, are increasingly adopting spatial 
analytical and spatial econometric techniques to study questions such as 
the geographical targeting of policies, regional clustering, technology dif-
fusion, and the causes and consequences of land-cover change (Muller 
2005). It is now possible to import geographic data into Stata (a widely 
used statistical software), in order to draw systematic spatial samples 
and then export data and estimates in a form usable by standard GIS 
 software.

Geographic information systems (GIS) appeared in the 1980s and 
brought the prospect of simplified management and analysis of spatial 
data and of its use as a scientific tool (Goodchild 1994). Spatial analysis 
can be defined as a set of methods whose results are not invariant under 
changes in the locations of the objects of analysis. The map of a cholera 
outbreak in London in the mid-nineteenth century provides the classic 
example of the power of the spatial perspective (see Koch and Denike 
2004 for a discussion of the now famous Snow map, and Figure 4.2 here) 
and other cases of mapping disease. Despite the obvious abilities of the 
human eye to detect pattern, spatial intuition can be misleading, and false 
inference is all too common. Moreover the connections between behavio-
ral processes and spatial pattern may be both tenuous and sensitive to 
boundary conditions.

Contemporary GIScience provides a more rigorous framework. The field 
and object views are distinguished, and their relative importance is evalu-
ated in modeling spatial processes. The object view underlies much of human 
spatial cognition and is the focus of contemporary research on user  interfaces 
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for GIS, while the field view has value in coping with problems of statistical 
aggregation and modifiable areal units. Both are necessary and important, 
but contemporary software designs tend to support one to the exclusion of 
the other. Much of the attraction of GIS lies in its visual  content, which 
many users see as replacing more rigorous mathematical and statistical anal-
ysis. This would be most unfortunate and remains a tension in the user and 
scientific community. GIS-based analysis can be much more rigorous and 
objective than the techniques of cartographic and a-spatial analysis that it 
replaces (Goodchild 1994).

Figure 4.2 Classic map from Snow, illustrating the spatial location of cholera cases 
in London, one of the first published examples of the value of spatially explicit data 
used to identify the source of the polluted water pump accounting for most cholera 
cases
Source: Goodchild and Janelle 2004:7
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Remote Sensing and GIS

It is hard to imagine being able to address many of the questions of the con-
temporary human dimensions of global environmental change without tak-
ing advantage of the availability of earth-orbiting satellites capable of 
providing time-series data on earth features such as soils, vegetation, mois-
ture, urban sprawl, and water covered areas (Campbell 1987; Lillesand and 
Kiefer 1994; NRC 1998a, 2005a; Jensen 2005, 2007; McCoy 2005), 
and studying impacts of climatic variability on populations (Gutmann 2000; 
Galvin et al. 2001; Moran et al. 2006). There are, of course, some research 
questions for which these methods might not be appropriate. Since the 
launch in 1972 of Landsat 1, complemented later with improved sensors 
and spatial resolution (the latest being Landsat 7 launched successfully in 
1999), of the French SPOT satellites with still better resolution, and most 
recently with a new generation of commercial satellites such as IKONOS 
with 1–5 meter resolution, the opportunities have grown steadily more use-
ful for human–environment scientists.

The use of GIS to overlay data layers in spatially explicit ways added to 
this powerful set of techniques (Campbell and Sayer 2003; Goodchild 2003; 
Goodchild and Janelle 2004; Aronoff 2005; Okabe 2006; Steinberg and 
Steinberg 2006). GIS is now one of the fundamental and necessary tools in 
the environmental analysis toolkit, and is also widely used by environmental 
NGOs, urban planners, and scientists in the natural and social sciences 
(Evans, Munroe, and Parker 2005; Greene and Pick 2006; Hesse-Biber and 
Leavy 2006).

Remote sensing techniques have been of some interest among social sci-
entists. For example, Conklin (1980) used aerial photography in his 
Ethnographic Atlas of Ifugao. He integrated ethnographic and ecological 
data to show land-use zones from the perspective of the local population 
(cf. review of aerial photo usage in anthropology in Lyons, Inglis, and 
Hitchcock 1972 and Vogt 1974). Attempts at using satellite remote sensing 
in anthropology started in the 1970s, with Reining (1973) using Landsat’s 
MSS images to locate individual Mali villages on West Africa and Conant 
(1978) examining Pokot population distribution. However, it is only after 
the advancement in spatial resolution brought about in 1984 with the 
Landsat TM sensor that more researchers have turned to this tool (see 
Conant 1990 for an overview).

Analysis of land-use intensification is one of the most promising topics 
addressed by social scientists using remote sensing and GIS tools (Behrens 
1990). In Nigeria, Guyer and Lambin (1993) used remote sensing combined 
with ethnographic research to study agricultural intensification, demonstrat-
ing the potential of remote sensing to address site-specific ethnographic issues 
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within a larger land-use perspective. A special issue of Human Ecology, 
September 1994, was dedicated to the topic of regional analysis and land use 
in anthropology. There was substantial agreement among the articles about 
the importance of local-level research to inform land-use analysis at regional 
scale. This conclusion was reinforced in an issue of Cultural Survival Quarterly 
(1995) dedicated to showing the fruitful connection between local-level knowl-
edge and remote sensing, GIS, and mapping tools. The growing interest and 
competence using remote sensing within the social sciences is found in People 
and Pixels: Linking Remote Sensing and Social Science (NRC 1998a).

A number of challenges are presented by the use of spatial data in analy-
sis. Scale persists as a problem, even at the basic level of terminology (Green, 
Schweik, and Randolph 2005). In cartography the term “large scale” refers 
to detailed resolution, while for most other disciplines “large scale” refers to 
a large study area. Another basic problem is the interplay between absolute 
and relative scales which, consequently, results in confusion in modeling 
ecological processes. This challenge is being addressed by landscape ecol-
ogy. It has become very attractive to scholars to use landscape ecological 
methods to better understand land-use dynamics. More importance has 
been given to refining spectral analysis to work at local level with more 
detailed requirements. In order for social scientists to continue to make dis-
tinct contributions to solving some of these challenges posed by multi-scalar 
research on global change, it is important to develop research methods that 
are explicitly multi-scale and capable of nesting data and sampling strategy 
in such a way that scaling up or down is feasible and integral to the research 
strategy (see part 3 in Moran and Ostrom 2005:127–214, for a discussion 
of methods linking remote sensing, GIS, and social science; also NRC 1998a).

To make use of these techniques requires considerable training and famili-
arity with the technical requirements of different sensors, sources of variabil-
ity, and whether comparison is of one area across time, or of several areas at 
one point of time. The representation of space and time in a GIS is also non-
trivial in its complexity. Evans, VanWey, and Moran (2005) provide a detailed 
and user-friendly introduction to the handling of spatially explicit data. One 
of the key decisions in spatially explicit analysis is whether to use raster or 
vector data (Bolstad 2002 and Lo and Yeung 2002, cited in Evans, VanWey, 
and Moran 2005). Raster data are more suitable to certain kinds of modeling 
such as cellular automata and agent-based modeling because raster data 
structures simplify the process of integrating and overlaying datasets.

Orford, Harris, and Dorling (1999) review scientific visualization in the 
social sciences and discusses the extent to which four key visualization tech-
nologies – the World Wide Web, multimedia, virtual reality, and computer 
graphics – are prevalent in the different social sciences. The review includes 
examples taken from political science, psychology, social statistics, econom-
ics, and geography. It concludes that visualization research in the social 
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 sciences is relatively uncoordinated with no central core. It tends to be 
 dominated by those subjects with the closest links to the natural sciences, 
with a clear pattern of diffusion from scientific to social scientific research. 
It is precisely for this reason that Goodchild and others created a Center for 
Spatially Integrated Social Science at the University of California at Santa 
Barbara (CSISS) and synthesized some of the work of the center in a single 
volume (Goodchild and Janelle 2004).

There are several reasons why space matters and why we stand to gain 
insights and solve problems if we pay close attention to spatial processes. 
Spatial analysis examines data in cross-section, at given time intervals, 
rather than continuously over time. When cross-sectional data are put in 
tables, there is a loss of information about spatial context. When the same 
data are represented in a map, the spatial relationships become evident and 
lead to sudden insights, such as one immediately notices in the classic map 
made by Dr. John Snow displaying the incidence of cholera in London in 
1854 (see Figure 4.2). The contaminated water pump jumps out when the 
data are spatially displayed. Spatial analysis is an excellent exploratory tech-
nique and one that can result in provocative and testable hypotheses.

GIS has considerable value for historians and others in the humanities and 
social sciences. In one interesting application of these techniques, an environ-
mental historian used GIS in a case study of the Kickapoo Valley in Wisconsin 
to examine social and ecological processes of rural transformation during the 
twentieth century, and how these processes have shaped modern property rights 
debates (Heasley 2003). Spatial analysis provided an important picture of land-
scape dynamics and land ownership in the valley since the 1930s. Together with 
historical methods, GIS mapping helped explore the ways in which residents 
had constructed their own stories about property and the environment. These 
cultural narratives included the economic inevitability of land concentration 
and fragmentation, ethnic differences in land use, the struggle of local places vs. 
the federal government, and of local communities vs. newer outsiders. Results 
illustrated that change on the ground over many decades – rather than any 
inherent ideological resistance to federal policies – better explained contempo-
rary debates over  private and public property (Heasley 2003).

The incorporation of landscape ecological and fragmentation analyses 
within remote sensing and GIScience has expanded the inferential capabili-
ties of such research (Nagendra, Munroe, and Southworth 2004). Researchers 
have sought to link spatial pattern to land-use process by integrating GIS, 
socioeconomic, and remote sensing techniques with landscape ecological 
approaches. A diversity of methods is necessary to evaluate the complex 
linkages between pattern and process in landscapes across the world – 
 particularly around the interface of agricultural and urban land, agriculture 
and forestry, and other pertinent topics dealing with environmental 
 policy and management.
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An example of just such an approach is a paper exploring how well the 
application of Amazonian forest change models applies to the Guinea 
savanna environment of western Africa (Nyerges and Green 2000). In par-
ticular, the authors examine recent research documenting the growth of peri-
village forest islands in the area of Kissidougou, Guinea, which purports to 
challenge the pervasive view of Guinea savanna deforestation brought about 
by human activity. As a more systematic approach to the analysis of human–
environmental interactions, Nyerges and Green (2000) propose an “ethnog-
raphy of landscape,” in which the findings of detailed, local ethnographic 
and ecological case studies are combined with remotely sensed information 
on what the wider region looks like as it changes over time. In pursuing 
this research, we employ aerial photography and GIS techniques to examine 
the study area of Kilimi in northwestern Sierra Leone. They show that a 
Kissidougou-type model of peri-village forest island growth is not applicable 
to this region, where other environmental change processes are underway.

The forest composition we witness today anywhere on the planet is a 
product of temporal anthropogenic and nonanthropogenic transformations 
(Schweik 2000). Scholars from geography, anthropology, and other disci-
plines have long been aware of the value of paying attention to spatial rela-
tionships: human actions in the past leave imprints in today’s landscape. 
Traditional empirical studies of forest conditions typically ignored this type 
of information and relied, instead, on aggregated forest-level indicators 
developed from a-spatial plot-level analyses. Schweik (2000) conducted a 
spatial analysis of one important forest product species, Shorea robusta, in 
a foraging setting in southern Nepal. Forest plots were located using 
Differential Global Positioning Systems (DGPS) and were processed using a 
GIS. Three rival hypotheses of the geographic distribution of Shorea robusta 
were evaluated: (1) a pattern of no human disturbance; (2) a pattern of open 
access and optimal foraging; and (3) a pattern of optimal foraging altered by 
the geographic configuration of enforced institutions. Multivariate regres-
sion models and optimal foraging patterns were used. Statistical tests lent 
support to the third hypothesis. The author finds the use of spatial  analytical 
approaches, together with statistical methods, as particularly useful to  better 
understand the geographic implications of institutional design on human 
behavior and the environmental outcomes that result (Schweik 2000).

A Case Study Using GIS/Remote Sensing to Study 
Amazonian Deforestation

The Amazon region experienced deforestation prior to 1975, but on a small 
scale. The population collapse of indigenous communities through war 
and disease following European discovery resulted in a pattern of small 
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 communities practicing shifting cultivation and moving their settlements 
frequently (Meggers 1971; Roosevelt 1989; Beckerman 1991). Assessments 
using Landsat MSS found that less than one percent of the Amazon Basin 
evidenced deforestation in 1975 (though the resolution of MSS probably hid 
many areas that were in secondary succession). Initiated in 1970, Brazil’s 
Program of National Integration, associated with a major initiative to build 
roads across the Amazon and to settle land along these roads with colonists, 
began to change the rates of deforestation. The east–west Transamazon 
Highway, constructed in less than four years, cut a path from the northeast 
of Brazil to the frontier with Peru. The north–south Cuiabá-Santarém high-
way and the Belem–Brasília highway linked, respectively, the central and 
eastern parts of the Amazon to the central part of Brazil (Moran 1981).

These roads were catalysts of land-cover and land-use change in the 
Amazon. Human settlements, promoted by a series of settlement schemes 
providing incentives and virtually free land, attracted people who quickly 
began cutting forest in order to ensure their claims to land (Moran 1976, 
1981; Smith 1982; Fearnside 1986). For the period up to 1988, Skole and 
Tucker (1993) were able to document that up to 15 percent of the Brazilian 
Amazon had been deforested and seriously fragmented – a rate close to 
0.5 percent per year. This rate actually hides the real local rates of deforesta-
tion. In settlement areas the rates of deforestation were commonly in excess 
of one percent per year, while vast areas remained out of reach of human 
occupation by Brazilian society. Percentages, too, tend to hide the scope and 
magnitude of deforestation in the Amazon: one percent of the Brazilian 
Amazon is equivalent to 50,000 km2 or an area the size of Belgium. Thus, 
while the percentage of deforestation is higher in Ecuador and Mexico’s 
tropical forests, the area being deforested in Brazil is several orders of mag-
nitude larger. Updates by European Union scientists provide a needed reas-
sessment (Achard et al. 2002) and one finds that the “hot spots” of 
deforestation change over time, and very quickly, making it difficult to 
respond effectively to the spatial location of major deforestation events.

Rates of deforestation in the Brazilian Amazon reached an initial peak 
near 1987–8, followed by a notable decline (see Figure 4.3). The drop was 
not a result, as some thought, of more effective conservation or of a more 
effective set of policies, and turned out to be temporary. It was, rather, the 
result of hyperinflation and a serious credit deficit in Brazil. After the intro-
duction of the new currency, and effective control over inflation and 
exchange rates in 1994, the rate of deforestation surpassed (nearly doubled) 
the first peak of 1987–8, generating serious concern for policy makers. This 
second spike in the rate of deforestation can probably be explained by the 
suppressed rates of deforestation from 1988 to 1993, and the opportunities 
that economic stabilization offered. Within two years, deforestation rates 
settled down to the more common rates of about 0.5 percent for the Basin, 
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although in settlement areas the rates remained considerably higher, i.e. 
above 1 percent annually (Wood and Skole 1998; Brondizio et al. 2002; 
Moran, Brondizio, and McCracken 2002).

Land change begins with the clearing of forest through slash-and-burn 
techniques, commonly followed by the planting of annual crops or the crea-
tion of pastures. In some cases, fields are kept in cultivation continuously, 
but this is rare. Only in areas with alfisols of relatively high fertility with favo-
rable texture are there examples of continuous cultivation for over 25 years 
with some crop rotations in place (Moran, Brondizio, and McCracken 
2002). In most places the low nutrient conditions of oxisols and ultisols, 
dominant in over 75 percent of the Amazon Basin, present constraints to 
continuous cultivation without major fertilizer inputs – which remain pro-
hibitively expensive throughout most of the Amazon Basin. Without fertiliz-
ers, farmers have tended to plant pastures and graze cattle at very low 
densities as a preferred strategy. Cattle ranching has a long tradition in Latin 
America and receives favorable treatment by policy makers as a repository 
of value and a hedge against inflation and uncertain economic cycles. It is 
the traditional tool for occupying large areas of the vast frontiers of Latin 

Figure 4.3 Deforestation in the Brazilian Amazon, 1978 to 2007. Modified from 
INPE data 
Source: www.inpe.br
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America with few people and labor scarcity (Walker, Moran, and Anselin 
2000). Thus, Rondonia (predicted in the 1970s to become a center for cocoa 
production) and the Altamira region of Brazil, both of which have patches 
of high-quality soils, are dominated by pasture land (Moran 1988). Less 
than ten percent of the land area is in crops, with less than four percent in 
annual or staple crops (e.g. rice, corn, beans, manioc), and the rest in some 
form of plantation or tree crop (e.g. cocoa, rubber, sugar cane, coffee) 
(Brondizio et al. 2002). Nevertheless, the typical nature of change is one 
from undisturbed forest to a landscape cleared for management for cultiva-
tion or ranching, with a significant component of secondary regrowth on 
abandoned land.

Farmers experiment with a variety of strategies. They tend to clear more 
land than they can manage at the outset, and rates of six percent per year are 
not unusual when first arriving (McCracken et al. 2002). This rate quickly 
drops as farmers realize the high cost of managing regrowth through second-
ary successional dynamics (Moran et al. 1994, 1996, 2000; Moran, Brondizio, 
and Mausel 1994; Moran, Brondizio, and McCracken 2002; Steininger 
1996; Tucker, Brondizio, and Moran 1998; Laurence et al. 2001; Mesquita 
et al. 2001; Zarin et al. 2001, 2002). Those with more favorable biophysical 
initial conditions and some capital move towards plantations and pasture 
formation; those with less favorable conditions continue to combine annual 
crops with modest increments in pastures on lands with exhausted fertility as 
a way of combating the return of woody species by succession. Over time, 
those with favorable conditions tend to evolve a balance of crops and pas-
ture, while those with unfavorable soil conditions, and poor labor and capi-
tal resources, tend to concentrate most of their land in pastures.

Research on causes and driving forces of tropical deforestation reveals 
that neither single-factor causation (e.g. poverty, population growth) nor 
irreducible complexity adequately explain the dynamics of tropical defor-
estation (Geist and Lambin 2001). Deforestation is driven by regional 
causes, of which the most prominent are economic, institutional, and policy 
factors which seem to drive agricultural expansion, logging, and infrastruc-
ture development (Angelson and Kaimowitz 1999; Lambin et al. 2001). 
Logging appears to be a more important driver at the outset of forest clear-
ing in Africa and Asia than in Amazonia, where farming and ranching seem 
to precede logging activities. In Middle America, selective logging (not clear 
cutting) has provided road networks ultimately followed by farmers (e.g. 
Turner, Gardner, and O’Neill 2001). The vastness of the Amazon and the 
precariousness of infrastructure have probably mitigated the impact of log-
ging in the Amazon as a primary driver of land change. Work by Cochrane 
(2000, 2001), Cochrane and Laurance (2002), and Nepstad et al. (1999, 
2000) suggests that loggers are beginning to lead the way in places where 
some primary road infrastructure has been created. 
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Important insights have been gained in recent studies that couple 
 demographic study of household composition in the Brazilian Amazon, 
using survey research, with analysis of land-cover change using satellite 
data. To do this, researchers overlaid the property boundaries on a time-
series of satellite data, which permitted querying changes in land cover at 
both the individual property and the landscape (3,800 properties or 3,800 
square kilometers); see Plate 1 for this overlay. Moreover, it was possible to 
assign each property membership in a given cohort of arriving settlers, 
thereby permitting the stratified sampling to take into consideration cohort 
membership (see Plate 2) and to distinguish between cohort and period 
effects (McCracken et al. 1999; Moran, Brondizio, and VanWey 2005). This 
research has shown that the gender and age structure of households plays a 
key role in the deforestation trajectories of households. As young house-
holds arrive in the frontier they deforest large areas of forest (as a percent of 
the property) in the first five years as they seek to establish their farms. This 
is followed by a steady reduction in annual rates of deforestation and with 
a shift from the annual crops planted upon arrival to provide sustenance to 
more permanent crops such as plantation crops (cocoa, sugar cane) and 
pasture. As time passes, and they progress in their life cycle, they undertake 
a brief increase in deforestation to consolidate their farm and to prepare the 
way for the system of production that will characterize their later years as 
an aging household. The deforestation of mature forest declines over this 
life cycle from 6 percent per year in the early years to steadily declining lev-
els that terminate some 20–25 years later (Brondizio et al. 2002; Evans and 
Moran 2002; McCracken et al. 2002; Moran et al. 2000; Moran, Brondizio, 
and McCracken 2002). This trajectory, moreover, is profoundly affected by 
the biophysical conditions on the property (see Figure 4.4). Farmers with 
fertile soils develop a more diverse portfolio of crops than those with infer-
tile soils who appear to be forced into a mostly planted pasture strategy, 
given the infertility of soils, and do not appear able to develop their farm 
with permanent crops such as cocoa, sugar cane and others which require 
more fertile conditions (Moran, Brondizio, and McCracken 2002).

The study of life cycles in an environmental context is but one example of 
a whole family of examples of what merging remotely sensed data with 
social survey research, econometric analysis and ethnographic approaches 
can do to advance current understanding of the consequences of land-use 
change (Walker 2003). This is an area particularly amenable to integration 
of social science methods and GIS/remote sensing. Another likely examina-
tion is that of cycles of commodity prices in the world market with cycles of 
land use as farmers shift their cropping pattern in response to shifts in com-
modity prices. A sudden drop in, say, soybean prices can result in significant 
areas not being planted the following year if the future’s market suggests 
that prices will remain low.
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A number of recent books provide a superb set of case studies on how to 
link social research with GIS and remote sensing. Fox et al. (2003) bring 
together a substantial number of cases from Mexico, Brazil, Ecuador, 
Thailand, Kenya, Vietnam, China, and other places with a focus on linking 
properties and households in spatially explicit ways using GIS tools. A vol-
ume more oriented towards policy applications is that of Walsh and Crews-
Meyer (2002). Plate 3 illustrates an example from our own work that shows 
the way to use remote sensing and GIS in studying households. In this 
example, we have three properties that exist side by side, and thus where 
differences in biophysical features may not be great, though they could 
exist. We see one property where the owner has cleared far more forest and 
developed it as a farm more than the other two. This kind of “remote” 
observation raises useful questions to take to the field, and to develop use-
ful inferences: what characterizes that household differently from the other 
two? More initial capital? More labor? Factors such as distance to market 
(cf. vonThunen discussion in Chapter 2) are not relevant here. What else 
might be behind this radical difference in farm development? The house-
hold developmental cycle? The two less developed ones being either very 
young or much older household heads? And what sort of development is 

Figure 4.4 Crop choice is affected by soil quality. In this case as the proportion of 
terra roxa estruturada eutrofica (a fertile and well-drained alfisol) increases, it is 
possible to diversify the crop portfolio away from mostly pasture to other crops such 
as cocoa and sugar cane
Source: ACT data; see publications in www.indiana.edu/~act
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undertaken? Pasture? Crops? Agroforestry? These choices, evident in the 
classification, lead to reasonable inferences about the household’s situa-
tion, and decision making.

Urban–Rural Spatial Dynamics

Most researchers studying land-use and land-cover change have ignored the 
role of urban areas in driving land-cover conversion and bringing about 
environmental change – and even Marx connected urban development to 
rural environmental degradation (Foster 1999). The data from orbital satel-
lites are well suited for providing information to analyze a number of impor-
tant environmental changes. However, there is very little agreed upon with 
regard to the methods for systematically characterizing urban land cover 
and examining land use in an urban context. Part of the challenge is defining 
the difference between urban and rural so that change can be adequately 
assessed (e.g. the expansion of urban areas into peri-urban and rural land-
scapes over time accompanying population growth and development). Land 
cover is the most important source of anthropogenic change on the planet 
(Turner, Meyer, and Skole 1994; Lambin et al. 1999). The conversion of 
forest and grasslands to agropastoral uses has received the most attention by 
scientists because of its link to deforestation, biodiversity loss, and carbon 
emissions (Walker and Steffen 1997). This has resulted in a relative neglect 
of urban studies focusing on land-cover change, which is now being 
 corrected.

Much of the research conducted by the remote sensing community in the 
urban context has either been concerned with management and planning or 
with the general problem of urban expansion (Jensen 1983; Jensen et al. 
1994). This focus on urban and suburban expansion (and sprawl in the 
North American context), though implicitly connected to larger concerns 
about the environment and the consumption and exploitation of material 
resources and energy, has not been explicitly linked to regional land-use and 
land-cover conversion processes occurring on the periphery of urban centers 
or their surrounding regions, particularly in the developing world. There are 
a few cases where urban expansion and influences upon the urban fringe 
have been analyzed. However, these analyses have focused on North 
American (Canadian), European, and Chinese locations (examples include, 
respectively, Treitz, Howard, and Gong 1992; Wu 1998; Antrop 2000) that 
have a long history of dense urbanization. These studies’ focus is on to the 
general measure of urban expansion, rather than on regional land use and 
conversion. This is a serious oversight, albeit partly produced as a conse-
quence of technological limitations. All around the globe, including areas 
like the Amazon region, a process of rapid urbanization is underway. Urban 
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areas are the loci of human activities, and urban interests increasingly drive 
rural land-cover change (Browder and Godfrey 1997). Urbanization con-
centrates populations and results in significant impacts on land, water, 
materials, and energy. Thus, to understand land-cover change, one must 
study the process of urbanization itself.

Currently there is no standardized description of urban land cover; nor is 
there a generally accepted definition of a city (Davis 1969; Whyte 1985; 
Foresman, Pickett, and Zipperer 1997; Lambin et al. 1999). In Peru, urban 
areas are defined as “populated centers with 100 or more dwellings,” while 
in Japan urban is defined as places having 50,000 or more inhabitants (UN 
1994). There is a mismatch between administrative boundaries and actual 
built-up land, and the human population is therefore over- or underrepre-
sented depending on city boundaries (UN 1994). This problem is a result of 
administrative boundaries routinely lagging behind urban growth and areal 
expansion. Despite the lack of a globally recognized definition of a city, it is 
possible to determine urban characteristics of land cover and land use using 
remotely sensed imagery gathered from satellites and airplanes. Land-cover 
classification approaches that rely on Landsat MSS and TM imagery (79- 
meter and 30-meter resolutions, respectively), also often fail to capture 
urban land cover because the resolution is too coarse for adequately captur-
ing the complexity of the urban landscape (see Plate 4 contrasting TM with 
Quickbird views of the same urban area). This is also due in part to the use 
of image classification techniques that rely primarily on the spectral infor-
mation in the image without adequately incorporating texture or spatial 
structure. The primary limitation in the developing world, however, is access 
to adequate financial resources and technology to acquire and make use of 
detailed remotely sensed imagery.

High spatial resolution imagery in the form of aerial photographs has 
been available for close to a century in some parts of the world but is costly 
to acquire and process. In the past forty years, with the advent of remotely 
sensed satellite imagery, it has become possible to classify and analyze much 
larger portions of the earth’s surface. Concurrently, a greater range of clas-
sification and accuracy has become possible as a result of technological 
improvements that have increased the range of observations of physical 
properties of the objects/surfaces being imaged. These advantages result 
from the use of a wider range of the electromagnetic spectrum – beyond 
normal human vision – and the use of radar and laser systems (see for 
instance textbooks on remote sensing and image analysis by Jensen 2005 
and 2007). At the same time that advancements have been made using a 
variety of methods to determine the physical properties of the earth’s sur-
face and the objects on it, there have also been improvements in the resolu-
tion or grain at which those properties can be observed. Cowen and Jensen 
(1998) suggest that in order to capture better than a USGS Level 1 urban 
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classification, it is necessary to use imagery with a ground resolution of bet-
ter than 20 meters and for many urban applications better than half a meter. 
These are now available in a variety of satellites such as IKONOS, 
Quickbird, and others (see Plate 4 for an example of these submeter images, 
contrasting them to a Landsat TM image for the same area). For informa-
tion on appropriate spatial and temporal scales, see Cowen and Jensen 
(1998). They also state that remote sensing can only provide a suggestion 
of the details of human activity.

To capture the complexity of the urban landscape, it would be useful to 
create an urban–rural gradient or transect of the transitions from one condi-
tion to the other (including urban areas that may end up over time aban-
doned and reclaimed for other uses). One can begin such an approach by 
defining the elements that characterize urbanization (McDonnell and Pickett 
1990) and standardizing them across world regions (Whyte 1985). In doing 
this, there are considerable advantages to using remote sensing. However, 
the use of remote sensing in capturing urban elements is challenging, par-
ticularly in representing accurately the complex mosaic of human modifica-
tions and built structures (Zipperer et al. 2000). Urban areas vary in terms 
of density of dwellings, the three-dimensional structure of buildings, the 
types of construction materials used, and the amount and type of vegetation 
present, among other factors. It is important to recall that from the outset, 
the Chicago School of Human Ecology thought in spatially explicit terms, 
and incorporated a notion of succession in their propositions. Unfortunately, 
this emphasis was abandoned and sociologists explicitly moved away from 
it (Hawley 1986).

The first requirement of developing standardized methods is to represent 
the range of physical, biological, and socioeconomic variations present 
(Moran 1995). In urban areas this means coming up with a gradient of cities 
that combines population size, spatial settlement patterns, and differences in 
settlement history. Population size and differences in settlement history can 
be obtained largely from census and archival research and help in defining 
the number of urban area types that might be desirable to characterize. The 
spatial settlement pattern, particularly as it relates to the type and distribu-
tion of land covers, can probably best be done by combining Landsat TM 
with aerial videography. Aerial videography captured in digital image for-
mat can be made into a mosaic, visually analyzed, and then classified using 
automated methods to compare with TM imagery (Hess et al. 2002). This 
can be further improved with the use of either Quickbird or IKONOS 
imagery (the former with 61 cm spatial resolution in panchromatic and 
2.4 m in multispectral, and the latter with 1 m panchromatic and 4 m multi-
spectral) should funds be available for this detailed imagery. The drawbacks 
of using aerial videography and the high spatial resolution IKONOS and 
Quickbird imagery are the cost, storage, and processing requirements. 
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However the clarity of observations is an enormous advantage, as is clear 
from Plate 4 and from casual use of Google Earth.

Aerial videography can help to identify precisely the components of urban 
land cover. The better-than-one-meter resolution of aerial videography per-
mits a refined observation of components of the landscape, such as types of 
roofs, number of trees in backyards, quality of roads, size of buildings, types 
of infrastructure, and water bodies. These observations can be used to build 
a library of reflectance spectra for urban materials. It is then possible to 
derive Vegetation-Impervious Surface-Soil (VIS) fractions (Ridd 1995) for 
each TM pixel using spectral mixture analysis, eventually resulting in the 
development of maps of land-cover change based on the VIS components 
(Madhavan et al. 2001; Powell, Roberts, and Hess 2001). This approach 
seeks to address the problem of spatial resolution associated with that 
Landsat TM. Its 30 m pixels capture multiple urban surface materials, hence 
each pixel is made up of heterogeneous urban structures that hide the dis-
tinct urban components (Roberts et al. 1998). Selecting end members for 
spectral mixture analysis is particularly problematic in urban areas because 
of the great variety of materials used in the construction of buildings, roads, 
and other urban surfaces. Simple spectral mixture analysis will not model 
successfully the components of the urban landscape.

A variation of spectral mixture analysis that allows each pixel to be mod-
eled as different end-member combinations (known as multiple end-member 
spectral mixture analysis) seems to overcome this problem (Roberts et al. 
1998). Urban materials can then be grouped minimally into three classes: 
vegetation, impervious surfaces, and soils. These quantities can be compared 
regardless of local environment or construction materials (Ridd 1995). This 
approach eventually permits the comparison of urban land-cover change 
with the socioeconomic structure of cities over time and space. If a suffi-
ciently detailed time series is constructed (Powell, Roberts, and Hess 2001), 
it is then possible to develop inferences about the behavior of households in 
and around their buildings and other structures of land cover. This approach 
is advantageous in that it provides a gradient of change that can be used to 
determine transition from urban to rural, although this is also dependent on 
the land cover of the surrounding region.

One approach to linking urban households to the satellite imagery at a 
cluster-of-households-level is to infer the behavior of households by generat-
ing historical maps of change in the urban–rural gradient. This can provide 
valuable information about the transformations experienced by households 
in urban areas over time. For example, if one takes a small urban area in the 
Amazon frontier, one will see thatch roofs dominating cover of houses, with 
only a few tile roofs indicative of the elite families from the period before 
growth and development that began in the 1970s across that region (Moran 
1993; Wood and Perz 1996). After that, one sees replacement of many thatch 
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roofs with corrugated fiberglass, and the thatch roofs moving to the outskirts 
in what may be called shanty towns. Over time one will see these shanty 
towns improve in quality and this can be measured by the shift in materials 
used in houses and roofs, by the paving of roads, by the dispersion of ware-
houses from the riverside towards the roadsides, and by the planting of trees 
on promenades and in large patios surrounding the houses of the elite. These 
too will be more numerous and move towards peri-urban areas and away 
from the river towards the road to indicate the shift in economic infrastruc-
ture that marks the importance of road transportation and the decline of river 
transport. As the urban area grows, and the number of warehouses increases, 
indicating the growth of commerce, one can see shifts in land cover in the 
rural areas. This may be measured by the shift from smaller to larger proper-
ties, and from subsistence cultivation plots to larger pasture-dominated 
ranches – a preferred form of land use by absentee owners living in the city. 
The measurement of these shifts is possible using the techniques mentioned 
above, and inferences about economic development, population change, and 
social stratification can be derived with reasonable accuracy.

Analysis of land use and land cover in urban areas, along the urban 
fringe and urban periphery, and analyses that incorporate holistic objec-
tives seeking to characterize and model processes of urbanization in rela-
tion to the surrounding landscape, would include methods that incorporate 
a larger variety of land-use/cover classes (LUCC) classes and buffering 
techniques that take into account the shape and the population density of 
urban centers. Frequently, in spatial analyses that use buffers, the buffers 
are arbitrary or they are derived using linear distances from a given point, 
line, or polygon. Other buffer methods are possible that use shapes that 
take into account human or biophysical processes, including ellipses 
that incorporate  directional processes, and region boundaries that are pro-
duced using raster rule-based boundaries that incorporate topography (or 
a cost distance) and natural barriers (rivers, water bodies, cliffs, etc.) (for 
examples, see Evans 1998).

Alternative methods for quantifying LUCC for the regional landscape 
would also include alternative spatial sampling procedures, such as hexago-
nal, triangular, or rectangular (square) grids of predetermined size, provid-
ing a strategy that compares many like-size regions rather than the unequal 
areal extents that are frequently produced by using uniform buffers. 
Alternatives also include the use of different classification techniques that 
produce change-based LUUC classes, rather than hard single-time-period 
classes or classifications that are based on fuzzy or gradient classes (continu-
ous rather than discrete). Methods should also be borrowed from landscape 
ecology that derive landscape fragmentation metrics for landscapes, indi-
vidual classes, and patches. Methods for deriving landscape fragmentation 
metrics have found great utility in landscape ecology (Turner 1989; Baker 
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and Cai 1992) and should also be considered for use in the analysis of 
urban–rural landscape processes.

A final methodological component for the improvement of, and incorpo-
ration into, such analyses is the use of texture or spatial structure. Much 
LUCC research uses remotely sensed imagery that is classified by methods 
that rely on spectral differences but that do not take into account very well 
the texture or overall spatial structure of the data. Two ways to address this 
are to (1) incorporate image (spatial) texture derived from neighborhood-
based (kernel) calculations; and, (2) include geostatistical metrics derived 
from spatial variation in the data via the use of the semivariogram. 
Incorporation of texture is important in urban regions because of the spec-
tral heterogeneity that is often encountered in such regions, but it has also 
recently found application in forest analyses. The semivariogram is used 
most frequently for modeling continuous (and often sparse) data: however, 
there has been recent application of its use for modeling differences between 
urban and nonurban regions from remotely sensed imagery (Brivio and 
Zilioli 2001). These methods when incorporated with methods already 
developed that use image- derived data and spatial data, such as census tract 
or block group population and household structure (e.g. Cowen and Jensen 
1998), provide many opportunities for improving the description and mod-
eling of urban, urban–rural, and environmental change.

Modeling and GIS

In contemporary modeling one large divide we see is between those who 
model in a spatially explicit fashion, and those who do not. A model is spa-
tially explicit when it differentiates behaviors and predictions according to 
spatial location (Goodchild and Janelle 2004), and where the data are 
 geolocated as part of the analysis. This is important because it allows the 
modeler to include the impact of heterogeneous space in the outcome of 
the model; and because the spatial properties of the outcomes are important 
in assessing the success of the model in predicting outcomes.

Models present an appealing means to explore what social and biophysi-
cal dynamics may have been present. The land-use/land-cover change com-
munity has used various techniques for modeling complex social-ecological 
systems. Examples include spatial interaction models, cellular automata 
(Clarke and Gaydos 1998; Messina and Walsh 2001), and dynamic systems 
models (Evans et al. 2001). Agent-based modeling approaches have been 
used to explore the decision-making processes of land managers in the con-
text of spatial and social interactions. Reviews of applications of agent-
based models (ABMs) to land-cover change scenarios have demonstrated 
the utility of a local-level representation of land-use decision making (Berger 
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and Parker 2002; Parker et al. 2003). Early ABMs were comparatively 
abstract representations that explored fundamental aspects of spatially 
explicit systems but were not necessarily related to specific real-world 
 applications (e.g. Epstein and Axtell 1996). Recent applications of ABMs 
have produced comparatively complex representations of social-ecological 
systems (Berger and Ringler 2002; Hoffmann, Kelley, and Evans 2002; An 
et al. 2005; Brown et al. 2005). Berger and Parker (2002) characterize these 
models in terms of whether environmental and agent model components are 
empirically grounded or designed but not substantiated.

A fundamental reason why agent-based approaches are an effective tool 
for exploring the complexities of land-cover change processes is the spa-
tial pattern and heterogeneous nature of actors and topography found in 
many geographic locations. Land-cover patterns are highly correlated with 
topographic distribution in many cases. However, in addition to these 
land- suitability heterogeneities is the variety of landowner characteristics, 
histories, and experiences that contribute to the overall complexity in land-
use/land-cover change dynamics. Koontz (2001) found that while the 
majority of landowners in a 1997 household-level survey noted nonmon-
etary reasons in their land-use decision making, the relative importance of 
nonmonetary factors varied by the size of the parcel owned by the land-
owner, household income, and educational attainment.

A particular challenge with modeling historical land-cover change is to 
develop an understanding of how path dependence and initial conditions 
determine specific future land-cover change trajectories. Previous research 
has explored the roles of initial conditions and path dependence in land-use 
modeling (Atkinson and Oleson 1996; Wilson 2000; Balmann 2001; Brown 
et al. 2005). In ABMs there are particular sensitivities in the initial condi-
tions for land-use scenarios (Brown et al. 2005). Sensitivity analysis has 
proven a valuable tool to explore the impact of these historical uncertainties 
in the development of agent-based and other spatially explicit models of 
land-cover change.

In agent-based modeling, a major challenge is the development of explicit 
datasets to validate the agent interactions and heterogeneities in models 
(Manson 2002). Several disciplines have strong traditions of laboratory- 
and field-based experimental methods that have proven helpful in the 
design and development of behavioral models. In particular, psychology and 
economics have considerable literatures drawing on controlled experimen-
tal scenarios to explore key aspects of decision-making processes such as risk, 
cognition, bargaining, and trust. To a lesser extent, experimental approaches 
have been applied in anthropology (Henrich et al. 2001; Bernard 2002), 
political science (e.g. Ostrom, Gardner, and Walker 1994), and sociology 
(Kanazawa 1999). There has clearly been some reluctance to the adoption 
of experimental methods in disciplines such as anthropology (e.g. Chibnik 
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2005), but in each of these disciplines there is tacit acceptance of  experimental 
methodologies within subdisciplinary fields. Two classic experimental 
designs are the Prisoner’s Dilemma (e.g. Ostrom, Gardner, and Walker 1994; 
Wedekind and Milinski 1996; Milinski and Wedekind 1998) and the 
Ultimatum Game (e.g. Henrich et al. 2001; Oosterbeek, Sloof, and Van De 
Kuilen 2004), both of which have been conducted and replicated with 
 varying subject populations and have resulted in numerous derivative 
experiments .

There are limited examples of spatial representation in experimental 
research. Spatial cognition research has employed the use of human subjects 
for experiments integrating principles from psychology and geography, and 
there is considerable research in this particular area (e.g. Golledge 1999; 
Klatzky et al. 2002). However, the objective has focused on aspects of cogni-
tion and perception rather than the dynamics of economic contexts. One of 
the most widely cited examples of spatially explicit experimental research is 
Schelling’s segregation model (1971, 1978). Despite the prevalence of spa-
tial methods such as GIS, cellular automata, and agent-based modeling 
in land-use/land-cover change research, and the contributions of economics 
to land-use theory, there are relatively few examples of experimental appli-
cations to land-use management in recent literature (the work of Bousquet 
et al. (2002), Wilke, Hutchinson, and Todd (2004), and Goldstone and 
Janssen (2005) are exceptions).

Another challenge in agent-based modeling (ABM) of land-cover change 
is the difficulty in balancing the complexity within the social and biophysi-
cal components of a model. Previous ABMs of land-cover change have 
incorporated relatively basic forest dynamics (e.g. Evans and Kelley 
2004). The ABM community has made considerable progress in designing 
 complex decision-making dynamics in agent-based models of land-cover 
change, and there is now an opportunity to couple these dynamics with 
more  sophisticated representations of forest regrowth processes. Models of 
recovering forest dynamics require an understanding of the drivers of 
resource heterogeneity that determine the structure and composition of for-
est communities through time. Typically, two distinct forms of heterogeneity 
are defined; exogenous heterogeneity describes differences in the physical 
environment, including topography, climate, and soil characteristics, while 
endogenous heterogeneity describes those aspects of resource heterogeneity 
induced by the spatial dynamics of the forest community. Processes such as 
tree establishment and mortality are the primary cause of endogenous het-
erogeneity that can have a substantial effect on the trajectory of recovering 
forest dynamics. For example, an analysis of a forest recovery chronose-
quence in Venezuela indicated that the forest biomass was still increasing 
almost 200 years after abandonment of slash-and-burn agriculture 
(Saldarriaga et al. 1988). Subsequent analysis demonstrated that the slow 
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rate of forest recovery was almost entirely caused by the presence of height-
structured competition, successional diversity, and the demography of age- 
and size-structured populations (Moorcroft, Hurtt, and Pacala 2001). The 
important role that endogenous heterogeneity plays in forest dynamics has 
been recognized and addressed through the early and continued develop-
ment of “gap models” (Botkin, Janak, and Wallis 1972; Shugart and West 
1977; Smith and Urban 1988; Pacala et al. 1996). These models simulate 
the stochastic nature of the birth, growth, and mortality of individual trees 
within a small, forested area.

The application of gap models over large spatial extents has historically 
been limited by the computational difficulty of simulating individual-based 
demographic processes that occur in single gaps (15 m × 15 m) within land-
scapes that cover 100–1000 km2. However, a number of recent strategies 
have been developed to accommodate the disparity between these fine-scale 
processes that determine forest dynamics and the need for broader-scale 
descriptions of vegetation dynamics within recovering landscapes. These 
include the development of Markov transition models based on underlying 
individual dynamics (cf. Acevedo, Urban, and Ablan 1995), and the deriva-
tion of partial differential equations that describe the underlying “statistical 
mechanics” of the individual-based models (Hurtt et al. 1998).

Europe’s rural areas are expected to witness massive and rapid changes in 
land use due to changes in demography, global trade, technology, and 
enlargement of the European Union (Verburg, Eickhout, and Van Meijl 
2008). Changes in demand for agricultural products and agrarian produc-
tion structure are likely to have a large impact on landscape quality and the 
value of natural areas. Most studies address these changes either from a 
macroeconomic perspective (focusing on changes in the agricultural sector) 
or from a local perspective (by analyzing recent changes in landscapes for 
small case studies).

Verburg, Eickhout, and Van Meijl (2008) describe a methodology in 
which a series of models has been used to link global level developments 
influencing land use to local-level impacts. They argue that such an approach 
more properly addresses the processes at different scales that give rise to the 
patterns of land-use dynamics in Europe. An extended version of the global 
economic model (GTAP) and an integrated assessment model (IMAGE) are 
used to calculate changes in demand for agricultural areas at the country 
level while a spatially explicit land-use change model (CLUE-s) was used to 
translate these demands to land-use patterns at one square kilometer resolu-
tion. GTAP ensures an appropriate treatment of macroeconomic, demo-
graphic, and technology developments and changes in agricultural and trade 
policies influencing the demand and supply for land-use related products – 
while IMAGE accounts for changes in productivity as result of climate 
change and global land allocation. The land-use change simulations at a 
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high spatial resolution make use of country-specific driving factors that 
influence the spatial patterns of land use, accounting for the spatial varia-
tion in the biophysical and socioeconomic environment. Results indicate the 
large impact abandonment of agricultural land and urbanization may have 
on future European landscapes. Such results have the potential to support 
discussions on the future of the rural area and identify hot spots of land-
scape change that need specific consideration. The high spatial and thematic 
resolution of the results allows the assessment of impacts of these changes 
on different environmental indicators, such as carbon sequestration and 
biodiversity. The global assessment allows, at the same time, to account for 
the tradeoffs between impacts in Europe and effects outside Europe.

This sort of complex coupling of models at different scales of resolution 
would be inconceivable without a spatially explicit approach, and a data-
base supporting such models (CLUE model, widely used in Europe, cf. 
Veldkamp et al. 2002 where they discuss applications of the CLUE frame-
work).The CLUE model simulates land-use and land-cover change using 
time steps of one year. It consists of a demand and allocation module. The 
demand module estimates the demanded physical output from agricultural 
land-use systems at the highest aggregation level considered. The allocation 
module calculates spatially explicit land-use and land-cover change at the 
level of individual cells (for different resolutions) considering changes in 
national demands as well as site-specific values of biophysical and socioeco-
nomic variables. The next chapter explores the challenges and approaches 
to multi-scale and multi-temporal research implicit in these models.
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Scale issues in the study of ecological phenomena are of fundamental 
 importance. The natural sciences have long understood the importance of 
scale (though not always adequately dealt with its implications). Research 
regarding scale in the social sciences, in contrast, has been less explicit and less 
precise (Gibson, Ostrom, and Ahn 2000). Research on human–environment 
interactions demands that one address interdisciplinary work on scaling across 
the natural/social science divide. Very recently, provocative notions have been 
proposed that rethink the scale issue (Manson 2008). According to Manson, 
scale pervades interdisciplinary research on human–environment systems, yet, 
he asks, “Does scale exist?” More precisely, can one definition of scale meet 
the multiple needs of research on human– environment systems? The challenge 
comes from the multidisciplinary nature of human–environment research, 
with each discipline bringing  different and often conflicting scale concepts 
(cf. Marston 2000 on the growing body of scholars who view scale as “socially 
constructed”).

The geographic literature is particularly rich in the social sciences in dis-
cussing the importance of scale (Marceau 1999; Sheppard and McMaster 
2004). Scale is recognized as a fundamental concept in describing the hier-
archical organization of the world – particularly with regard to spatial scale. 
Note that scale can refer to the size of the unit of analysis, and to spatial 
scale, with different size “grid cells” embedded in one another to represent 
different spatial scales. In turn, these two uses of the term do not “map 
onto” institutions and other social phenomena easily. Environmental 
 problems such as the impact of climate change on ecosystems require an 
understanding of how processes operate at different scales and how they 
might be related across scales. While disciplinary differences persist, there 
has been steady progress, and convergence, towards ways to deal with the 
scale issue across the social sciences and in human–environment research 

5

Multi-scale and Multi-temporal 
Analysis
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(for an excellent overview of the concept of scale across the social sciences 
and ecology, see Gibson, Ostrom, and Ahn 1998, 2000).

At the heart of the challenge posed by multi-scale analysis lies the differ-
ence between microscopic analysis (i.e. focusing on the individual, small 
group, intra-community interactions, the local) and macroscopic analysis, 
which tends to focus more on structural conditions such as institutions, 
social organization, ecosystems, and biomes (Alexander et al. 1987). We 
find this distinction across the natural and the social sciences (e.g. microeco-
nomics vs. macroeconomics; plot analysis in biology vs. ecosystem analysis 
and global biology and so on). It has been easier in analysis to let these two 
scales be treated as largely distinct from one another – and to ignore the 
connectivity between local level processes and larger, more inclusive scales. 
A scale is separable from other scales as an analytical convenience, yet its 
separableness is not a reflection of reality, nor of the interconnectivity of 
events in time and space.

Particularly in the area of common-pool resources, for several decades the 
focus was on community-based resource management case studies that were 
used to develop and advance theory. This made it easier to observe the proc-
esses of self-governance, given the relative simplicity of local scale dynamics. 
However, it also immediately raised issues of scale: to what extent do the 
findings of small-scale, community-based interactions scale up to regional 
or global commons? While one might scale up, some investigators con-
cluded, there are likely to be new and different principles operative at higher 
scales (Berkes 2006).

This separation between local and global analyses has begun to change 
as a growing number of scholars began to focus on human–environment 
interactions at a variety of scales, and on cross-scale interactions. Whether 
one examines institutions or cross-scale interactions between stakeholders, 
air pollution, or carbon emissions, one is soon faced with the implications 
of these interactions: higher level government regulators, for example, can 
access and mobilize information and resources that strengthen their power 
and thereby weaken trust and cooperation by lower level stakeholders 
whose role is diminished. Thus, how higher level institutions use their 
power in relation to lower level institutions can determine the effectiveness 
of these cross-scale interactions and their success in managing some envi-
ronmental resource (Adger, Brown, and Tompkins 2005). There is, to date, 
no accepted typology for cross-scale linking of institutions. The term co-
management is used to capture these multiple arrangements but Berkes 
(2002) finds that this term hides the complexity of the cross-scale dynamics 
of institutional change. Preferable, it is argued, may be an approach that is 
better described as “adaptive management.” The development of adaptive 
management focuses on how local groups self-organize, learn, and actively 
adapt to and shape change with social networks that connect institutions and 
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organizations across levels and scales, and that facilitate information flows 
(Olsson, Folke, and Berkes 2004).

This challenge of cross-scale and multi-scale analysis is made clear by an 
examination of air pollutants, such as mercury, ozone, and persistent organ-
ics. Such pollutants can be transported over scales from about one hundred 
to several thousands of kilometers, and thereby across state, national, and 
even continental boundaries. Regulating and managing these pollutants 
requires dealing with local, state, national, and international political, 
 economic, and cultural differences across geographic scales (Bergin et al. 
2005). A central challenge of understanding cross-scale interactions is the 
inherent complexity of ecological systems and human systems (Liu et al. 
2007a, 2007b). The origin of this complexity arises from the very diversity 
of organisms in such systems and from the nonequilibrium, nonlinear, his-
torically contingent, self-organizing behaviors that they exhibit (Cadotte, 
Drake, and Fukami 2005). Capturing the behavior of these human– 
environment systems is difficult even when we can collect large amounts of 
data because of the diversity of conditions, many of which are difficult to 
replicate. To address this challenge we need to combine laboratory approaches, 
computer-based simulations and modeling, historical and field studies by 
teams of scientists from many disciplines to overcome the persistent trap of 
thinking that this study at this scale represents the human–environment 
interactions across scales.

In a number of disciplines, where attention to the local reigns supreme, 
such as anthropology, and among many well-intentioned social and bio-
logical scientists, there exists what has been called “the local trap” in which 
it is assumed that organization, policies, and action at local scale, are inher-
ently more likely to have the desired social and ecological results than activ-
ities organized at higher scales. However, there is nothing inherent about 
any scale, and even local scale is profoundly influenced and dependent on 
higher scales. It is necessary to view each scale, even local ones, as interact-
ing with other scales, and it is in the cross-scale process that desirable or 
undesirable outcomes are produced (Brown and Purcell 2005). One way to 
move forward that has been proposed is “distributed assessment systems,” 
characterized by multi-scale assessments that engage local, regional, and 
national stakeholders in the co-production of assessments thereby address-
ing this necessary sensitivity of the multi-level nature of environmental 
problems (Cash 2000). The convergence of scholarship addressing “knowl-
edge co-production, mediation, translation, and negotiation across scale-
related boundaries may facilitate solutions to complex problems that 
decision makers have historically been unable to solve” (Cash et al. 2006). 
Among the challenges faced by stakeholders and decision makers in the 
process of cross-scale assessments, one can note in particular that of match-
ing scales of biogeophysical systems with scales of management systems, 
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avoiding scale discordance (i.e. matching the scale of the assessment with 
the scale of management), and accounting for cross-scale dynamics (Cash 
and Moser 2000).

This view from the social sciences is matched by analysis from the natural 
sciences. Constanza et al. (2001) note that large scale ecosystems are not 
simply larger versions of smaller systems, and micro-scale ecosystems are 
not merely microcosms of large scale systems, but that they operate at dif-
ferent levels and exhibit distinct patterns. Therefore, traditional manage-
ment practices that do well at the local level should not be expected to do 
equally well in handling activities organized at the continental or global 
scale. Likewise, efforts to apply a national or global logic to local systems 
are likely to result in local ecosystem destruction. “The challenge is to match 
ecosystems and governance systems in ways that maximize the compatibil-
ity of these systems” (Constanza et al. 2001). They argue for the use of a 
combination of a broad global database, a large pool of local case studies, 
and the use of simulation modeling to test hypotheses, discover emergent 
properties of differently scaled systems, and to find matches between gov-
ernance systems and ecosystems at a variety of scales.

One solution to this challenge was offered by full-scale integrated assess-
ment models (IAMs) that allow many components of the global climate 
change problem to be examined in one framework. The main advantage of 
IAMs over less complete modeling frameworks is that the socioeconomic 
and environmental consequences of policy choices can be evaluated in their 
totality. However, the highly aggregated functional forms that IAMs cur-
rently use lack sufficient regional and local detail to be totally credible. 
Easterling (1997) argues that one needs regional studies in order to arrive at 
credible IAMs, and a cross-scale exercise that involves both regional and 
global integrative modeling. This is a position that a sizable portion of the 
environmental social science community has come to, and they have suc-
cessfully pushed both the natural and social sciences towards regional mod-
eling, as a meso-level that allows for consideration of both local and global 
phenomena.

Geist and Lambin (2002) used a different approach, but one that shows 
the complexity of matching scales. They analyzed the proximate causes and 
underlying driving forces of deforestation, including their interactions, as 
reported in 152 subnational case studies. They show that tropical defor-
estation is driven by identifiable regional patterns and that prior studies 
had given too much emphasis to population growth and shifting cultivation 
as primary causes of deforestation. Analysis of these 152 studies shows that 
tropical forest decline is determined by different combinations of various 
proximate causes and underlying driving forces depending on both geo-
graphic and cultural contexts. Some of these combinations are robust across 
regions of the globe (such as the role of market economies and the  expansion 
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of permanently cropped land), whereas most of them are region-specific. 
Their findings challenge single-factor explanations that put most of the 
blame of deforestation upon shifting cultivators and population growth. 
Rather, the analysis reveals that, at the underlying level, public and indi-
vidual decisions largely respond to national- to global-scale economic 
 policies, and that, at the proximate level, regionally distinct modes of agri-
cultural expansion, wood extraction, and infrastructure expansion (espe-
cially road building) prevail as causes of deforestation. The study shows 
just how proximate causes and underlying driving forces affect forest-
cover changes in a given location and how policy instruments need to be 
sensitive to this complexity if they are to achieve the goal of forest conser-
vation in any given area. Notable also is the use of qualitative comparative 
analysis (QCA [Ragin 1987]) by Rudel (2005) as a way of extending the 
generalizability of his study of forests. QCA is an analytic technique that 
uses Boolean algebra to implement principles of comparison used by schol-
ars engaged in the qualitative study of macro-social phenomena. Typically, 
qualitatively oriented scholars examine only a few cases at a time, but 
their analyses are both intensive – addressing many aspects of cases – and 
 integrative – examining how the different parts of a case fit together, both 
contextually and historically. By formalizing the logic of qualitative analysis, 
QCA makes it possible to bring the logic and empirical intensity of qualita-
tive approaches to studies that embrace more than a handful of cases – 
research situations that normally call for the use of variable-oriented, 
quantitative methods.

An Approach to Multidisciplinary, Multi-scale Research

The approach proposed here is not presented as an ultimate solution for the 
challenges posed by multi-scale research. Rather, it is presented as a realistic 
approach that has been used successfully by a sizable research group across 
a large number of sites, in different countries, and in different continents 
that allows for multi-scale comparative analysis across the natural and social 
sciences. This work was facilitated by center-level funding by the National 
Science Foundation from 1996 to 2006, and by Indiana University, and was 
based at the Center for the Study of Institutions, Population and Environ-
mental Change (CIPEC, cf. Moran and Ostrom 2005 for a synthesis, or 
check the website of the Center, www.indiana.edu/∼cipec). Moreover, the 
approach was taught for seven of those years at an intensive Summer 
Institute that shared these approaches with 132 faculty members and 
advanced graduate students from 34 countries that have since then pro-
ceeded to apply these approaches in their work. Obviously, they have 
adapted the overall approach to meet their particular goals but there is a 
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consistency of approach that has proven robust. While the approach focused 
on forest ecosystems and on land-use and land-cover change, it has broader 
applicability.

Contemporary attention in the research community and in policy circles 
to the “human dimensions of global environmental change” offers a rare 
opportunity for integrative studies. Policy makers and the physical sciences’ 
community acknowledge the central place of humans in environmental 
modification (Vitousek et al. 1997; Peck 1990) and thus implicitly accept 
what the social sciences might have to say about it. Solutions to contempo-
rary environmental problems require the integration of experimental and 
theoretical approaches at a variety of levels of analysis, from local to global 
(Levin 1998).

Contemporary environmental social science builds on the past experience 
of scholars working on human–environment interactions, but must perforce 
go beyond those approaches. Generally agreed upon ways of selecting sam-
ple communities or sites and what data is to be collected across highly vari-
able sites must be undertaken despite significant differences in environment, 
culture, economy, and history (Moran and Brondizio 2001). Approaches of 
the past emphasizing equilibrium and predictability that were necessary to 
test null hypotheses do not serve this research agenda well, as they hide the 
dynamic processes of ecosystems – and patches within ecosystems. Dynamic, 
stochastic ecosystem models are necessary to address the questions of global 
environmental change (Xu and Li 2002; Walker, Perez-Barberia, and Marion 
2006). Environmental social scientists need to use such approaches to engage 
issues, for example, of ecosystem restoration (Pietsch and Hasenauer 2002; 
Mitsch and Day 2004), biodiversity (Tilman 1999; Nagendra 2001; Wätzold 
et al. 2006), agroecology (Vandermeer 2003; Wojtkowski 2004), and defor-
estation (Skole and Tucker 1993; Kaimowitz and Angelson 1998; Moran 
and Ostrom 2005; Lambin and Geist 2006).

One of the first steps in developing an approach across the natural and 
social science disciplines to facilitate multidisciplinary multi-scale research 
is to have a lingua franca, a set of tools that facilitate communication and 
that are inherently multi-scale or permit aggregation and disaggregation 
without serious loss of information. Such a set of tools is provided by 
geographic information systems (GIS) and the techniques of satellite 
remote sensing (see Chapter 4 for a full discussion). Remote sensing from 
satellite platforms such as the National Oceanographic and Atmospheric 
Administration (NOAA)’s AVHRR sensor, the National Aeronautics and 
Space Administration (NASA)’s Landsat Thematic Mapper (TM), and the 
French SPOT satellite provide information of considerable environmental 
richness for local, regional, and global analysis (Conant 1978, 1990; 
Liverman et al. 1998; Moran and Brondizio 1998; Brondizio 2008). For 
analysis of global processes of large continental areas such as the entire 

9781405105736_4_005.indd   989781405105736_4_005.indd   98 11/13/2009   1:01:20 PM11/13/2009   1:01:20 PM



Multi-scale and Multi-temporal Analysis 99

Amazon Basin, NOAA’s AVHRR is the most appropriate satellite sensor 
because of its daily coverage, despite its coarser resolution. More recently, 
MODIS, a mid-range resolution satellite with 250 m spatial resolution 
that provides daily coverage, has been used and connected to finer resolu-
tion satellites. Although designed primarily for meteorological monitor-
ing, it has been profitably used to monitor vegetation patterns over very 
large areas. Figure 5.1 provides a summary of some of the many available 
satellites relevant to the study of land-use and land-cover change, and the 
different resolutions that they provide. 

Figure 5.1 Comparison of the spatial, spectral, and temporal resolution of the 
main remote sensing platforms available 
Source: Batistella and Moran 2008:31
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Available since 1972, data from Landsat’s Multispectral Scanner (MSS) is 
now virtually free and has been used by many scientists who desire a 30-plus 
year time series. Use of MSS data is still valuable for the study of relatively 
dichotomous phenomena, such as forest vis-à-vis nonforest land cover; 
grassland vis-à-vis bare ground, and to establish a historical account of 
land-cover change in a particular region for these coarser land-cover classes. 
Before 1972, remotely sensed data came from aerial photographs (Vogt 
1974) which provided detailed information at a very high cost of personnel 
time in interpretation but was spatially limited.

A significant advance took place in 1984 with the launch of the Landsat 
TM sensor that improved the spatial resolution from the 80 m of MSS to 
30 m. It also included three visible spectrum channels and four infrared 
spectrum channels. This satellite has already allowed detailed studies of 
land-cover changes in some of the most difficult landscapes known: the 
Amazon Basin and the Ituri Forest of Central Africa (Moran et al. 1994; 
Moran, McCracken, and Brondizio 2001, Moran, Brondizio, and 
McCracken 2002; Wilkie 1994; Brondizio 1996, 2008). Discrimination 
between age classes of secondary growth vegetation was achieved for the 
first time using this satellite data (Moran et al. 1994, 1996), as well as 
discrimination between subtle palm-based agroforestry management and 
flooded forest in the Amazon estuary (Brondizio et al. 1994, 1996), ero-
sion in Madagascar (Sussman, Green, and Sussman 1994), and intensifica-
tion in indigenous systems (Guyer and Lambin 1993; Behrens, Baksh, and 
Mothes 1994).

Scale

These recent advances required careful attention to issues of scale, both 
temporal and spatial. Research questions and methods often are scale-
specific. Appreciation for issues of scaling has increased as the challenge 
of integrating data and models from different disciplines and different 
temporal and spatial scales becomes necessary with the growth of global 
environmental change studies (Wessman 1992:175; Walsh et al.1999). 
Bioecological data, in particular, coming as it often does from study of 
individual organisms, must be ultimately connected to regional and global 
scales. This procedure is, unfortunately, not a simple task. Complex spa-
tial variations and nonlinearities across landscapes occur which present a 
challenge to facile extrapolations from local scale to more inclusive scales 
(Green et al. 2005a). The points of articulation between different scales of 
analysis challenge our narrow disciplinary approaches, and require new 
strategies for acquiring and interpreting data (Walsh et al. 1999; Wessman 
1992:175).
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The preciseness of regional analysis depends on the quality of the  sampling 
at local level. Detailed local-level sampling is far from common in tradi-
tional remote sensing. Much of what goes for “ground truthing” is visual 
observation of classes such as dense forest or cropland, without detailed 
examination of land-use history, vegetation structure, and composition. The 
long-standing anthropological bias for understanding local-level processes, 
when combined with the use of analytical tools capable of scaling up and 
down, makes an important contribution to the advancement of land-use/
land-cover change research and to issues of articulation between differently 
scaled processes. Ecosystem research has historically presented challenges 
to multi-scalar analyses because ecosystems can be conceptualized at any 
number of scales.

Integrative human–environment research is capable of contributing to 
these multiply scaled analyses, with its forte remaining at the local to regional 
scale. Wessman (1992:180) has called for studies that link ground observa-
tions to regional and global scales if we are to take full advantage of the 
detailed data available at different scales. A number of these research efforts 
are currently continuing, but many have paid scant attention to the human 
dimensions of these processes. Extrapolation of ecosystem research to 
regional and global scale has been hindered in the past by difficulties in 
observing large-scale spatial heterogeneity. Remote sensing linked to ground-
based studies provides the most promising tools for understanding ecosys-
tem structure, function, and change. The capacity to detect long-term change 
in ecosystems can be enhanced by analysis of image texture, combined with 
spatial statistics that permit analysis of stand structure from satellite data 
(Wessman 1992:189). A summary of research in the social sciences on issues 
of scale can be found in Gibson, Ostrom, and Ahn (1998, 2000).

Multilevel research can start at any scale of analysis; hence, sampling at 
one level needs the ability to be aggregated to a higher level, or disaggre-
gated, when necessary, to lower levels. To do so, it is important to pay atten-
tion to levels of analysis without subordinating scales. Land-use/land-cover 
analysis provides us with a setting for the study of levels of analysis that 
connects human behavior to economic forces and management strategies 
with ecological aspects of land cover. Readers will wish to consult the 
recently created journal of Land Use Science (see www.informaworld.com).

We can conceptualize multilevel analysis of land-use/land-cover change as 
built upon a structure of four integrated levels of research: Landscape/
regional level; vegetation class level; farm/household level; and soil level. 
The conceptual model relies upon a nested sampling procedure that pro-
duces data that can be scaled upwards and downwards independently or in 
an integrated fashion. The integration of multi-temporal, high-resolution 
satellite data with local data on economy, management, land-use history, 
and site-specific vegetation/soil inventories aims to make it possible to 
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Multi-scale and Multi-temporal Analysis 103

understand ecological and social dimensions of land use at local scale, and 
link them to regional and global scales of land use. Figure 5.2 illustrates this 
nested multi-scaled and multi-temporal approach used by our research 
group.

Local Level of Analysis

Data collection at farm/household level can include a variety of internal and 
external aspects of this unit of analysis (Moran 1995; Netting, Stone, 
and Stone 1995). It is important to collect local data so that these can be 
aggregated with those of larger populations within which households are 
nested. For instance, demographic data on household composition (including 
sex and age) can be aggregated to the population level to construct a demo-
graphic profile of this population, but this can occur only if the data are col-
lected in such a way that standard intervals of five years are used, which is the 
way demographic data tend to be reported at more aggregated levels (Moran 
1995). Another important set of data that is collected at this level and can be 
aggregated at higher levels is related to subsistence economy. At this level, it is 
important to cover the basic dimensions of social organization, such as settle-
ment pattern, labor distribution, resource use, and kinship (cf. Netting, Stone, 
and Stone 1995 for a three-level approach to collecting social organization 
data relevant to land use).

One of the most difficult tasks in land-use analysis is to understand the 
decisions one must make about the boundaries of a population. In general, 
geographic boundaries are associated with a variety of factors, such as land 
tenure, landscape features, ethnic history, administrative boundaries, and 
inheritance. An analysis based on local information and maps/images/aerial 
photographs can provide more reliable information than either one alone. 
These boundaries, moreover, change over time in sometimes dramatic fash-
ion that can affect the behavior of populations (Ellen 1990).

A concern with global change leads to data collection at the local level 
capable of aggregation to higher levels of analysis, both in geographical and 
database formats. Georeferencing the household, farm boundaries, and agri-
culture and fallow fields may be achieved through the use of global 
 positioning system (GPS) devices. These are now small units that permit 
precise location of any point on the planet to within a few meters. The level 
of precision will vary depending on a number of factors, such as the qual-
ity of the GPS receiver, the unobstructed view of the overhead satellites, or 
whether the readings are taken inside forest cover. Current accuracies 
achieved with a GPS are, in general, acceptable for most types of land-use 
analysis and submeter accuracies are rarely necessary. Data collected at this 
level can inform the next research phase. For instance, information on the 
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104 Multi-scale and Multi-temporal Analysis

distribution of activities throughout the year, the agricultural calendar, and 
production can highlight the best time for future fieldwork.

Mapping of vegetation has implications for understanding the impact of 
land-use practices on land cover. Basic vegetation parameters need to be 
included so they can inform mapping at the landscape level. In general, veg-
etation structure, including height, ground cover, basal area, density of indi-
viduals, DBH (Diameter at Breast Height), and floristic composition, are 
important data to be collected. These data inform the interpretation of satel-
lite digital data, provide clues to the characteristics of vegetation following 
specific types of disturbance, and take into account the spatial arrangement 
of vegetation cover. Remote sensing has considerable potential in vegetation 
analysis because it enables wide-area, nondestructive, real-time data acqui-
sition (Inoue 2003; Loris and Damiano 2006). The applications are also 
important in estimating above-ground carbon stocks, relevant to effective 
reports on Kyoto protocol requirements (Patenaude, Milne, and Dawson 
2005) to reduce human-induced emissions of carbon dioxide by at least 
5 percent below 1990 levels by 2012. To do so, countries must estimate 
carbon stocks in 1990 and any changes since that date, whether through 
afforestation, reforestation, or deforestation (ibid). The applications to 
moni toring and predicting severe drought also have grown in sophistication 
(Boken, Cracknell, and Heathcoate 2005).

From the point of view of satellite data interpretation, the definition of 
structural parameters to differentiate vegetation types and environmental 
characteristics, such as temperature and humidity, are particularly impor-
tant. Structural differences provide information that can be linked to the 
image’s spectral data. Floristic composition, although important, is less 
directly useful in interpreting spectral responses, but it may have to be con-
sidered depending on research questions. Environmental factors, such as 
soil humidity, soil color, and topographic characteristics, also are associated 
with spectral responses of vegetation cover. For example, at the farm level, 
vegetation structure is the main parameter used to evaluate the impact of 
human management practices. Some plant species are excellent indicators 
of soil type which is, in turn, associated with given management practices. 
Farmers commonly use the presence of given species to choose a site for a 
given crop. For instance, the presence of Imperata brasiliensis may be a sign of 
low soil pH in parts of the Amazon estuary (Brondizio et al. 1994). This kind 
of ethnoecological knowledge is very much site specific, and such local know-
ledge does not extrapolate well to landscape, regional, or global analysis.

To determine representative sampling sites of a study area’s land cover, 
one needs to aggregate four types of information: vegetation classification, 
ethnoecological information of resource use, composite satellite images, and 
classified image/land-use/land-cover maps of the area. Based on the analysis 
of these data, one can decide how sampling can best be distributed in the 
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area to inform both the image classification (land-use/land-cover map) and 
the structural/floristic variability of vegetation classes. In selecting a site to 
be a representative sample of a vegetation type or class, one needs to con-
sider the size of the area and its spatial location on the image. One needs to 
consider, too, the spatial distribution of the vegetation class to avoid cluster-
ing of the samples and biased information about the vegetation structure 
and floristic composition. With the use of a GPS device, geographical coor-
dinates of the sampled area are obtained as part of the inventory. If possible, 
the area should be located on a hard copy of the georeferenced image while 
still at the site, to avoid confusion and ensure precision of the GPS informa-
tion. However, it is in the laboratory, using more precise methods of georef-
erencing, that the site will be definitively incorporated into the image file. 
A nested dataset on land-use history and vegetation inventory can be related 
through GPS-derived coordinates to a multi-temporal image, allowing com-
plex analysis of land-use trajectories and regrowth history at site, local, and 
landscape levels.

Information on land-use history is important not only in defining sam-
pling areas of anthropogenic vegetation (e.g. fallow and managed forest), 
but also in verifying that natural vegetation has not been affected or used in 
the past. For instance, it is important to know whether a savanna has been 
burned, and if so, with what frequency; or if a particular forest plot has 
been logged, which species were taken or cleared and when the clearing 
event took place. Land-use and management history are more detailed in 
areas directly subjected to management (e.g. agroforestry), since manage-
ment and technology determine the structure and composition of the site. In 
these areas, estimates and actual measurements of production are critical in 
order to analyze the importance of the activity in a broader land-use and 
economic context. More importance should be given to the spatial arrange-
ments of planted species and their life cycles as part of the inventory. This 
has been a neglected area in past environmental anthropology research and 
needs to be urgently addressed by working closely with spatially-oriented 
scientists such as environmental geographers and ecologists.

Vegetation regrowth and agricultural production analyses are limited in 
their usefulness without information about soil characteristics. Soil analysis 
should always be associated with vegetation cover analysis; soils should be 
collected at inventoried vegetation, agroforestry, and crop sites of known 
land-use history and management and georeferenced to the image through a 
GPS device (Moran, Brondizio, and McCracken 2002). Ethnoecological 
interviews can elucidate many soil characteristics. Taxonomic classification 
of soil types based on color, granulometry, and fertility, in general, help 
identify the major soil types and their distribution with relative reliability. 
Folk classification can then be cross-checked and compared with systematic 
soil analyses. Soil analyses should include both chemical (pH, P, K, Ca, etc.) 
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106 Multi-scale and Multi-temporal Analysis

and textural (sand, clay, silt) analyses and permit the aggregation of data to 
regional levels (Nicholaides and Moran 1995).

Regional Level of Analysis

The landscape/regional level provides a more aggregated picture of manage-
ment practices and driving forces shaping a particular land use/cover. At this 
level, long-term environmental problems can be more easily identified and 
predicted than at farm or household scales (e.g. Booth 1989; Skole 
and Tucker 1993). This level integrates information from vegetation class, 
soil, and farm/household levels (Adams and Gillespie 2006). However, land-
scape level data also inform important characteristics of local-level phenom-
ena that are not measurable at the site-specific scale. For instance, 
information about the heterogeneity and patchiness of the vegetation is an 
important parameter to include in site-specific analysis, but it can only be 
observed at the landscape level.

One can identify four major steps in landscape level research: (1) under-
stand the ecological and socioeconomic nature of the features of interest in 
land-use/land-cover analysis; (2) identify the extent and frequency of fea-
tures of interest that can inform the appropriate spatial and temporal scales 
of analysis; (3) increase sampling progressively, depending on the emergence 
of important variables, a process that landscape ecologists call using an 
“adaptive approach” (Turner et al. 1989) and that bears some resemblance 
to what Vayda calls “progressive contextualization” (1983); and (4) con-
sider the empirical methods needed for checking map accuracy, change 
detection, and projections/predictions, especially when associated with land-
use planning.

Satellite data are today the most important data sources for analysis at the 
landscape/regional level. However, it is always associated with other sources, 
such as radar images, aerial photography, and thematic and topographic 
maps. Social scientists in the past left this kind of work to others, but today 
a growing number of them are developing these skills and making useful 
contributions to the analysis of satellite images (Behrens, 1990, 1994; 
Brondizio 2008; Brondizio et al. 1994, 1996; Moran et al. 1994; Moran, 
McCracken, and Brondizio 2001; Moran, Brondizio, and McCracken 2002; 
Nyerges and Green 2000; Tucker et al. 2005; Tucker and Southworth 2005). 
Political scientists, geographers, economists, and ecologists have also become 
avid users of satellite data to increase the spatial coverage of observations 
and analyses.

The digital analysis of satellite images may be divided into four parts: 
 pre-processing, spectral analysis, classification, and post-processing. During 
pre-processing one needs to define an image subset, georeference it to 
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 available maps and coordinate systems, and register it to other images avail-
able if  multi-temporal analysis is desired. The georeferencing accuracy dep-
ends on the quality of the maps, availability of georeferenced coordinates 
collected during fieldwork, and the statistical procedure used during geo-
referencing (Jensen 2005). A georeferenced image is an image with a grid of 
geographical coordinates and is crucial for relating landscape data to site-
specific data. When multi-temporal analysis is desired, images from differ-
ent dates need to be registered pixel-to-pixel, creating a composite image 
that provides a temporal change dimension at the pixel level, thus allowing 
the analysis of spectral trajectories related to change in land use. For instance, 
in a two-date image (e.g. two images that are five years apart), one can 
quantify the change during regrowth of secondary vegetation or a shift in 
crops grown in that five-year period with considerable accuracy, including 
statistics for the change in area for each vegetation type or class.

Digital analysis provides one with the flexibility to use a variety of scales 
to analyze parameters and to define sampling procedures, depending on the 
land-use/land-cover pattern and extent of the study area. In general, one can 
work at the landscape or regional scale (e.g. the whole Landsat or SPOT 
image, i.e. 185 by 185 km areas for Landsat images) while staying in close 
association with local-scale processes (e.g. image subsets of a watershed) to 
help the selection of sampling areas that will inform the image about specific 
spectral and spatial characteristics of land-use/land-cover classes. See Plate 
4 for an illustration of property level (local) analysis embedded within a 
regional or landscape analysis.

By taking a hybrid approach during image classification and processing, 
one can integrate unsupervised and supervised classification procedures. 
A hybrid approach allows one to develop an analysis of spectral patterns 
present in the image, in conjunction with ground information, and to arrive 
at spectral signature patterns which account for detailed differentiation of 
land-use/land-cover features. In this fashion, a conceptual spectral model 
can be developed in which the features of interest can be incorporated. The 
model considers the reflection and absorption characteristics of the physical 
components that comprise each feature. For instance, in a Landsat TM 
image, the model attempts to account for chlorophyll absorption in the 
 visible bands of the spectrum, for mesophyll reflectance in the near- 
infrared band, and for both plant and soil water absorption in the 
mid-infrared bands (Mausel et al. 1993; Brondizio et al. 1996). The integra-
tion of those spectral features with field data on vegetation height, basal 
area, density, and dominance of species can be used to differentiate stages of 
secondary regrowth (Moran et al. 1994). The analysis of spectral statistics 
derived from unsupervised clustering and from areas of known features and 
land-use history allows the development of representative statistics for 
supervised classification of land use/cover (cf. the many publications of 
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Lu et al.,  downloadable from www.indiana.edu/∼act, that discuss methodo-
logical approaches to supervised classification using hybrid approaches.)

Classification accuracy analysis requires a large amount of fieldwork. 
Accuracy may decrease as spatial variability increases. Thus, ground-truth 
sampling needs to increase in the same proportion. In this case, the use of a 
GPS device is necessary to provide reliable ground-truth information, 
whereas in areas with low spatial heterogeneity, visual spot-checking may 
be enough. Checking for accuracy of a time series of satellite images for an 
area requires the analysis of vegetation characteristics and interviews about 
the history of a specific site with local people, so it is possible to accurately 
relate past events with present aspects of land cover (Mausel et al. 1993; 
Brondizio 2005, 2008).

Integration of data at these scales is an interactive process during 
 laboratory analysis of images and field data, and during fieldwork 
(Meyer and Turner 1994; Moran and Brondizio 1998). Advanced data inte-
gration and analysis is achieved using GIS procedures that integrate layers 
of spatial information with georeferenced databases of socioeconomic and 
ecological information. Georeferencing of the database to maps and images 
must be a consideration from the very beginning of the research so that 
appropriate integration and site-specific identification are compatible. Data 
on household/farm and vegetation/soil inventory need to be associated with 
specific identification numbers that georeference it to images and maps so 
that integrated associations can be derived. For instance, the boundaries of 
a farm property may compose a land tenure layer that overlaps with a land-
use/land-cover map. These two layers may be overlapped with another layer 
that contains the spatial distribution of households. Each household has a 
specific identification that relates it to a database with socioeconomic, 
demographic, and other information. In another layer, all the sites used 
for vegetation and soil inventory can be associated with a database contain-
ing information on floristic composition, structural characteristics, and soil 
fertility, which will also relate to land-use history.

Global Level of Analysis

The 1990s saw the very rapid development of approaches variously called 
“integrated assessment modeling,” GCMs (global circulation models), and 
other approaches at a biosphere level of analysis. Some of these have even 
managed to focus on the human impacts on the earth system (cf. Weyant 
et al. 1996). GCMs in particular were developed first, and lacked much of a 
human dimension at all. They were largely concerned with climate and 
atmospheric processes, using a very aggregated scale of analysis that made 
even large scale units, such as national boundaries, not always relevant to 
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understanding differences, say, in rates of energy consumption. However, a 
new generation of models has emerged in the last few years that began to 
have relevance for environmental social scientists. These are a vast improve-
ment from the pioneering work of the Club of Rome models that appeared 
in the early 1970s in Limits to Growth (Meadows et al. 1972). Despite the 
many problems with this early-generation effort, it did introduce important 
concepts like “feedback,” “overshoot,” and “resource limits” to everyday 
discourse and scientific debate. The next brave attempt came from the 
International Institute of Applied Systems Analysis (IIASA) in Austria, with 
its Finite World model examining global energy flows (Häfele 1980). Critic-
ism of this attempt was very broad in the scientific community and not much 
happened until the first Intergovernmental Panel on Climate Change (IPCC) 
published its first assessment in 1990.

New generation models benefited from the progress made by GCMs, 
from growing evidence of the global nature of environmental problems, and 
the democratization of computer technology through its wide availability 
(Alcamo, Leemans, and Kreilerman 1998:262). The next step was clear: 
both social and physical aspects of the world system had to be coupled in so 
called “integrated assessment models.” Most global modeling groups today 
acknowledge that to make progress on the accuracy and predictability of 
modeling efforts at this scale, there must be a simultaneous effort to link 
them to regionally scaled models that can improve the quality of the spatial 
resolution and the role of human drivers in global change.

One of the more sophisticated models to date is known as IMAGE 2 
(Alcamo, Leemans, and Kreilerman 1998). IMAGE 2 was the first global 
integrated model with geographic resolution – an important feature that 
permits improved representation of global dynamic processes including 
feedbacks, and rapid and efficient ease of testing against new data. It is 
composed of three fully linked systems of models: the energy-industry system, 
the terrestrial environment system, and the atmosphere-ocean system. The 
energy-industry model computes emissions of greenhouse gases and other 
important emissions in 13 world regions. The terrestrial environmental 
model simulates changes in global land cover on a grid-scale based on cli-
matic and economic factors. The atmosphere–ocean model computes the 
build up of greenhouse gases and aerosols and the resulting impact on aver-
age temperatures and precipitation. Factors such as population change, eco-
nomic change, and technical change are particularly important in the 
terrestrial model – and the ones most in need of good quality regional data 
to inform the grid-based model. To date, few environmental social scientists 
have engaged this community of global modelers’ efforts, forcing the model-
ers to make estimates based on very coarse national scale statistics rather 
than derived from more refined regional studies. This is an important 
new direction for environmental social scientists and ecologists, given the 
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 importance of global simulation models on policies such as carbon trading, 
setting emission ceilings for carbon dioxide by the beginning of the twenty-
first century, and debt-for-nature swaps. The main participants in these 
exercises have been economists who have relied on the use of optimizing 
utility functions, rather than the less than optimal, more realistic satisficing 
behavior of human populations whether in the First or Third World.

The relevance of regionally informed approaches to global models 
becomes clearly evident when we begin to design a classification system of 
vegetation types and of land-use classes as a first step toward a good clas-
sification of land use/cover. Readers will want to check the recent journal 
Global Change Biology which was created to promote understanding of the 
interface between all aspects of current environmental change and biologi-
cal systems, including rising tropospheric O3 and CO2 concentrations,  climate 
change, loss of biodiversity, and eutrophication. Advances can be achieved 
through association of bibliography and databases of the study area, analy-
sis of satellite images, fieldwork observation, and ethnoecological interviews 
with local inhabitants. Different levels of organization are required to define 
a vegetation cover of a region. In general, levels are organized to fit a spe-
cific scale of analysis into the phytogeographical arrangement and into the 
land-use types present in the area. In other words, one starts with a more 
aggregated level of major dominant classes (first) adequate to a regional 
scale and proceeds with increased detail at the next sublevel (second) to 
inform more detailed scales. For instance, the first level may include major 
vegetation covers such as forest, secondary succession, and savanna. In the 
second, more detailed level, forest is subdivided into open forest and closed 
forest, secondary succession into old secondary succession and young sec-
ondary succession, and savanna into grassland savanna and woodland 
savanna. At the third level of this classification system, still more detailed 
information needs to be included to account for the variability of vegetation 
required at this local scale. So, a new subdivision of the forest class may 
include a third structural variation of the former two and/or a floristic 
 variation of them, such as a forest with a dominant tree species. The impor-
tance of developing a detailed classification key is crucial to inform the land-
use/land-cover analysis at the landscape level, as well as the sampling 
distribution at the site-specific level.

Future Directions

The multi-scale analysis of human–environment interactions constitutes 
today one of the foci of theoretical and methodological attention by the 
research community, as solving the challenges of cross-scale analysis is one 
way to ensure that our work is realistic and useful. During the past decade 
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we have grown accustomed to giving attention to scale issues – particularly 
temporal and spatial scales – in understanding human–environment interac-
tions. While considerable advances have been made (e.g. Gibson, Ostrom, 
and Ahn 1998, 2000) a lot remains to be done. We still do not clearly under-
stand, for example, why a process which explains most of the variance at 
one scale largely disappears as an explanatory factor at another scale (Moran 
and Brondizio 1998). Is it because that variable is not important at the 
other scale, or is it a result that data for that variable is not as available at 
another scale? Do we have a difference in explanation, or a difference in 
data quality or availability?

The problem of scale is particularly challenging in the social sciences 
since, as noted above, the quality of the observations decreases as one moves 
from local to national to global scales. The patchiness of human–environ-
ment interactions presents considerable challenges to issues of scale. People 
tend to be concentrated in settlements, yet their impact, or footprint, can be 
felt very far away. How do we quantify the impact of a human population 
in a Japanese city on a forest in the Philippines or Brazil, from which the 
Japanese population derives considerable wood products? The tradition of 
place-based research in both ecology and the social sciences, particularly in 
local places, has given us valuable insights into the interactions between spe-
cies and of species with their immediate environment – and the feedback 
processes that help explain their adaptive behavior to the opportunities and 
constraints they face. Yet, this very tradition is challenged by the ever grow-
ing recognition that many species, including the human one, keep an eye out 
for resources not only in their local environment, but also in environments 
very far away. It is generally understood that negative feedback is the pri-
mary way in which we adjust to normal changes. In cases where our 
resources are drawn from faraway places, rather than our immediate envi-
ronment, are the feedback mechanisms different, or absent due to the dis-
connect of consumption with places that we can’t do much about? Is this a 
case of spatial mismatch between dependent and independent variables? 
How do the characteristics of those feedbacks affect decisions made in the 
next year or decade for using those resources? What are the lag times in 
feedback processes at different spatial distances between people and the 
resources they use?

Continued attention to how we can keep spatial and temporal scales in 
mind and resolve the uncertainties we currently experience in understanding 
processes at different scales of analysis will continue to shape science in the 
years ahead. This is as it should be since this challenge affects all the sci-
ences, and our ability to make decisions that are scale-informed, rather than 
misinformed and destructive of those ecosystems.
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Upon entering the twenty-first century, we face significant scientific 
and engineering challenges and opportunities resulting from accelerat-
ing environmental changes … New scientific and engineering research 
and innovation are needed to understand the changes and impact 
of multiple stresses on environmental systems as well as to inform 
responses to natural hazards. Now more than ever, scientists and engi-
neers must address combinations of factors, such as the interactions 
between human activities and natural cycles at different spatial and 
temporal scales.

Pfirman and NACFERA Education (2005)

Introduction

The term biocomplexity was introduced into widespread use by Rita Coldwell 
as she came into the directorship of the National Science Foundation. At the 
time, few people were sure of what she meant, but over the years this term 
has become emblematic of the study of the complexity of ecological systems, 
and is now a regularly funded program in a variety of NSF directorates, 
including the Social and Behavioral Sciences Directorate – where it is known 
as the Coupled Natural Human Systems Program.

Understanding biocomplexity requires a holistic approach, and this can 
be achieved by developing the capacity to identify, retrieve, and synthesize 
diverse data from an array of sources, across disciplines, and across scales. 
One such effort is known as “Knowledge Network for Biocomplexity” and 
it is being used by the National Center for Ecological Analysis and Synthesis, 
at the University of California at Santa Barbara to train new investigators in 
approaches that emphasize multi-scale integration and synthesis (Andelman 
et al. 2004).

6

Biocomplexity in Ecological 
Systems
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Cadenasso, Pickett, and Grove (2006) have proposed a definition of 
 biocomplexity that incorporates spatially explicit heterogeneity, organiza-
tional connectivity, and history as essential elements in understanding how 
coupled natural human systems operate. The advantages offered by this 
approach are many. Its emphasis on spatially explicit heterogeneity allows 
for multi-scale analysis from a vegetation patch to large-scale ecosystems. 
Connectivity addresses organizational complexity, and integrates classic 
approaches from ecology such as the study of fluxes of energy, matter, and 
information (H. Odum 1971), with a new emphasis on the coupling of the 
system. History introduces a novel element to ecology, and one that facili-
tates interaction with the human components of these complex systems – 
system structures, interactions, and outcomes are a product of historically 
contingent events and are subject to surprises, nonlinear behaviors, and leg-
acies, and require attention to the specificities of time and place (Cadenasso, 
Pickett, and Grove 2006).

Biocomplexity and complexity theory have received considerable atten-
tion over the past decade and a half from a wide variety of disciplines. It has 
become shorthand for describing the rich patterns of interaction and behav-
ior in coupled human and natural systems. Some scholars seem to suggest 
that this approach will lead to a unified understanding of complex systems, 
while others view it as a continuation with past synthesis efforts, such as 
hierarchy theory (Allen and Starr 1982), holism (Moran 2000), and systems 
analysis at the start of the cybernetic age (Buckley 1968). It is indeed possi-
ble to trace the origins and continuity of biocomplexity to these earlier 
efforts at systems thinking and systems analysis (Bolte et al. 2006). One big 
change is that biocomplexity represents a biologically centered framing (as 
compared with a cybernetic, social science, or engineering framing as was 
the case with those earlier systems’ efforts) which is most appropriate in 
what some have called the “century of biology” (Lubchenco 1998; Wilson 
1998). At present, some of its unique value comes from the fact that it 
makes more amenable the asking of questions that are particularly timely 
about sustainability, resilience, threshold events, and predictability (Bennett 
and McGinnis 2008). A particularly valuable consideration is the shift in 
focus from system elements to the coupled nature of these systems, thereby 
facilitating research on human–environment interactions (Berkes, Colding, 
and Folke 2003).

Facilitating does not mean necessarily making such work easier. On the 
contrary, modeling these coupled systems poses new challenges, as it involves 
human decisions at multiple spatial and temporal scales, landscape dynam-
ics, ecological processes, and how they all interact simultaneously. Such 
models address important questions about system vulnerabilities, adapta-
tion, resilience, feedback, nonlinearities and emergent properties otherwise 
observed with difficulty (Bolte et al. 2006). A particular challenge is posed 
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by nonlinearities. While ecological phenomena normally vary within bounded 
ranges, rapid nonlinear changes can occur in complex systems when even 
small threshold values are exceeded. Thus, understanding intrinsic and 
extrinsic threshold values can result in system equilibrium resets (i.e. when a 
system is reset at a different equilibrium point), system collapse, and species 
extinctions. Under conditions of climate change, where the threshold values 
for different species’ importance to the larger systems is unknown, and what 
its degrees of tolerance might be, and required interactions to maintain the 
system are unknown, the danger of crossing these thresholds is particularly 
high, and modeling these dynamics is a particular challenge (Burkett et al. 
2005). Nonlinearity in complex systems leads to historical dependencies and 
multiple outcomes, and to the need to determine which environmental con-
ditions or human decisions are the results of self- organization. Hidden within 
these possible trajectories lies the role of evolution in shaping ecosystem 
properties, whether systems become more resilient over time, and whether 
they tend towards chaotic behavior and restructuring as a mechanism of 
transformation (Levin 1998, 2000).

This transformation is best explained by concepts that view ecosystems, 
and our global environment, as complex adaptive systems (Levin 2005), in 
which patterns emerge from, and interact with, the actions of individual 
agents, and in which cooperation can develop and provide the regulation 
of local environments, and indeed impose regularity at higher levels (i.e. 
self-organization) (Levin 2005). Thus, the history of the earth’s ecosys-
tems is a history of coevolving organisms across space, time, and scales of 
complexity.

Pickett, Cadenasso, and Grove (2005) note that biocomplexity results 
from a “multiplicity of interconnected relationships and levels” but that no 
integrative framework yet exists to facilitate the application of this concept 
to coupled human–natural systems. They present a framework that focuses 
on linkages among different disciplines that are engaged in studies of  coupled 
human–natural systems, including the ecological, physical, and socioeco-
nomic sciences. The framework consists of three dimensions of complexity: 
spatial, organizational, and temporal. Spatial complexity increases as the 
focus changes from the type and number of the elements of spatial hetero-
geneity to an explicit configuration of the elements. Similarly, organizational 
complexity increases as the focus shifts from unconnected units to connec-
tivity among functional units. Finally, temporal complexity increases as the 
current state of a system comes to rely more and more on past states, and 
therefore to reflect echoes, legacies, and evolving indirect effects of those 
states. This three-dimensional, conceptual notion of biocomplexity enables 
connections between models that derive from different disciplines to be 
drawn at an appropriate level of complexity for integration (Pickett, 
Cadenasso, and Grove 2005).
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The study of complex adaptive systems has recently become a major focus 
of interdisciplinary research in the social and natural sciences. Nonlinear 
systems are ubiquitous. Early phases of research on nonlinear systems 
focused on deterministic chaos, but more recent studies have investigated 
the properties of self-organizing systems or anti-chaos. For mathematicians 
and physicists, the biggest surprise is that complexity lurks within extremely 
simple systems. For biologists, it is the idea that natural selection is not the 
sole source of order in the biological world. For social scientists, it is ideas 
such as emergent phenomena – the idea that complex global patterns with 
new properties can emerge from local interactions – could have a compara-
ble impact (Lansing 2003).

Spatially Explicit Processes in Ecological and Social Systems

The development of spatially explicit theory in ecology over the last twenty 
years has led to general recognition that spatial heterogeneity in the bio-
physical environment, together with the spatial dispersion of populations of 
organisms, are crucial elements in population dynamics (Tilman and Kareiva 
1997; Bascompte and Sole 1998). Space is included, in the more abstract of 
the “spatially explicit” population models in ecology, by defining the envi-
ronment as consisting of multiple locations and recognizing that organisms 
may move between localities. These relatively straightforward extensions of 
models of population dynamics have been sufficient to indicate that space 
plays a crucial role in the survival of individual species; in the joint survival 
of multiple species that compete for the same resources; in the stability of 
populations of predators and prey and hosts and parasites; and in the coev-
olution of species, including the evolution of cooperation (Axelrod 1984). 
Spatially explicit models address a wide range of issues in ecological theory, 
but this discussion will focus on those models that may improve under-
standing of the effects of habitat destruction and habitat fragmentation on 
biocomplexity.

Many of the most important results in spatial ecology have been obtained 
from the metapopulation framework, a general approach that is now well 
established in ecology (Hanski and Gilpin 1997). Metapopulation models 
treat populations of organisms as sets of distinct local populations, with each 
local population occupying a distinct patch of habitat. The patches form a 
network of “suitable habitats” that are locationally distinct from one another 
and that form intervening patches of territory that are not suitable as habi-
tat. Members of local populations may disperse between patches of habitat 
and colonize unoccupied patches. Metapopulation models replace the 
extreme simplifications of nonspatial population models (in which all pairs 
of individuals are equally likely to interact and all individuals are equally 
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116 Biocomplexity in Ecological Systems

likely to interact with any element of the environment) with a framework 
that leads to models that are reasonably tractable mathematically and com-
putationally but that can still yield valuable results about the growth and 
extinction of populations in complex environments. Important results about 
the processes involved in species extinction have been obtained, for example, 
from models in which each patch in a network may be characterized simply 
as occupied or unoccupied and the growth and survival of a population 
depends on a balance between rates of local extinctions (in particular patches) 
and the rate at which unoccupied patches are colonized by populations that 
disperse from currently occupied patches.

Metapopulation models and other models in spatial ecology have yielded 
important theoretical results about how destruction and fragmentation of 
habitat are likely to affect biodiversity by leading to the extinction of pop-
ulations, either globally or in local areas (Hanski 1998). Most of these 
results are general and abstract, and have been derived through general 
mathematical reasoning or through computational analysis of relatively 
simple environments, but they point to crucial directions for research on 
biodiversity. For example, these general results indicate that the relations 
between population survival and biodiversity on one hand, and habitat 
destruction and fragmentation on the other, are likely to be strongly non-
linear. That is, the quantity and fragmentation of habitat may range widely 
with little effect on the prospects for population survival, but those pros-
pects for survival may deteriorate very suddenly once some critical thresh-
old in the size or fragmentation of habitat is reached. Further, such critical 
thresholds are likely to depend heavily on the capacities of particular 
organisms to disperse between patches of habitat, a characteristic that is 
extremely difficult to observe and measure for most species. A second very 
general result obtained from mathematical reasoning and computation is 
the idea of an “extinction debt,” which indicates that a population may 
survive for a considerable time, even in an environment that has changed 
in ways that doom the population to eventual extinction. Third, metap-
opulation models indicate that the destruction and fragmentation of habi-
tat may alter the conditions for biodiversity by changing the competitive 
relations among species. For example, fragmentation of habitat may favor 
species whose capacity to disperse and colonize new areas exceeds that of 
competing species who are more competitive in other respects.

The most important contributions of spatially explicit ecological models 
to questions about the effects of habitat destruction and fragmentation on 
biodiversity and the extinction of species have been theoretical insights into 
the ways that ecosystems may respond to the stress of habitat destruction. 
These insights have been rather general and abstract and they have been 
gained mainly through mathematically based reasoning and through com-
putational analyses of abstract and general situations. Experimental research 
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and observation of the histories of particular systems have not been unim-
portant in spatial ecology and field observations of particular cases have 
yielded some important insights (Hanski and Gilpin 1997). Empirical evalu-
ation and verification of the insights of spatially explicit theory present a 
very challenging set of problems, however. Experiments to test the implica-
tions of the theoretical models may require extremely large numbers of rep-
lications involving observations over very long time spans. Empirical models 
of spatial systems are also likely to require estimates of parameters that have 
proven difficult to estimate (especially parameters for species dispersal) 
and the structure of the models makes it likely that small errors in the esti-
mates of these parameters will produce very large errors in model results 
(Steinberg and Kareiva 1997; Hartway Ruckelshaus, and Kareiva 1998; 
Harrison and Bruna 1999). The same problems will make it extremely dif-
ficult to develop models that have the capacity to predict the effects of par-
ticular environmental changes on the survival of populations and the 
maintenance of  biodiversity. Consequently the major contributions of spa-
tially explicit ecological models to the management of biodiversity are more 
likely to consist of general information about the nature of population proc-
esses in spatial environments and the ways that those processes respond to 
changes in habitats.

Much of the social science research on these questions is also being car-
ried out within explicitly spatial frameworks but social scientists have been 
much less active in developing explicitly spatial theory (NRC 1999a). Rather, 
spatial frameworks are crucial as a means of organizing the information 
used in empirical research and environmental social scientists have been 
developing important capabilities in collecting information about changes 
in land use and land cover from a wide variety of sources and organizing 
that information in ways that make it possible to carry out a variety of 
explicitly spatial analyses of how habitat is lost and fragmented as land-use 
and land-cover undergoes human modification (Moran et al. 1994, 1999, 
2000; Liverman et al. 1998; Walsh et al. 1999). Remote sensing technology, 
especially satellite-based remote sensing, has been crucial in gathering this 
information and the continuing development of geographic information sys-
tems has been a key factor in organizing and analyzing this information.

The capacity to organize detailed information about changes in land use 
over sizable regions has made it possible to carry out a variety of analyses 
of the ways that demographic, social, and economic variables are related 
to changes in land use, especially in environments where forest habitat is 
being destroyed by human activity (Lambin 1994; Entwisle et al. 1998; 
Moran et al. 1999). These analyses have mainly been concerned with 
examining hypotheses about the proximate social and economic determi-
nants of changes in land use and land cover (e.g. deforestation, intensifica-
tion of agriculture, urbanization, population growth). The destruction and 
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fragmentation of habitat has not been a central issue in this research, 
although the connection with land-use and land-cover change allows 
advances to occur naturally from the existing work (Moran et al. 1994, 
1996, 2000; Moran, Brondizio, and Mausel 1994). This work, however, 
has not incorporated to date the advances that have been made in nonlin-
ear mathematical approaches even though social scientists have regularly 
pointed out that human ecosystem processes cannot be treated as if they 
behave in a linear fashion.

In order to advance the state of spatially explicit modeling of biodiversity 
we have to enter fully into the realm of processes of biocomplexity, where 
the properties of systems cannot be fully explained by understanding the 
component parts. These systems are characterized by nonlinearities, emer-
gent properties, and positive feedbacks. Research on population dynamics is 
gradually being informed by the insights of nonlinear dynamics; however, 
these insights have been less fully integrated within a spatial framework, 
and have rarely taken into account the important role that human actions 
and institutions play in the dynamics of populations at various levels of 
analysis. One crucial step in integrating social and ecological processes is to 
identify common spatial and temporal scales in the operation of the two 
kinds of processes. That is, “to extract physical knowledge from a complex 
system, one must focus on the right level of description” (Goldenfeld and 
Kadanoff 1999). One might begin, for example, with a flexible unit, such as 
a landscape, which can contain human communities as well as communities 
of other organisms in interaction but which can be scaled up and down as 
appropriate. Landscapes can commonly be defined by watersheds or some 
similar integrated biophysical system within which human institutions also 
operate and affect all organisms to some degree. In this landscape, we can 
construct a preliminary dynamic model characterized by nonlinear dynam-
ics but one that will include the role of human populations as their behavior 
affects other species. We can then seek to couple experiments and theory in 
computer simulations.

One important advance in this regard comes from the research produced 
by scientists funded by the coupled human–natural systems program at NSF. 
These studies (e.g. Liu et al. 2007a, 2007b) reveal complex patterns and 
processes not evident when studied by social or natural scientists separately. 
The coupling of human–natural systems varies across space, time, and 
organizational units. It also exhibits nonlinear dynamics with thresholds, 
feedback loops, time lags, heterogeneity and surprises. Perhaps even more 
importantly, past coupling seems to have legacy effects on present and future 
possibilities for coupled interactions. This leads to the necessity to pay close 
attention to past trajectories (environmental history), how people trans-
formed the environment (historical ecology), and to how thresholds were 
crossed and why.
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Walsh and McGinnis (2008) examine the nature of coupled human–natu-
ral systems by emphasizing biocomplexity, i.e. the interdisciplinary and inte-
grated study of coupled human–natural systems to address the causes and 
consequences of landscape dynamics. Biocomplexity often views landscapes 
as complex systems, consisting of interactions of human and natural  processes, 
in which landscape patterns are important emergent properties of complex 
dynamics. Moreover, they encompass the complex interactions within and 
among ecological systems, the physical systems on which they depend, and the 
human systems with which they interact (Michener et al. 2003; Walsh and 
McGinnis 2008). Along these same lines, Walsh et al. (2008) examine cou-
pled human–natural systems in the Northern Ecuadorian Amazon, based on 
complexity theory linked to work in Cellular Automata (CA) in which land-
use/land-cover change patterns were spatially simulated to examine defor-
estation and agricultural extensification of household farms. The basic intent 
was to understand linkages between people and the environment by explic-
itly considering pattern–process relationships and the nature of feedback 
mechanisms. The CA modeling approach emphasizes the human dimensions 
of land-use and land-cover change by including socioeconomic and demo-
graphic characteristics at the household level along with biophysical data 
that describe the resource endowments of farms, geographic accessibility of 
farms to roads and communities, and the evolving nature of human– 
environment interactions over time and space in response to exogenous and 
endogenous factors.

Similarly, work in Nang Rong District in North East Thailand uses cel-
lular automata modeling to explore the land-cover consequences of alterna-
tive patterns of settlement in a setting where people establish dwelling units 
in nucleated villages and work in agricultural plots away from the villages 
(Entwisle et al. 2008). Forested land around the villages is converted to 
agricultural land in an inverse relationship to the distance from the village 
center, but frequently subjected to modification as a result of biophysical 
characteristics of the land. Land in the village may be reforested, in the 
form of shade and fruit trees, after the village is well established. The CA 
model finds that variability in land-cover change is more sensitive to the 
spatial reach of the households in the village than to their temporal reach, 
suggesting an unexpectedly important role for whether villagers walk or 
used motorized transit to get back and forth from their fields (Entwisle 
et al. 2008).

Advances have also taken place in considering both the direct and the 
indirect impacts of human activities in landscapes. Linderman et al. (2006) 
consider the spatiotemporal patterns of human impacts, forests, and bam-
boo episodic die-offs as they affect panda habitat in South West China. The 
model considers the direct consequences of local fuelwood collection, and 
household creation, on areas of critical panda habitat and the indirect 
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impacts when coupled with vegetation dynamics. They find through the 
model simulations that over the next 30 years household impacts would 
result in the loss of up to 30% of the habitat relied on by pandas during past 
bamboo die-offs. Also affected would be the spatial distribution of under-
story bamboo (For further discussion of indirect effects in complex systems, 
see Wootton 2002.)

Land-use systems are characterized by complex interactions between 
human decision makers and their biophysical environment (see also discus-
sion in Chapter 7). Mismatches between the scale of human drivers and the 
impacts of human decisions potentially threaten the ecological sustainability 
of these systems. Parker et al. (2008) and Parker, Hessl, and Davis (2008) 
review sources of complexity in land-use systems, moving from the human 
decision level to human interactions to effects over space, time, and scale. 
Selected challenges in modeling such systems and potential resolutions are 
discussed, including strategies to give empirical content to complex models, 
methods for linking models across human and natural systems, and the 
challenges to modeling indirect and cross-scale linkages and of the potential 
utility of complex models of land systems (Parker et al. 2008; Parker, Hessl, 
and Davis 2008). One important development along these lines has been the 
proliferation of agent-based models.

Agent-based Modeling of Complex Systems

The goal of most agent-based models is to understand how microdecisions 
and behavioral rules interact with environmental variables to cause the emer-
gence of macro-patterns that are not reducible to those rules. Interactions 
between agents and the environment produce macro-patterns in ways that 
are not necessarily predictable given the characteristics of either alone. When 
these relationships are analytically intractable (as they often are when deal-
ing with adaptive rather than strictly rational agents or with an environment/
situation of marginal complexity), agent-based modeling provides a method-
ology for rigorously exploring relationships and patterns. This is especially 
useful for social scientists and natural scientists (e.g., ecologists, biologists, 
geneticists) whose subject matter is inherently historical. By endowing agents 
with characteristics and rules for interactions and creating a bioecological 
world that changes in light of their actions, it is possible to “see” how those 
rules and interactions produce patterns in a controlled fashion.

Scientists have used agent-based models to approach numerous subjects 
in both the social and natural sciences. Applications in economics, political 
science, and sociology have been especially prevalent with stock market, 
voting, alliance formation, cultural transmission, cooperation, and conflict 
models generating deep insights into human society (Arthur 1994; Holland 
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1995; Cederman 1997; Kollman, Miller, and Page 1997; Tesfatsion 1997). 
In biology and ecology, models of ecosystem evolution and species interac-
tion/behavior have made inroads as well (Stein 1989; Nadel and Stein 1991, 
1992, 1995; Belew and Mitchell 1996). Deadman and Gimblett (1994) have 
illustrated the usefulness of agent-based modeling in examining people–
environment interactions in forested lands.

The land-use/land-cover change community has used various techniques 
for modeling complex social-ecological systems. Examples include spatial 
interaction models, cellular automata (Clarke and Gaydos 1998; Messina 
and Walsh 2001), and dynamic systems models (Evans et al. 2001). Agent-
based modeling approaches have been used to explore the decision-making 
processes of land managers in the context of spatial and social interactions. 
Reviews of applications of agent-based models (ABMs) to land-cover change 
scenarios have demonstrated the utility of a local-level representation of 
land-use decision making (Berger and Parker 2002; Parker, Hessl, and Davis 
2008; Parker et al. 2003, 2008). Early ABMs were comparatively abstract 
representations that explored fundamental aspects of spatially explicit sys-
tems but were not necessarily related to specific real-world applications (e.g. 
Epstein and Axtell 1996). Recent applications of ABMs have produced 
comparatively complex representations of social-ecological systems (Berger 
and Ringler 2002; Hoffmann, Kelley and Evans 2002; An et al. 2005; Brown 
et al. 2005). Berger and Parker (2002) characterize these models in terms 
of whether environmental and agent model components are empirically 
grounded or designed but not substantiated.

A fundamental reason why agent-based approaches may be an effective 
tool for exploring the complexities of biocomplex human–environment 
processes is the spatial pattern and heterogeneous nature of actors and the 
landscape. Landscape patterns are highly correlated with topographic distri-
bution in many cases. However, in addition to these land suitability hetero-
geneities are the variety of landowner characteristics, histories, and 
experiences that contribute to the overall complexity in land-use/land-cover 
change dynamics. Koontz (2001) found that while the majority of landown-
ers in a 1997 household-level survey noted nonmonetary reasons in their 
land-use decision making, the relative importance of nonmonetary factors 
varied by the size of the parcel owned by the landowner, household income, 
and educational attainment.

A particular challenge with modeling historical land-cover change is to 
develop an understanding of how path dependence and initial conditions 
determine specific future land-cover change trajectories. Previous research 
has explored the roles of initial conditions and path dependence in land-use 
modeling (Atkinson and Oleson 1996; Wilson 2000; Balmann 2001; Brown 
et al. 2005). In ABMs there are particular sensitivities in the initial condi-
tions for land-use scenarios (Brown et al. 2005). Sensitivity analysis has 
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proven a valuable tool to explore the impact of these historical uncertainties 
in the development of agent-based and other spatially explicit models of 
land-cover change.

In agent-based modeling, a major challenge is the development of explicit 
datasets to validate the agent interactions and heterogeneities in models 
(Manson 2002; Walker 2003; Pontius, Huffaker, and Denman 2004). 
Several disciplines have strong traditions of laboratory- or field-based 
experimental methods that have proven helpful in the design and develop-
ment of behavioral models. The combination of ABMs with experimental 
approaches is one way to begin to validate and make modifications to the 
model. In particular, psychology and economics have considerable litera-
tures drawing on controlled experimental scenarios to explore key aspects 
of decision-making processes such as risk, cognition, bargaining, and trust. 
To a lesser extent, experimental approaches have been applied in anthropol-
ogy (Henrich et al. 2001; Bernard 2002), political science (e.g. Ostrom, 
Gardner and Walker 1994), and sociology (Kanazawa 1999). There has 
clearly been some reluctance over the adoption of experimental methods 
in disciplines such as anthropology (e.g. Chibnik 2005), but in each of 
these  disciplines there is tacit acceptance of experimental methodologies 
within subdisciplinary fields. Two classic experimental designs are the 
Prisoner’s Dilemma (e.g. Ostrom, Gardner and Walker 1994; Wedekind and 
Milinski 1996; Milinski and Wedekind 1998) and the Ultimatum Game 
(e.g. Henrich et al. 2001; Oosterbeek, Sloof, and Van De Kuilen et al. 2004), 
both of which have been conducted and replicated with varying subject 
populations and have resulted in numerous derivative experiments.

There are limited examples of spatial representation in experimental 
research. Spatial cognition research has employed the use of human subjects 
for experiments, integrating principles from psychology and geography, 
and there is considerable research in this particular area (e.g. Golledge 
1999; Klatzky et al. 2002). However, the objective has focused on aspects 
of cognition and perception rather than the dynamics of economic contexts. 
One of the most widely cited examples of spatially explicit experimental 
research is Schelling’s segregation model (1971, 1978). Despite the preva-
lence of spatial methods such as geographic information systems (GIS), cel-
lular automata, and agent-based modeling in land-use/land-cover change 
research, and the contributions of economics to land-use theory, there are 
relatively few examples of experimental applications to land-use manage-
ment in recent literature (the work of Bousquet et al. [2002], Wilke, 
Hutchinson, and Todd [2004], and Goldstone and Janssen [2005] is the 
exception). In management contexts, land-use decisions have an explicitly 
spatial outcome, so we have found the use of spatially explicit experiments 
is a valuable method to explore decision-making dynamics in questions of 
natural resource management.
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This is still a relatively new form of modeling and scholars have voiced 
concerns with the agent-based model approach. One objection is that the 
modeling is somewhat inaccessible to non-computationally oriented schol-
ars (Axelrod 1997). A second is that the models are not always readily 
applicable to empirical investigation, leaving scholars with deep, general 
insights that may or may not increase knowledge of actual events and pat-
terns (Alker 1999). Finally, these models may be too simple to capture inter-
esting social insights. Some scholars lament that these models ignore the 
very complexity of social life that they are attempting to capture.

One way to deal with the first objection is by making the documented 
programs available to others (i.e. to increase transparency) and by using the 
simulations in outreach activities with public officials and land owners. The 
second and third concerns are more serious, but recent work in agent-based 
modeling has begun to address them (Kohler and Carr 1996; Cederman 
1997; Cohen, Riolo, and Axelrod 1999; Lustick 2000). In addition, as more 
scholars with empirical leanings and a desire to explore different questions 
begin to use these tools, the applicability, diversity, and complexity of the 
models will increase (e.g. Becu et al. 2003; Bousquet and LePage 2004; Bolte 
et al. 2006; Bennett and McGinnis 2008; Brown et al. 2008; Evans and 
Kelley 2008). The lacunae noted are not so much inherent in the approach 
as they are in the limited goals of the modelers to date.

Parker et al. (2003) present an overview of multi-agent system models of 
land-use/land-cover change (MAS/LUCC models). These models combine a 
cellular landscape model with agent-based representations of decision mak-
ing, integrating the two components through specification of interdepend-
encies and feedbacks between agents and their environment. The authors 
review alternative LUCC modeling techniques and discuss the ways in which 
MAS/LUCC models may overcome some important limitations of other 
techniques. They review ongoing MAS/LUCC modeling efforts and find 
that MAS/LUCC models are particularly well suited for representing com-
plex spatial interactions under heterogeneous conditions and for modeling 
decentralized, autonomous decision making. Among the challenges still to 
be fully addressed by these models are validation and verification, applica-
tion for policy analysis and scenario building, among others (see suggested 
validation approaches proposed by Pontius, Huffaker, and Denman 2004 
and Walker 2003). Nevertheless, ABMs seem to be a productive approach 
to create fine-scale models focusing on human–environment interactions 
(Parker et al. 2003). Parker et al. (2008) and Parker, Hessl, and Davis (2008) 
provide a structured comparison of a variety of ABMs across sites focusing 
on frontier regions’ land-change processes. This allows the authors to point 
to commonalities among the models in defining the frontier processes, while 
also discovering where the models differ from the expected sources of vari-
ation (e.g. whether owners own one parcel or multiple parcels; differences 
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in size and parcel quality heterogeneity; differences in initial capital and 
labor; differences in exposure to market forces).

Hierarchical Modeling

Wu and David (2002) take a different approach coming from hierarchy 
theory. Ecological systems are characterized by a large number of diverse 
components, nonlinear interactions, scale multiplicity, and spatial heteroge-
neity. Hierarchy theory (Warren 2005), as well as empirical evidence, sug-
gests that complexity often takes the form of modularity in structure and 
functionality. Therefore, a hierarchy perspective can be useful to under-
standing complex ecological systems. But, how can hierarchical thinking 
help with modeling spatially heterogeneous, nonlinear dynamic systems like 
landscapes, be they natural or human-dominated? Wu and David (2002) 
present a spatially explicit hierarchical modeling approach to studying the 
patterns and processes of heterogeneous landscapes. They discuss the theo-
retical basis for the modeling approach – the hierarchical patch dynamics 
paradigm and the scaling ladder strategy – and then describe the general 
structure of a hierarchical urban landscape model which is developed using 
this modeling approach. Further, they introduce a hierarchical patch dynam-
ics modeling platform to facilitate the development of spatial hierarchical 
models and illustrate its utility through two examples: a hierarchical cellular 
automata model of land-use change and a spatial multi-species population 
dynamics model. A recent book (Banerjee, Carlin, and Gelfand 2004) pro-
vides a comprehensive discussion of hierarchical modeling for complex spa-
tiotemporal data. Recent developments in Markov chain Monte Carlo 
computing now allow fully Bayesian analysis of multilevel models for com-
plex geographically referenced data – and even for correction of misaligned 
geographic data in a GIS.

Conclusions

Four major research foci have been identified in understanding coupled 
human-natural systems: land, resources and the built environment; human 
health and the environment; freshwater resources, estuaries and coastal 
environments; and environmental services and valuation. Coupled human-
natural systems seek to understand the complex web of environmental feed-
backs at diverse temporal and spatial scales. They address how the 
environment functions, how people use the environment, how this changes 
the environment, and how these changes affect people (Pfirman and AC-ERE 
2003). A key element in these decisions is the mediating role of institutions 
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or organizations used to manage resources. Water rights, access to forests, 
and the status of protected areas are all handled by institutions and social 
organizations that can protect the environment, or fail to do so.

Integrated environmental resources management is a purposeful activity 
with the goal of maintaining and improving the state of an environmental 
resource affected by human activities. To achieve its goals, it has found it 
increasingly useful to turn to complex systems thinking. In many cases dif-
ferent goals are in conflict and the notion “integrated” clearly indicates that 
resources management should be approached from a broad perspective tak-
ing all potential trade-offs and different scales in space and time into account. 
The tradition of resources management and of dealing with environmental 
problems is characterized by a command and control approach. The increas-
ing awareness of the complexity of environmental problems and of human-
technology–environment systems has triggered the development of new 
management approaches. New management paradigms based on the insight 
that the systems to be managed are complex adaptive systems are needed, 
approaches that emphasize the role of social learning processes and the need 
to develop methods combining approaches from hard and soft systems anal-
ysis. Soft systems analysis focuses on the importance of subjective percep-
tions and socially constructed reality. Soft systems methods and group model 
building techniques are quite common in management science where the 
prime target of management has always been the social system. Resources 
management is still quite slow to take up such innovations that should fol-
low as a logical consequence of adopting an integrated management approach 
(Pahl-Wostl 2007).

An integrative systems approach is essential to effective decision making 
(see next chapter) with regards to global sustainability (see Chapter 8), given 
how closely connected industrial, social, and ecological systems are. Yet, 
such a task is daunting given its modeling and computational requirements. 
A whole array of approaches must be explored – biocomplexity and ABM 
approaches, system dynamic modeling, thermodynamic analysis, hierarchi-
cal modeling, adaptational and resilience approaches, to name but a few – 
to investigate the impacts of ecological and human systems and of major 
shifts taking place – whether from climate change or anthropogenic change 
(Fiksel 2006).
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For environmental decisions we need the knowledge of both the natural and 
the social sciences. The natural sciences are well integrated as sources of 
information for decisions in policies regarding the environment. The social 
sciences are latecomers into these processes even though they offer a grow-
ing number of approaches that can improve environmental decision making 
at a variety of levels (NRC 2005b). Environmental decision making requires 
combining good environmental science with improved understanding of 
human–environment interactions and development of approaches that inte-
grate sound science with consideration of human values and institutions so 
that decisions are responsible, competent, and socially acceptable. To achieve 
this one needs to develop criteria for improved quality of decisions, better 
tools for structuring decision processes, and creating effective analytic-
deliberative processes (NRC 2005b:2–3).

Individuals, organizations, and human societies have significant effects 
on the natural environment, largely as a product of their decisions. Decisions, 
both small and large, can have cumulative effects and can alter the condi-
tions of localities, communities, nations, and the planet. Decisions that 
affect the environment are particularly difficult to understand because they 
are characterized by structural complexity; multiple and often conflicting 
values; very long time horizons; different property rights schemes; incom-
plete and uncertain knowledge; are characterized by high stakes; and deci-
sions must be made sometimes under conditions of high time pressure 
because of the deteriorating conditions of our planet (NRC 2005b:24). 
They are structurally complex because of the multi-scale nature of decisions 
and the often mismatched decisions diagnosed at one scale but targeted at a 
different scale by policy makers. Environmental values are deeply bound to 
cultural, economic, spiritual and other values, such as obligations to be 

7

Environmental Decision Making1

1 I am grateful for the many substantive suggestions provided by Maria Claudia Lopez Perez 
on this chapter. Any errors, however, are my responsibility.
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“good stewards” of our planet, that lead to highly variable willingness to 
compromise on priorities and to fight for or against different environmental 
policy options.

Whereas much of decision-making science has roots in psychology, it is 
economics that is most commonly looked to for useful approaches to under-
standing decisions. Economics has been noted to work on very short time 
horizons, even though environmental decisions have long-term consequences 
that make traditional estimation approaches inappropriate or unacceptable to 
individuals because of the above noted values that are inherently long term. 
Perhaps even more critical are the problems arising from calculating a given 
discount rate for environmental and social costs and benefits. Unlike many 
other objects of decisions, the environment is very much “open access” and it 
is difficult to exclude people from using or polluting it, and thereby putting the 
resource at risk of overuse (cf. the classic article pointing to this, that of Hardin 
1968 on the “tragedy of the commons”). Methods for acting under conditions 
of incomplete and uncertain knowledge are needed because the deteriorating 
condition of environmental resources do not permit the luxury of postponing 
action, yet require flexibility in adjusting decisions made on a shifting state-of-
knowledge (Funtowicz and Ravetz 1992; NRC 1996; Dietz and Stern 1998; 
Renn 2003; Tversky and Kahneman 1981; Slovic 1995; Kingdon 1987).

To deal with these difficult dimensions of environmental decision making, 
scientists have developed numerous analytical tools, among them mathemat-
ical models, spatial analytic techniques, risk analysis techniques, and cost-
benefit approaches. Mathematical models of complex systems attempt to 
capture the multiple layers and linkages that are involved in environmental 
systems and how they are connected to structures of policy making (see dis-
cussion in the next chapter). Spatial sciences have developed sophisticated 
tools combining remote sensing with GIS to represent spatially explicit 
changes in the conditions of the environment (see Chapter 4). Risk analysis 
techniques, in contrast, focus on characterizing undesired outcomes, the 
uncertainties surrounding them and the probabilities of their occurrence 
(Bollig 2006; McCabe 2004). In this book the focus is on spatial analytic 
approaches, rather than on mathematical models, risk analysis, or cost- benefit 
analysis (CBA), but the latter is so widely used that some comment is called 
for. Economics has long used cost-benefit analysis as a tool that compares 
outcomes at different times in the future and estimates in the aggregate net 
societal outcome (e.g. Layard and Glaister 2004).

A cost-benefit analysis finds, quantifies, and adds all the positive factors. 
These are the benefits. Then it identifies, quantifies, and subtracts all the neg-
atives, the costs. The difference between the two indicates whether the planned 
action is advisable. The real trick to doing a cost-benefit analysis well is mak-
ing sure you include all the costs and all the benefits and properly quantify 
them. Doing so is less than straightforward, as it may be difficult to assign 
equal units of value to the costs and benefits; and it is essential that there be a 

9781405105736_4_007.indd   1279781405105736_4_007.indd   127 11/13/2009   11:43:38 AM11/13/2009   11:43:38 AM



128 Environmental Decision Making

way to assess both on an equal basis. In terms of environmental issues, we 
need to assign value to things in nature, which have been “free” for a very 
long time, and at this time what would be a fair value? And in human terms, 
assessing the benefits of goods and services provided by the environment to 
people is even harder. Much progress has been made since the Exxon Valdez 
Oil spill, an event of such huge magnitude economically and environmentally 
that considerable advances were necessary in calculating the costs to society 
and the environment over a variety of spatial and temporal dimensions. The 
issue is contentious enough that economists are deeply divided as a discipline 
between those who have one approach to valuation, and others who take a 
more ecological approach and turn to political economy rather than CBA to 
come up with an assessment of the economics of ecological policy problems.

Cost-benefit analysis seeks to translate all relevant considerations into 
monetary terms. Economists “monetize” both the costs of regulation, such 
as the money spent to install a scrubber on a power plant to reduce air pol-
lution, and the benefits of regulation, such as saving human lives and pre-
venting disease. When benefits of regulation will happen in the future, the 
economists first quantify those benefits in monetary terms. Then they “dis-
count” their value to reflect how much we would have to invest today to 
have that much money when the benefit is delivered. The first step in a cost-
benefit analysis is to calculate the costs of a public policy. The costs of pro-
tecting human health and the environment through the use of pollution 
control devices and other approaches are, by their very nature, measured in 
dollars or whatever currency is relevant. Thus, at least in theory, the cost 
side of cost-benefit analysis should be relatively straightforward – but rarely 
is. One has to consider the costs of including, or not, the environmental 
costs, and of implementing or not implementing different policy options. 
More problematic is the second step in the analysis: monetizing the benefits 
achieved by the regulation. Since there are no natural prices for a healthy 
environment, cost-benefit analysis requires the creation of artificial ones. 
Economists create artificial prices for health and environmental benefits by 
studying what people would be willing to pay for them, or what price they 
might be willing to accept. One popular method, called “contingent valua-
tion,” is essentially a form of opinion poll (Carson et al. 2003; Davis 1963). 
Researchers ask a cross-section of the affected population (and indeed, this 
presents a thorny problem of the method that might be used to choose a 
given affected population) how much they would be willing to pay to pre-
serve or protect something that can’t be bought in a store (Ackerman and 
Heinzerling 2002). Other techniques include price-based recreated prefer-
ences as a way of getting at these values (Hanemann 1994; Portney 1994).

The above approaches are an important part of the set of tools used, but 
they do not include some of the harder-to-deal-with dimensions, particularly 
how to deal with value conflicts and uncertainty. Many of the techniques 
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often embody assumptions of value that are not always explicitly stated and 
can later impede the decisions that must be made. A growing number of 
studies recommend that processes integrate analysis with broadly based 
deliberative processes involving the range of parties interested or affected by 
decisions (NRC 1996). This is now often referred to, for short, as involve-
ment of stakeholders in the analytic-deliberative process. This has already 
been seen at EPA and in the US Climate Change Program (US Climate 
Change Science Program 2003) and elsewhere. This means moving towards 
an environmental decision-making science approach (e.g. Raiffa 1968; 
Morgan and Henrion 1990; Keeney and Raiffa 1993; Clemen 1996) in 
which one considers objectives, ways to evaluate decisions and decision 
processes against those objectives, that identifies the questions and kinds of 
information needed, and that develops knowledge about which decision 
processes are likely to produce desired outcomes (NRC 2005b).

Good environmental decisions need to consider both physical and social 
phenomena and human values. This requires that one obtain competent and 
socially acceptable ways to integrate scientific information and values 
(Hammond, Keeney and Raiffa 1999; Slovic and Gregory 1999). In addi-
tion, environmental decision making involves diverse and conflicting values; 
substantial scientific uncertainty; and often the presence of coordination 
problems among stakeholders that can result in, among other things, mis-
trust. This results in hotly contested positions regardless of the scientific 
evidence because the acceptable outcomes (or objectives) may be themselves 
contested. Decision-making science approaches may help make these deci-
sions by making these conflicts more explicit and structuring ways for stake-
holders to reconsider their positions, and to shift in order to successfully 
reach attainable goals (e.g. Morgan and Henrion 1990; Clemen 1996; Suter 
1993; Rodricks 1992; Travis 1988; NRC 1996).

Behavioral decision-making research coming out of psychology has shown 
that individuals typically omit key elements of good decision processes and 
that their decisions suffer as a result of such omissions (Slovic, Fischhoff and 
Lichtenstein 1977; cf. also Bowles 2004; Fehr and Gächter 2000, 2002). 
They may leave out emotions, existing preferences, past routines, and other 
elements that affect decisions. Individuals respond to complex tasks by sim-
plifying in ways that seem adequate but that include predictable biases that 
distort the underlying information (Kahneman, Slovic and Tversky 1982), 
that show difficulty in clarifying objectives (March 1978), and that manifest 
difficulty in seeing all viable alternatives (Keeney 1992). In contrast, deci-
sion-making groups can identify more elements of any decision than indi-
viduals, and thereby correct individual’s errors – yet, groups experience 
other sorts of problems such as mistrust among members based upon differ-
ences in social status (Hastie, Penrod, and Pennington 1983; David and 
Turner 1996), group norms regarding consensus or majority rule (Moscovici 
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1985), lack of participation by some members of the group which results in 
bias, and differences in tactics used to propose ideas (Turner 1991). Thus, 
depending on the nature of the problem individuals or group approaches to 
decisions may be needed or they should be used in combination.

One important task is to clarify values and preferences by helping people 
construct their preferences rather than simply revealing them. Perhaps the 
best known approach to this is the multi-attribute trade-off analysis (Keeney 
1992) which yields a mathematical statement comprising a utility or value 
function that can be used to evaluate every alternative within the range of 
consequences foreseen by the decision maker. This approach, and others like 
it, offer many advantages but also many disadvantages such as the lack of 
trained people to direct the interview, the difficulty of evaluating the indi-
vidual utility functions, and difficulties in expressing underlying values. 
Newer approaches have emerged that try to make the task cognitively sim-
pler, more transparent, or more particular to specific types of decisions, 
among them: analytic hierarchy process (Saaty 1980, 1991); strategies that 
focus on a choice among alternatives in a given resource (McDaniels and 
Thomas 1999); methods that clarify preferences based on judgments of 
what may be “even swaps” (Hammond, Keeney and Raiffa 1999); value-
focused thinking (Keeney 1992); and “satisficing” approaches (Payne et al. 
1993) that seek less than optimal solutions. Work on revealed price prefer-
ences and hedonic prices is also relevant and their use is increasing (Bowles 
2004; Camerer and Fehr 2004; Baland and Platteau 2000[1996]).

Findings from behavioral organization theory, behavioral decision theory, 
survey research, and experimental economics leave no doubt about the fail-
ure of rational choice as a descriptive model of human behavior (Jones 
1999). But this does not mean that people and their politics are irrational. 
Thus, we need approaches for thinking about rational theory, among 
them “bounded rationality.” Bounded rationality asserts that decision mak-
ers are intentionally rational; that is, they are goal-oriented and adaptive, 
but because of human cognitive and emotional architecture, they sometimes 
fail – even when they are making important decisions. Limits on rational 
adaptation are of two types: procedural limits, which limit how we go about 
making decisions, and substantive limits, which affect particular choices 
directly. Rational analysis in institutional contexts can serve as a standard 
for adaptive, goal-oriented human behavior. In relatively fixed task environ-
ments, such as asset markets or elections, we should be able to divide behav-
ior into adaptive, goal-oriented behavior (that is, rational action) and 
behavior that is a consequence of processing limits, and we should then be 
able to measure the deviation. The extent of deviation is an empirical issue. 
These classes are mutually exclusive and exhaustive, and they may be exam-
ined empirically in situations in which actors make similar choices repeat-
edly. Another challenge is posed by uncertainty in the face of decisions that 
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must be made. It has been said that people rather act under conditions of 
risk, than of uncertainty, as the latter tends to immobilize the decision maker 
(White 1974).

Characterizing uncertainties is another way to improve the decision- 
making process, and this has often involved methods that elicit probabilistic 
judgments and other sources of information (Morgan and Henrion 1990; 
Cullen and Frey 1999). Other methods have also been proposed that involve 
less demanding judgments: fuzzy set theory (Zadeh 1965) that assumes that 
it is not necessary to arrive at highly precise probabilities; scenario-building 
is increasingly used to characterize uncertainties and alternatives (Wack 
1985a, 1985b); influence diagrams that help reveal the mental models of 
decision participants and the sources of their disagreements (Howard 1989; 
Clemen 1996), or those with different stakes (Morgan et al. 2002).

One of the most difficult environmental decisions is how to arrive at a 
societal preference in a collective action context because of the inherent dif-
ficulties in achieving coordination among stakeholders. There is no unique 
rule for aggregating the preferences of individuals with different values 
across a range of alternatives. This is particularly problematic for large-scale 
environmental problems involving long-time horizons, nonmarginal changes 
in human or environmental variables, deeply held values, and when issues 
of equity arise (NRC 1996). One effective way to deal with collective action 
problems is through institutional analysis.

Institutional Analysis

Human institutions – defined as ways of organizing activities – affect the 
resilience of the environment (Dietz, Ostrom, and Stern 2003). Locally 
evolved institutional arrangements governed by stable communities and 
buffered from outside forces have sustained resources successfully for centu-
ries (Ostrom 1990; Baland and Platteau 2000[1996]), although they can fail 
when rapid change occurs after centuries of operating successfully. Ideal 
conditions for governance are increasingly rare. Critical problems, such as 
transboundary pollution, tropical deforestation, and climate change, are at 
larger scales than local communities have customarily dealt with, and 
involve nonlocal influences beyond their control. Part of the problem is that 
for environmental problems to be dealt with effectively by institutions 
requires that they have “well-defined boundaries” and this is very difficult 
with many of the above problems. Promising strategies for addressing col-
lective action problems include dialogue among interested parties, officials, 
and scientists; complex, redundant, and layered institutions; a mix of insti-
tutional types; and institutional designs that facilitate experimentation, 
learning, and change.
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According to Acheson (2006), many of the world’s natural resources are 
in a state of crisis. His solution is to develop effective management institu-
tions, but there is no consensus on what those institutions are. Some favor 
solving resource-management problems through the institution of private 
property; others advocate central government control; and others see local-
level management as the solution. Acheson suggests that all these govern-
ance structures fail under certain conditions and that we need to learn to 
match the resource problems with governance institutions and specific man-
agement techniques if we are to manage resources effectively. This is a scale 
problem and one that is a persistent challenge to environmental manage-
ment and decision making.

Among the most difficult environmental resources to manage are com-
mon-pool resources. We can define the concept of a common-pool source 
based on two attributes: the difficulty of excluding beneficiaries and the 
subtractability of use of the resource. Becker and Ostrom (1995) present 
similarities and differences among common-pool resources in regard to their 
ecological and institutional significance. More complex biological resources 
are a greater challenge to the design of sustainable institutions, but the same 
general principles appear to carry over to simpler systems. Extensive empir-
ical evidence and theoretical developments in multiple disciplines stimulate 
a need to expand the range of rational choice models to be used as a founda-
tion for the study of social dilemmas and collective action. Ostrom (1998) 
claims that individuals can achieve results that are “better than rational” by 
building preferences where reciprocity, reputation, and trust can help to 
overcome the strong temptations towards short-run self-interest. This con-
stitutes a second-generation model of rationality and it is more consistent 
with optimizing behavior by individuals as members of communities who 
must take collective actions (see Ostrom 2006). This does not eliminate the 
temptation of having free riders come along, but it probably reduces its 
incidence.

According to Ostrom (1999), contemporary policy analysis of the govern-
ance of common-pool resources is based on three core assumptions: 
(a) resource users are norm-free maximizers of immediate gains, who will 
not cooperate to overcome the common dilemmas they face; (b) designing 
rules to change incentives of participants is a relatively simple analytical 
task; and (c) managing common-pool resources requires central or top-
down direction. Ostrom finds, from laboratory experiments, that we need 
to use different assumptions, such as one asserting that humans are fallible, 
boundedly rational, and norm-using and that this is closer to the reality of 
how people deal with common-pool problems. Her research on complex 
adaptive systems suggests the need for a more realistic way of understanding 
how rules are changed as processes shift and the value of encouraging the 
evolution of polycentric governance systems. With regards to the design of 
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rules, the challenge lies in how to monitor and ensure compliance with the 
rules – and the evidence is that many communities fail to comply with their 
own rules. The assumption of many (cf. since Hardin 1968) that top-down 
is the only way to ensure managing common-pool resources has been amply 
refuted (cf. Dietz, Rosa, and York 2007).

Sekher (2001) explores how different local organizations affect participa-
tory management of common-pool resources (CPRs) in India. Building on 
the ideas of “interdependency” and “new institutionalism,” along the lines 
of Elinor Ostrom’s “design principles” and the “institutional analysis and 
development framework,” the study attributes individual choice within col-
lective-action strategies for CPR management to the incentives they face. 
The framework suggests that the participatory strategies are conditioned by 
three factors: the attributes of the resource, the attributes of the user-group, 
and the attributes of the institutional arrangements. Based on the user’s per-
spective, Sekher makes a comparative analysis of three broad categories of 
local organizations operating in three villages, namely a nongovernmental 
people’s organization (NGPO), a government-engineered people’s organiza-
tion (GEPO), and an indigenous participatory strategy (traditional manage-
ment regime). Sekher (2001) argues that, depending on the process by which 
rules are made and interests internalized, that different organized participa-
tory systems create restraints, provide opportunities, and confer legitimacy 
differently. A recent meta-analysis of a large body of work using Ostrom’s 
design principles is now available that finds that the principles largely work, 
but that there are numerous conditions that can affect the degree to which 
they fail and why (Cox, Arnold, and Villamayor Tomas, in review). The fol-
lowing list contains the design principles as Ostrom (1990:90) originally 
formulated them:

1 Clearly defined boundaries: Individuals or households who have rights 
to withdraw resource units from the CPR must be clearly defined, as 
must the boundaries of the CPR itself.

2 Congruence between appropriation and provision rules and local condi-
tions: Appropriation rules restricting time, place, technology, and/or 
quantity of resource units are related to local conditions and to provi-
sion rules requiring labor, material, and/or money.

3 Collective-choice arrangements: Most individuals affected by the opera-
tional rules can participate in modifying the operational rules.

4 Monitoring: Monitors, who actively audit CPR conditions and appropriator 
behavior, are accountable to the appropriators or are the appropriators.

5 Graduated Sanctions: Appropriators who violate operational rules are 
likely to be assessed graduated sanctions (depending on the seriousness 
and the context of the offense) by other appropriators, by officials 
accountable to these appropriators, or both.
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6 Conflict-resolution mechanisms: Appropriators and their officials have 
rapid access to low-cost local arenas to resolve conflicts among appro-
priators or between appropriators and officials.

7 Minimal recognition of rights to organize: The rights of appropriators to 
devise their own institutions are not challenged by external governmen-
tal authorities.

8 Nested enterprise: Appropriation, provision, monitoring, enforcement, 
conflict resolution, and governance activities are organized in multiple 
layers of nested enterprises.

The primary role of the design principles was to explain under what con-
ditions trust and reciprocity can be built and maintained in order to sustain 
collective action in the face of social dilemmas posed by common-pool 
resources.

Folke et al. (2005) explore the social dimensions that enable adaptive eco-
system-based management to work. They concentrate on experiences of adap-
tive governance of social-ecological systems during periods of abrupt change 
(crisis) and investigate social sources of renewal and reorganization. Such 
governance connects individuals, organizations, agencies, and institutions at 
multiple organizational levels. Key persons provide leadership, trust, vision, 
and meaning, and they help transform management organizations toward a 
learning environment. Adaptive governance systems often self-organize as 
social networks with teams and actor groups that draw on various knowledge 
systems and experiences for the development of a common understanding and 
policies. The emergence of bridging organizations seems to lower the costs of 
collaboration and conflict resolution, and enabling legislation and govern-
mental policies can support self-organization while framing creativity for 
adaptive co-management efforts. A resilient social-ecological system may 
make use of crisis as an opportunity to transform into a more desired state 
(Folke et al. 2005).

Individual Behavior and Environmental Decisions

The activities of individuals and households have a profound impact on the 
environment (e.g. consumer expenditures account for two-thirds of GDP; 
NRC 2005b:69). Households account for nearly half of the US carbon emis-
sions and large percentages of other noxious effluents (Stern and Gardner 
1981; Cutter et al. 2002; Van den Burgh 2004; Stern 2007). Individual 
behaviors have significant and direct impact in the aggregate in areas such 
as transportation, housing, energy use, solid waste, water, and food. As citi-
zens, individuals play an important role in influencing the environmental 
decisions of local communities, regions, and states. However, the  behavior of 
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individuals is not totally free – it is constrained by a whole constellation of 
social, economic, institutional, and technological systems within which they 
find themselves (Lutzenhiser, Harris, and Olsen 2001). For example, the 
desire to recycle may be constrained by the absence of curbside recycling 
pickup, thereby requiring driving a substantial distance to a recycling center, 
requiring the use of a car.

Environmental information can be effective in influencing behavior but to 
do so requires that information be appropriate, timely, and delivered in 
ways that facilitate implementation. Information is cognitively processed 
and weighed against individual’s values, attitudes, and affective processes, 
against social norms, economic resources available, and against a technol-
ogy which is affordable at the individual’s level of income. Despite research 
over several decades, we are still only beginning to understand the ways 
individuals’ values and preferences, constraints, and other factors shape 
environmentally significant behavior.

Evidence since the 1970s has noted a consistently high level of support for 
environmental protection, and support for regulations that go further to 
ensure conservation of natural resources (Dunlap and Scarce 1991; Dunlap 
2002). This support is also evident in individual preferences for “smart 
growth” policies, community gardens, parks and nature reserves, farmers’ 
markets, and other green products. However, this strong environmental 
concern and support is contradicted by the behavior of individuals who 
purchase large sports utility vehicles (SUVs), larger homes, and maintain 
levels of consumption inconsistent with their pronounced beliefs. Part of the 
problem lies in the difficulty for any individual in evaluating the environ-
mental impact of their choices. Studies have shown that households hold 
mistaken beliefs about relative energy consumption of household appliances 
(Kempton et al.1985). Information, such as the energy-use indicators on 
appliances, has been found to poorly communicate with consumers (DuPont 
2000; Shorey and Eckman 2000). Green labels have not been used widely in 
the US but in Europe they have had remarkable influence on individual 
behavior (Thøgerson 2002). In Sweden, eco-labeling of household chemi-
cals, in the 1980s resulted in a drop of 15 percent in sales of cleaning and 
personal chemicals and in the replacement of 60 percent of chemicals in 
soap, shampoo, detergents, and cleaners with less harmful substances.

Clearly one of the important research tasks is to figure out how best to 
transmit information to individuals in ways that facilitate comprehension 
and provide action alternatives. Recent efforts by environmental NGOs to 
work with corporations to come up with actions they can take that can lead 
to more green outcomes have been effective in some cases. Even things such 
as economic incentives to purchase greener vehicles are often not taken 
advantage of because individuals do not understand the availability or ben-
efits of the incentives (e.g. such as the tax write-off for buying a hybrid car, 
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which reduces the total value paid for the car to well within that of  nonhybrid 
cars). Many individuals continue to refer to hybrid vehicles as “more expen-
sive” when in fact that is not the case when taking into account the tax 
benefits and the gas savings from the greater efficiency.

A better understanding of how information, incentives, and other instru-
ments combined with individual values and social contexts shape consumer 
choices would go a long way to improving individual choices. Approaches 
that use community participation in bringing about change in environmen-
tal knowledge can be effective. Which contextual factors are more impor-
tant, which incentives people respond to, and the effects of policies on 
individual choice remain areas rich for investigation (NRC 2005b:78). 
Studies have begun to shed light on these issues. Some have focused on 
aggregate scales of pro-environmental behavior (e.g. Kaiser 1998; Cottrell 
2003). Others focus on particular consumer behaviors such as energy use 
(Black, Stern, and Elworth 1985), travel behaviors (Brown, Werner, and 
Kim 2003), and recycling behavior (do Valle et al. 2004). Others have com-
pared different classes of behavior in different countries (Thøgerson 2004; 
Stern et al. 1999).

One of the most serious impediments to advances in this field is the per-
sistence of disciplinary approaches and the lack of substantive interdiscipli-
narity (NRC 2005b:80). Scholars continue to read only partially across 
disciplines and are often unaware of the work in other fields that could 
inform their work. To arrive at a unified model of real-world situated choice, 
one needs sustained investment in interdisciplinary inquiries that overcome 
the current blind spots one finds in the development of individual decision 
making. Given the ever growing global economy, and how products are 
marketed and available in countries across the globe, one needs more com-
parative studies of how individuals in different societies respond to informa-
tion, to prices, and to the variable contexts that shape their environmentally 
significant choices.

Decisions and Social Context

Over the last several decades, sociologists have investigated the public’s 
increasing concern about the environment, but they have had little success 
explaining attitudes toward the environment or the adoption of pro- 
environment behaviors like recycling. Derksen and Gartrell (1993) examine 
the role of social context in the link between individual attitudes about the 
environment and recycling behavior by comparing communities that vary in 
their access to recycling programs. Results show that people with access to 
a structured recycling program have much higher levels of recycling than do 
people lacking such access. Furthermore, individual attitudes toward the 
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environment affect recycling behavior only in the community with easy 
access to a structured recycling program. Individual concern about the envi-
ronment enhances the effect of the recycling program, but does not over-
come the barriers presented by lack of access.

What constitutes a good decision about the environment? Some research 
traditions offer concepts, theories, and methods intended to improve both 
individual and collective decision making about actions that will affect 
the environment. But there is relatively little explicit discussion of what 
would be appropriate criteria for calling an environmental decision a good 
choice. Five criteria for evaluating environmental decisions are suggested 
by Dietz (2003): human and environmental well-being; competence about 
facts and values; fairness in process and outcome; a reliance on human 
strengths rather than weaknesses; the opportunity to learn and act with 
greater efficiency.

Agency (i.e. the role of the individual decision maker) has long been an 
important topic in sociological theory and is central to several theories in 
anthropology (e.g. historical ecology, political ecology). Sociologists have 
devoted attention to new models of cultural evolution drawn from a variety 
of disciplines. Dietz and Burns (1992) examine the role of agency in evolu-
tionary theory by distinguishing evolutionary theory from developmental 
theories that are usually identified with evolution in discussions of social 
theory. They then offer an approach to agency and to power grounded in 
social rule systems theory. These discussions provide a context to definition 
of agency as effective, intentional, unconstrained, and reflexive action by 
individual or collective actors (Dietz and Burns 1992).

To what extent are our decision making and learning processes influenced 
indirectly by others? To what extent are the opinions you hold simply a 
reflection of the opinions of those you associate with? Explanations of social 
influence usually focus on why people are persuaded by or conform to the 
opinions of others. Although important, this research has neglected the role 
of information collection in belief formation and how biased beliefs, as well 
as social influence, can emerge from biased search processes (Denrell 2008).

Dietz and Stern (1995) offer a boundedly rational model of choice that 
makes room for individual values and social influences in a process of pref-
erence construction. It takes from the expected utility model the notion that 
people assess their options in terms of expected outcomes, referenced to 
personal values, but it presumes that individuals assess sharply truncated 
lists of relevant options, outcomes, and values and apply a classification 
logic rather than a calculative one. Such a model is consistent with the nature 
of evolved human cognitive abilities. The model treats cognitive heuristics 
and various forms of social influence as determinants of selection of the 
truncated lists and it treats moral norms as classification rules activated 
when certain actions and outcomes become salient.
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Research traditions across the social sciences have explored the drivers of 
individual behavior and proposed different models of decision making. 
Wilson and Dowlatabadi (2007) review several diverse perspectives: con-
ventional and behavioral economics; technology adoption theory and atti-
tude-based decision making; social and environmental psychology; and 
sociology. The individual decision models in these traditions differ axiomat-
ically. Some are founded on informed rationality or psychological variables, 
and others emphasize physical or contextual factors from individual to 
social scales. Each perspective suggests particular lessons for designing inter-
ventions to change behavior. Throughout their review, these lessons are 
applied to decisions affecting residential energy use. They focus on examples 
drawn from both intuitive and reasoning-based types of decision as well as 
from a range of decision contexts that include capital investments in weath-
erization and repetitive behaviors such as appliance use.

Lambin et al. (2001) suggest that common understanding of the causes of 
land-use and land-cover change is dominated by simplifications which, in 
turn, underlie many environment-development policies. Cases reviewed 
support the conclusion that neither population nor poverty alone consti-
tutes the sole and major underlying cause of land-cover change worldwide. 
Rather, people’s responses to economic opportunities, as mediated by insti-
tutional factors, are what drives land-cover changes. Opportunities and 
constraints for new land uses are created by local as well as national mar-
kets and policies – yet, it is global forces that become the main determinants 
of land-use change, as they amplify or attenuate local factors.

Liu et al. (2008) call for more effective integration of science and decision 
making in environmental management. While scientists often complain that 
their input is ignored by decision makers, the latter have also expressed dis-
satisfaction that critical information for their decision making is often not 
readily available or accessible to them, or not presented in a usable form. 
Scientists need to produce more “usable” information with enhanced cred-
ibility, legitimacy, and saliency to ensure the adoption of research results. An 
example of this might be basin-scale management of coupled human–water 
systems, where water resources managers, like other decision makers, are 
frequently confronted with the need to make major decisions in the face of 
high system complexity and uncertainty. The integration of useful and rele-
vant scientific information is necessary and critical to enable informed deci-
sion making. Liu et al. (2008) describe the main aspects of what has been 
learned in the process of supporting sustainable water resources planning 
and management in the semi-arid southwestern United States by means of 
integrated modeling. Their experience indicates that particular attention 
must be paid to the focus of the questions, explicit and participatory con-
ceptual modeling, a suitable modeling strategy that is transparent to ana-
lysts and stakeholders alike, and a formal scenario-analysis approach in 
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order to facilitate the development of “usable” scientific information for 
policy makers and stakeholders.

The drought in the southeast of England in 2004–6 generated important 
insights for contemporary interdisciplinary debates about what it means to 
build resilience in water management (Medd and Chappels 2007). First, 
there is a set of issues about the assessment and definition of drought at 
multiple levels of organization – local, regional, national – and conse-
quently about the interaction between scales at which building resilience is 
to be established. Drawing on interviews with regional water company 
managers in southeast England and a selection of households within their 
jurisdictions, Medd and Chappels (2007) explore the contested framings 
of drought risk and the need to manage demand. They argue that defini-
tions of drought are mediated by the institutional context of water man-
agement across different scales and by different disciplinary framings 
(from economics, geography, sociology, and environmental science). 
Second, chosen strategies of drought management reveal different discipli-
nary approaches to questions of scale. In particular, the debate about 
building resilience to ensure “security of supply” is framed or dominated 
largely by an engineering way of thinking in which technological fixes 
from the household level to large-scale reconfiguration of infrastructural 
networks are proposed as the best way to address the problem. By con-
trast, sociological approaches suggest the need to explore resilience through 
a reconceptualization of supply-and-demand as an ongoing process of co-
management. These differences in framing constitute obstacles to dealing 
with the water crisis, and solutions will require more interactive, scale-
sensitive approaches that use the right tools at the right scale. Other rele-
vant cases can be found in our rapidly disappearing forests, and in how we 
go about protecting biodiversity.

Development of environmental decision support systems (EDSS) is rapidly 
progressing (Matthies, Giupponi, and Ostendorf 2007). The sustainable 
management of natural resources has grown in awareness of the complexity 
of interactions between sociocultural, economical and biophysical system 
components. As better data and methods become available, the complexity 
of the system representation is acknowledged. At the same time, realism and 
relevance are increasing and allowing direct support for management 
and policy development. Recent developments show a continuum between 
integrated assessment modeling and EDSS with varying levels of stakeholder 
participation in both EDSS development and application. There is a general 
tendency towards better utilization of interdisciplinary data, integration, and 
visualization of temporal and spatial results. Future developments appear 
directed towards better representation of reality in models, improving user-
friendliness and their use in a group discussion context through participatory 
approaches.
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The complexity of environmental problems makes necessary the  development 
and application of new tools capable of processing not only numerical aspects, 
but also the experience from experts and wide public participation, which 
are all needed in decision-making processes (Poch et al. 2004). EDSSs are 
among the most promising approaches to confront this complexity. The fact 
that different tools (artificial intelligence techniques, statistical/numerical 
methods, GIS, and environmental ontologies) can be integrated under differ-
ent architectures confers EDSSs the ability to confront complex problems, and 
the capability to support learning and decision-making processes. The flow 
diagram followed to build the EDSS is presented by Poch et al. (2004) for each 
of the systems, together with a discussion of the tasks involved in each step 
(problem analysis, data collection and knowledge acquisition, model selec-
tion, model implementation, and EDSS validation). In addition, the architec-
ture used is presented, showing how the five levels on which it is based (data 
gathering, diagnosis, decision support, plans, and actions) have been imple-
mented. In order to further advance the ability of EDSSs to cope with the 
complexity of environmental problems, one needs greater integration of data 
and knowledge, improvement of knowledge acquisition methods, new proto-
cols to share and reuse knowledge, development of benchmarks, and involve-
ment of  end-users.

Conclusions

In order to make better decisions, one needs to begin by ensuring that deci-
sions are made at the appropriate level (i.e. at the appropriate scale). Often 
decisions are made far from the resources and the people most affected by the 
use of those resources: see earlier discussion of the work of Rappaport (1979). 
In other words, decisions are made by government agencies, or companies, 
without input from citizens and communities affected. In some cases, it would 
be better to let communities decide what is best for them. But this may not be 
practical in many cases, and there is an important role that government agen-
cies and higher level actors play – for example, to ensure that higher stand-
ards are applied than a given local community may be ready to accept without 
a fight. Generally speaking, the appropriate level for decision making should 
be determined by the scale of the resource system to be managed. The more 
localized the resources, the more the decision should be up to the local popu-
lation, but the larger the area, and the more likely it is to have effects on other 
watersheds, the more the decision must involve a larger number of decision 
makers. Problems, such as acid rain, which involve movement of air pollut-
ants across watersheds and even national boundaries, must necessarily involve 
cross-national decision making, international treaties, and other extra-local 
decision makers. Kyoto, REED, and other environmental treaties are efforts 
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to provide this kind of higher level coordination, but implementation and 
compliance have been limited with few countries succeeding in living up to 
the Kyoto targets set, for example (Cole 2009). An important element of 
good environmental governance is to provide citizens with access to informa-
tion and opportunities to participate in the decision-making process armed 
with that information. The Rio Declaration, from the 1992 global conference 
on the environment and development, which was adopted by 178 nations, 
defined that access has three components: access to information, access to 
decision making, and the opportunity to seek legal remedies. Without all 
three of these elements, there is a lack of public participation, and probably 
a lack of effective governance of resources. The information needed involves 
access to important data such as air and water quality in the local community 
(as this affects whether citizens drink the water or not); information about 
environmental trends through time (to see if things are degrading or improv-
ing); information on pollution from industrial facilities (to empower citizens 
and NGOs to pressure companies to behave responsibly); and information 
on how to deal with emergencies and risks present in their environment (e.g. 
if a large water impoundment is present, what the risks are that it may give 
way and flood the area). These should be minimum standards of information 
that citizens need to act responsibly in a democratic society. Access to deci-
sion making requires that citizens and other groups be able to influence 
national policies and plans, provincial and local policies and plans, and to 
take part in environmentally significant projects, such as licensing a power 
plant or a chemical plant. Access to legal remedies implies that it is possible 
for citizens and citizen organizations to seek legal remedies for irresponsible 
corporate behavior, ineffectiveness in the enforcement of pollution standards, 
and other failures in the decision-making process that endanger the public’s 
health.

An important and growing element of citizen participation is through the 
proliferation of nongovernmental organizations (NGOs), such as environ-
mental NGOs, which have more than doubled since 1985 with more than 
40,000 officially recorded. These organizations have helped pressure gov-
ernment and corporations into opening up to public scrutiny and to allow 
greater citizen participation in decisions. On the other hand, NGOs them-
selves are caught in the larger political economy which does not question the 
foundations of uneven development, poverty, and inequality (for a critical 
analysis of these issues, see Bebbington 2004). Further, economic globaliza-
tion has been effective in growing also very fast, as an increasing number of 
companies (more than 60,000 operate in the global marketplace) operate in 
a global market with few environmental strictures and little transparency. 
Some of these corporations, such as logging companies operating in Asia, 
remove trees illegally and work with corrupt officials who permit them to 
violate existing laws.
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One of the proposed solutions to better environmental governance has 
been decentralization, or devolving decision making to local governments, 
but this alternative may not be possible in many cases. This solution is not 
a panacea to the problems noted above. More than 60 developing countries 
claim to be devolving power to local units – but few cases of true decen-
tralization have been recorded, and rarely are adequate funds devolved to 
local agencies to permit them to operate effectively in monitoring the envi-
ronment and in giving them power to prosecute those who violate local 
rules. In most cases, local agencies are charged with implementing decisions 
made elsewhere without local accountability. When done fully, decentraliza-
tion can work (Andersson 2003, 2004; but see Andersson, Anda, and 
 van Laerhoven 2008 for the many obstacles found and under what condi-
tions it does not seem to work). In the next chapter, we discuss the emer-
gence of a new field, variously called sustainability science and coupled 
human– natural systems.
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The correlation between income and happiness is surprisingly weak, 
observed University of Michigan researcher Ronald Inglehart in a 
16-nation study of 170,000 people. Once comfortable, more money 
provides diminishing returns. Lottery winners and the 100 wealthiest 
Americans listed in Forbes express only slighter greater happiness than 
the average American. While the average American made only $8,700 
in today’s dollars in 1957, and today makes $20,000, over this period 
the number of Americans who say they are very happy has declined 
from 35 to 32 percent. Meanwhile, the divorce rate has doubled, teen 
suicide rates have tripled, violent crime has quadrupled, and more 
people are depressed. Today, more than ever before, we have big 
houses and broken homes, high incomes and low morale, secure rights 
and diminishing civility. We celebrate our prosperity, but yearn for a 
sense of purpose. In an age of plenty we are hungry for what money 
cannot buy. Having secured human rights and affluence, we seek 
 purpose. One first step is to have less, and change the world into a 
sustainable one.

Myers 2000 (quoted in Moran 2005)

There is an urgent need to develop theories and methods for a science of 
sustainability, based on the fundamental interactions between people and 
the biophysical environment. This calls for new research and for a profound 
level of multidisciplinary, multi-scale, multinational, and multi-temporal 
integrative science that brings together the physical, biological, and social 
sciences (Kaneshiro et al. 2005). Because such research runs counter to tra-
ditional disciplinary-based approaches that currently shape the education 
and training of citizens as well as scholars, we need to develop the capacity 
to speak across the disciplinary divides, understand the assumptions of oth-
ers across the table, and learn to formulate questions, and approaches, that 

8
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are truly integrative. In this book I have tried to provide access for both 
natural and social scientists to the theory, methods, and jargon of the others 
with whom one is likely to work with, hoping thereby to facilitate this joint 
enterprise. It is only a first step in that direction, and surely many other use-
ful approaches that are not discussed here will emerge from the field-based 
interactions of students, researchers, and civil society as they tackle complex 
human–environment dynamics.

According to Levin (2006) socioeconomic systems are, in fact, ecological 
systems characterized by familiar processes such as exploitation, coopera-
tion, and parasitism, and ecological systems are economic systems in which 
competition for resources are central and in which individuals seek what is 
best for them, but which have emergent properties that have evolutionary 
and systemic consequence. Thus, they are complex adaptive systems in 
which patterns at the macro level emerge from interactions and selection 
processes at many lower levels of organization. Complexity theory can shed 
light on the interactions of these human–environment systems by focusing 
not only on its structurally complex characteristics but also on the manage-
ment of the use of resources in such systems. Such management needs to be 
adaptive in its goals and approaches, seeking system sustainability and sys-
tem self-organization, since, without the latter, the former is simply unat-
tainable (Norberg and Cumming 2008).

Since the publication of Our Common Journey (NRC 1999e), research 
needs and priorities in sustainability science have continued to appear (e.g. 
Kates et al. 2001; Clark and Dickson 2003). Members of the National 
Academy of Science/National Research Council (NAS/NRC) Roundtable on 
Science and Technology for Sustainability and the Forum on Science and 
Innovation for Sustainable Development (http://sustainabilityscience.org) 
have been among the sources of research priorities (see also Swart et al. 
2002, on critical challenges for sustainability science and a special issue of 
PNAS (Proceedings of the National Academy of Science, July 8, 2003, on 
science in support of sustainability). Challenges interconnecting human–
environmental research with core disciplines in the behavioral and social 
sciences have been an issue always.

Disciplinary scientists have noted significant obstacles to engagement 
with environmental issues in sociology, psychology, and political science 
and a huge split between “ecological” and “environmental” economics that 
confuses those wishing to incorporate economics into an environmental 
research team (cf. the effort of Venkatachalam 2007 to bridge the two sides 
of economics of the environment). Environmental issues are closer to the 
core in anthropology and geography. In general, the discussion suggested 
that involvement of disciplinary social and behavioral scientists can be 
affected by the agendas and review practices of agencies such as the National 
Science Foundation (NSF) that provide major research support, especially to 
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early-career scientists for whom an NSF grant can be an important career 
building block. NSF funding criteria and practices, including the composi-
tion of panels that review proposals, can help turn early-career scientists 
toward a focus either on established “core” disciplinary questions or on 
fundamental cross-disciplinary questions (CCSP 2008). A growing number 
of special requests for proposals (RFPs) have been issued by NSF in an effort 
to nudge scientists towards interdisciplinary research, and even within dis-
ciplinary programs we see evidence of doors opening for applications from 
other disciplines if the questions addressed are of core interest.

There are also important differences between stakeholders, and between 
North and South, in defining the most pressing problems of sustainable 
development and achieving sustainability (Clark and Dickson 2003). Clearly, 
it will have to involve both reducing hunger and poverty, while protecting 
the earth’s life support systems and biodiversity. This makes the definition 
of sustainability very much a local and regional process, rather than a 
national or global one, if one is to address these different pressing problems 
from the stakeholders’ perspective. Sustainability science will need to be 
fundamental research, but it will also have to be concerned with how to 
implement this basic science for the benefit of local people. The goal ulti-
mately is to improve society’s capacity to use the earth in ways that simulta-
neously meet the needs of the human population while sustaining the 
environmental foundations of our life support systems and substantially 
reducing poverty and hunger (NRC 1999e; Clark 2007).

Sustainability Science Research Priorities

Priorities for sustainability science dovetail with the priorities in other 
proximate areas of research such as human–environment interactions 
research, coupled systems, and the human dimensions of global change. 
All these areas are concerned with integrating the natural and social sci-
ences in addressing the complex systems of which we are a part and 
which increasingly are at risk. By focusing on the dynamic interactions 
between nature and society, sustainability science becomes an integrative 
forum for research across a large array of disciplines (Clark and Dickson 
2003). Among the priorities for research on sustainability one can name 
the following:

(1) Improving the understanding of environmentally significant con-
sumption. For a decade or more, the sustainability science communities 
have been saying that the single biggest weakness in the knowledge base is a 
lack of understanding about human consumption linked to resource use 
(e.g. NRC 1997a, 1999a, 2005a; Kates 2000). Research on environmentally 
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significant consumption illuminates a fundamental human driver and builds 
understanding needed for effective mitigation responses. Part of the research 
agenda concerns understanding individual and household-level behavior 
(e.g. what motivates consumption; links among economic consumption, 
resource consumption, and human well-being, including the potential to 
satisfy basic needs and other demands with significantly less resource con-
sumption; and the responsiveness of consumers to efforts to change their 
behavior through information, persuasion, incentives, and regulations. 
Another part of the research agenda concerns decisions in business organi-
zations that affect environmental resource consumption, whether by the 
organizations themselves, by marketing to ultimate consumers, or through 
the structure of product and service chains. Examples of this are current 
efforts in universities to improve recycling and to form sustainability com-
mittees to look into all operations of the university.

(2) Improving fundamental understanding of decision making. Human 
response to climate change depends on decision making (e.g. NRC 1992, 
1999a, 2005a). Anticipating or guiding human system responses to both 
perceived risks and opportunities related to climate change and its experi-
enced and expected impacts requires a sophisticated understanding of how 
people and organizations handle incomplete and uncertain scientific infor-
mation and incorporate, ignore, or reinterpret it in decision making. The 
research agenda includes both attention to individual cognition and to 
risk judgments and decision making in groups, organizations, and social 
institutions.

(3) Improved understanding of how social institutions affect resource 
use. This topic was identified as one of the eight “grand challenges in the 
environmental sciences” (NRC 2001) and has been repeatedly identified as a 
top priority (e.g. NRC 1999a; 2005a). The challenge is to understand how 
human use of natural resources is shaped by “markets, governments, inter-
national treaties, and formal and informal sets of institutions that are estab-
lished to govern resource extraction, waste disposal, and other environmentally 
important activities” (NRC 2001:4). Institutions create contexts and rules 
that shape the human activities that drive climate change and that shape the 
realistic possibilities for mitigation and adaptation. The research agenda 
includes documenting the institutions shaping these activities from local to 
global levels, understanding the conditions under which the institutions can 
effectively advance mitigation and adaptation goals, and improving under-
standing of the conditions for institutional innovation and change. Funda-
mental research on resource institutions holds the promise of identifying 
more realistic behavioral models for designing responses to climate change 
(see discussion of institutions in Chapter 7).

(4) Improving the understanding of socioeconomic change as context 
for climate change impacts and responses. Assessing possible human-system 
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impacts of and responses to climate change calls for an understanding of 
changes in other driving forces affecting those systems over the time horizon 
of interest in future climates. Examples include demographic change, eco-
nomic change, and institutional change. Three situations are high priorities: 
technological change, land-use change, and urbanization.

(a) One of the most significant and most difficult of socioeconomic 
changes to project beyond a period of one or two decades is technological 
change, which may or may not reduce the rate of climate change, reduce 
some of its impacts, and offer alternatives for adaptation to those impacts. 
Key practical applications of such research include projecting the rate of 
implementation of technologies for carbon capture and sequestration, 
seawater desalination, efficient cooling technologies for buildings, and 
finding ways to speed implementation of desired technologies. Fundamental 
research seeks improved understanding of what determines rates of tech-
nological innovation and adoption. The research agenda includes studies 
of the roles of incentives, of aspects of organizations that might develop 
and implement new technology, institutional forces promoting or resist-
ing change, and the potential of both transformational and incremental 
change.

(b) A second kind of change, often a key in connecting human dimen-
sions with earth-system modeling, is land-use change, which reflects inter-
actions between human and natural systems. This is such a central issue 
for climate change – related to greenhouse gas emissions, emission sinks, 
impacts, and responses – that it seems remarkable that a capacity does not 
exist to project such changes beyond a decade or two. Largely because of 
limitations in the ability to project demographic and economic changes 
over a period of more than several decades, along with changes in institu-
tional and policy contexts, however, projections of land-use change into 
the mid and longer terms are essentially unavailable at present. Needed 
research includes decomposing component factors influencing land-use 
change; improving fundamental understanding of the relationships among 
population, land-use change, and environment; and linkages across scales 
(NRC 1998a, 2005b).

A third kind of change is the shift of the world population towards  cities and 
the rapid expansion of urbanization across the world. Ever larger cities 
make use of much larger amounts of fossil fuels, emit more carbon per 
capita, and transform landscapes from high-infiltration to low-infiltration 
surfaces that change the earth surface dynamics. Public health and demog-
raphy are also deeply affected by urban living, with greater exposure to 
respiratory problems, rapid transmission of infection, high levels of trauma 
from vehicular traffic and crime, moderated by greater use of force by the 
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state. Needed research in this area includes how to reduce the footprint of 
cities, facilitate the creation of green spaces, reduce the environmental costs 
of traffic and consumption by urbanites, and construct systems of transpor-
tation that reduce emissions, while at the same time facilitate the commute 
of urbanites to their places of work and leisure.

(5) Valuation of biodiversity and ecosystem goods and services. In order 
to have a sustainable planet, and move towards a science of sustainability 
one needs to find ways to value biodiversity and ecosystem goods and serv-
ices. Human economic systems inevitably weigh the value of all goods and 
services, and in this valuation, ecosystem goods and services have suffered, 
as they are often treated as free or common goods, and thus priced well 
below their true value. It is a form of discounting that favors polluting, high 
consumption, and wasteful behavior by consumers and industries. Integrative 
modeling and policy initiatives needs to have the scientifically-rigorous tools 
for valuing ecosystem goods and services over the short, medium and long-
term so that purely short-term valuation does not trump long-term adaptive 
management.

(6) Educating a new generation of scientists in integrative sustainabil-
ity science. Scientists working in this integrative area regularly report at 
academic meetings and in panel reports that our universities are failing to 
provide the kind of multi-disciplinary training needed to address contem-
porary environmental problems. We need to develop better support that 
will induce the shift from disciplinary to multidisciplinary science. A new 
journal has begun that focuses on Sustainability Science (Komiyama and 
Takeuchi 2006). Other ones exist, such as Global Environmental Change: 
Human and Policy Perspectives, which encourage work across the disci-
plines. Scientists with a strong social science disciplinary background have 
a considerable learning curve before they can make serious contributions to 
understanding the climate problem, as do natural scientists in being able to 
work smoothly with social scientists and the human dimensions of climate 
change. More could be done to draw social scientists to climate change 
research, particularly at the predoctoral and early career stages. A 1992 
NRC review devoted a chapter to human resource and organization issues 
and offered several recommendations for addressing the problem, including 
the creation of a transportable five-year package of dissertation, postdoc-
toral, and research support. The idea would be to facilitate career advance-
ment for social scientists working in a field outside the core of their 
disciplines, which could help build the community of researchers and might 
strengthen interdisciplinary institutions working on climate change. As the 
most recent NRC (2007a:75) review noted, “The natural sciences may offer 
a successful model for building human dimensions capacity, especially 
 programs to move young investigators into the arena and to support 
 postdocs.”
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Scales of Sustainability

There is a need for a more systematic and concerted effort involving both 
natural and social scientists to build a balanced conceptualization of the 
earth’s “socioecological system” (or coupled human–natural subsystems) 
that is more useful for exploring the relations between its dynamics, 
human development, and sustainability. The subject of sustainability 
 science is not restricted to the planetary scale of “earth system” analysis. 
The inclusion of other scales, down to the local context and local com-
munities, is part of the essence of sustainability science and, indeed, part 
of the conventional wisdom in the sustainable development agenda (i.e. 
that sustainability is addressed most effectively at local to regional scales). 
Several questions could focus scientific inquiry in this area: what are the 
appropriate units of analysis for the dynamics of the coupled human–
natural  system at different scales? What is the minimum set of elements 
and linkages that must be included for understanding the behavior of the 
system as a whole? How can the multilayered complexity of interactions 
between human and natural subsystems be understood and analyzed in 
terms of emerging properties and mutual co-evolutionary adaptations? 
How can we build models of coupled human–natural systems that allow 
for self- organization, structural change, and emergent properties? How 
can we incorporate nonquantifiable, but important, variables and under-
standings that often arise in the social realm into the conceptualization 
and modeling of  coupled human–natural systems? How can we incorpo-
rate cross-scale interactions (e.g., between slow and fast variables, eco-
logical and societal lags and inertia) into models and conceptualizations 
of coupled human–nature systems? (Gallopin, Sustainability Science Forum 
(http://sustainabilityscience.org).

Cities and Sustainability Science

Urban areas are “hot spots” of sustainability that drive environmental 
changes at a variety of scales and thus need to be a focus of sustainability 
science. Cities make huge demands on material goods, and have high levels 
of concentrated consumption, very large emissions, and huge amounts of 
waste to process. They alter land use and land cover, put pressure on biodi-
versity and water systems, and alter local and regional biogeochemical cycles 
and climate. Cities represent both the problems and the solutions to sustain-
ability challenges of an increasingly urbanized world. Human–environment 
interactions in our ever growing cities may be driving environmental and 
climate change (Grimm et al. 2008).
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The debates over sustainability have now reached discussion of our cities 
(Wakernagel and Rees 1996; Van den Berg, Hartig, and Staats 2007; see 
Wakernagel et al. 2006 for a discussion of the ecological footprint concept 
in promoting sustainability planning of cities; Olalla-Tarraga 2006). 
Historians have shown that cities not only shaped but were also shaped by 
nature (Mumford 1961; Cronon 1991; Gandy 2002; Colten 2005). Political 
ecologists have pointed to the environmental degradation and vulnerability 
of urban populations (Robbins, Poderman, and Birkenholtz 2001; Keil 
2003; Desfor and Keil 2004). Geographers have a growing role in the urban 
planning area (see Wolch 2007 for a review of the issues for geographers). 
Ecologists are beginning to see that cities have an ecology and that issues 
such as biodiversity, energy, and material cycles are just as relevant to the 
ecology of cities as they are to natural systems (Platt, Rowntree, and Muick 
1994; Pickett et al. 1997; Fernandez-Juricic 2000; Fernandez-Juricic and 
Jokimani 2001; Grimm and Redman 2004). Pickett and colleagues (2004) 
have proposed a “cities of resilience” notion to emphasize the role of het-
erogeneity in both social and ecological functioning of urban areas, and the 
adaptability of people and human institutions through learning to the chal-
lenges of urban living.

A sign of the growing importance of urban ecology and the human impact 
on ecosystems is the initiation of a series of urban long-term ecology research 
sites (LTER), www.lternet.edu, which complement a series of LTERs around 
the United States that were initiated more than twenty years ago to study the 
major natural ecosystems of the United States. In the late 1990s these 
expanded into a network of international sites as well. The bioecological 
community thereby acknowledged that the human dimensions of ecosystem 
structure and function are necessary to an understanding of these systems. 
Several traditional LTERs now include a human dimensions component and 
several are examining the history of their sites for clues on how early human 
use of those areas may have left legacy effects on the landscapes under study. 
The adaptability of our species to life in an increasingly urban world should 
indeed be researched. Air and water pollution are no less challenging to our 
species than cold or low biological productivity. Crime rates, crowding, and 
traffic jams are no less important pieces of information than proximity to 
good soils in affecting how we choose our settlements or location. In the 
past the complexity of urban ecosystems discouraged ecological scientists, 
who preferred to measure “natural” systems to the humanly constructed 
urban ones. This neglect shows signs of coming to an end with the develop-
ment of urban LTERs. We now recognize that even natural systems were 
hardly ever pristine (see Foster and Aber 2004 on the history of Harvard 
Forest), and that the human imprint on all of the earth’s systems is far from 
negligible and becomes more dominant each day. We can examine urban 
ecology and urban sustainability by looking at the ecology of cities, their use 
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of energy, their spatial heterogeneity, and how they structure the behavior of 
their inhabitants (Moran 2006)

A number of issues have risen to the top of the agenda in urban ecology 
in recent years:

● the choice between compact but dense cities and the dispersed sprawl of 
so many areas, particularly in the United States;

● the greening of cities, creating more forests, green spaces, and green roofs;
● the need to reduce the number of cars and promote pedestrian traffic as 

a way to take people into the city center; and
● a more integrative view of cities linking the natural and the social spheres. 

(Moran 2006)

In the past three decades a more holistic view of urban environments as 
ecosystems has emerged (Berkowitz, Nilton and Hollweg 2003). The sci-
ence of landscape ecology offers a spatially explicit perspective to urban 
ecosystem studies (Forman and Godron 1986). Barrett and colleagues 
(1997:534) have proposed a host–parasite analogy to describe the relation-
ship between the heterotrophic urban area and the productive agricultural 
and natural landscape elements in which it is embedded. This view main-
tains a separation between rural and urban landscapes that is no longer 
tenable. Rural households include members who participate in urban life 
through schooling, banking, trading, and not infrequently through tempo-
rary, seasonal, and permanent residence. Telecommuting has further eroded 
the distance between the rural and the urban, as a growing number of  people 
choose to leave the density of cities to live in rural settings, thereby linking 
the two in bonds of mutual interdependence. Even without telecommuting, 
a growing number of urbanites seek access to rural properties to escape 
growing urban dis-amenities like pollution, crime, noise, and solace from 
the uncertainties of a global economy undergoing transformation and creat-
ing job insecurity. Households are urban in terms of their lifestyle, goals, 
and decisions, but they also represent dimensions of a process of counter-
urbanization already visible in several developed countries (Berry 1990:116). 
Relations between rural and urban components are dynamic; they take on 
different characteristics over time, and the city can be both a parasite and a 
positive force in reconstructing a degraded rural landscape (see McDonnell 
and Pickett 1990). This more dynamic perspective offers students of the 
environmental social sciences a ripe field of study. An emphasis on material 
cycling is also an important perspective given that millions of tons of raw 
materials are used each year to build or redevelop the built environment of 
cities (Graham 2002).

Urban areas and their surrounding rural landscapes represent a complex 
pattern of human–environmental systems open to continuous change. The 
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rapidity and scale of land-use change associated with urban growth presents 
a unique opportunity to investigate interrelationships between urban land-
use processes and ecosystem dynamics. Land-use processes, which are driven 
by socioeconomic, institutional, and cultural factors, influence natural eco-
system dynamics through events and activities that can be identified, moni-
tored, and predicted (Haughton and Hunter 2003).

Human actions are expressed through a system of urban land uses. 
One way to proceed in the study of urban ecology is to examine salient 
aspects of land use that offer potential for investigating human–ecologi-
cal interactions, for example, type and density of land use, land-use suc-
cession, scale, location, and pattern of development. A study by the 
Baltimore LTER found that hydrological changes associated with urbani-
zation created riparian drought by lowering water tables, which in turn 
altered soil, vegetation, and microbial processes (Groffman et al. 2003). 
Type of activity (agricultural, residential, commercial, industrial, open 
space) can be described by variation in density. Land-use succession pro-
vides a way to address the phenomenon of increased intensity of urban 
use as the urban area grows and encroaches on previously rural land and 
as older urban areas change in character over time. A study of the Pearl 
River delta region of China suggests that this conversion is driven by the 
high returns from built-up land vis-à-vis the returns from farmland and 
forested lands (thirty times higher return) (Dai et al. 2005). However, in 
Europe farmers have developed agrotourism and other strategies to 
increase the economic return of their farmland, producing high quality 
organic foods and linking consumers to farmers in personal bonds of 
trust and reciprocity (Holloway et al. 2006).

Residential use may displace small agricultural producers or open space, 
while commercial land use may outbid urban residences for desirable urban 
locations. Scale of change is associated with migration into cities, rapid 
development, and new regional roles that lead to changes in scale or at a 
given sector. Given the need for environmental social science to be spatially 
explicit, location is an important dimension in urban ecology. Contagion 
and other approaches to proximity analysis can be used to understand how 
adjacent development affects areas such as parks and rural areas (Attwell 
2000; Bryant 2006).

The pattern of development can describe variations in the clustering or 
dispersed nature of structures, and their relations to roads and other types 
of infrastructure. There are choices to be made between high-density urban 
dwellings and dispersed ones, notions of status and how it is displayed, and 
patterns of crime and social control that lead to suburban flight from the 
urban core area. How different households respond to urban growth is a 
dynamic, complex process that takes multiple forms and affects different 
social groups in diverse ways (Moran 2006).
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Climate Change and Sustainability

Fundamental human dimensions research pursues questions driven by 
concerns with problems of climate change rather than resulting from the 
priorities of the social science disciplines (CCSP 2008). The relevance of 
disciplinary concepts to climate problems does not always seem the same 
from a disciplinary standpoint as from a climate problem perspective. For 
example, household energy consumption is an important contributor to 
global greenhouse gas emissions, but understanding it requires concepts 
from multiple disciplines. Efforts to explain it only in terms of environ-
mental attitudes (psychology), social position (sociology), or household 
income (economics) are likely to seem naive or seriously incomplete to 
scientists who take a broader view of the climate research agenda.

The problem of linking the disciplines to climate questions is in part one of 
developing theories and methods. Issues such as environmentally significant 
consumption, land-use change, and valuation of environmental resources, 
among others, do not yield easily to discipline-specific concepts, theories, or 
methods. Arguably, multidisciplinary approaches are more likely to yield 
useful tools for answering questions about human–climate interactions. The 
roles of disciplinary tools must be worked out over time in research teams 
and the wider community. Without sufficient support for such teams to work 
together over time, progress will be slow. That has been a goal of this book 
by making theories and methods more accessible to both the natural and 
social sciences.

Climate change impacts and responses are observed in physical and eco-
logical systems. Adaptation to these impacts is increasingly being observed 
in both physical and ecological systems as well as in human adjustments to 
resource availability and risk at different spatial and societal scales. One 
finds elements of effectiveness, efficiency, equity, and legitimacy that are 
important in judging success in terms of the sustainability of development 
pathways into an uncertain future. Adger, Arnell, and Tompkins (2005) 
argue that each of these elements of decision making is implicit within pres-
ently formulated scenarios of socioeconomic futures of both emission tra-
jectories and adaptation, though with different weighting. The processes 
by which adaptations are to be judged at different scales involve new and 
challenging institutional processes. The future of the planet, and its sus-
tainability, hang on whether we can successfully make changes from busi-
ness-as-usual to sustainable practices and behavior at a variety of scales 
from local to global.

The link between climate change and sustainability science is fundamen-
tal. We can neither ignore climate change in the pursuit of sustainability, nor 
sustainability in the pursuit of dealing with climate change. In fact, climate 
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change research is one of the key areas that allows for the application of 
principles of sustainability science. Moreover, in both areas one has to deal 
with complex systems, and with a broad array of disciplines. Developed 
countries need to deal with emissions in a radical way, if they hope to bring 
along the developing countries. Moving towards more public transporta-
tion, more energy efficient buildings and residences, and changes in lifestyle 
are among the first things that come to mind in how we can move towards 
sustainability (Pachauri 2008). Another big area is moving towards agricul-
tural sustainability (Ruttan 1999). Remarkably, as the world’s population 
has increased, so has our capacity to produce food, and to avoid devastating 
famines (except for regions where political processes have limited people’s 
access to food supplies intentionally). Yet, there is preliminary evidence of 
declines in agricultural research productivity and that yield increases have 
slowed down despite investments in research. Great hope is being placed in 
molecular biology and genetic engineering to lead us out of this bottleneck 
(Ruttan 1999:5962). Growing erosion worldwide, growing limitations on 
access to water, pest control, and climate change further limit the likely 
incremental yield gains from agriculture. While there is evidence that in 
some places, and up to some levels of CO2 concentration, there could be a 
“fertilization effect” wherein there is a positive effect on the growth rate of 
plants from increasing carbon concentrations in the atmosphere, there is 
also evidence that not all plants respond favorably, and that some respond 
negatively – and that effects will vary across agroclimatic regions. The same 
can be said for predicted changes in temperature, with modest positive 
results around a 2.5 degree increase, but severely negative ones if the increase 
goes over 5 degrees C° above current levels (Ruttan 1999).

Current climate change and the anticipated changes represent a major 
impediment to sustainability (Swart, Raskin, and Robinson 2004). Climate 
change is expected to exacerbate the loss of biodiversity and increase the 
risk of extinctions. Water availability and quality are expected to decrease 
further in arid and semi-arid regions. The risk of flood and drought will 
increase, as will the inundation of coastal low-lying areas. Vector-borne dis-
eases will spread with climate change beyond their current ranges, as will 
morbidity and mortality due to heat stress, as temperatures rise. Climate 
changes, and their downstream consequences, are expected to be without 
precedent and will test our capacity to adapt to these changes, and to 
develop anything resembling sustainability (Hay and Mimura 2006). Some 
regions will be challenged more than others. For example, the frequency of 
extreme high temperatures, and of heavy rainfall events, are expected to 
increase in Japan (see Figure 8.1). Glacial melt in the Himalayas will accel-
erate with global warming, and cause downstream flooding. Tropical 
cyclones are expected to increase 5–10% in intensity over the next four 
decades (Walsh 2004), and precipitation associated with these cyclones to 
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increase by 25%. Millions of people will be negatively affected by 
the expected sea level rise and coastal flooding, with more than 10% of the 
population of Vietnam, Cambodia and Bangladesh affected, and many of 
the Pacific island countries. Sustainability is more likely to be achieved if 
one can increase the ability of societies to adapt to multiple stresses, includ-
ing climate change. A proactive approach to adapting to forecasted climate 
change is likely to lead to more sustainable solutions and reduced human 
vulnerability. 

In areas where vulnerability seems to be high, as in many parts of Africa 
due to a combination of environmental and human limitations, it is all the 
more imperative that sustainability science provide guidance to what should 
be priorities to move those regions towards sustainability: the existing infra-
structure over many areas is inadequate to permit sustainable development, 
health conditions are precarious, access to education at all levels remains a 
problem, and there is poor enforcement of environmental regulations even 
when legislated. There is a need to put in place the sort of interdisciplinary 
sustainability science centers that can skip a generation and move young 
people to have the right tools to address the challenge of moving towards 
sustainability (Obasi 2004).

Conclusions

As we go forward in the twenty-first century, the fragile condition of our 
planet becomes ever more apparent, and the gap between what must be 
done and our ability to do it has increased. We must do better as scientists, 
as citizens, and as members of the human family, as we have a very large 
stake in ensuring that the environment that sustains all of us is able to pro-
vide food, fiber, and shelter for future generations. This means putting aside 
many things that we have held dear. It means putting aside purely national 
and regional interests, to ensure that processes that scale up globally con-
tribute to a healthier planet rather than to its degradation. It means greater 
collaboration by segments of society, more robust institutions to address 
these problems, and better science for dealing with large and complex sys-
tem problems. Sustainability science, or integrative human–environment 
research, is a viable approach to begin to deal with the challenges posed by 
coupled human–natural systems.

The topics covered in this book provide a set of resources to think about 
these issues. Hopefully they will help biological ecologists work with envi-
ronmental social scientists in jointly addressing these issues, and advance 
our understanding of these biocomplex systems so that we can start moving 
towards sustainability. On our side we have a long developed capacity to 
adapt and respond to environmental challenges as a species. What worries 
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many scientists is that the scale of the global and climate changes we have 
launched is without precedent, and that as individuals and members of 
nations we still do not grasp the urgency of solving these problems and stop 
our current business-as-usual unsustainable path. There is a need to con-
tinue to understand and propose ways to make better decisions about our 
environment, and to come up with integrative solutions that address human 
and environmental needs.
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