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Preface

At no time in the history of the semiconductor industry has memory technology
assumed such a pivotal position. The last decade has seen a remarkable shift in usage
and value of semiconductor memory technologies. These changes have been driven
by the elevation of three particular target applications for the development of mem-
ory technology performance attributes.

The first and most obvious shift is that mobile multimedia applications such as
tablets and advanced cell phones have now replaced desktop data processing as the
primary target for many new semiconductor technologies. The significance of this
shift is that the smaller form factor and smaller semiconductor content automatically
increases the percentage of value contributed by the analog wireless and the memory
components. The second trend is driven by the explosive growth in the sheer volume
of data that is being created and stored. The continuing growth in digital informa-
tion is heavily driven by mobile multimedia access to cloud storage on the Internet
as well as the astounding increase in image data storage and manipulation. The third
trend is the shift of emphasis from the individual components to the ability to con-
figure some high-volume elements in subsystems and multidie packages rather than
as discrete components on a motherboard.

Over the past three decades, numerous memory technologies have been brought
to market with varying degrees of commercial success, such as static random-access
memory (SRAM), pseudostatic RAM, NOR flash, erasable programmable read-
only memory (EPROM), electrically erasable programmable read-only memory
(EEPROM), dynamic RAM (DRAM), and NAND flash. Generally speaking, these
“memory” technologies can be split into two categories: volatile and nonvolatile.
Volatile memory does not retain data when power is turned off; conversely, non-
volatile memory retains data once power is turned off. The dominating memory
technologies in the industry today are SRAM, DRAM (volatile), and NAND flash
(nonvolatile). Storage class memory (SCM) describes a device category that com-
bines the benefits of solid-state memory, such as high performance and robustness,
with the archival capabilities and low cost per bit of conventional hard disk magnetic
storage. Such a device requires a high areal density nonvolatile memory technology
that can be manufactured at a very low cost per bit.

The general technology requirements of memories are compatibility and inte-
gration with complementary metal oxide semiconductor (CMOS) platform, high
functional bit density, high speed, low power dissipation, and low cost. The major
technology barriers are stability, reliability, data retention, on—off ratio, and endur-
ance. There is a significant interplay between requirements and barriers, and opti-
mized trade-offs between them are expected. The current memory technologies have
entered the nanoscale regime and are encountering very difficult issues related to
their continued scaling to and beyond the 16 nm generation.

SRAM is typically constructed from core CMOS technology; all issues associated
with MOSFET scaling apply to scaling of SRAM. In addition, research is ongoing to

xi
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find a dense SRAM replacement that can substantially reduce the area occupied by
the traditional 6T SRAM bit cell. Discovery of such a bit cell would have profound
implications on the die cost of integrated circuits given the ever-increasing area ratio
occupied by this type of memory. In addition to area scaling, there is also a need to
develop alternate architecture that maintains stability while operating at lower volt-
ages, thus allowing the industry to substantially reduce standby power consumption
in the memory arrays.

Embedded SRAM continues to be a critical technology enabler for a wide range
of applications from high-performance computing to mobile applications. It is
important for SRAM to reduce both leakage and dynamic power, keeping products
within the same power envelope at the next technology node. Redundancy and error
correction code (ECC) protection are also keys to ensure yield and reliability when
embedded SRAM products go to production.

In the DRAM, the one-transistor/one-capacitor cell, which can be trench or stack
capacitor, requires photolithographic processes of very high aspect ratio. To meet
retention and refresh requirements, the transistor has to control both subthreshold
leakage and junction leakage. The transistor structure is becoming nonplanar such
as recessed channel and FinFET. This is especially challenging for the extra require-
ment of nonplanar surface for the capacitor in order to get adequate capacitance with
minimal layout area. To minimize the capacitor area, higher permittivity dielectrics
are a natural path. Embedding DRAM into a CMOS process flow has become more
popular over the last decade.

Flash memory is composed of one transistor with two stacked gates, a floating
gate underneath a control gate. The threshold voltage of this transistor depends on
whether the floating gate is charged or not. These transistors are then arranged in
either a NOR or a NAND configuration to create the memory device. In a NOR
flash memory configuration, the gate is connected to a word line, while the drain
and source are connected to a bit line and to ground. NAND flash memory connects
transistors that compose the memory device in series. These blocks of memory are
further linked together in a NOR style configuration. The series bitcell string of
NAND flash eliminates contacts between the cells compared with the NOR type
and results in a smaller cell size, which reduces manufacturing costs. The NAND
configuration is more prevalent due to its capacity to achieve higher density. Possible
nearterm scenarios include 3D stacked NAND vertical gates as a solution to further
increase NAND density. New strategies for using nanocrystals or quantum dots as
charge trapping locations are underway.

The floating gate technology has extended its process span by employing SONOS
configuration, which consists of a stack of oxide (SiO,), nitride (Si;N,), and oxide.
Charge is stored in the electron traps in the nitride film. Since the electron traps
are discrete, the leakage path affects a very small fraction of the stored charge.
To improve the blocking performance further, a high work function metal gate is
introduced (TANOS). Scaling of charge-based storage to these dimensions had
been deemed questionable in past decades due to reliability concerns, and this had
sparked investigations into alternative technologies.

In the past decade, there has been significant focus on the emerging memories
field to find possible contenders to displace either or both NAND flash and DRAM.
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Some of these newer emerging technologies include magnetic RAM (MRAM), spin-
transfer torque RAM (STT-RAM), ferroelectric RAM (FeRAM), phase change RAM
(PCRAM), resistive RAM (RRAM), and memristor-based RRAM. Innovations in
fabrication processes and devices are continuing to fuel all competing technologies.
Increased storage capability with reduced costs, significantly higher speed random
access, and light weight have pushed flash memory into competition with hard drives
for notebook computers and high-performance systems and has been one of the
enabling technologies for lightweight, low-power tablet PCs. Currently, any com-
peting solid-state memory technology has to either outperform flash memory in its
own memory segment, which is difficult in terms of density unless multibit per cell
operation is achieved or has to offer higher performance.

In MRAM, the most common basic cell is composed of one n-channel metal
oxide semiconductor (NMOS) transistor as the access device and one magnetic tun-
nel junction (MTJ) as the storage element (1T1J structure). The MTJ constitutes a
pinned magnetic layer (e.g., CoFe or NiFe/CoFe) and a free magnetic layer (e.g.,
CoFe or NiFe/CoFe) separated by an insulating barrier (e.g., MgO). Information is
stored in the magnetization direction of the free layer. By employing a magnetic
field, the orientation of the free magnetic layer can be flipped in order to make the
two layers parallel or antiparallel with each other. These two conditions correspond
to high or low barrier conductance, respectively, and thus define the state of the
memory bit. The latest MRAM technology is STT-RAM. In STT-RAM, the direc-
tion of magnetization of the free layer is changed by directly passing spin-polarized
currents through MTJs. STT-RAM has the advantage of scalability, which means
that the threshold current to make the state reversal will scale down as the size of
the MTJ becomes smaller. FeRAM utilizes the permanent polarization of a ferro-
electric material such as PZT (lead-zirconate—titanate), SBT (strontium—bismuth—
tantalate), or BLT (La-substituted bismuth tantalate) as the storing mechanism. It
has a DRAM-like cell structure for a 1-transistor, 1-capacitor cell.

PCRAM is one of the leading candidates among alternatives to flash and DRAM.
This memory works based on the thermally induced reversible phase transition in
phase change materials that exhibit two stable material phases: a low-resistance crys-
talline phase and a high—resistance, short-range-ordered amorphous phase. The most
commonly used material is a chalcogenide, Ge,Sb,Te, (GST), which is widely used in
optical storage devices such as compact discs and digital video discs wherein heating
by a laser beam enables the GST layer to switch between the two states. These two
states have a distinct difference in optical reflectivity. A basic PCRAM cell consists
of the phase change material layer sandwiched between two electrodes. The device is
driven by a bipolar or field-effect transistor in a 1 transistor/1 resistor (IT1R) config-
uration or by a diode in a 1 diode/1 resistor (1D1R) configuration. The two states of
the PCM are known as SET (low resistance) and RESET (high resistance) states. The
RESET state is achieved by applying a pulse to heat the PCM above its melting point
and rapidly quenching it to its high-resistance short-range-order state. To return to
SET state, a longer pulse is applied to heat the PCM above its crystallization tem-
perature but below its melting point, allowing it to crystallize to its low-resistance
state. Some commercial applications, such as cellular phones, have recently started
to use PCRAM, demonstrating that reliability and cost competitiveness in emerging
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memories is becoming a reality. Fast write speed and low read-access time are being
achieved in many of these emerging memories.

RRAM is a type of nonvolatile memory that shares some similarities with
PCRAM as both are considered to be types of memristor technologies—a pas-
sive two-terminal electronic device that is designed to express only the property
of an electronic component that lets it recall the last resistance it had before being
shut off (“memristance”). In the case of RRAM, the memory cell is a metal-insu-
lator-metal (MIM) structure. Resistance switching is accomplished by changing
the conductivity of the insulator layer. Resistance switching is observed in a wide
range of transition metal oxides, including NiO, TiO,, and HfO,. Based upon the
types of switching mechanisms, RRAM cells can be further classified as filament-
based, interface—based, or programmable metallization- based cells (PMC). The
redox-based nanoionic memory operation is based on a change in resistance of a
MIM structure caused by ion (cation or anion) migration combined with redox pro-
cesses involving the electrode material, the insulator material, or both. The material
class for redox memory is comprised of oxides, chalcogenides (including glasses),
semiconductors, as well as organic compounds including polymers. Another form
of RRAM is the Mott memory, where charge injection induces a transition from
strongly correlated to weakly correlated electrons, resulting in an insulator—metal
transition (IMT) or Mott transition. Electronic switches and memory elements based
on the Mott transition (sometimes referred to as CeRAM—correlated electron ran-
dom access memory) have been explored using several materials systems such as
VO,, SmNiO;, NiO, and others.

Other emerging areas of memory that are not discussed in this book include
molecular memory, using individual molecules or small clusters of molecules as
building blocks, and nanoelectromechanical memory (NEMM). NEMM is based
on a bistable nanoelectromechanical switch (NEMS). In this concept, mechanical
digital signals are represented by displacements of solid nanoelements (e.g., nanow-
ires, nanorods, or nanoparticles), which result in closing or opening of an electri-
cal circuit. Several different modifications of suspended beam/cantilever NEMMs
are currently being explored using different materials, including Si Ge, TiN, carbon
nanotubes (CNT), and others. A difficult challenge of the cantilever NEMM is scal-
ability as the cantilever spring constant and therefore the pull-in voltage increases as
the beam’s length decreases.

In the quest for a universal memory, engineers hope to find a memory system that
fits all the requirements of an “ideal memory” capable of high-density storage, low-
power operation, unparalleled speed, high endurance, and low cost. Today’s memory
technologies cannot satisfy all these criteria and are thus oriented toward specific
categories. In the future, memory systems may have most of the desired features
and may be able to provide broad based application’s currently served separately by
conventional memory types.

This brief review will be incomplete without providing a future vision towards
3D integration. In a typical 2D architecture, memory arrays and peripheral logic
devices are generally located on the same plane above the Si substrate since both
devices use single crystalline Si as the channel material. These 2D chips have a
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cell-area efficiency of approximately 60% and in other words, peripheral logic
devices use 40% of the chip area. In order to increase the cell-area efficiency, the
3D vertical-chip architecture is preferred to have the memory and logic cells stacked
vertically. Trends towards 3D heterogeneous integration of memory with logic are
emerging. The Hybrid Memory Cube (HMC), envisioned by Micron blends the best
of logic and DRAM processes into a heterogeneous 3D package. At its foundation
is a small logic layer that sits below vertical stacks of DRAM die connected by
through-silicon -vias (TSVs). An energy-optimized DRAM array provides access
to memory bits via the internal logic layer and TSV — resulting in an intelligent
memory device, optimized for performance and efficiency. By placing intelligent
memory on the same substrate as the processing unit, each system can be more
efficiently than previous technologies. Specifically, processors can make use of all
of their computational capability without being limited by the memory channel.
A radically new technology like HMC requires a broad ecosystem of support for
mainstream adoption. To address this challenge, Micron, Samsung, Altera, Open-
Silicon, and Xilinx, collaborated to form the HMC Consortium (HMCC), in 2011.
This architectural breakthrough will lead to stack multiple memories onto one chip.

This introduction provides a basic overview of various memory technologies
presented in this book. The readers are directed to an excellent review “Nanoscale
memory devices,” written by A. Chung, J. Deen, Jeong-SooLee, and M. Meyyappan,
published in Nanotechnology 21 (2010) 412001, for further understanding of differ-
ent memory technologies.

The book is divided into six parts dedicated to current and prototypical memory
technologies. Part I consists of three chapters on SRAM. The first chapter addresses
the design challenges as the technology scales, followed by two chapters on explain-
ing and designing strategies to mitigate radiation induced upsets in SRAM.

Part II consists of three chapters. Chapter 4 discusses the state of the art in
DRAM technology and the need to develop high-performance sense amplifier cir-
cuitry. Chapters 5 and 6 are devoted to the novel concept of capacitorless 1T DRAM
known as advanced-RAM or A-RAM.

Part III consists of a single chapter. Chapter 7 covers quantum dot—based flash
memory, describing the advantages of using self-organized quantum dots created
with heterostructures made out of III-V semiconductors in which charge carriers
are confined.

Part IV consists of two chapters that focus on emerging magnetic memories.
Chapter 8 describes STT-RAM with an emphasis on scalable embedded STT-RAM.
Chapter 9 discusses the physics and engineering of magnetic domain wall “race-
track” memory. Racetrack memory, envisioned by IBM researchers, promises a
novel storage-class memory combining characteristics of low cost per bit of mag-
netic disk drives and the high performance and reliability of conventional solid state
memories.

Part V is dedicated to state-of-the-art modeling applied to phase change mem-
ory devices. Chapters 10 and 11 present the work by leading groups in the area
of nanoscale PCM modeling and simulations, which are extremely important in
designing future PCRAM.
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Part VI provides an extensive review and discusses the latest updates in RRAM.
Chapters 12 and 13 cover the physics of operation of RRAM and provide an in-depth
analysis of different materials systems currently under investigation.

Santosh K. Kurinec
Rochester, New York

Krzysztof (Kris) Iniewski
Vancouver, British Columbia, Canada
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In all semiconductor memories, static random access memory (SRAM) is with the
closest device structure to the conventional devices and is most representative of the
VLSI technology. There are both N- and P-type transistors in the memory cell, and
usually only a few implant differences between the devices in the cell are used in
standard logic units. Due to this similarity, it is well recognized as one of the key
technology benchmark. Compared to other types of memory cells, the design and
optimization of SRAM cell is an unavoidable task and strongly associated to more
general issues in the technology development.

Since the early 1960s, we have witnessed a continuous, exponential growth through
each technology generations: the device area shrinks down by half with better perfor-
mance or power consumption in every 18-24 months [1]. Among various obstacles
during the technology evolution, the fluctuation of device electrical behavior is emerg-
ing as one of the most fundamental limits to the yield of small devices such as SRAM
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FIGURE 1.1 Standard process flow of sub-65 nm CMOS technology and correlations

among each process step, process-induced variables, device electric behavior, and circuit/
system performance.

cells [2—11]. First, as the area shrinks, the fluctuation inevitably increases by nature
[12-14]. Second, as the process steps of the state-of-the-art technology keep increas-
ing, more variations are introduced and complicate impacts on device behavior are
expected [15-21]. Moreover, as the applied voltage is decreased to achieve lower power
consumption—from 3.3 V in sub-micron node down to 0.9 V in sub-32 nm node—
issues like the threshold voltage fluctuation become more problematic even its magni-
tude keeps the same, since the normalized sigma or proportional fluctuation increases.

Obviously, an accurate characterization of device variations is the key to evaluate
and optimize the advanced VLSI technology. As shown in Figure 1.1, comprehen-
sive statistics analysis (including the sigmas and correlations) is involved to link the
process modules, device behavior, and circuit performance, and should be conducted
on either the bottom-up or the top-down design approaches. More specifically, the
statistics study should provide not only the guidelines to process engineers such as
which module dominates device fluctuation (hence the yield), but also the infor-
mation to circuit/system designers such as performance-power corners to reserve
adequate redundancies. In this chapter, we will investigate these issues from the
following aspects: the origins of device variations in the advanced VLSI technology,
the methodology for accurate characterization on the device statistics, and the design
and optimization of the technology benchmark: SRAM cell.

1.1  ORIGINS OF DEVICE VARIATION

The left side of Figure 1.1 shows a typical process flow of conventional sub-65 nm
CMOS technology [22-29]. In general, every single step is more or less a varia-
tion source. Moreover, recent technologies adopt lots of new material and process
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modules to keep device scaling (e.g., stress film liner, stress memory technique,
embedded SiGe source/drain, laser anneal, and high-K metal-gate), which cause
additional variations. There could be hundreds of independent process variation
sources in a standard CMOS technology flow. Even though monitoring the varia-
tion of each step in the flow is important for process development, it is more feasible
to group them into fewer categories for characterization. Indeed, as shown in early
studies [2—11], the effects of these process steps on electrical behavior are linked to
just a few primary responses (i.e., many process-induced variations can be lumped
into one or more key categories) from the electrical data. It has been demonstrated
that about six or seven primary responses [8,9] are enough to represent statistics
of device electrical characteristics. Then one can correlate the primary electrical
behavior responses to process variables, which are detailed in the next section.

1.1.1 GATE LENGTH AND WIDTH

Among all process-induced variables, gate length is dominant. Besides physical gate
length edge roughness (LER) caused by litho resist and RIE, variation of effective
gate length (L) is also caused by spacer, extension and source/drain implant, and
rapid thermal anneals. Measuring the sigma of either physical gate length L, or L g
is rather difficult. Electrical measurement of L, requires large arrays of MOS capac-
itors, which is not representative to the sigma of a single FET. The scanning/transmis-
sion electron microscope (SEM/TEM) measurements offer only a small population of
data. However, the average gate length can be adjusted by simply changing the layout.
Hence, here we denote it as an explicit variable because the impact of changing gate
length can be clearly characterized. Similarly, gate width is also an explicit variable,
and its variation is associated with various process modules: divot in the formation of
shallow trench insulation [30], fringing dopant segregation [31], stress proximity [32],
etc. These effects are generally negligible in wide devices (e.g., W > 1 pm), thus they
can be decoupled through wide-to-narrow width average comparison.

1.1.2  Gate OXiDE THICKNESS

The variation of gate oxide thickness (T,,,) is not only due to gate dielectric depo-
sition but also due to doping fluctuation in the polysilicon gate, where a portion
of T,,, (effective gate oxide thickness in the inverse-biased condition) comes from
poly-gate depletion. Moreover, if high-K gate dielectric is used [33,34], the thermal
process later on may introduce regrowth of interface oxide, which causes additional
variation. Like gate length, the average T, value can be measured in large arrays of
capacitors, whereas the measurement of the sigma of single FETs requires advanced
testing techniques (e.g., charge-based capacitance measurement [35]). It is an explicit
variable since the impact of T, , variation can be monitored by measuring data from

mv

wafers that only change the gate deposition process.

1.1.3 CHANNEL DorING

Channel doping is another dominant variable in small devices and is mainly driven
by well and halo implantation. The major outcome is random doping fluctuations of
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threshold voltages and drive currents, which is inversely proportional to the effective
transistor channel area [12—14]. It is also an explicit variable that can be characterized
using different well or halo implant conditions. As different gate stacks are used in
CMOS technology development [25-29], different sources for V, variation are intro-
duced. Dipole, density of interface traps (DIT), and metal work function cause differ-
ent impacts on threshold voltage (e.g., temperature dependency [36]). Further studies
on these effects need more process experiments and are still ongoing. Here, for
simplicity, we still lump these process-induced variables into channel doping (as an
example, one can assume these are d-function doping profiles located at the interface).
However, if temperature is varying, this portion will become an additional variable
since it plays a different role to the carrier mobility compared with normal doping.

1.1.4 GATE TO SOURCE/DRAIN OVERLAP

As illustrated in Figure 1.2, whereas the overlap distance of gate-to-source/gate-
to-drain can be estimated as (L, — L) = 2, the impact of the overlap should also
account for the thickness and doping level in this region. The overlap region not only
contributes parasitic resistance and capacitance but also influences electrostatics and
leakage currents. Combined with the channel doping, it can be used to approximate
the 2D profile dependency of threshold voltages and drive currents. The associated
process steps are spacer thickness, extension (or LDD) implantation, and thermal
anneals thereafter. If using extension implant conditions (e.g., dose, energy, and
tilted angle) as the primary driving factor, the impacts of the overlap region on elec-
trical behavior can be distinguished from other variables.

1.1.5 MosiLty

Since the introduction of 90 nm technology node [37-39], mobility has become a
knob in device design. The commonly used approaches to apply stress on CMOS

Stress film

" Gate length o

T
O}verlap Channel Overla
eSiGe /reglon doping region eSiGe

FIGURE 1.2 Cross-sectional view of a standard MOSFET device structure and correspond-
ing process-induced variables.
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devices use a stress liner (or contact etch stop liner) covering the FET [38], and/or
use an embedded SiGe source/drain [39], as shown in Figure 1.2. In any case, the
effective stress applied on the intrinsic channel depends on the device structures
(e.g., stress liner thickness, gate pitch, and e-SiGe proximity), hence the variation of
mobility is unavoidable.

On the characterization side, how to accurately extract the mobility of a short
channel FET is still a well-known issue, since it is hard to decouple the impact of
mobility from other variables (e.g., parasitic resistance in the overlap region) due to
the distributive nature of the device profile. Therefore, it is denoted as an implicit
variable, which requires additional information to derive the trend of the impacts on
electrical characteristics.

1.1.6 PaARrASITIC RESISTANCE

Whereas the parasitic source/drain resistance strongly depends on the overlap
region, the additional parts such as silicide and metal contact are not correlated
to the intrinsic device behavior. The fluctuations of these parts are due to source/
drain implantation, thermal anneals, silicidation, and metal contact. The impact of
these components on device behavior is different from the influence of the overlap
region (e.g., different trends on parasitic resistance and parasitic capacitance) and
is not negligible (especially in sub-65 nm devices where source/drain and sili-
cide resistance significantly degrade the performance [40]). However, the former
is usually overwhelmed by the latter and is hard to be distinguished. Therefore,
it is an implicit variable that needs to be considered in the analysis besides the
overlap region.

These variables cover most of primary device responses for the whole process
flow. As mentioned earlier, each process step may induce one or more variables in
the list. Therefore, any of the variables is more or less correlated to each other. This
raises more difficulties in statistical analysis, which will be discussed in the follow-
ing sections. Moreover, all the process variation can be either pure random or sys-
tematic. Since the systematic variation is easy to be characterized, only the random
portion is studied here.

1.2  ACCURATE CHARACTERIZATION OF STATISTICS

1.2.1 GENERAL REPRESENTATION OF VARIATIONS

According to Figure 1.1, one needs to get the primary responses of device electrical
behavior before linking them to the key process-induced variables. If the primary
responses and their statistics are accurately extracted, the device electrical behav-
ior should be fully represented and the model construction is then straightforward:
one can either use conventional compact models (e.g., BSIM and PSP) or behavioral
models as long as those responses can be fitted well.

The question is how to obtain the primary responses from scores of electrical
measured points, especially in devices with strong nonlinear characteristics that
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principal component analysis (PCA) is no longer valid (since the correlation coef-
ficients directly extracted from non-Gaussian distributions are skewed). Considering
that, we established a parameter transferring methodology to “Gaussify” all the
measured parameters:

+e 1 1

- ] (x) P
dx = d =

G % 001 = By

fi y(x) = '[j)(xl ydx,. (1.1)

+e 1 1
P _ /F(Z) _ P
}f(l)dl = %d[Y(Z)] 0[})’

z
-

fi y(z)= ‘[J:(Zl)dzl. (1.2)

where
x is the original parameter with probability distribution equals P(x)
y is the “normalized” parameter from x, and its probability distribution is a box
function
F(z) is a Gaussian function

Hence,

= -1 - = _IA’ -
z=erf" 2y -1) =erf %'UZP(x)dx 1

(1.3)

I T

is a transferred parameter with a normal distribution. Figure 1.3 shows an example
of a random parameter transferred to parameters with box and Gaussian function as
probability distribution, respectively.

If the space constructed by the distribution of original parameters is connected
and convex, then one can apply PCA or linear decomposition on the transferred
parameters (otherwise, one needs to split the space and apply the same technique on
the subspaces). The goal for decomposition is to separate the dependent and indepen-
dent parameters (V, and V;), which should satisfy the following equations:

= Evd v Hw Ca”

Va ; 9 Caa = i
VA 1Ci G

(1.4)
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FIGURE 1.3 Plots of how to “normalize” or “Gaussify” a random parameter x using
Equations 1.1 and 1.3, respectively.

and
Cus 8 C4Cj'Ciy = C4C5'Cyi (L.5)
where
C,.» Cya» and C;; are the self-correlation matrices of V,, V,, and V,, respectively

C,; is the cross-correlation matrix between V, and V,

If these equations are satisfied, all dependent parameters V, can be written as a
linear combination of the independent ones, that is, Vy = CCj' V. The statistics of
all parameters can then be separated to correlation matrices C;; and Cg;, and transfer
functions of V, and V,. Independent parameters V, can be used as principal drivers or
primary responses of the overall randomness in device electrical behavior.

In early studies [8], the number of independent parameters in a 65 nm SOI tech-
nology is six. This is coincidently consistent with the number of process-induced
variables discussed in the previous section, whereas the two numbers are not neces-
sarily the same. If the number of process-induced variables is larger than the number
of primary responses, then there must be at least one variable whose impact on the
parameters is equivalent to (or a function of) that of other variables.

Thus, one cannot distinguish this variable from others just using the measured
electrical behavior. However, it may offer more flexibility in device design, for
example, trading the requirements of one process step to that of the others. On the
other hand, if the number of primary responses is larger than the number of process-
induced variables, then there should be some impact neglected when lumping the
process impacts (e.g., 2D/3D distributive nature of doping profile). Additional physi-
cal variables are needed to account for this effect. Therefore, the analysis of the links
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between primary parameters and process-induced variables will shed light on device
design and optimization of a given technology. The next study is to establish the cor-
relations/trends between them.

1.2.2  LiNkS BETWEEN PROCESs AND DEVICE

To extract the correlations between each primary response and process-induced
variables, one has to decouple the process-induced variables. Unlike the electrical
responses that can be measured on individual FETs, these variables are generally not
measurable (or not practical to measure) on each sample. As discussed in the previ-
ous section, only average values can be obtained on explicit variables, whereas little
information can be obtained on implicit variables. It is rather difficult to directly
derive the correlation functions of the mentioned variables. As each explicit variable
is mainly driven by one or more process step(s), a commonly used method is mea-
suring design-of-experiments (DOE) that adjust the variable (through the specific
process) on a large scale, and with numerous FET samples in each case. The random
components are then minimized using the average values, and the impact of the vari-
able is singled out.

For the implicit variables, even averages values are not accessible, since they are
hard to exclusively control. To decouple their impact from other variables, one would
think to use a screening technique to reduce fluctuations caused by others. The basic
theory of the screening technique is shown in the following equation:

ERl T= :E:fl(V]sVZ)T (1.6)
R,o BV ‘

where
R, and R, are two measured parameters
V, and V, are two process-induced variables

of ||of | __|afi || oty 1.7)
E A ARREAIEA
fi dR,[g,-c, aj—\f;ldvl, and dR,|g a%dvz. (1.8)

Then one can decouple the impact of V, on R, from V,, or the impact of V, on
R, from V,. More specifically, the first step is to find the measured parameter R,
(either independent or dependent) that is a strong function of the variable V, (so that
Equation 1.7 is satisfied) to be screened. Then screen the data of R, so that R, equals
a constant C,, and the impact of V, on R, is derived.

As an example, to extract mobility’s influence on drive currents, we need to
separate other variables such as gate length, gate oxide thickness, channel doping,
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FIGURE 1.4 Scattering plot using conventional screening technique.

and parasitic resistance. According to basic device physics, the gate capacitance at
inversion bias C;,,, overlap capacitance C,,, and subthreshold slope SS are strong
functions of these variables and very weak functions of mobility. To distinguish
the mobility impact, one would think to screen the data by these parameters since
by this way, in the selected sample, fluctuations of other variables are greatly
reduced.

The conventional screening strategy is simply to find the data that specified
parameters (i.e., C;,,, C,,, and SS in this case) lie in a small target range such as +5%.
This approach requires lots of samples located in this range, which is not feasible
due to the limits on time and cost. Figure 1.4 shows a typical I, (drive current at
Vs = Vg and Vg = Vyq = 2) vs. Iy, (drive current at Vg, = 0:05 V and V,, =V,,) data
and trend with screened C,,,, C,,, and subthreshold slope parameters. The reason
to choose I, and I,;, is that these two parameters are known to show different
responses to mobility variation. The sample size is 3000, which is decently large
for statistic analysis. One can see that the extracted curve using a loose range is
too noisy, whereas the curve with a tighter range ends up with fewer points. One
can hardly derive a valid trend on these screened data. Therefore, a more practical
technique is needed.

After comparing several screening approaches, we found that the Delaunay trian-
gulation method [41] offers elegant tessellation and high accuracy in the prediction
on multidimensional interpolation. Applying this technique, sparser data population
is still feasible for screening. As shown in Figure 1.5, if parameter values at R, = 0:4
and R, = 0:3 are needed, one can find the triangle (tetrahedron if screening three
parameters) enclosed in the point and calculate the values using the interpolation
of the vertices of the triangle. This method is used in the following analysis and
verifications.
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FIGURE 1.5 Data interpolation using Delaunay tessellation.

1.3 EXTRACT THE SIGMAS AND CORRELATIONS

TCAD and MATLAB® simulations can be used to prove the accuracy of the decou-
pling technique discussed earlier. The advantages of using simulations are that one
can tune the variations to cover most of the scenarios to study and can selectively turn
on/off individual variations for decoupling verification. A commercial TCAD tool
(Sentaurus [42]) with a calibrated 2D device structure is used here to mimic 45 nm
node CMOS technology [25]. Figure 1.6 shows the simulation flow. For simplic-
ity, only wide NFET (narrow channel effect is neglected) is analyzed here, whereas
PFET can be studied in a similar manner.

Measured parameters I, Iy, Iy Liow are the drain current at off region
(Vs = Vag» Vg = 0), at linear region (Vg = 0.05, V,, = V), at saturation region
(Vas = Vag» Vo = Vao)s and at Vo = Vg, Vo = Vg = 2, respectively. Vy;, and V, are
threshold voltages when V= 0.05 and V,, = V,,, respectively. SS is the subthreshold
slope. C,,, and C,, are the inversion and overlap capacitance, respectively (note that
these capacitors should be measured on individual FETs using the test technique as
in [35]). The first six parameters are primary responses according to previous stud-
ies [8,9], and C,,,, C,,, and SS are the parameters used as screening. The process-

mv? ov?
induced explicit variables are gate length (L), gate oxide thickness (T;,,), overlap
region influenced by extension implant (Ext), and channel doping influenced by halo/
well implant (Halo). Implicit variables are mobility (Mob) and parasitic resistance
Ry which includes resistance from source/drain, silicide, and metal contact).

Figure 1.7 shows the “spider” charts of the correlation coefficients between a set
of measured parameters and each of the six process-induced variables. Each axle
represents a process variable, and the scalar on the axle represents the correlation
coefficient between the parameter and the variable, with the outer limit equaling 1.
The purpose of plotting “spider” charts is to qualitatively demonstrate the impacts of
each process variable on electrical parameters. The coefficients could be extracted
directly from hardware measurement with sufficient sampling points or from
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FIGURE 1.6 TCAD and MATLAB® simulation flow for demonstration.

carefully calibrated TCAD simulations. Note that actual values of the coefficients
vary with different process tools and recipes, while the first-order dependencies are
similar.

As expected, according to basic physics in CMOS devices, SS is a strong function
of Lyye» Tinw» Ext, and Halo; G, is a strong function of L, and T;,, only; C,, is a
strong function of R, Ext, and T,

Figure 1.8 shows the simulated V and subthreshold slope as functions of L.
In this simulation, following commonly known process centering strategy, we tuned
the nominal halo implant so that the maximum of V,;;, locates near the 40 nm gate
length. Then at this gate length, the variation of Vy;, induced by L, is minimized.

According to the technique described in the previous section, one can extract the
functions of explicit variables by intentionally changing them in large scales in the
DOE:s. As shown in Figure 1.9, I ; and V;;,, which are different functions of the four
explicit variables, are analyzed. The I ;—V;, trend driven by explicit variables (i.e.,
L,y Tinvs Halo, and Ext) can be extracted from the medians of the DOEs with decent
agreement to the “theoretical” trend. Here the “theoretical” trend comes from the
Monte Carlo simulation with just one of the variables (labeled in the figure) turned
on. It is the perfect reference but can only be extracted in an ideal simulation.

For implicit variables (i.e., mobility and R ), we adopt the previously mentioned
Delaunay triangulation technique. Figure 1.10 shows the theoretical (in solid lines)
and the extracted (in solid symbols) I, ,—I;, trend driven by mobility and Rpar. Using
this new interpolation technique, excellent agreement between the theoretical and
extraction trends is achieved. This proves that the device designer can now—from
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FIGURE 1.7  Spider charts of the correlation coefficients between the measured parameters
and six process-induced variations obtained by TCAD simulations.
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measured data, with almost no assumptions—conclude what is the main driver of
performance shifting and extract the relative mobility changes. On the other hand,
one can predict the values of all measured parameters if only mobility changes.

Moreover, since the mobility impacts on C,,,, C,,, or SS are negligible, fixing
these parameters will not reduce the mobility varying range. This is a key feature
because one can directly back-calculate the sigma values of mobility without addi-
tional DOEs to fully extract all trends.

In addition, one can derive all variation trends and then calculate the sigma val-
ues and intracorrelation coefficients of process-induced variables, following the next

equation:

ov?

I—%\ v H\%/
II'
N VL

Eafl /aVl A afl /an wE:Vl -
I - S

a i: : . : . 1 . (1.9)
Prov, - of,/oV, s§V, ¢

The statistics of primary responses R; are extracted from the measured data using
the approach mentioned in Section 1.3. The correlations (9f; = 0V;) between primary
response R; and process-induced variable V; are extracted using the screening tech-
nique. The sigmas of V; can then be derived. Table 1.1 lists the input and extracted
sigma values of process variables. An excellent agreement is achieved, proving the
validity of the approach.

So far, an accurate model on the device and process statistics (including the sig-
mas and correlations) is clearly established. The next work is to check the impacts of
the variations on the circuit level and how to optimize these impacts, which leads to
our final goal—the SRAM design.

TABLE 1.1
Simulation Input and Extracted Sigmas
of Different Process-Induced Variables

Input Sigma (%)  Extracted Sigma (%)

Loye 3.34 3.33
Ext 3.85 3.79
Halo 3.17 3.25
. 5.96 5.98
Mob 6.67 6.56

R 25 (Q) 25 (Q)
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1.4 DESIGN OF SRAM

The yield of the integrated circuit/system is an ultimate criterion for the success of
this technology. It becomes more and more challenging to maintain the yield with
the device area shrink-down and performance step-up. On the one hand, the fluc-
tuation of device characteristics becomes more significant. On the other hand, the
complicated process flow and the prolonged design rules in the advanced technology
reduce the degree of freedom in circuit design. Both these facts shift the focus of
system optimization to the process level (e.g., implantation and gate dielectrics for-
mation). Nevertheless, if the links between the process variation and device charac-
teristics are accurately developed, the SRAM optimization is quite straightforward
as discussed in the following section.

1.4.1 Basics oF SRAM

A commonly used SRAM cell in the industry is a 6-transistor (6-T) structure, as
shown in Figure 1.11. The SRAM cell is with the closest device structure to standard
logic FETs: the 6-T cell includes two pass-gate (PG), pull-up (PU), and pull-down
(PD) devices. The two pull-up and pull-down FETs construct a two-inverter loop to
hold the data. The two pass-gate FETs are used to control the access from bit lines
(denoted as VBL and VBR in the figure) to internal nodes (denoted as VL and VR),
by setting the voltage level of the word line (denoted as VWL).

Like other memories, there are three operation modes for SRAM cell: standby
(or hold), read, and write modes. In the standby mode, the word line is set to a low-
voltage level and both the internal nodes are isolated from the bit lines. In a large
SRAM array (e.g., >1 MB), most of the cells are in the standby state, which domi-
nates the overall power consumption. In the read mode, both the bit lines are usually
precharged to a high-voltage level before the PG FETs are turned on, the charges in
the bit lines will disturb the charges stored in the internal nodes, and if the invert-
ers are not “strong” enough (i.e., the static noise margin is too small, as shown in
Figure 1.12a), the bit lines may not be sufficiently discharged to the expected values,

FIGURE 1.11 A standard 6-T SRAM cell structure used in the VLSI technology. The right
image is a typical top-down SEM picture of SRAM array. (From Basker, V.S. et al., IEEE
Symp. VLSI Tech. Dig., 19, 2010.)
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FIGURE 1.12 (a) Left and right internal nodal voltage (VL and VR) trends in read mode
and extracted left/right read-static-noise margin (RSNM). (b) Left and right internal nodal
voltage trends in write mode and extracted left write-static-noise margin (WSNM). Note that
a weaker pull-down NFET in the left side (e.g., higher V,;)) increases RSNM on the right node
and WSNM on left node, while decreases RSNM on left node.

or even overwrite the original data; this is referred to as “read fail.” In the write
mode, the two bit lines are set at the two complimentary voltage levels (shown in
Figure 1.12b), if the PGs are too “weak,” the internal nodes are overwhelmed by the
stored charge and cannot be switched by the external bit lines; this is referred to as
write fail.

Both the read and write fails determine the “soft” yield of the SRAM, which is
partially fixable by adjusting the biasing voltages. Besides that, the standby power
consumption, overall cell size, and access speed are the other factors to be consid-
ered and are converged with the general requirements of device technology devel-
opment. For a given technology, there is not much design space for the latter three
factors, which are strongly associated to the tuning of process recipes.

Here we will focus on the “soft” yield optimization in this chapter. Note that the
optimization highly relies on not only a precise representation of the device statistics
as demonstrated previously but also on an accurate calculation of the “soft” yield
dependency as discussed in the following sections.

1.4.2 SNM AND BUTTERFLY CURVES

Since Jan Lohstroh proposed the methodology in 1979 [44], static noise margin
(SNM) is widely used as an index for yield analysis. The virtue of SNM is that it
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quantitatively measures the yield probability in one cell. The definition of SNM is
illustrated in Figure 1.12. The voltage dependencies between the two internal nodes
are used to extract the SNM.

In the read mode, both of the bit lines are biased at a high-voltage level (usu-
ally the bit lines in read mode are with a high effective resistance; however, pure
voltage source is used here to consider the worst-case scenario). If the voltage of
one internal node is disturbed, the voltage of the other node should be changed
correspondingly. As shown in the left plot, the blue curve is the voltage of the
right internal node (VR) responding to the voltage of the left internal node (VL),
and the red curve is vice versa. The two curves shape the well-known “butterfly”
trajectory, and the dimensions of the largest squares inscribed in the two “eyes” of
the “butterfly” trajectory are the read SNMs (denoted as RSNMR and RSNML).
These dimensions measure the disturbing voltage that the SRAM cell can sustain
without losing the original data, assuming that two disturbing sources are simul-
taneously applied on both internal nodes with the same magnitude but different
polarities. If the disturbing voltages are higher than the read SNM, one of the
“eyes” disappears in the shifted trajectory and there is only one stable state for
the internal nodes, which overwrites the original data. The larger the dimension
of the square, the higher the voltage required to disturb the read operation, and the
higher the read yield.

In the write mode, one of the bit lines (VR in this case) is biased at a high-voltage
level, and the other (VL) is biased at a low-voltage level. Unlike the red curve in
the read mode, the green curve of the right plot is the VL responding to VR. One
can define the write SNMs in a similar manner as the read SNMs, that the dimen-
sion of the largest square inscribed in the “write-safe” zone is the WSNM. This is
also assuming that two disturbing sources are applied on both nodes. If the disturb-
ing voltages are higher than the write SNM, there will be additional cross points
between the green and the blue curve beside the upper-left one (i.e., VR = 0.8 V and
VL = 0 V). The internal nodes may stay at some of the additional cross points since
those are stable states and will not reach the expected upper-left one. This leads to
the write fail described earlier. Note that like the read SNM, the larger the dimen-
sion, the higher the voltage required to disturb the write operation, and the higher
the write yield. Also note that one can define the other WSNM at the inverted bit line
bias condition: that is, VR is low and VL is high. Hence, there are two WSNM values
(denoted as WSNMR and WSNML) like the read SNMs.

For either read or write mode, SNM > 0 ensures the cell is unsusceptible to each
fail. The SNM value shifts as the characteristics of each device change, as shown in
Figure 1.12. For example, if in one cell the left PD FET is weaker than nominal due
to fluctuation (e.g., a higher threshold voltage, smaller width, longer L., thicker T,
higher R, and lower mobility), the blue curve will shift to the right. This results
in a lower right RSNM and left WSNM, and a higher left RSNM. Furthermore, one
needs to consider the impact of the fluctuations of all six FETs. Figure 1.13 shows the
simulated left RSNM and WSNM as functions of threshold voltage (V,,) and para-
sitic resistance (R,,,) variations. One can see that different FETSs exhibit different
impacts on the SNMs. Note that as discussed in previous sections, there are six inde-
pendent variables that represent the statistics of one device. Then we need to include
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FIGURE 1.13 Read (aand c) and write (b and d) static noise margin on the left side (RSNML
and WSNML) as functions of V, and R, fluctuations on each device of the 6-T cell; VDD and
VWL are both 0.8 V. Negative sigma in the x-axis represents a lower V, (i.e., stronger FET)
or a lower parasitic resistance. Dashed lines are linear fits of the trend.

all these variables to estimate the overall SNM trends. Another observation is that
the SNM values are approximately linear functions of the fluctuations in sigmas;
this characteristic is very useful in the overall yield calculations and optimizations.

1.4.3  YiewD ESTIMATION, V,;,, AND OPTIMIZATION

By definition, one can estimate the yield by calculating the probability of SNM of
one cell drop to 0. In the advanced VLSI technology, there are six transistors, each
transistor includes six independent variables. One needs to integrate the probability
function in these 6 x 6 = 36 dimensions in theory. Usually, a direct integration over
36 variables is time consuming and practically impossible. The Monte Carlo simula-
tion is then adopted and becomes a reliable method for the yield estimation [45,46].
However, as the sizes of current SRAMs increase to multimillion- or giga-bits, the
Monte Carlo approach is still not fast enough to conduct a comprehensive optimi-
zation. For example, the designers need to check the bias dependency of the yield
(i.e., the Schmoo chart) and locate the minimum operational voltage (i.e., the V ;).
Furthermore, the designers need to check the impacts on yield by adjusting the pro-
cess or device structures. These introduce more design variables in the optimization.
Therefore, it is critical to find an even faster method to calculate the yield.
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The simulated SNM trends show that they are approximately linear functions of
device fluctuations such as in threshold voltage or in parasitic resistor (observe that
the fitted lines are pretty close to the trends in Figure 1.13). Measured data from [47]
also proved these characteristics. Based on this linear assumption, the yield can be
calculated as the linear combination of the sigmas of uncorrelated variables as

36
SNM =SNM, + A\ s;s; i sy =SAN712’:°
2

i=1 A ) S;

(1.10)

Here, the s; is the slope of the studied SNM changes as the ith variable changes (in
sigma). Usually, the 36 variables are correlated, and then the uncorrelated linear
combinations of these 36 variables are used in Equation 1.10 instead. To extract the
combinations, one has to apply the singular-value decomposition on the correlation
matrix that is obtained using the methodology previously introduced. The o, is the
yield probability of one of the studied fail modes (e.g., left or right, read or write). For
simplicity, the sigma of Gaussian distribution is quoted here: sigma = 4.89 is equiva-
lent to 1 fail in 1 x 109 cells, sigma = 6.11 is equivalent to 1 fail in 1 x 10° cells. The
sum of the four fails (RSNMR, RSNML, WSNMR, and WSNML) is considered as
the overall fail count, assuming a worst-case scenario.

A technique to further speed up the SNM calculation is to adopt a behavioral
look-up table to replace the compact model in simulation. Since the I-V curves of
numerous devices can be in-line measured, it is straightforward to build a look-up
table including the statistics of the technology (e.g., the sigmas and correlations of
different I-V points). The butterfly curve can be simulated using the table with linear
interpolations. This approach not only dramatically increases the speed calculating
the SNM but also greatly reduces the delay in constructing fully calibrated compact
models such as BSIMs or PSP.

Using this algorithm, one can calculate the Schmoo chart (e.g., yield vs. bit and
word-line voltage sources). As in Figure 1.14, the Schmoo chart shows the impacts
of the biasing word line (VWL) and bit line (VDD) voltages. The plot determines
the minimum voltage (i.e., V,,;,) at which the SRAM is functional. Note that the
write fail dominates when bit-line voltage source is higher than word-line voltage
source because of weaker pass-gate, and read fail dominates vice versa because of
weaker inverters. Therefore, yield is decent only when voltage sources are biased
in the diagonal canyon region. One can read the V,;, of a 1 Mb SRAM array (i.e.,
sigma = 4.89) is about 0.6 V on the word line supply voltage and 0.55 V on the bit
line supply voltage.

Furthermore, we use two device parameters—gate length (L,,.) and difference
between the threshold voltages (NV,—PV,,) of NMOS and PMOS—as design vari-
ables at fixed bias voltage sources (e.g., both VWL and VDD are 0.5 V) to find
the optimum device/process configurations. Figure 1.15 shows the yield contours
on the two variables. Observe that an optimum N-PMOS V,, delta (i.e., =120 mV)
exists at L, = 25 nm for yield higher than 4.89 sigma (i.e., 1 fail in 1 Mb array),

implying that the minimum gate length of the SRAM cell is restricted by the yield.
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FIGURE 1.15 Soft yield (read and write combined) contours of different N-P V, offset and
L, design, with VDD and VWL biasing at 0.5 V.

Figure 1.15 is just one demonstration of how to optimize SRAM on the device and
process levels. One can also calculate the contours on other design variables such
as the width, implant difference between the PG and PD FETs, mobility, etc. This
approach offers a detailed analysis on the technology limit and a clear solution to

achieve a high-yield SRAM design.
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1.5 CONCLUSION

SRAM cell is a typical circuit block that represents the advanced CMOS technology.
The design and optimization should start from the basic statistic analysis on standard
devices. A set of models that accurately captures the sigmas and correlations of the
device variations is required for further circuit-level study. Yield is the top concern
in the SRAM cell design and can be estimated by extracting the static-noise margins.
A simple technique is introduced here to quickly calculate the yield. Applying this
technique can help us conduct a comprehensive optimization of the SRAM cell and
extract the limits (e.g., minimum device size, implant level, and maximum device
number) that best characterize a given technology.
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2.1 INTRODUCTION

Susceptibility to radiation environment of advanced electronic devices is often
responsible for the highest failure rate of all reliability concerns (electromigration,
gate rupture, NBTI, etc). In modern SRAMs, the two predominant single event
effects (SEEs) are the single event upset (SEU) and multiple upsets (MUs). MUs
are topological errors in neighboring cells. If the cells belong to the same logical
word, they are named multiple bit upsets (MBUs); otherwise they are labeled as mul-
tiple cell upsets (MCUs). MUs have received increased scrutiny in recent years [1-8]
because MBUs are uncorrectable by simple ECC scheme and therefore threaten the
efficiency of EDAC.

As technologies scale down, the amount of transistors per mm? doubles at each
generation while the radioactive feature size (ion track diameter) is constant. This
is illustrated in Figure 2.1 with 3D TCAD simulation showing an ion impacting a
single cell in 130 nm while several are impacted in 45 nm. Moreover, the SRAM

Heavy ion charge density
W 2.0E+19
2.8E+09
3.8E-01
5.3E-11
7.2E-21
- 1.0E-30

Same in 130 nm

FIGURE 2.1 Three-dimensional TCAD simulation of ion impact (single LET) in a single
SRAM bitcell in 130 nm and 12 SRAM bitcells in 45 nm.
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FIGURE 2.2 Scheme of neutron interaction that can cause multiple cell upset in SRAM
array. (Derived from Wrobel, F. et al., IEEE Trans. Nucl. Sci., 48(6), 1946, 2001.)

ability to store electrical data (critical charge) is reduced as technology feature size
and power supply are jointly decreased. The probability that a particle upsets more
than a single cell is therefore increased [9—11].

Mechanism for MCU occurrence in SRAM arrays is more than “enough energy
was deposited to upset two cells” and depends upon the radiation used. Directly
ionizing radiation from single particles (alpha particles, ions, etc.) deposits charges
diffusing in wells that can be collected by several bitcells. This phenomenon is
enhanced by using tilted particles either naturally (alpha particles whose emission
angle is random from the radioactive atom) or artificially (heavy ions can be chosen
during experimental tests from 0° to 60°). Nonionizing radiation such as neutrons
and protons can have different MCU occurrence mechanism (Figure 2.2). A nonion-
izing particle can produce one or more secondary products. Several cases have to
be considered: two secondary ions from two nucleons upset two or more bitcells,
two secondary ions from a single nucleon upset two or more bitcells, and a single
secondary ion from a single nucleon upsets two or more bitcells (in this case, the
phenomenon is close to the previously described direct ionizing mechanism). It has
been shown that type 1 mechanism was negligible, but that type 2 and type 3 mecha-
nisms coexist [12]. However, the proportion of MCUs due to these two mechanisms
has never been precisely assessed.

One of the first experimental evidence of MBU was reported in 1984 in a
16 x 16 bit bipolar RAM under heavy-ion irradiation [13]. It is noteworthy that
as many as 16-bit errors in columns from a single ion strike were detected. This
means that 6% of the entire memory array was in error from a single particle strike.
Since this first experimental evidence, multiple bit errors were detected in several
device types such as DRAM [14], polysilicon load SRAM [15], and antifuse-based
FPGA [16], and under various radiation types: protons [17], neutrons [18], laser [19], etc.

The goal of this work is first to experimentally quantify MCU occurrence as a
function of several parameters such as radiation type, test conditions (temperature,
voltage, etc.), and SRAM architecture. These results will be used to sort the param-
eters driving the MCU susceptibility by order of importance. Second, 3D TCAD
simulations will be used to investigate the mechanisms leading to MCU occurrence
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and to determine the most sensitive location to trigger a 2-bit MCU as well as the
cartography of MCU sensitive areas.

2.2 DETAILS ON THE EXPERIMENTAL SETUP

The design of experiment included different test patterns and supply voltages.
The test procedure is compliant with the JEDEC SER test standard JESD&9
[20] for alpha and neutrons, and ESA test standard n°22900 for heavy ions and
protons [21].

2.2.1 NOTE ON THE IMPORTANCE OF TEST ALGORITHM
FOR COUNTING MuLTIPLE UPSETS

When experimentally measuring MCUs, it is mandatory to distinguish (1) mul-
tiple independent failures from a cluster of nearest neighbor upset from a single
multi-cell upset caused by a single energetic particle and (2) signature of errors
due to a hit in redundancy latch or sense amplifier that may upset an entire row
or column from an MCU signature. Test algorithm allows separating independent
events due to multiple particle hits from single events that upset multiple cells.
Dynamic testing of memory usually involves writing once and then reading con-
tinuously at a specified operating frequency at which events are recorded one at
a time. This gives a real insight on MCU shapes and occurrence. However, with
static testing of memory, test pattern is written once and stored for an extended
period before reading the pattern back out. The result is a failure bitmapping in
which events due to multiple particle hits and single events that upset multiple
cells cannot be distinguished. However, statistical tools can be applied to quantify
the rate of neighboring upsets due to several ions [22,23]. One of these tools is
described in detail in Annex 1.

2.2.2  Test Faciury

2.2.2.1 Alpha Source

The tests were performed with an alpha source, which is a thin foil of americium 241
that has an active diameter of 1.1 cm. The source activity was 3.7 MBq as measured
on February 1, 2002. The alpha particle flux was precisely measured in March 2003
with a Si detector, which was placed at 1 mm from the source surface. Since the
atomic half-life of Am241 is 432 years, the activity and flux figures are still very
accurate. During SER experiments, the americium source lies above the chip pack-
age in the open air.

2.2.2.2 Neutron Facilities

Neutron experiments were carried out with the continuous neutron source avail-
able at the Los Alamos Neutron Science Center (LANSCE) and Tri University
Meson Facility in Vancouver (TRIUMF). The neutron spectrums closely match
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the terrestrial environment for energies ranging from 10 up to 500 and 800 MeV
for TRIUMF and LANSCE, respectively. The neutron fluence is measured with a
uranium fission chamber. The total number of produced neutrons is obtained by
counting fissions and applying a proportionality coefficient.

2.2.2.3 Heavy-lon Facilities

The heavy-ion tests were conducted at the RADiation Effect Facility (RADEF)
[24] cyclotrons. The RADEF facility is located in the Accelerator Laboratory at the
University of Jyviskyld, Finland (JYFL). The facility includes beam lines dedicated
to proton and heavy-ion irradiation studies of semiconductor materials and devices.
The heavy-ion line consists of a vacuum chamber with component movement appa-
ratus inside and ion diagnostic equipment for real-time analysis of beam quality
and intensity. The cyclotron used at JYFL is a versatile, sector-focused accelera-
tor for producing beams from hydrogen to xenon. The accelerator is equipped with
three external ion sources. There are two electron cyclotron resonance ion sources
designed for high-charge-state heavy ions. Heavy ions used at the RADEF facility
have stopping ranges in silicon much larger than the whole stack of back-end metal-
lization and passivation layers (~10 pm).

2.2.2.4 Proton Facility

Proton irradiations were performed at the Proton Irradiation Facility (PIF) at Paul
Scherrer Institute. This institute was constructed for the testing of spacecraft compo-
nents. The main features of PIF are that irradiation takes place in air, the flux/dosim-
etry is about 5% of absolute accuracy, and beam uniformity is higher than 90%. The
experiments have used the low-energy PIF line whose energy range is 671 MeV,
and the maximum proton flux is SE8 p/cm?/s.

2.2.3  Testep Devices

Most of the data presented in this work were performed using a single testchip
(Figure 2.3). This testchip embeds three different bitcell architectures, two single
port (SP) and one dual port (DP). It was manufactured in a 65 nm commercial
CMOS technology with low-power process option. Main features of tested devices
are summarized in Table 2.1. Each bitcell was processed with and without the triple
well (TW) process option.

TW layer consists of either an N+ or P+ buried layer in respectively a p- or n-doped
substrate. As most devices are processed in a P-substrate, TWs are often referenced
to as deep N-well or N+ buried layers (Figure 2.4). For years, TW layers have been
used to electrically isolate the P-well and to reduce the electronic noise from the sub-
strate. The TW is biased through the N-well contacts/ties connected to VDD while
the P-wells are grounded. The well ties are regularly distributed along the SRAM
cell array as depicted in Figure 2.5. The TW process option has two main effects on
the radiation susceptibility. First, it allows for decreasing the SEL sensitivity since
the PNP base resistance is strongly reduced (Figure 2.1). TW makes accordingly the
latchup thyristor more difficult to trigger on. In the literature, full latchup immunity
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FIGURE 2.3 Floorplan of the test vehicle designed and manufactured in a 65 nm CMOS

technology.

TABLE 2.1
Content of the Test Vehicle

Bitcell Capacity
Bitcell Area (um?) (Mb) DNW
Single-port SRAM high density 0.52 2 No
Single-port SRAM high density 0.52 2 Yes
Single-port SRAM standard density 0.62 2 No
Single-port SRAM standard density 0.62 2 Yes
Dual-port SRAM high density 0.98 1 No
Dual-port SRAM high density 0.98 1 Yes

Note: Three different bitcell architectures were embedded. Every bitcell is
processed with and without triple well layer.

is reported even under extreme conditions (high voltage, high temperature, and high
LET) [25,26]. Second, this buried layer allows for concurrently decreasing the SEU/
SER sensitivity since the electrons generated deep inside the substrate are collected
by the TW layer and then evacuated through the N-well ties. The improvement of the
SER using TW is reported in several papers [27-29]. However, other research teams
have published an increased SER sensitivity due to the TW in a commercial CMOS
0.15 pm technology [30,31].
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FIGURE 2.4 Schematic cross section of a CMOS inverter (a) without triple well and
(b) with triple well. The PNP base resistance Ry, is lowered by the TW: the PNP cannot be
triggered. Conversely, the TW layer pinches the P-well and increases the NPN base resistance
Rpw,: the NPN triggering is facilitated.

Well ties

FIGURE 2.5 Layout of an SRAM cell array showing the periodical distribution of the well
tie rows every 32 cells.

2.3 EXPERIMENTAL RESULTS

MCUs were recorded during the SER experiments on the 65 nm SRAM, but no
MBU was ever detected as the tested memory uses bit interleaving or scrambling.
All the MCU percentages reported in this work were computed in dividing the num-
ber of upsets from MCU by the total number of upsets (single bit upsets [SBUs], plus
MCUs). Note that, in the literature, events are sometimes used instead of upsets [31];
the MCU percentages are in this case significantly underestimated. Otherwise speci-
fied, tests were performed at room temperature, in dynamic mode with checkerboard
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and uniform test patterns. In addition to the usual MCU percentages, we report in
this work the failure rates due to MCU (also called MCU rate). MCU rates allow
comparing quantitatively MCU occurrence between different technologies and test
conditions.

2.3.1 MCU as A FuncTION OF RADIATION SOURCE

The four radiation sources have different interaction modes, which are either directly
ionizing (alpha and heavy ions) or nonionizing (neutrons and protons). However, it
is of interest to compare the MCU percentage from these radiations on the same test
vehicle. The test vehicle chosen is SP SRAM of standard density (SD) processed
without TW. MCU percentages are synthesized in Table 2.2, which shows that alpha
particles lead to the lower MCU occurrence. Moreover, heavy ions lead to the higher
MCU percentages while neutrons and protons are similar. Heavy ions are the harsh-
est radiation MCU-wise.

2.3.2 MCU as A FuncTioN oF WELL ENGINEERING: TRIPLE WELL USAGE

Table 2.3 synthesizes and compares MCU rates and percentage for the SD SP
SRAMs processed with and without TW. Table 2.4 indicates first that the usage of
TW increases the MCU rate by a decade and the MCU percentage by a factor x3.6.
Usage of MCU rate is mandatory since MCU percentages can lead to incomplete
information. As presented in Figure 2.6, devices without TW have lower number
of bits involved per MCU event (<8) compared to those with TW. This figure also
indicates that for SRAMs with TW, 3-bit and 4-bit MCU events are more likely than
2-bit events.

TABLE 2.2

Percentage of MCU for the Same
Single-Port SRAM under Several
Radiation Sources

Radiation source  Single-port SRAM

Standard density
CKB pattern
No triple well

Alpha 0.5%
Neutron 21% at LANSCE
Proton 4% at 10 MeV

20% at 40 MeV
25% at 60 MeV

Heavy ions 0% at 5.85 MeV/cm?- mg
87% at 19.9 MeV/cm?- mg
99.8% at 48 MeV/cm?- mg
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TABLE 2.3

MCU Rates and Percentages of a
Single-Port SRAM Processed with
and without Triple Well

MCU Rate  %MCU

SP SRAM standard density 100 (norm) 21
No triple well
SP SRAM standard density 1000 76

Triple well

Note: MCU rate is normalized to its value without
triple well.

TABLE 2.4

MCU Percentages and Rates after Neutron
Irradiation at Nominal Voltage and Room
Temperature for Two Different Test Patterns

CKB Pattern

Bitcell
Technology Area (um?) MCU%  MCU Rate (au)
Bulk 2.5 16.90 100
SOI 2.5 2.10 10

O No triple well
— O Triple well

2 3 4 5 6 7 8 9 510

# bits involved per MCU

33

FIGURE 2.6 Number of bits involved in MCU events for high-density SP SRAM under

neutron irradiation.
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FIGURE 2.7 Proportion for single and multiple events for (a) high-density SP SRAM with-
out triple well option and (b) high-density SP SRAM with triple well option. (From Giot, D.
et al., IEEE Trans. Nucl. Sci., 2007.)

The effect of a TW layer on MCU percentages under heavy ions is reported in
Figure 2.7. The SRAM under test is a high-density (HD) SP SRAM. For the small-
est LET, MCUs represent 90% of the events with TW but less than 1% without TW.
For LET, higher than 5.85 MeV/cm?-mg, there is no SBU in the SRAM with
TW. For LET higher than 14.1, all the MCU events induce more than five errors
with TW. With TW, the significant increase in MCU amount and order causes an
increase in the error cross section.

Whatever the radiation source, the usage of TW strongly increases the occurrence
of MCU. This increase is so high that it can be seen in the total bit error rate for neu-
trons and error cross section for heavy ions.
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FIGURE 2.8 Amount of bit fails due to single and multiple events in 90 nm SP SRAM:
(a) with heavy-ion beam not tilted and (b) with heavy-ion beam tilted at 60°.

2.3.3 MCU as A FuncTioN oF Tit ANGLE DURING HEAVY ION EXPERIMENTS

Figure 2.6 shows respectively the amount of single and multiple bit fails induced by
a given ion species (N, Ne, Ar, Kr) whose tilt angle is either vertical (Figure 2.8a) or
tilted by 60° (Figure 2.8b). Tilt angle from 0° to 60° increases the MBU percentages
for each ion species. For nitrogen, the MBU% is increased from 0% to 30% with a
tilt = 60°. For neon and argon, the amount of MBU fails is doubled at 60° compared
to vertical incidence. For krypton, the increase in MBU% with the tilt is less pro-
nounced (+10% from 0° to 60°) because of the progressive substitution of low-order
MBUs (order 2, order 3) by higher-order MBUs (order 5, order >5).

On average, the amount of bit fails due to MBU is doubled for 60° tilt compared
to normal incidence [41].

2.3.4 MCU as A FuncTtioN oF TECHNOLOGY FEATURE SIZE

Figure 2.9 shows the experimental neutron MCU percentages as a function of
technology feature size and compares data from this work with data from the litera-
ture. These data show that technologies with TW have MCU percentages higher than
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FIGURE 2.9 Neutron-induced MCU percentages as a function of technological node from
this work and from the literature. Triple well usage is not indicated in the data from the litera-
ture. (From Chugg, A.M., IEEE Trans. Nucl. Sci., 53(6), 3139, 2006.)

50% while technologies without TW have MCU percentages lower than 20%. Data
from the literature fit either our set of data with TW or without TW. Consequently,
Figure 2.7 suggests that MCU percentages can be sorted with a criterion of TW
usage. Moreover, the MCU percentages increase both with and without TW when
the technologies scale down. This slope is higher without TW since for old technolo-
gies, MCU percentages were very low (~1% in 150 nm).

2.3.5 MCU as A FunctioN oF DesigN: WELL Tie DeNsITY

TCAD simulations on 3D structures built from the layout of the tested SRAMs have
been performed as shown in Section 2.4. Simulation results for the ratio between
drain collected charge with and without TW are plotted in Figure 2.10. This figure

8

7

Well ties

5 every 64 cells
Well ties

every 32 cells

=
Well ties
every cell

with and without TW

Ratio between collected charge

O T T T T
0 10 20 30 40 50 60 70

Well tie frequency

FIGURE 2.10 Simulation results for the ratio between collected charge by the N-off drain
with and without triple well. This ratio is plotted as a function of well tie frequency.
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indicates first that the collected charge with TW is higher than without whatever the
well tie frequency. Second, the charge collection increase ranges from x2.5 to x7
for the highest and the lowest well tie frequency respectively. This demonstrates that
when TW is used, increasing the well tie frequency mitigates the bipolar effect and
therefore the MCU rate and SER.

2.3.6  MCU as A FuncTioN oF SuppLy VOLTAGE

The effect of supply voltage on the radiation susceptibility is well known: the
higher the voltage, the lower the susceptibility since the charge storing the infor-
mation is increased proportionally to the supply voltage. However, the effect of the
supply voltage on the MCU rate is not documented. Experimental measurements
were performed at LANSCE on an HD SRAM processed with and without TW
option at different supply voltage ranging from 1 to 1.4 V. Results are synthesized
in Figure 2.11. It shows that when the supply voltage is increased, the device with
TW MCU rate remains constant within the experimental uncertainty. However,
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FIGURE 2.11 MCU rate as a function of supply voltage for the HD SRAM processed
(a) without triple well and (b) with triple well process option. MCU rates are normalized to
their value at 1 V.
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a different trend is observed for the device without TW layer. When the supply volt-
age is increased, the MCU rate is constant from 1.0 to 1.2 V and then increases from
1.3 to 1.4 V. The MCU rate increase is 220% for V,, equal to 1.4 V.

2.3.7 MCU as A FUNCTION OF TEMPERATURE

High-temperature constraint is associated with high-reliability applications such as
automotive. Some papers have quantified the temperature effect on SER or heavy-
ion susceptibility [34,35]. At the time of this writing, no reference can be found in
the literature experimentally measuring the temperature effect on the MCU rate.
Experimental measurements were performed at LANSCE on an HD SRAM pro-
cessed with and without TW option at room temperature and 125°C. Results are
synthesized in Figure 2.12. It demonstrates that the MCU rate increases by 65% for
the device without TW and by 45% for the device with TW. Note that the usage of
MCU percentage would have been misleading since the MCU percentage is constant
between room temperature and 125°C for the device with TW.
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FIGURE 2.12 MCU rate as a function of temperature for the HD SRAM processed
(a) without triple well and (b) with triple well process option. MCU rates are normalized to
their value at room temperature. Figure xb also displays the MCU percentages.
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FIGURE 2.13 MCU rate comparison for several bitcell architectures. SP stands for single
port, DP for dual port (eight-transistor SRAM). The devices under test were processed with-
out triple well.

2.3.8 MCU as A FuNcTION OF BITCELL ARCHITECTURE

Figure 2.13 synthesizes MCU rates for HD and SD SP SRAMs as well as a DP
SRAM (eight transistors). These SRAMs were processed without TW. Figure 2.13
indicates that the higher the density, the higher the MCU rate. A decrease in the bit-
cell area by a factor x2 (HD SP SRAM compared to DP SRAM) induces a decrease
in the MCU rate by a factor x3.

The effect of bitcell architecture on MCU percentages under heavy ions is reported
in Figure 2.14. The devices under test are HD SP SRAMs (Figure 2.14a) and SD
SP SRAMs (Figure 2.14b). Figure 2.4a and b show the respective amount of SBU
and MCU events for experimental ion LET ranging from 2.97 to 68 MeV/cm?-mg.
For the HD SRAM, the first MCU occurs below 2.97 MeV/cm?- mg, while for the SD
SRAM, it occurs between 5.85 and 8.30. For higher LET, the amount and the order
of the MCU events increase while the proportion of single events (SBU) decreases.
For every LET, the SBU component is the highest for the lowest density memory
(SD SRAM) while the MCU component is the highest for the highest density SRAM
(HD SRAM) [32].

2.3.9 MCU as A FuncTioN of Test LocatioN LANSCE versus TRIUMF

Several facilities around the world provide white neutron beam for SER charac-
terization. An exhaustive list of these facilities can be found in the JEDEC test
standard [20]. The most known facilities are LANSCE and TRIUMF. Experimental
measurements on the same testchip embedding an HD SP SRAM processed with
TW option were performed at these two facilities. The MCU percentages were per-
fectly equal to 76% for both facilities. The MCU rates are reported in Figure 2.15.
It shows that the MCU rate decreases by 22% at TRIUMF compared to LANSCE.
This can be explained by the energy cut-off, which is 800 MeV at LANSCE while
it is 500 MeV at TRIUMF.
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FIGURE 2.14 Amount of bit fails due to single and multiple upsets: (a) for high-density SP
SRAM and (b) for standard-density SP SRAM.
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FIGURE 2.15 MCU rate comparison between LANSCE and TRIUMF white neutron beam
sources. The device under test is a high-density SRAM processed with triple well.
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2.3.10 MCU as A FuncTiON OF SUBSTRATE: BuLk VERsus SOI

SRAMs were manufactured with a CMOS 130 nm commercial technology either
bulk or SOI. For comparison purposes, both SRAM designs are strictly identical.
The testchip contains in 4 Mb of SP SRAMs in which two different bitcell designs
were embedded. In this work, only the SD SRAM will be reported. The bulk tech-
nology was processed without TW layer. Table 2.4 therefore synthesizes the failure
rates due to MCU (also called MCU rate) and MCU percentage for a single test pat-
tern (CKB). It is noteworthy from Table 2.3 that SOI SRAMs have much lower MCU
rate and percentage compared to bulk. More parameters (pattern, bitcell area, and
supply voltage) were studied in the following article [36].

2.3.11 MCU as A FuncTioN OF TesT PATTERN

An HD SRAM was measured at LANSCE with several test patterns using a dynamic
test algorithm. Results are synthesized in Figure 2.16, which shows that uniform
patterns have higher MCU rate than the CKB. To understand the reason of this dis-
crepancy, it is necessary to plot the topological shape of experimental 2-bit MCU
events as a function of pattern filling the memory during the testings (Figure 2.17a
and b). The prevailing shape for 2-bit MCU and a checkerboard pattern is “diagonal
adjacent” while it is “column adjacent” with uniform pattern (as observed in [37]).
Three-dimensional TCAD simulations have shown that 2-bit MCU threshold LET is
the lowest for two bitcells in column (see in [41] and in Section 2.4.2). It is therefore
consistent that uniform patterns have higher MCU rate since their error clusters are
the easiest to trigger.

It is also noteworthy from Figure 2.17a and b that TW usage did not modify the
prevailing shape of MCU neither for a checkerboard nor for a uniform pattern.
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FIGURE 2.16 MCU rate comparison for several test patterns. CKB stands for checkerboard,
ALLO and ALL1 for uniform of 0 and 1 respectively. Note that test patterns are physical. The
device under test is a high-density SRAM processed without triple well.
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FIGURE 2.17 Two-bit MCU cluster shape on high-density SP SRAM processed with or
without triple wells after neutron irradiation when the test pattern is (a) a checkerboard or
(b) a uniform pattern.

2.4 3D TCAD MODELING OF MCU OCCURRENCE

Previous part has clearly highlighted the importance of TW in the MCU response. In
this part, 3D TCAD simulations are set up to analyze the increased MCU occurrence
when TW is used. All 3D SRAM structures in this part were built using a methodol-
ogy described in [38] and the tool suite v10.0 of Sentaurus Synopsys package [39].
Cell boundaries are defined from the CAD layout and technological process steps.
One-dimensional doping profiles are precisely modeled from secondary ion mass
spectrometry profiles. Cell boundaries are defined from the CAD layout and techno-
logical process steps. One-dimensional doping profiles are included to define N-well,
P-well (with a 4 pm epi layer thickness), and active regions of transistors. Mesh
refinements are included in regions of interest: channels, LDD, junction boundaries
(to tackle short channel effects), and a round ion track (to allow accurate generation
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of carriers in silicon). Wire connections between the different electrodes of the cell
are modeled in the SPICE domain (mixed-mode TCAD simulations) to reduce the
CPU burden. The parasitic circuit capacitances due to metallization layers are also
taken into account.

Device simulations with ion impacts are performed using the Sentaurus device sim-
ulator. For this purpose, several physical models are activated: drift diffusion for car-
riers’ transport, Shockley—Read—Hall and Auger for recombination, electric field and
doping-dependent models for mobility, and heavy-ion module for carrier deposition
along the particle track. The heavy-ion generation model uses a Gaussian radial distri-
bution of charges with a fixed characteristic radius of 0.1 pm and a Gaussian time dis-
tribution centered at 1 ps. An additional assumption consists of taking a constant LET
along the track because of the low diffusion depth of transistor active areas (~0.2 pm).
Properties of boundaries are defined by the Neumann reflective conditions [38,39].

2.4.1 BipoLAR ErrecT IN TECHNOLOGIES WITH TRIPLE WELL

For an in-depth analysis of the MCU phenomenon, 3D device simulations were per-
formed on full SRAM bitcells. Ion strikes were located in the most sensitive MCU
location (source of the SRAM) for different distances from the well taps, with and
without TW. It is noteworthy that Osada et al. [40] already tried to model the effect
of the parasitic bipolar amplification on the MCU. A more simple mix of device (2D
uniformly extended) and circuit simulations was used but not for the worst sensitive
location for MCU occurrence [41].

2.4.1.1 Structures Whose Well Ties Are Located Close to the SRAM

Figure 2.18 presents the 3D SRAM bitcell made up of six transistors (6T), two
P-wells, one N-well, and three well ties. The well ties are as close as possible
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FIGURE 2.18 Full 3D structures of the 65 nm 6T SRAM located as close as possible to the
well ties (a) without triple well and (b) with triple well. Two NMOS are embedded per P-well
(one is a part of the inverter, and the other is an access transistor).
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FIGURE 2.19  Full 3D TCAD simulation results on the structure presented in Figure 2.9 (6T
SRAM very close to the well taps) show a limited bipolar effect due to the presence of the
triple well layer. Heavy-ion LET is 5.5 fC/pum.

to transistors. The simulation results of these structures are presented in Figure 2.19,
which compares source and drain currents after an ion impact in the source at 1 ps.
The charge collected at the N-off drain is slightly higher with TW when well
ties are located close to the SRAM transistors. With TW, a limited bipolar effect
(see next part for details on bipolar triggering) is observed for structures close
to the ties. These simulation results are consistent with the experimental results
presented in [22,30], which have shown that MCU occurrence is less likely close
to well ties.

2.4.1.2 Structures Whose Well Ties Are Located Far from the SRAM

A second set of 3D structures were built to model the effect of the spacing between
well ties and SRAM cells with and without the TW doping profiles. Figure 2.20a and
b illustrates four structures dedicated to well tie frequency modeling. The simulation
results are presented in Figure 2.21 for ion features (LET and strike location) identi-
cal to those used in Figure 2.19. The charge injected by the source and the charge
collected at the N-off drain are much higher with TW when well ties are located
away from the SRAM transistors.

Injected carriers by the source are forerunners of the bipolar transistor trigger-
ing. Ion-deposited majority carriers flow toward the well ties. The well resistance
causes a voltage drop beneath source diffusion. If enough carriers are deposited
or if there is enough distance between well ties and ion impact (the higher the
distance, the higher the voltage drop), the source—well junction will therefore be
turned on, and additional carriers will be injected in the well (Figure 2.22). Most
of these additional carriers will be collected at the drain junction and thus increas-
ing the collected charge at the drain. The additional charge collection due to the
source injection and due to the parasitic bipolar action is responsible for the bitcell
upset. Moreover, voltage drop in the well can turn on several sources along the well,
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FIGURE 2.20 Full 3D structures of the 65 nm 6T SRAM whose well ties are located
(a) 32 cells and (b) 64 cells away from the well taps without triple well. Same structures with
triple well are shown in the upper right inserts.

which will upset several bitcells and be responsible for MCU pattern experimen-
tally reported in Section 2.3.11.

The simulations have shown that with TW, a strong bipolar effect (electron injec-
tion from the sources) is observed for the structure away from the ties. These simula-
tion results are consistent with the experimental results presented in [22,30], which
have shown that the MCU occurrence is more likely away from well ties.
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FIGURE 2.21 Full 3D TCAD simulation results on the structure presented in Figure 2.11a.
Source current shows a strong bipolar effect due to the presence of the triple well layer.
Heavy-ion LET is 5.5 fC/pm.
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FIGURE 2.22 Tllustration of the carrier injected by the source and triggering of the parasitic
bipolar transistor after an alpha particle strike in the drain. Insert is from device simulation
of the 65 nm 3D structure.
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(@ (b)

FIGURE 2.23 SRAM 3D structures (STI not displayed for clearness): (a) double 6T bitcells
in column and (b) double 6T bitcells in row.

2.4.2 REeFINED SENSITIVE AREA FOR ADVANCED TECHNOLOGIES

This part aims at showing that by means of 3D TCAD simulations, bitcell SEE
sensitive area is not restricted to the area of reverse-biased junctions. Figure 2.23
shows the 3D TCAD final structures of two SP bitcells arranged in “column” (a) and
“row” (b). These continuous TCAD domains include respectively 710,000 and
580,000 elements. The double bitcell structures are dedicated to double MBU stud-
ies. CPU burden is respectively around 1 week to simulate a double SRAM structure
with up-to-date high-performance workstations.

Figure 2.24 shows an area of four SP bitcells. Two bitcells of the same column
share the sources of their MOS transistors whereas two bitcells of the same row do
not share any P/N junction and are isolated with shallow trench isolation (STI). At
first order, an MBU of two adjacent cells is horizontal, vertical, or diagonal (con-
figurations 1, 2, and 3 in Figure 2.24). The third case of diagonal double MBU was
not simulated. Indeed, diagonal MBU would provide a higher MBU LETth than one
computed for row MBU because of the longer distance between the adjacent SEU
sensitive areas (both are separated with STI) (Table 2.5).

|
|
|
e ————

R

N-well P-well

P-well N-well

FIGURE 2.24 Four contiguous SRAM bitcells: dashed rectangles are bitcells. Connected
striped and white squares are respectively drains of NMOS and PMOS transistors. Single
gray and white squares are gates and sources of NMOS and PMOS transistors.
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TABLE 2.5
Simulated MCU Threshold LET for Two Single-Port SRAMs
Arranged in Row and in Column

LETth
TCAD Structure lon Location (MeV - cm?/mg)
Double row MBU NMOS drain 13.5+£0.5
Mid-distance between NMOS drains 8.5+0.5
Double column MBU ~ NMOS drain 11.5+0.5
Mid-distance between NMOS drains 3.75+0.25
Mid-distance between PMOS drains 5.25+0.25

2.4.2.1 Simulation of Two SRAM Bitcells in Row

The most efficient memory pattern to trigger a double row MBU is to reverse-bias
neighboring drains. This is obtained with the logical pattern “01” (Figure 2.25).
In row configuration, PMOS cannot trigger MCU since they are separated by two
reverse-biased N-well/P-well junctions. MCU threshold LET were computed for two
ion locations shown in Figure 2.25. Table 2.6 synthesizes these LETth and shows
that an ion crossing an NMOS drain requires at least an LET of 13.5 MeV -cm?/mg
to create an MCU, while an ion at mid-distance between two NMOS drains requires
a lower LET (8.5 MeV -cm?/mg). Gray area in Figure 2.25 shows the extrapolated
spread out of the sensitive area for row MBU until a LET of 13.5 MeV -cm?/mg.

2.4.2.2 Simulation of Two SRAM Bitcells in Column

For the configuration depicted in Figure 2.26, the most efficient memory pattern to
induce MBU is “I11” or “00” because the transistors of adjacent bitcells (particularly
SEU sensitive areas) share the same well region and are separated by the same dis-
tance. Note that MCU can be triggered by NMOS as well as PMOS.

—_

P-well N-well Piwell N-well

FIGURE 2.25 Scheme of the layout for two SRAM bitcells arranged in row. Plain circle
is an ion impact in the NMOS drain (most sensitive single bit upset location) while dashed
circles are an impact at mid-distance between two NMOS drains. Gray area is the spread of
MCU sensitive area at a LET of 13.5 MeV -cm?/mg.
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TABLE 2.6
Relative Neutron MCU Rate Variation as
a Function of Several Parameters

Details in Relative

Parameter Section MCU Rate
SOI substrate? 3.10 10
Bitcell architecture 3.8 30
Reference 65 nm single-port — 100
SRAM without triple well
Test location 39 125
Test pattern 3.11 145
Temperature 3.7 165
Supply voltage 3.6 230
Triple well usage 32 1000

@ Experimental results in 130 nm technology.

Source

Drain 1
[
Sotir¢e12 b J
Drainl ; - s L

-~

(WA N-TW]

XX

= W

Source

P-well N-well P-well

FIGURE 2.26 Scheme of the layout for two SRAM bitcells arranged in column. Plain circle
is an ion impact in the NMOS drain (most sensitive single bit upset location) while dashed
circles are an impact at mid-distance between two NMOS or PMOS drains. Gray area is the
spread of MCU sensitive area at a LET of 11.5 MeV - cm?/mg.

MCU threshold LET were computed for three ion locations schematized in
Figure 2.26. MCU LETth values are synthesized in Table 2.6. As already observed
for row configuration, the lowest LETth is obtained for an ion impact at mid-distance
between NMOS drains (3.75 MeV -cm?/mg). MCU LETth for an impact at mid-
distance between PMOS drains is however slightly higher (5.25 MeV -cm?/mg). Gray
areas in Figure 2.9b shows the extrapolated spread out of the sensitive area for col-
umn MCU until a LET of 11.5 MeV - cm?/mg.
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FIGURE 2.27 SEE sensitive area cartography as a function of ion LET.

2.4.2.3 Conclusions and SRAM Sensitive Area Cartography

Despite a lower distance between two adjacent SEU sensitive areas, the row MCU
LETth is twice higher compared to column MBU LETth. This is explained by the
incidence of the ion that crosses through 0.3 pm of STT in the first case (dashed circle
in Figure 2.25), whereas it directly strikes the active area of NMOS transistor in the
second case (dashed circle in Figure 2.26). As a consequence, there is less silicon
volume for carrier deposition in the case of row MBU. Row and column LETth show
that the layout of the memory cells (STI regions and silicon regions) strongly impacts
their sensitive area.

SEE sensitive area cartography as a function of ion LET can be drawn from
TCAD results shown in Sections 2.4.2.1 and 2.4.2.2. This cartography is shown in
Figure 2.27. It is noteworthy that double MBU sensitive area extends beyond a single
bitcell area.

2.5 GENERAL CONCLUSION: SORTING
OF PARAMETERS DRIVING MCU SENSITIVITY

SEE testings carried out with alpha, neutrons, heavy ions, and protons on
several SRAMs are reported in this work. These SRAMs were processed by
STMicroelectronics in a CMOS 65 nm technology and embedded in several test
vehicles. MCU percentages and MCU rates were given as a function of a dozen of
parameters. These parameters are either technological (feature size, process option,
etc.) or design (bitcell architecture, well tie density, etc.) or related to experimental
test conditions (supply voltage, temperature, test pattern, etc.). Table 2.6 synthesizes
the relative neutron MCU rate variations as a function of these parameters. It is
noteworthy that the use of SOI substrate is as the solution decreasing the most MCU
rate by taking benefit from its fully isolated transistors. Parameter which worsens the
more the MCU rate is the usage of TW layer process option. On the other hand, it has
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to be remembered that the usage of TW allows suppressing the single event latchup
occurrence even in harsh environment (high temperature, high voltage, heavy ions).

Full 3D structures were built from a layout of 65 nm SRAM bitcells. The use
of TCAD structures whose SRAM bitcells are located away from the well ties was
mandatory to confirm that the bipolar effect enhances the collected charge with
TW. The simulations have additionally confirmed that bipolar effect is reduced by
increasing the well tie frequency and therefore efficiently mitigate MCU and SER.

Other 3D structures embedding two SRAM bitcells were built. Bitcells were
arranged either in column or in row to reproduce the actual SRAM array. Simulation
of these structures has allowed building a SEE sensitive area cartography as a func-
tion of ion LET. This cartography shows that sensitive area extends beyond a single
bitcell area.

2.6 ANNEX 1

After radiation testing with a static algorithm, bitmap error can have thousands of
SEUs. With such a high density of SEUs, the key question is therefore how many
upsets are “true” MCU (i.e., several SEUs simultaneously created by a single ion),
and how many are “false” MCU (i.e., sequentially created in the same vicinity by
different ion strikes)?

MCU rates and shapes depend on the test pattern filling the memory. It was exper-
imentally verified that checkerboard, Alll and All0 test patterns have similar MCU
rates. The following analyses and MCU counting are given for CKB pattern. A cell
spacing (CS) criterion (k) is chosen when analyzing a postirradiation error bitmap for
MCU detection. This criterion corresponds to the upset-to-upset spacing (maximum
number of cells between two SEUs in the X and Y directions to count an MCU). The
effect of this criterion on the number of counted MCU is illustrated in Figure 2.28.
This figure points out that the MCU number (zero or one bitflip) and type (two or
three cells) are a function of the CS criterion value: the larger this value (5, 6...), the
higher the MCU number. However, large k value would lead to count two single SEU
in neighboring cells created by two different events as an MCU, that is, not simul-
taneously generated. This would lead to a large overestimation of the MCU rates.

For this reason, formula (2.1) is proposed for quantifying the rates of “false”
MCU in order to correct raw experimental data to count only the “true” MCUs.
The formula is further detailed in Annex 1. We believe that this result should

Cell

Q O . Q sgiec;?ogn MCU detected
O O O O k=1 No MCU
OOO' k=2 1 MCU of 2 cells

'QOQ k=3 1 MCU of 3 cells

FIGURE 2.28 TIllustration of the impact of cell spacing criterion on the MCU detection
efficiency.
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be useful in hardness assurance processes: for the total number of fails to target
before stopping the irradiation and for the choice of the radiation source intensity
(here a radioactive alpha source).

false MCU % = | — g~ Fsrr¥AdCe/NbIO Q2.1)

where
Eggp 1s the number of SEU recorded after irradiation
AdjCell is the number of cells around each SEU, which are inspected to detect
an MCU
Nbit is the size of the memory array

The probability to count a “false” MCU is given by

AdjCell

P =Egp ¥
SR Nbit

2.2

where
Eggp is the number of SEU recorded after irradiation (from a single readout period)
AdjCell is the number of cells around each SEU, which are inspected to detect an
MCU; this number is a function of the CS criterion (Table 2.7)
Nbit is the total number of bits in the memory array

The probability that an MCU occurred is the complementary probability that no
MCU occurred (n = 0) is given using the cumulative Poisson probability by

A P opi
MCUp, =1- A & 20 =

i=0

l-e P forn=0 2.3)

il

Multiplying this probability by the total number of SEU gives the number of
MCUs. This number divided by the total number of SEU is the percentage of MCU.
Using formulas (2.1) and (2.2), the percentage of “false” MCU (SEUs from two dif-
ferent events are counted as an MCU) is

TABLE 2.7

Number of Adjacent Cells Inspected for MCU
around Each SEU as a Function of the Cell
Spacing Criterion

Cell Spacing Criterion k=1 k=3 k=5 k=8
No. of adjacent cells = AdjCell 8 48 120 288
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FIGURE 2.29 Comparison of MCU percentages obtained from either a randomly gener-
ated bitmap or formula (2.1) for a 2 Mb memory array (Nbit = 2 Mb).

false MCU % = | — g™ FsrpAGCNDD 2.1)

In order to double-check the relevance of this model, MCU percentages obtained
from formula (2.1) are compared to MCU percentages counted from randomly gen-
erated error bitmaps (Figure 2.29). This figure shows that whatever the CS criterion,
the MCU percentages match perfectly.

Formula (2.1) is very convenient as it is easy to use, and it can be used for different
devices (SRAM, DRAM, etc.) and many radiation sources (alpha, neutrons, heavy
ions, etc).
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3.1 CHAPTER OVERVIEW
3.1.1 Emsepbpep SRAMs IN IC DesiGN

Static random access memory (SRAM) is ubiquitous in modern system-on-a-chip
integrated circuits (ICs). Due to its value in programmable systems, providing fast
scratchpad memory in embedded and real-time applications, and providing space
for large working sets in microprocessor designs, IC SRAM content continues to
grow. As ICs surpass 1 billion transistors, and given the high relative design and
power efficiency of memory arrays compared to random logic, SRAM was pro-
jected to comprise as much as 90% of the total die area in 2013 [1]. For instance,
the Itanium processor has progressed from 6 and 9 MB L3 caches on 130 nm fabri-
cation processes, to 24 MB caches on the 65 nm technology generation [2—4]. The
Xeon processors include 16 MB caches [5]. Consequently, ICs designed for space
and other radiation environments require robust SRAM designs if they are to track
the size and performance of commercial ICs.

3.1.2 RADIATION SPACE ENVIRONMENT AND EFFECTS

The earth’s radiation environment consists of electrons, protons, and heavy ions.
The former two are trapped by the earth’s magnetic field where they follow the field
lines, where these particle fluxes are the highest. Eighty-five percent of galactic cos-
mic ray particles are protons with the rest composed of heavy ions [6]. Cosmic ray
flux is essentially omnidirectional, so microelectronics may be affected by particles
impinging at any angle. Importantly, this means that ions can transit an IC parallel
to the device surface, since there is no practical level of shielding that can stop all
protons and heavy ions. Solar cycles also strongly affect the radiation environment.
Ordinarily the helium ions in the solar emitted particle fluxes comprise 5%—10%,
and heavier ion fluxes are very small, well below the galactic background. During
major solar events, some heavy ion fluxes may increase by up to four orders of mag-
nitude above the galactic background for as long as days at a time.

The dominant radiation effects on microcircuits in space are due to deposited
charge from ionization tracks produced by single particles. These produce two pri-
mary effects: First, collected charge from a single particle can upset circuit state,
referred to as a single event effect (SEE). Second, changes in the charge state of
dielectrics due to total accumulated ionization can alter device characteristics,
referred to as total ionizing dose (TID) effects [7].
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Both protons and heavy ions can deposit charge that can upset the circuit state.
Upsetting a feedback (state storage) node such as a memory bit is defined as a single
event upset (SEU). Heavy ions affect the circuit state through direct ionization due
to columbic interaction with the substrate material, producing about 10 fC of charge
per pm of track length per LET. Memory cells are often characterized for SEU by
the total charge Q_,; that is required to upset their state. Charge that temporarily dis-
rupts a logic node results in an incorrect voltage transient of a magnitude and dura-
tion determined by the node capacitance and the driving circuit’s ability to remove
the charge. These are referred to as a single event transient (SET). An SET can only
affect the IC architectural state (the state that is visible to the surrounding system) if
sampled by a latch whose output is subsequently used.

Protons interact with the silicon through multiple mechanisms, predominantly
by direct ionization, but also through secondary nuclear particle emission due to
Si recoil. The former generates relatively small amounts of charge, but the latter can
upset circuits hardened to high LET. Approximately 1 in 100,000 protons imping-
ing will produce a nuclear reaction. Moreover, the multiple secondary particles
may interact with the circuit after moving in multiple directions. A single parti-
cle produces charge in linear tracks. Charge is collected by diffusion and by drift,
with the latter due to the device depletion regions. Charge collection is enhanced
by “funneling,” which is a third field-driven collection mechanism that extends the
field-driven collection by the redistribution of the deposited carriers. Parasitic bipolar
action can also increase the current collected at a specific node, greatly increasing
the upset rate and extent.

Impinging particles can also permanently disable the microcircuit by excessive
displacement damage or by rupturing the gates. Such permanent effects are not per-
tinent to the discussions in this chapter.

3.1.3 CHAPTER OUTLINE

This chapter focuses on SRAM design using RHBD techniques. Both TID and SEE
hardening are covered. The latter approaches described assume that error detection
and correction (EDAC) is used to mitigate individual SEU, as RHBD hardened cell
approaches have diminishing value in modern highly scaled fabrication processes.
Small, dense geometries make simultaneous upset of multiple circuit nodes from a
single particle strike increasingly likely. A primary focus, therefore, is on mitigating
SETs that can cause upsets that confound the EDAC, or otherwise cause incorrect
SRAM operation. All of the approaches examined in this chapter have been fabri-
cated and tested—measurements quantifying their effectiveness are also described
and discussed.

The last section briefly outlined the space radiation environment. Subsequent sec-
tions include a discussion of basic SRAM cell design, which is tutorial in nature.
Test structures to characterize SRAM cells are then described. This is important,
particularly for RHBD SRAM cells, which do not undergo the same rigorous testing
and validation during the fabrication process development that the foundry-provided
cells do. The TID response of SRAM cells hardened by various techniques and that
of an unhardened version are examined, as are the tradeoffs in cell size and hardness
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for various TID hardening approaches. Heavy ion beam testing results show the
importance of multiple bit upset (MBU) and SET response. The design of an SET
hardened SRAM is then described, as well as its response in ion beam testing, which
is compared to that of an unhardened device. We then briefly summarize the results
to conclude the chapter.

3.2 RADIATION HARDENING

All hardened designs should mitigate four issues: first, single event latch-up (SEL)
due to ion-strike-induced substrate currents; second, single event logic upset due to
the capture of SETs in sequential circuits, for example, latches and flip-flops; third,
SEUs of storage nodes, which include storage latches in registers and SRAM memo-
ries; the fourth issue is the TID, which can affect the individual device and isolation
characteristics. These device changes, in turn, may deleteriously affect the circuit
behavior.

There are two basic approaches to fabricate radiation-tolerant ICs—hardening
by process [8] and hardening by design [9]. Hardening by process uses a special-
ized fabrication process that has features specifically added to mitigate radiation
effects, such as SOI substrates, special body-ties, and dense high-value resistors
[10-12]. Radiation hardening by design (RHBD) allows radiation-tolerant circuits
to be fabricated on commercially available state-of-the-art CMOS manufacturing
processes [9,13] to reduce cost and improve circuit performance. It relies exclu-
sively on special circuit topologies and layouts rather than specialized process fea-
tures and devices to provide hardening. For example, P-type guard rings around
NMOS diffusions, similar to those used for I/O ESD protection, provide increased
SEL immunity. Of course, actual designs may utilize a combination of approaches.
For instance, SOI substrates are available on commercial unhardened processes.
Furthermore, specific rad-hard circuits and layouts are still required when using
rad-hard fabrication processes.

3.2.1 Total lonizing Dose Effects

In modern processes with sub-3 nm thick gate oxides, TID primarily increases leak-
age under isolation oxides and at the gate edges, that is, at the thin gate oxide to isola-
tion oxide interfaces. This slowly increases leakage from a parasitic transistor at the
transistor edge as its threshold voltage (V,,) decreases with TID. Since the trapped
charge is positive, only NMOS transistors suffer from increased leakage due to these
parasitic devices along the gate edges. Similarly, leakage between N-type diffusions,
for example, between the N-well and NMOS drains, can be increased by reduction of
the field oxide V. [14,15]. These increases in leakage are manifest in a given IC as
increased I, measured in the quiescent state, commonly referred to as standby cur-
rent (Ig). TID has been shown to cause functionality loss in SRAMs [16]. Increased
leakage currents can interfere with proper precharging or small swing bit-line signal
development. Leakage within the cell can also affect the read stability by changing
the cell static noise margin (SNM) [17].

TID is mitigated by higher doping at the oxide interfaces or, when using RHBD
approaches, by using annular or edgeless NMOS transistor gates. The standard
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RHBD technique for mitigating TID increased leakage in the parasitic edge transis-
tors is to use “edgeless” or annular transistor geometries. The annular transistor fully
encloses the drain or source, so the same potential is at both sides of the transistor
edge to isolation oxide interface.

3.2.2 Single Event Effects in SRAMs

SRAMs are prone to both SEU and SET generated errors. The former has been
addressed by the use of the dual interlocked storage cell (DICE) or other approaches
that add transistors to the storage-cells [18]. The DICE circuit adds redundant storage
nodes and a self-correction mechanism, which allows three correct storage nodes to
correct one incorrect node. Other approaches generally attempt to limit the ability
of collected charge to affect the latch feedback state. It is important to realize that
at any critical node separation errors may occur in space, where particles can be
incident at any angle. In any of these approaches, the cell storage (critical) nodes
must be spaced sufficiently far apart to minimize the probability, by increasing the
incident ionizing radiation particle track angle required to upset multiple latch nodes
with a single ionizing particle strike [19,20]. This becomes more difficult as process
dimensions are scaled down, as this naturally places critical nodes closer together.
Temporal latches mitigate both types of upset [21] but with so much added circuit
area and path delay that they are impractical for high-speed, high-density memory
arrays.

Easily the most common approach in hardened processes is the addition of resis-
tors in the SRAM cell latch feedback path [10,22]. Since charge can only be collected
at a PN junction, the series RC produces a delay that allows the collected charge to
be removed by the latch feedback transistors before the feedback node can transi-
tion, thus restoring the original cell state. Since undoped polysilicon conductivity is
constant, it becomes increasingly difficult to produce resistors providing sufficiently
long time constants as fabrication processes scale. Thus, more modern versions use
special high-resistivity vias or via layers [12]. Hardened processes often use SOI
substrates or special implants to limit the track length of the collected charge from
impinging ionizing radiation particles [23]. Limiting the track length reduces the
required RC time constant by attenuating the collected charge and thus the duration
of an upset. Similarly, it mitigates SET durations [12].

SRAMs are not only susceptible to cell state upset (SEU). It has also been long
known that an SET on word line (WL) signals [24,25] can cause improper opera-
tion, by asserting the wrong, or more than one of the normally one-hot WLs high.
Similarly, any SET in the control, clocking, or decode paths may cause the wrong
operation or the wrong address to be accessed. In the worst case, for example, when
the wrong memory address is read, the parity or ECC may be correct. Referring
to Figure 3.1a, WLs act as selects that allow a row of SRAM cells to discharge the
appropriate precharged bit lines (BL and BLN) in each column. In the event of a WL
SET, a number of circuit-level behaviors may occur. If two WLs are asserted high
simultaneously during a read operation, for example, WLn and WLO in Figure 3.1a,
then the BLs will logically OR the values, as a BL is a dynamic NOR multiplexer.
If the SET occurs late in the read or write phase, and one of the BL pairs in each
column has discharged to Vg, a subsequent WL misassertion may write the BL
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FIGURE 3.1 (a) Conventional SRAM bank word line architecture and (b) divided word line
architecture. A SET may affect all or a number of local WLxx by incorrectly asserting the
global WLx attached to each of them.

state into the row controlled by that misasserted WL. When this value inadvertently
enters the IC architectural state and is subsequently read, this undetected error is
termed a silent data corruption (SDC).

The “column group,” which is the basic design unit that can read or write 1 bit,
generally contains many SRAM cell columns. There are eight SRAM cell column,
labeled SRAMO0O0O-SRAMOO07 in the leftmost column group in the examples
in Figure 3.1, sharing one sense amplifier and associated write circuitry through
the column or “Y” multiplexer. By convention WLs are the X multiplexer selects.
Multiple SRAM cell columns per sense/write circuit are required primarily by the
fact that the former are large. Thus, the layout is eased by not trying to fit large sense
circuits into the tight SRAM cell pitch. It also forces spacing between individual



Radiation Hardened by Design SRAM 63

cells containing data from the same word, assuming a given word is read in one
cycle. This separation due to Y multiplexing makes it less likely that an MBU will
upset multiple bits in a single protected codeword, as has been common knowledge
in the SRAM design community since the 1980s. Commercial designs have tended
to use at least four SRAM columns per group, but that may need to increase in the
future as SRAM cells scale to smaller dimensions [26].

Figure 3.1b shows a technique that has been employed to mitigate such control
and WL SET-induced errors. Each column group again contains multiple SRAM
cell columns, but each WL (and control line, not shown) is individually buffered.
Thus, an SET on the local WL, for example, LocalWLnO in Figure 3.1b, will affect
only that local column group. This scheme was applied, and errors due to local WL
ion strikes were recorded [27]. Since only 1 bit can be read at a time from a col-
umn group, EDAC can correct such an error, whether on a read or write operation.
However, the global WLs (WLO-WLn in Figure 3.1b) are not so protected. Sufficient
WL capacitance and drive will provide some SET immunity, but in general, large
array sizes are required to raise the threshold LET sufficiently [28].

One approach that has been put forward to mitigate this issue is the so-called
bit per array architecture, where each bit in an EDAC protected word is stored in
a separate SRAM bank. Conventionally, a “bank” is a stand-alone unit contain-
ing clocking, control, decode, and array circuits. However, this in itself is insuffi-
cient to protect against such errors in all cases. An example of this case is shown in
Figure 3.2a. Here, all bits in an EDAC protected codeword reside in separate SRAM
banks, providing excellent critical node separation and greatly limiting the prob-
ability of a single ionizing particle strike upsetting multiple nodes in a single EDAC
word. Referring to Figure 3.2, note that all addresses and control signals fan out from
single registers, which we may assume are protected against errors on the inputs or
clocks, for example, by the use of temporal or other techniques [18,21]. However, the
output node, or one of the inverters that provides fan up to drive the heavily loaded
address bus, is not so protected. Consequently, an SET on one of these nodes propa-
gates to all arrays, which can manifest as an SDC by having all the arrays perform the
wrong operation or access the wrong memory location. The way to protect against
this, albeit small cross section, failure scenario is to place the SET mitigating latches

Address Address
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Bank01 — Bitl

Control Bank38 ——= Bit38 Control

(a) (b)

FIGURE 3.2 (a) SRAM bit per bank architecture. A SET may still affect all banks by mis-
asserting the address or (b) control signals unless mitigating latches are placed at each bank
input as in (b).
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in each memory array or subarray, as shown in Figure 3.2b. However, the address
setup time, measured at the array input, increases commensurately, as it must be
greater than 2 tygr, where tggy is the SET duration [29]. Consequently, such retiming
must be comprehended by the overall micro-architecture. Power dissipation obvi-
ously increases with the bit per array architecture, as many SRAM banks must be
activated in a single clock cycle, where otherwise only one might be. The SRAM
caches in embedded commercial microprocessors account for as much as 43% of the
total power dissipation [30]. This can be driven down to 15% by fine-grained clock
gating, that is, activating only the necessary smaller banks [31]. Thus, the designer
is faced with a number of circuit and micro-architectural challenges that may
profoundly affect the speed and power dissipation, when implementing radiation-
hard SRAMs.

3.3 RADIATION HARDENING BY DESIGN IN SRAMs

As mentioned earlier, edgeless NMOS transistors effectively mitigate a major TID-
induced leakage current increase component. The drawback of using annular NMOS
transistor gates is that the topology imposes a relatively large minimum transistor
width, since a contact must be placed within the edgeless gate. The necessary gate
to contact spacing sets the inside perimeter, while the gate length, which must usu-
ally include extra margin on the 45° angle gate edges, sets the outer perimeter. For
the 130 and 90 nm processes used in most examples in this chapter, the minimum
widths are increased by 11.1 times and 9.1 times, respectively. For high drive gates,
for example, inverters driving clock or large control nodes, the RHBD penalty is
negligible [32].

In SRAM cells, RHBD using conventional techniques imposes a significant
increase in size. To avoid a significant area impact for RHBD SRAMs, more clever
TID mitigation techniques must be found. Furthermore, commercial foundries offer
smaller SRAM cells that violate the standard process layout design rules. These tighter
SRAM cell layouts are optimized by fabricating large numbers of cells and optimiz-
ing the required “array rules” during the process technology development. Essentially,
which rules can be “cheated” for these highly regular SRAM layouts is determined
experimentally. This makes the RHBD impact even greater, since no RHBD design
will be able to similarly validate the use of such aggressive design rules.

3.3.1 SRAM CeLL Reap AND WRITE MARGINS

The commonly used six-transistor SRAM cell is shown in Figure 3.3a. The figure
also illustrates the layout of the SRAM cells, designed on a 130 nm foundry technol-
ogy. The key SRAM cell design requirements are to ensure write-ability and read
margin. To this end, the SRAM cell device sizes are a compromise between those
that result in the smallest cell but still provide adequate read and write margins.
When sizing the transistors, all process, voltage, and temperature corners must be
considered. The SRAM transistors are small enough that random dopant fluctuations
have a considerable effect on the actual cell margins [33]. The large on-die memory
and cache sizes noted in Section 3.1.1 mandate that 10-14 sigma manufacturing
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FIGURE 3.3 Hardened and unhardened 130 nm SRAM cell designs. (a) 4-NMOS and
2-PMOS standard SRAM designs and (b) with body bias capability. (c) Layout type 1 and
type 1 with guard ring and (d) reach near foundry densities, but using annular NMOS pull-
downs (g) is much larger. (e) Using 4-PMOS and 2-NMOS transistors (f) does not save area
since the PMOS devices must be very large to overpower the edgeless NMOS transistors to
write the cell. (After Clark, L. et al., IEEE Trans. Nucl. Sci., 54(6), 2028, 2007.)

variability must be considered. To comprehend the increasing variability and dimin-
ishing cell margins, a number of statistical methodologies for SRAM cell and array
design have been proposed [34,35]. The difficulty in designing commercial SRAM
cells with adequate margins points to the importance of advanced techniques for
RHBD memory cells, since there are less validation resources available for the small
rad-hard market, and the impact of more difficult to pattern and fabricate annular
gate geometries must be comprehended.

The cell is written differentially, where one BL is at the high precharge potential
and the other (BLN) is driven low (or vice versa). During a write, the NMOS access
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transistor (NP1) must overpower the PMOS pull-up transistor—the cell is a ratioed
circuit during writes. Adequate write margin requires that the access transistor NP1
in Figure 3.1 be stronger than the pull-up device P1. The write margin is typically
defined in one of two ways. The DC approach is to measure the BL voltage required
to flip the SRAM cell state, by keeping BLN high and lowering BL from V,, toward
Vs until the cell state is flipped. Alternatively, the delay to write the cell when the
BL is driven to Vg may be measured [36].

When the SRAM is read, the low storage node rises due to the voltage divider
composed of the two series NMOS transistors in the read current path (NO and
NPO in Figure 3.3a). The storage node CN is between them, rising above Vg dur-
ing a read. This reduces the SRAM cell SNM as measured by the smallest side of
the square with largest diagonal that can fit in the small side of the static voltage
curves [37]. The worst-case SNM, shown in Figure 3.4, is usually determined by
Monte Carlo simulation or response surface models [38] based on the measured
process variation parameters. For the unhardened cell simulated here, the SNM
in Figure 3.4 is quite small at 58 mV, even at the nominal V of 1.2 V. The large
transistor mismatch due to both systematic (die-to-die) and random (within-die)
variation causes asymmetry in the SNM plot. Other noise margin definitions have
been developed, based on imbalance created across the cell by disturb voltages [36].
Read margin is also ensured by transistor sizing. Typically, the pull-down NMOS
transistors are drawn wider than the access transistors. The access transistor NPO
is also frequently drawn with a longer channel than that of the pull-down NO and
pull-up P0O. Consequently, there is limited design latitude—the PMOS pull-up must
be weaker than the NMOS access device, which, in turn, must be weaker than the
NMOS pull-down transistor.
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FIGURE 3.4 SRAM SNM plot. The line depicts the worst case found in a Monte Carlo
simulation to five sigma variations. Note the severe asymmetry. (After Yao, X. et al., IEEE
Trans. Nucl. Sci., 55(6), 3280, 2008.)
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3.3.2 Reverse-Boby Bias

Reverse-body bias (RBB) with and without simultaneous power supply collapse (SC)
has been used in commercial integrated circuits for full-chip [39,40] and memory
[41,42] standby power reduction. RBB is presently used on commercial ICs for low
standby power (LSP) state retention on processes varying from 250 through 65 nm
process generations [39,41,43,44]. These modes often combine RBB and SC, here
termed RBB+SC, since the latter helps to mitigate emerging transistor leakage paths
such as direct band-to-band tunneling through the gate oxide [44]. RBB electrically
increases the transistor threshold voltage by the body effect, which is also applied to
the parasitic edge and field oxide FET. Its use for TID mitigation has been demon-
strated at the transistor level on low V,;, 0.35 pm bulk CMOS transistors [45]. RBB
mitigation of TID on advanced fabrication process technologies allows the use of the
smallest foundry-optimized cells and thus eliminates RHBD SRAM size penalties.

3.3.3 RHBD SRAM CEkLL DEsIGN

A number of RHBD SRAM cell designs have been investigated on 130 and 90 nm
technologies [46,47]. As mentioned, any SRAM cell must have adequate write mar-
gin and read stability. For a fair analysis, these are constrained to be as good or better
than that of the baseline two-edge foundry cells when evaluating potential circuit
topologies and layouts. A number of potential SRAM cell schematics and layouts are
shown in Figure 3.3, which were used in a 130 nm study [47].

The type 1 cell (see Figure 3.3a and c) is essentially a conventional (commer-
cial non rad-hard) design with two-edge NMOS pull-down transistors and two-edge
NMOS access devices. Figure 3.3b shows a variation that separates the NMOS source
from the substrate taps (i.e., allowing RBB). Since in SRAM arrays the well and sub-
strate taps are placed in special tap rows (or columns for vertical well designs), RBB
support does not add size to the array, as shown in Figure 3.3c. Note, however, that in
an RHBD IC these tap spacings should be considerably smaller to avoid SEL.

The type 2 SRAM cell employs annular NMOS pull-down transistors and annu-
lar NMOS pass gates. The type 3 SRAM cell uses edgeless NMOS pull-downs and
two-edge PMOS access transistors (Figure 3.3e and f). The gate bias dependence of
NMOS transistor TID degradation, where the leakage current increase is suppressed
when the gate is biased at 0 V so the electric fields do not repel the positive trapped
charge toward the oxide/Si interface, suggests the type 4 SRAM cell (see Figure 3.3a
and g). It has annular NMOS pull-down transistors and two-edge NMOS access
transistors. This variation relies on the fact that most of the time all but one of the
SRAM WLs are de-asserted at 0 V.

The type 2 through type 4 cells include PMOS guard rings between the NMOS
transistor drains and the N-well to limit TID-induced leakage between the two. No
guard rings are used to limit leakage between the NMOS drains at different poten-
tials in any of the cell designs investigated. For instance, in the type 4 cell shown
in Figure 3.3g, the NMOS pull-down sources, at Vg, are near the access transistor
drains and not separated by a P-type guard ring. If these guard rings are necessary,
the cells must grow to accommodate them.
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For each of the designs in Figure 3.3, simulations were used to determine write
margins and read stability. Since write margin can be increased at the expense of
read stability, the designs are optimized by minimizing total transistor width at simi-
lar write margin, but forcing read stability to meet the baseline set by the foundry
SRAM cell. This analysis assumes that the total cell size is proportional to the
required transistor widths.

3.3.3.1 Conventional Two-Edged Transistor Cell (Type 1)

In a conventional SRAM design where all transistors are two-edged, all devices can be
drawn at or near minimum width as in the commercial foundry cell. The large NMOS
to PMOS mobility ratio and use of minimum width PMOS pull-ups provide adequate
write margin. Adding a guard ring to mitigate SEL and TID-induced NMOS drain-
to-N-well leakage increases the cell size by about 20%, as evident in Figure 3.3d.
If guard rings are unnecessary, standard production SRAMs employing even tighter
design rules and smaller cell size can be used—the foundry-supplied 130 nm cell is
27% smaller than the cell in Figure 3.1c, which is drawn to the logic layout rules.

3.3.3.2 Annular NMOS-Based SRAM Cell (Type 2)

The simple analysis shows that using a conventional cell with four annular NMOS
and two PMOS transistors results in a total transistor width approximately seven
times that of the conventional two-edge cell at the same write margin and read
stability. While annular NMOS layout eliminates the source-to-drain leakage path
formed at the shallow trench isolation (STI) to channel interface, their greater mini-
mum size increases the preirradiation cell leakage commensurately. One potential
design is shown in Figure 3.5. This cell, implemented on a 90 nm foundry bulk
CMOS technology, is 5.1 times the size of the foundry cell, which uses tighter SRAM
design rules, and 3.6 times the size of a cell drawn to the same (90 nm) logic design
rules. Of this, about 20% of the size is attributable to providing portability between
process versions, which have different gate lengths. Thus, the cell could have been
20% smaller if portability were not a requirement. Another 20% is attributable to
the guard rings, similar to the impact on the 130 nm cells described earlier. The
aspect ratio helps this, since the P-type guard rings are oriented vertically. The wide
cell increases the critical node spacing in the key horizontal dimension, making a
column group wider, with the same n:1 Y multiplexing.

FIGURE 3.5 Full edgeless 90 nm NMOS SRAM cell layout. This cell is 5.1 times larger
than the smallest available foundry cell on this 90 nm process, due to compatibility with the
LSP version with longer gate length, P-type guard rings, and annular NMOS gates.
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The particular RHBD NMOS layout choice also affects the transistor leakage.
For the “ring” topology used in the NMOS transistors in Figures 3.3f,g and 3.5,
placing the transistor drain inside the ring and source outside minimizes the area
used as the sources can be shared between cells or transistors within the cell. Extra
guard rings are then unnecessary. Transistor Ipg vs. Vg measurements of ring gate
transistors show three times greater I,z and reduced Iy, with the source inside the
ring [47]. The former is due to much higher drain-induced barrier lowering, which is
a function of the drain/gate vs. source/gate interface widths. It is therefore important
when determining stability to account for the specific gate geometries used and their
particular I,g vs. bias characteristics. Standard foundry transistor models do not pro-
vide this level of modeling detail, particularly for the edgeless gate geometries, so
appropriate test transistor arrays must be used for modeling and validation.

3.3.3.3 PMOS Access Transistor SRAM Cell (Type 3)

The TID immunity of two-edge PMOS transistors on modern processes suggests their
use as the SRAM access transistors. However, to write the cell, the PMOS pass tran-
sistors must overpower the NMOS pull-downs, which is made difficult by the large
NMOS/PMOS mobility difference. Consequently, using annular NMOS pull-downs
implies wide PMOS access transistors as shown in Figure 3.3f. In this cell, an NMOS
long-channel “ring” gate pull-down transistor is used to make it as weak as possible, as
the channel comprises only one edge of the NMOS transistor and has a long channel
length L and narrow width W for a low W/L ratio. The SRAM cell area is still large.
One advantage of the large NMOS gate area is increased capacitance and thus increased
Q.- For the conventional bulk CMOS processes used here, this cell is very large and
has sufficient drawbacks that further analysis is unnecessary. Future processes may have
similar PMOS and NMOS drive currents [48]. For such a fabrication process, this cell
topology may be very good.

3.3.3.4 Two-Edged NMOS Access Transistor SRAM Cell
with Annular Pull-Down Transistors (Type 4)

Using two-edge NMOS access transistors (NP0 and NP1 in Figure 3.3a) and annular
pull-down transistors NO and N1 is an interesting alternative since the WL is high for
only the row being accessed. A low gate voltage minimizes TID-induced leakage at
the transistor edges, and this is the bias condition on access transistors NPO and NP1
over 99% of the time. This cell has good stability and write margin even for narrow
access transistor widths. Cell size is reduced as shown in Figure 3.3g but is still sig-
nificantly larger than the conventional SRAM cell. A drawback to this configuration
is that depending on the layout, the access transistor source and drain nodes may be
difficult to shield from the other cell transistors using guard rings. Fortunately, on
sub-150 nm processes, this TID component may be tolerable or mostly mitigated by
avoiding polysilicon crossing from N+ to N-well diffusions [49].

3.3.4 SNM TesT STRUCTURE

Since read stability is so important, and it is unlikely that an RHBD IC designer will
be able to include RHBD SRAM cells on the process development test chips as the
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FIGURE 3.6 Ninety nanometer test array allowing the measurement of individual cell mar-
gins. (After Yao, X. et al., IEEE Trans. Nucl. Sci., 55(6), 3280, 2008.)

standard foundry cells are, appropriate test structures to rapidly determine the cell
quality are essential. A test structure that allows direct measurement of the SNM of
individual SRAM cells is shown schematically in Figure 3.6. It is based on the stan-
dard SRAM array and can be integrated with a production design. To allow accurate
analog signal propagation, two supply voltages, Vpp, and Vi gy, are used. Vo is
independent of Vp,, g allowing the gate overdrive of the cell and access devices to
be controlled independently. By applying V> Vi gy, the resistance of the ana-
log signal path multiplexers is reduced, limiting their effect on the measurements.
During the test, nodes WL and the access multiplexer enables are asserted high. The
high WL voltage allows single-ended writes of the SRAM cell, unlike the normal
operating condition, where writes must be differential. The test is DC, so there is
no time dependence in the measurement. Consequently, the BL and BLN voltages,
when used as outputs, accurately represent that of the SRAM cell storage nodes C
and CN, respectively. Thus the circuit allows direct measurement of the as-fabricated
SRAM cell P/N ratios through observation of the switching points when driving the
BL (or BLN) high or low.
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An analog multiplexer under software control is used to connect the test structure
to a digital to analog converter. The multiplexer allows switching either the BL or
BLN attached to the FPGA driver, with its complement BLN or BL attached to the
analog to digital converter to measure the cell state. The measurements can be made
with the device under test (DUT) inside the Co-60 irradiator so measurements vs.
TID can be made in situ, allowing the determination of the TID impact on the indi-
vidual SRAM cell read and write characteristics. Measuring the DUT in situ, that is,
while being irradiated, avoids relaxation of the TID effects that would occur when
removing the device from the irradiator to make a measurement. Measured TID
results from unhardened and hardened SRAM cells are presented as follows.

3.3.5 ExperRIMENTAL TID TesTING REesuLts

Test die were fabricated on both 130 and 90 nm CMOS bulk processes at the same
foundry. The test die included both SRAM arrays and transistor test structures. The
latter are laid out in the SRAM cell layouts, so that the results are representative of
the device responses that would occur in the actual SRAM arrays. SRAM test struc-
tures with annular pull-down transistors (type 4) were also fabricated.

A 90 nm 1.2 Mb SRAM design fabricated on a low leakage (LSP) variation of
the process can provide a baseline for the discussion [17]. This SRAM exhibited a
131 times increase in g after irradiation to 1 Mrad(Si) as shown in Figure 3.7. Note,
however, that significant leakage increase does not occur until after 300 krad(Si),
which may be sufficient for many spaceborne IC applications. The design is fully
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FIGURE 3.7 Ninety nanometer 1.2 Mb conventional (nonhardened) SRAM TID results.
The increase at 1 Mrad(Si) for the array in the state opposite that when irradiated shows a
131 times increase in standby I, (Igp) for this device fabricated on the LSP process version.
(After Yao, X. et al., IEEE Trans. Nucl. Sci., 55(6), 3280, 2008.)
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functional despite this large leakage increase after 1 Mrad(Si) dose. While prior
SRAM designs have failed at relatively low TID levels [16], careful circuit design
can avoid this. In general, since size scaling requires increasing doping levels, and
Vpp scaling requires lower V,;, to maintain gate overdrive, smaller geometry pro-
cesses exhibit less TID-induced Igp increases. The higher Iype and 1, leakage cur-
rents in more highly scaled processes tend to mask what TID-induced increase there
is until higher doses.

It is important to know the exact SRAM cell organization in order to apply the
worst-case TID conditions. In particular, horizontally adjacent cells may have adja-
cent NMOS diffusions biased the same or differently with a solid or checkerboard
pattern. This is not just a matter of geographic cell location, but also a function of
whether or not the BL and BLN are stepped or folded in the layout. For example,
the 90 nm SRAM uses a pattern BLO BLNO, BL1 BLNI, ... BL7 BLN7. However,
the 130 nm design uses BLO BLNO, BLN1 BLI, ... BLN7 BL7. In the former case,
a solid array pattern of all 1s or Os is worst case for TID leakage increase, while in
the latter, a physical checkerboard is. Finally, the physical and logical organization
can be quite different, so knowledge of the physical layout is critical here, as it is in
choosing appropriate production SRAM test patterns.

3.3.5.1 Impact of V, Bias on TID Response

The 1.2 Mb 90 nm SRAM, fabricated on the foundry LSP process version, irradia-
tion results were described earlier. Additionally, 5 kB SRAM test arrays were fabri-
cated on the standard process version that supports the shorter gate length. The test
SRAMs include an array without RBB and an array with RBB capability, with the lat-
ter configured with node SOURCE (see Figure 3.3b) biased at V¢ during these initial
irradiations. Two bias conditions, V, = 1.0 V and 1.3 V, were used (see Figure 3.8).
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FIGURE 3.8 Measured effect of Vi, on the TID-induced standby I, (Igs) increase in
90 nm 5kB SRAM array fabricated on the standard process. The 2 Mrad(Si) value is 75 times
the initial Igg. (After Clark, L. et al., IEEE Trans. Nucl. Sci., 54(6), 2028, 2007.)
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The Iy is normalized to the initial values for each die, which exhibit substantial
(and expected) die-to-die variations. The V, = 1.3 V TID-induced Igg increase of
75 times is 1.8 times the TID-induced increase at V, = 1.0 V. This indicates that if
sufficient SEU tolerance can be provided, there is substantial TID response benefit
to low Vp, operation. The TID leakage increase at 1 Mrad(Si) is larger on the LSP
process is in whole or part due to the substantially lower original leakage.

3.3.5.2 Impact of TID on Cell Margins

Using the test structure described earlier in Section 3.3.4 (see Figure 3.6), a 90 nm
LSP 4 kB test array of unhardened SRAM cells was exposed to Co-60 radiation at
an approximate rate of 20 rad/s [17]. During this exposure, the BL switch points were
measured continuously, and during irradiation (after each measurement switched the
cells), the cells were rewritten to the state where node C is 0 V and node CNis 1 V.
The BL switch point response vs. the applied dose is plotted in Figure 3.9, where the
SRAM node is being pulled high by the BL. It is unaffected until about 300 krad(Si),
where TID-induced leakage becomes significant compared to the inherent leakage
components, consistent with the full SRAM results in Figure 3.7. The TID impact
on the measured switching voltage and hence cell write margins saturates near
1.5 Mrad(Si).

At doses of 1.5 Mrad(Si) and 3.0 Mrad(Si), both the BL and BLN switch points
were measured, indicating a strong downward shift in the BLN switch point across
the cells, again indicative of a shift in the cell effective P/N ratios due to the irradia-
tion. The cells were irradiated with the gate of transistor NO high, and as expected,
this device exhibits the most degradation, that is, increased leakage due to TID. The
SRAM access transistors, NPO and NP1, are assumed to be largely unaffected, since
they have 0 V gate bias most of the time. One key observation is a lower BLN voltage
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FIGURE 3.9 Behavior of sample two-edge (unhardened) SRAM cell trip points vs. TID.
(After Clark, L. et al., IEEE Trans. Nucl. Sci., 54(6), 2028, 2007.)
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FIGURE 3.10 Simulated worst-case Monte Carlo derived read SNM pre- and postirradia-
tion. The thin solid and thin dashed lines show the postirradiation SNM, while the thick gray
lines show the preirradiation response. (After Clark, L. et al., IEEE Trans. Nucl. Sci., 54(6),
2028, 2007.)

required to write the cell state, indicating diminishing write margin—that greater
drive is required to write the cell in this direction over time. This result, consistent
with an increase in the drive of transistor NO, presents a possible failure mechanism
due to TID.

The impact on the SRAM cell read margins are shown in Figure 3.10, which
compares the pre- and postirradiation SNM as simulated by changing the leakage
of transistor NO to match the TID measurement results. The test structure does not
allow direct measurement of the SRAM read SNM, which must be inferred from the
write margin measurement results. To determine the impact of TID on the read mar-
gin response, the NMOS response was modeled from transistor TID measurements
on the same process. Two responses with the degradation on each NMOS pull-down
transistor were simulated independently. Immediately evident is the closing of the
larger “eye” post-TID. In one case (the dashed lines), the initially weaker NMOS
pull-down transistor is made slightly stronger by the TID-induced leakage, and the
worst-case read SNM is slightly improved (from 58 to 59 mV). The read SNM on
the other node is diminished to 53.7 mV (note the smaller “eye” at the top outlined
by the thin lines) when the TID-induced increased leakage is on the initially stron-
ger NMOS pull-down transistor. Whether TID mitigation is necessary to maintain
SRAM cell read margins is thus determined by the initial as-fabricated margins—a
larger cell with large margins may still be smaller than that required by annular tran-
sistor layout and guard rings, as well as the TID environment expected.

The TID switching point response vs. irradiation dose of the RHBD cell of Figure
3.5 is shown in Figure 3.11. Since the leakage currents are completely mitigated, as
indicated by Iz measurements vs. TID, the switch points are stable up to 2 Mrad(Si).
Clearly, allowing sufficient cell size, the RHBD techniques are effective.
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FIGURE 3.11 Sample SRAM cell trip points vs. TID for the all annular 90 nm NMOS
SRAM cell. No variation due to irradiation is measured for this cell.

3.3.5.3 Type 4 Cell

In general, a worst-case experiment uses a high NMOS gate voltage to maximize TID
effects. However, this condition simply cannot occur on the NMOS access transistors in
an SRAM, as the WL decoder ensures only one can be active, and then only during one
clock phase. To validate that WL bias at 0 V for all unaccessed cells is sufficient to miti-
gate TID-induced leakage in the NMOS pass devices NPO and NP1, experiments were
made using test transistors fabricated on both the 130 nm and 90 nm processes. On the
former, four 0.28 pm width, minimum-length two-edge NMOS transistors connected in
parallel with V,o = 1.2 V and V5 =0V, the relevant access transistor bias, exhibit TID-
induced increase in I less than three times after exposure to 500 krad(Si). A 1.5 pm
effective width annular transistor (the minimum for this geometry) has five times
greater I e current preirradiation than this narrower two-edge device. These experi-
ments indicate that 130 nm SRAM cells using annular pull-down NMOS and two-edge
pass transistors exhibit less total leakage current after exposure to 500 krad(Si), with
less area than a cell using PMOS access transistors. The same experiments were carried
out on transistors fabricated on a 90 nm foundry process to 1 Mrad(Si) and indicate that
for the off-state bias condition, the TID-induced I, increase is less than two times [46].

3.3.5.4 Type 1 Cell with RBB: Array Design Considerations

The low WL activity factor makes annular gates less important for the SRAM cell
access transistors, as shown earlier experimentally, but TID-induced leakage remains
an issue if two-edge NMOS pull-down transistors are used. This can be mitigated by
applying RBB or RBB+SC. By setting V,, to be 1.2 V and the external Vg gcg to
be 0.7 V, the SRAM cells have 0.5 V V4 storing the SRAM cell state. The SRAM
cell supply voltage can be varied by raising the NMOS sources (cell node SOURCE
in Figure 3.3b and row by row SOURCEO to SOURCE®63 in Figure 3.12a) while
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FIGURE 3.12 (a) Circuits providing dynamic RBB in the 130 and 90 nm SRAMs for NMOS
transistor TID mitigation. (b) The connections of the well and substrates for the periphery
are shown. (c) A triple-well process allows continuous negative NMOS transistor bulk bias.
These well bias conditions were simulated in the arrays by applying high V,, to the periph-
eral circuits and raising VSS above the bulk voltage in some of the TID experiments. (After
Clark, L. et al., IEEE Trans. Nucl. Sci., 54(6), 2028, 2007.)
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maintaining the NMOS transistor bulk connection at O V. This allows RBB+SC
to reduce the NMOS transistor leakage in the pull-down transistors NO and N1 as
well as significantly reducing Iopr in transistors NPO and NP1 through negative V.
Alternatively, since the channel surface potential is pinned, that is, the gate fields are
unaffected by the bulk potential, V, and Vygrcr can be raised to provide reduction
in TID-induced leakage without affecting the V5 and hence cell Q.

Low cell voltages during operation reduce TID effects as shown earlier, but mod-
ern SRAM cells are not read stable at low voltages. Consequently, to employ reduced
biases for TID mitigation, the cell bias must be changed dynamically to full Vp
during reads. The circuits providing this ability are shown in Figure 3.12. By driving
the row SOURCE node to 0 V dynamically before the WL is selected, the SRAM
cells in that row can be read without upset that might otherwise occur since SNM
diminishes rapidly with decreasing V. Sufficient address setup time ensures that
the row SOURCE node is driven to 0 V before the WL is asserted. The raised source
structure was chosen since it can apply RBB with power SC. This is applied dynami-
cally to allow full read stability in the selected row. This configuration can also
simulate a triple-well SRAM by using the appropriate bias conditions as shown in
Figure 3.12b and c by holding the bulk (P substrate) at 0 V and making V¢g and V,,
0.7 and 1.7 V respectively.

3.3.5.5 Type 1 Cell with RBB: Transistor-Level Measurements

Four 0.28 pm wide 130 nm minimum-length NMOS transistors connected in paral-
lel were irradiated with V,g = Vg = 1.2 V (Vpp = 1.9 V), Vg (the transistor source) =
0.7 V, and V., = 0V, the worst-case condition for the raised Vi, TID mitigation
scheme. The I was measured preirradiation and after a total dose of 750 krad(Si).
An operational SRAM will have data that change, so this was applied as 250 krad(Si)
biased on (Vg=Vpp), 250 krad(Si) biased off (V5= Vy), and then 250 krad(Si) biased
on (V5=Vpp). The 130 nm NMOS transistors exhibit an 8 times increase in TID-
induced leakage, as opposed to over 200 times increase for V, = 1.2 V and no
RBB applied as shown in Figure 3.13. The pull-down transistors account for about
one-third of the total leakage, so when this result is combined with the access tran-
sistor TID response, the SRAM cell will exhibit about three times I increase after
exposure to 750 krad(Si). The postirradiation Iz with Vg3 = 0.7 V and Vg = Vg =
0.5 V is nearly one order of magnitude less than the preirradiation Iyps at Vg =0V
and Vg = Vg = 1.2 V—by using dynamic source biasing, a conventional SRAM
cell will exhibit less post-TID leakage than cells employing annular gates preirradia-
tion. The Iy, for this condition is lower at 1 Mrad(Si) than the preirradiation annular
(type 4) SRAM. The voltage-collapsed SRAM with RBB applied has lower I, at
1 Mrad(Si) than the conventional two-edge transistor SRAM (type 1) cell has preir-
radiation. We attribute the annular (type 4) SRAM cell I increase to leakage under
the field oxide at the two-edge access transistors, since as mentioned, no cells had
guard rings between adjacent N-type source and drain diffusions.

3.3.5.6 Test SRAM Designs and Experiments

The 5 kB RHBD test SRAMs implemented in 0.13 pm bulk CMOS contain 4 kB for
data and 1 kB for EDAC parity bits. A single 40-bit read and write port is organized
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FIGURE 3.13 Co-60 irradiation results of different SRAM cell I, responses. Note that the
type 4 cell, which has annular NMOS pull-down transistors, has higher I preirradiation
than the type 1 with RBB and full V4 postirradiation. The higher preirradiation leakage of
the type 4 eliminates much of its advantage over the type 1 (unhardened) cell. The type 4
cell has leakage increase attributable to the lack of guard rings blocking STI leakage paths.
The type 1 with RBB+SC has little leakage increase and reduced Igg at all dose levels. (After
Clark, L. et al., IEEE Trans. Nucl. Sci., 54(6), 2028, 2007.)

as 32 data bits plus 8 EDAC bits. EDAC protects against SEU in the array while
dual-redundant control lines are used to detect and prevent SET data corruption due
to WL SET, as described later. The 90 nm SRAM design utilizes similar circuits to
apply RBB and supports the same (40, 32) single error correct and double error detect
EDAC. Both interleave the storage bits by eight cells to avoid multiple bit error upsets
in the same EDAC codeword. The 90 nm design does not mitigate SET-induced errors.

In commercial designs, the most important leakage-induced failure is the case
where during a read operation, a single bit is driving the BL high, but leakage on
the other cells is driving the same BL low, significantly slowing the BLN-BL volt-
age signal development. If the total BL leakage approaches the cell read current,
small signal differential sensing may fail. This is even more important in memory
designs that use single-ended sensing, since the output high BL node may register
as a logic O after being discharged by leakage within the timing window. This
failure mechanism is avoided in the designs here by using full swing differential
sensing and relatively short BLs with 64 cells attached, as well as the high Iy/Iogg
ratio of the foundry process.
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The 90 nm SRAM design uses cross-coupled NAND gate set-reset latches to
sense. This allows a robust timer-free sense, eliminating one timing signal that could
otherwise be upset by a SET. The SRAM cell high node provides current through the
on pass transistor (NPO in Figure 3.3) clamping the BL reading a logic “1” at approx-
imately Vpp, — V. Meanwhile, the BLN reading a logic “0” discharges completely
to Vgs. The 130 nm design uses BL keepers to hold the nondischarging BL to V.

3.3.5.7 Type 1 Cell with RBB: SRAM Measurements

Triple-well processes, which are common, allow RBB to be applied statically without
collapsing V4 (see Figure 3.12¢c). Full cell V, maintains the cell Q_,,, allowing bet-
ter SEU response. The effect of this bias condition on TID response was investigated
in an experiment comparing the 130 nm SRAM TID performance on a nontriple-
well process with Vi = 1.9V, Vg = 1.2 V, and Vg = 0.7 V (referring to Figure 3.12,
Vip = 1.2 V and Vgguree = —0.7 V) to the case without RBB. The experimentally
measured SRAM array Igg vs. irradiation level on the 130 nm test chip (Figure 3.14)
also clearly shows that RBB is a viable approach to mitigate TID-induced increase in
g5 up to 1 Mrad(Si). Since measuring Iz encompasses all leakage components, both
Iore and conduction under the STI field oxide is mitigated by RBB. This allows the
use of the foundry cells. Both RBB and RBB+SC improve Ig; compared to the stan-
dard bias and RBB+SC reduces leakage sufficiently such that the total I, of the array
drops below that of the SRAM control logic, indicated by the dashed line at the bot-
tom of Figure 3.14. The control logic was not reverse-body biased. Consequently,
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RBB......: Vgg==0.7 V, Vggarray = 0.0 V (Solid grey)
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FIGURE 3.14 One hundred and thirty nanometer SRAM array Ig; vs. TID and irradiation
bias for chips irradiated with and without RBB, and with RBB+SC. I, was measured at the
irradiation bias. Irradiation was performed with the array programmed to a checkerboard
pattern, and Ig; measured with the same (triangles) and opposite (squares) patterns. (After
Mohr, K. et al., IEEE Trans. Nucl. Sci., 54(6), 2092, 2007.)
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further decreases in SRAM array I will not provide significant improvements in
the overall SRAM static power unless all circuits have RBB applied.

Note that using RBB+SC allows the postirradiation leakage to be less than the
preirradiation leakage without it. On this 130 nm SRAM, some single bit failures
were observed for the standard bias condition starting at 725 krads(Si) indicating
that increased leakage currents had destabilized some of the SRAM cells, presum-
ably those that were least stable to begin with. No failures were observed for the
RBB+SC bias up to 1 Mrad(Si).

This TID mitigation approach was also investigated on a 90 nm bulk CMOS
5 kB SRAM using two-edge transistor cells. Test SRAMs were irradiated with
Vpp=0.9 V (the non-RBB case, i.e., with Viz=0 V), and with V,,=1.6 V and node
SOURCE—the source of the SRAM NMOS pull-down transistors (NO and NI in
Figure 3.3b)—at 0.7 V and the P-type bulk at O V (the RBB case). This latter bias
condition applies a 0.7 V NMOS RBB with the cell V,3=0.9 V, the same as the
non-RBB case. The SRAM array SOURCE node (see Figure 3.12a) current was
measured with all 1s and with all Os stored in the array to determine the NMOS pull-
down transistor Iopr pre- and postirradiation for both cases. The SRAM was written
with all 1s during irradiation. The measured results are shown in Figure 3.15 for TID
up to 1 Mrad(Si) [46]. While the non-RBB SRAM Iy increases by 10 times for
array data opposite to that during irradiation, no increase is observed in the RBB
Isource at that irradiation level. Between O and 500 krad(Si), the high intrinsic leak-
age delays the onset of noticeable TID impact to higher irradiation.
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FIGURE 3.15 Measured current on the RBB two-edge 90 nm SRAM SOURCE node (Ipgr
through the pull-down transistors) after Co-60 irradiation to 1 Mrad(Si) with Vg = 1.0 V and
RBB using Vg = 0.7 V in the State = 1 condition. Measurement biases are given in the legend.
A large increase in I is evident, exacerbated when the measurement is in the opposite state.
Application of RBB fully mitigates the I, increase. (After Clark, L. et al., IEEE Trans. Nucl.
Sci., 54(6), 2028, 2007.)
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The same measurements with irradiation at V,=1.6 V and node SOURCE =
0.6 V are shown in Figure 3.16 [46]. Iygyrce With RBB of 0.5 V and 0.6 V shows
the sensitivity to the amount of RBB bias applied. The cell V,g=1 V for both
cases. Two key points are evident. First, the applied RBB strongly affects the mea-
sured Iopr. Thus, RBB does not mitigate the trapped charge or TID-induced interface
traps; it merely raises the parasitic edge transistor V,, sufficiently to alleviate the
increased leakage. Second, the current required by node SOURCE can decrease with
TID. This suggests that current can be delivered by another path separate from the
Vsouree Node. This current path is clearly dependent on the SRAM cell state during
irradiation, despite its symmetrical nature.

The reduction in Iy pcr at high TID suggests that the cell bias current is being
fed from another path, other than the test chip pin (see Figure 3.16). This is surmised
to be due to leakage under the STI from a V¢4 node to the SOURCE node. The small
magnitude of the current difference between the two cell states suggests that this
will not limit chip level Ig;. Previous work has reported that the SRAM source can
be completely floated without the SRAM losing state [50]. This was proven on our
90 nm SRAM as well—gate leakage is sufficient to maintain the bias in a standby
mode. Igz measurements of irradiated NMOS transistors suggests that much of the
large leakage increase in the 5 kB arrays is under the STI between N-type diffu-
sions, for example, between NMOS drains and the N-well. This further validates
the conclusion that the RBB is effective in mitigating this leakage component in
the 90 nm process and that this under STI component is responsible for the slight
Isource at high TID. Figure 3.16 shows higher Iy for arrays measured without RBB
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FIGURE 3.16 Measured SRAM Igqypce 0n the 90 nm S kB SRAM. The part was irradiated
with Vgoureg — Vss = 0.6 Vand Vpp = 1.6 V. (SRAM cell Vg = 1.0 V). (After Clark, L. et al.,
IEEE Trans. Nucl. Sci., 54(6), 2028, 2007.)
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but irradiated with it. This response, similar to that of the 130 nm SRAM, indicates
that the RBB does not mitigate STI interface charging or trap formation, but that the
net effect is again mitigated by the RBB application.

3.3.5.8 90 nm Transistor-Level Response

Two-edge transistor arrays were also measured pre- and postirradiation to help
determine details of the TID leakage increase in the SRAMs. These arrays have the
same narrow-width NMOS transistors as the SRAM cells. The NMOS transistor
arrays were irradiated with 0.7 V RBB applied and Vs = 0 V, and with no RBB and
Vs =0V, with high transistor gate voltage applied, that is, V4= 1.0 V to determine
the worst-case response. The results of measurements with RBB applied during irra-
diation but with Vg = 0 V during the measurement sweeps showed that application
of RBB during irradiation subtly enhances the increase in transistor Iz due to TID.
Since only one SRAM row is accessed at a time, the impact of a higher I in the
non-RBB condition is negligible, and RBB application reduces the leakage by much
more than the actual STI oxide degradation.

When irradiated, the measured SRAM cell leakage increase is greater than the
NMOS transistor I increase experimentally measured on transistors. If the pri-
mary SRAM TID effect was increased parasitic NMOS drain-to-source leakage
increase, the transistor increase would be higher than that of the SRAM. Since no
P-type guard rings were used (all SRAM cells use the layout in Figure 3.3c¢), this sug-
gests that leakage under the STI field oxides is a significant contributor. Subsequent
work has shown that the field oxide FET formed by the polysilicon bridging from
the NMOS transistors to the N-well is a dominant TID-induced leakage path [49].

When used to reduce circuit standby leakage, the actual leakage improvement
can be limited by both gate leakage and drain-to-source leakage at the drain edge,
either I, or I pner [91]. All are direct band-to-band tunneling effects—the former
through the thin oxide and the latter two are due to sharp band bending caused by the
steep doping profile at the drain-to-bulk transition region. The steep doping profiles
are from halo implants used to control short channel effects [44,52]. Since the RBB
bias creates higher drain-to-bulk bias conditions, it is important to determine if this
leakage component will limit the available improvement that can be provided by
using RBB. For example, if the I,yex increase with RBB is larger than I,.;, RBB
application will actually only mask TID-induced leakage by increasing the baseline
value. Experiments on the 90 nm foundry process showed that this was not the case.
Since doping increases exponentially as processes are scaled, and the precise fields
are process dependent, RBB TID mitigation on future processes may be limited by
this mechanism.

3.3.6  SINGLE Event EFrecTs IN UNHARDENED SRAM

SEE was investigated on a 90 nm 1.2 Mb unhardened SRAM using the ion beam at
the SEE facility at Texas A&M University. Since no SET mitigation techniques are
used, this design provides a baseline for comparison with a SET mitigated design.
This design uses small signal sensing and conventional circuits commonly used
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in commercial SRAMs, with two exceptions. First, tighter well and substrate tap
spacing to avoid SEL in the beam testing were used. Second, RHBD I/O was used
to avoid test failures due to the TID-induced 1/O failure before the core TID effects
could be seen.

Figure 3.17 shows some measured SEU patterns for the LET =59 MeV-cm?/mg
beam normal to the surface of the die (0° angle) with different stored patterns.
Each strike is noted by one of eight different shades. The MBU detection algorithm
assumes that bits more than eight cells apart are from different strikes, as the cycle
count may not be indicative, since multiple particles may strike between read sweeps
through the array. Note the prevalence of MBUs. Figure 3.17a shows that for check-
erboard patterns, diagonal upsets predominate. This is due to the cell nodes storing
the same logic one or zero being on the diagonal—for a hit between them, both can
collect charge and be upset by one particle strike. Note that this can occur for both
PMOS and NMOS collection, but referring to Figure 3.3c for strikes at opposite ends
of the cells. The figure also clearly shows one row completely upset. This is due to
an SET-induced WL assertion, which wrote the BL values into the cells. Luckily,
the test pattern had alternating rows of 010101.... and 101010... (since it is a check-
erboard) so this error could be caught. Figure 3.17b shows the pattern measured with
vertical stripes programmed into the array, while Figure 3.17c shows the resulting
patterns from a solid Os pattern. In the latter, since the BLs alternate as BL, BLN,
BLN, BL, up to four adjacent diffusions may collect charge simultaneously, as evi-
dent. Stripes predominate in the stripes case. The likelihood that a strike generates
an MBU is thus dependent on the stored data pattern, with the likelihood of a 4-bit
upset rising from under 5% for the checkerboard and stripe patterns, to over 16% for
the solid pattern. No 5-bit upsets were detected for the two former cases, but they
composed over 15% of the strikes in the solid pattern 0° angle tests at the same LET.
Again, knowing the exact physical organization of the array down to whether cells
are tiled or folded in the horizontal direction is critical to accurate SEU analysis.

How many bits are upsets by a given strike vs. beam incident angle with the
checkerboard pattern, again at LET =59 MeV-cm?/mg, is shown in Figure 3.18. Here,
1- and 2-bit upsets predominate at normal incidence, while at 42°, the majority of hits
upset two or more cells. At the higher angles (see Figure 3.18d), most hits are 2-bit
MBU, with up to 5-bit upset by one particle strike.

Figure 3.19 shows the measured SRAM cell cross section vs. effective LET
(LET,) at different V, voltages. As expected, since increasing V, raises the cell
Q..» the cross section diminishes with increasing Vp, at low LET. However, at high
Voo, as indicated by the points connected by lines, the cross section rises consider-
ably at LET,;; above 70 MeV-cm?/mg. This is due to enhanced charge generation due
to amplification by parasitic bipolar transistor action, which can cause very large
MBU extents, particularly down SRAM wells [53].

3.3.7 SINGLE EVENT EFFECT MITIGATION

In this section, the SEE mitigation circuits implemented in the 130 nm design and
their operation are described.
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©

FIGURE 3.17 MBU extent vs. stored memory patterns observed in testing the unhardened
1.2 Mb 90 nm SRAM at normal beam incidence for (a) checkerboard, (b) stripes, and (c) all
zeros patterns, respectively. Note the entire row disrupted, presumably by a SET that in turn
asserted a WL, which overwrote the contents.
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FIGURE 3.18 The effect of particle angle on MBUs in the unhardened 90 nm 1.2 Mb
SRAM: (a) At 0°, 1-, and 2-bit upsets predominate, with few 3- and 4-bit upsets. (b) As the
angle increases to 42°, a larger number of 3-bit upsets occurs, (c) until at 53° (d) and 65°,
MBUs predominate.

3.3.71 130 nm SRAM Design with RBB+SC Support and SEE Mitigation

As mentioned earlier, the 130 nm 5 kB RHBD SRAM used dual-redundant control
lines to detect and prevent SET data corruption due to control or WL SET. The
dual-redundant control logic SET mitigation used here imposes no absolute maxi-
mum clock frequency limits and allows operating frequencies above 500 MHz in
this implementation.

Each row in the SRAM array is controlled by 1 of 128 dual-redundant WL drivers
labeled L for left and R for right (see Figure 3.20). Separate decoders provide SellL.x
and SelRx with timing set by WL enable signals RowENLx and RowENRX, respec-
tively. Each left dual-redundant driver for row x controls the WLLNXx and, in part,
the SOURCEX signals for one row. The redundant drivers are spatially separated to
reduce the probability of a single ionizing particle strike affecting both of them. The
test array uses RBB+SC (optionally RBB) to determine its value for TID mitigation
on this 130 nm process.
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FIGURE 3.19 Ninety nanometer 1.2 Mb SRAM cross section vs. LET,;. Note that at low
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FIGURE 3.20 SRAM row design. Each subgroup of 8 bits is driven by two local WL driv-
ers. The left side row driver (not shown) is an exact mirror image of this one, but drives
WLbarL.

As described earlier, when a row is inactive, it is biased to the higher Vo VoIt-
age that applies the RBB as the NMOS bulks are all at Vgg = 0 V. During a read or
write cycle, SOURCEX is driven to Vg through transistor M1a in order to ensure read
stability and fast writes. The row drivers must be immune to an SET that could cause
the SOURCEX node voltage to rise above Vgorcr, Which would collapse the SRAM
cell supply voltage, potentially upsetting the stored state in the entire row. SETs that
drive the SOURCE node voltage low are not a concern as they momentarily increase
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that row’s SRAM cell supply voltage magnitude. To avoid a strike raising a row’s
SOURCE bias node SOURCEZX, it is connected to only N-type diffusions. These can
only collect ionizing radiation-deposited electrons and thus only drive SOURCEX to
a lower potential. Strikes on upstream logic that controls the bias are also a concern.
For example, referring to Figure 3.20, enabling transistor Mla in one of the two
redundant row drivers and M1d in the other creates contention between them. In this
case, SOURCEX takes on an intermediate voltage between Vgg and Vgoypep reducing
read speed and margin. Two approaches are taken to ensure that this does not affect
functionality. First, the M1la and MIc transistors are sized wider than M1b and M1d,
keeping the contention voltage low. Second, this SOURCEx contention condition
bias value is used as the worst case when determining read margin and speed.

To avoid an ionizing particle strike asserting an inactive WL signal during a read
operation as discussed in Section 3.2.2, the design uses two redundant active low
WL signals per row, labeled as WLLNx and WLRNx that in turn control 40 local
WL (labeled WLIlocal) signals in each row (see Figure 3.20). WLRNX is driven by
the right row driver and signal WLLNx by the left row driver. These two redundant
signals are combined locally every 8 bits, driving the WLlocal signals, which control
eight SRAM cells. An SET assertion of a single WLlocal signal corrupts at most
8 bits. Since each of the 8 bits resides in a different EDAC codeword, all 8-bit errors
are correctable. Unlike the design in Figure 3.1b, which could still activate all local
WLs by incorrectly asserting the global WL due to an SET, if either the WLbarL
or WLbarR signal is corrupted due to an SET, a contention condition is created in
the local WL driver inverters. The transistor sizing in the local WL drivers ensures
that under contention, the WLIlocal signals will not rise to a high enough voltage to
write the SRAM cells they control. Consequently, an SET-enabled WL signal in a
row that is not active cannot cause a false write. This local WL driver circuit was
chosen over an AND gate because it is smaller. An erroneously disabled WL signal
is detected, as described in the following text, allowing the write or read operation
to be repeated. Of course, the controlling circuitry micro-architecture must compre-
hend this condition, by buffering write data for a retry and appropriately rerunning
the operation as needed.

An SET-induced WL assertion is detected by two additional columns connected
only to WLLN or WLRN signals, rather than the local WLs. These cells always dis-
charge the BLs in their column and are read on both read and write operations. One
of WLbarL or WLbarR incorrectly asserted is indicated by either being incorrect.
In this case, the cycle is repeated. Of course, a “false-positive” error can be induced
by an ionizing particle strike on the BL itself, in which case the data are correct, but
rewritten nonetheless. BL development is much faster during a write, owing to the
stronger write drivers, than during a read. This ensures that a write has successfully
completed if both WLchk outputs are valid.

3.3.7.2 SRAM Column Circuits

Similar to the WL protection, dual-redundant column decoders generate the Y mul-
tiplexer control signals ColEnLWy and ColEnRWYy for each of 16 words y (8 above
and 8 below the column sense and write circuits). Two decoders—one on the left
and one on the right form a dual-redundant pair, with one pair for each of the top
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FIGURE 3.21 BL redundant precharge transistors, cross-coupled keeper PMOS transistors,
and sixteen-to-one 1-bit column multiplexer with redundant select and write control. If a pre-
charge fails to turn off due to an SET, this condition is detected by the read/write detection
columns.

and bottom subarrays. There are sense and write circuits in each column of this
design. The ColEnL and ColEnR signals are combined as shown in Figure 3.21. If
either control signal is corrupted, an incorrect write cannot be generated, but a valid
write may be aborted. Such a write abort is detected since the write data are moni-
tored by the read sense circuits as it is being driven on to the BLs. These data are
sampled at the end of the operation clock phase and compared to the data that were
to be written. Any difference triggers an error, allowing the write to be repeated.

The read sensing is single ended using full-swing BLs. Both BL and BLN signals
are sensed by high skew tristate inverters as shown in Figure 3.21. The outputs of
these tristate inverters form the column (Y) output multiplexer. A SET that asserts
one inadvertently will upset at most one output bit, which the EDAC will correct.
Dual-redundant signals ColEnLWO0 and ColEnRWO enable DataOutN and DataOut,
respectively, if word O is being read. If either of the ColEnLWO or ColEnRWO sig-
nals is corrupted due to a SET, the DataOut and DataOutN signals in a column will
match, that is, one not reflecting the discharged BL as appropriate, signaling that the
read must be repeated. EDAC may also detect this but cannot be guaranteed to do so.
Other dynamic BL read errors caused by SETs, for example, on the precharge signals
PrechLLN and PrechRN are detected similarly.

Cross-coupled keeper transistors K1 and K2 shown in Figure 3.21 ensure that
once the bit cell discharges either of the two BLs, the opposite line maintains a full
rail logic “1.” Dual-redundant precharge circuits preclude SET events from deassert-
ing PrechLN or PrechRN during BL precharge cycles.
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FIGURE 3.22 Simulation results showing the SRAM read and write cycles. Note the large
BL read swing in the read cycle and that in the write cycle, the BL discharge begins to dis-
charge until the cell is written, whereupon it is restored by the BL keeper transistors.

3.3.7.3 SRAM Operation with RBB+SC

Figure 3.22 shows a simulated read cycle followed by a write cycle. The SRAM reads
and writes in the low clock phase, with BLs precharged in the high clock phase. At
about 1.5 ns, node C voltage of the storage cell node holding a logic 0 transitions
from the elevated SOURCE voltage to Vg in preparation for the read cycle. Note
that this is controlled by the address input, and at lower clock frequencies, this may
occur much earlier. At 2 ns, node C rises—this is due to the read current, which
reduces the cell stability during a read as discussed in Section 3.3.1. The first fall-
ing clock signal CLK edge initiates a read of a stored logic O resulting in each of the
40 WLlocal nodes being asserted high, followed by the BL discharging and a logic
1 driven out on DataOutN. The second falling CLK edge at about 4.2 ns initiates a
write cycle. Here a logic 1 is written into the SRAM cell, inverting the C and CN
storage node signals.

3.3.8 ExPERIMENTAL SEE MEASUREMENTS

While both RBB and RBB+SC improve standby leakage, they also reduce the
SRAM cell drive strength, reducing Q. and making the cell more susceptible to
SEU. The SEU impact of varying the Vg and Vgqyrep potentials was quantified by
cyclotron measurements.

Figure 3.23 compares the standard bias, Vgoyregp = 0.0 V, SRAM cell cross sec-
tions to those with RBB with Vg voltages of —0.4, —0.6, and —0.8 V. No increase
in cross section is observed for Vgg = —0.4 V. Measurements with Vg = —0.6 and
—0.8 V exhibit up to a 15% SRAM cell cross-section increase at high effective LET.
This is expected due to higher NMOS V,, as well as extended depletion regions,
which improve funneling efficiency [6]. However, most of the change should occur
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FIGURE 3.23 Measured RBB effect on SRAM cross section vs. effective LET and bias:
Vop =12V, Vyouree = 0.0 V, Vi = 0.0, 0.4, —0.6, and —0.8 V. (After Mohr, K. et al., IEEE
Trans. Nucl. Sci., 54(6), 2092, December 2007.)
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FIGURE 3.24 MBU patterns at the standard bias V=12 V, Viqurce=0.0 V, Vg =0.0 V,
that is, no RBB applied. (After Mohr, K. et al., IEEE Trans. Nucl. Sci., 54(6), 2092, 2007.)

as RBB is applied, that is, from 0.0 to —0.4 V, where the V,;, and depletion depth are
most affected by the applied back bias, since it increases with the square root of V.
The MBU patterns produced by these tests, where no RBB is applied, are shown in
Figure 3.24. At these angles, limited by shielding of the package to less than 60°, the
MBU extent is limited.

Figure 3.25 shows the effect of RBB+SC on the measured SRAM cell cross sec-
tions at Vgoyurcr biases of 0.4, 0.6, and 0.8 V relative to the standard bias of Vqyreg =
0.0 V. RBB+SC has a significant effect on bit cell cross section. Cross section
increases less than 60% for a Vqyrer potential of 0.4 'V, while at Vygper 0f 0.8 V, the
SEU cross section triples. This is easily attributable to the lower Vg and Vg of the
transistors maintaining the SRAM cell state in these bias conditions, which signifi-
cantly reduce Q.. Additionally, due to multi-bit errors (MBEs) at these biases, the
cell cross section is considerably larger than the physical extent of one SRAM cell.

The bias dependence of MBUs was examined to ensure that increases in the bit
cell cross section due to changes in Vggyrer bias can be effectively mitigated by
increasing the EDAC scrub frequency. Required scrub frequencies are quite low [54],
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FIGURE 3.25 Effects of RBB+SC on bit cell cross section vs. effective LET and biases of
Vop =12V, Vi =0.0 V, with Vggree = 0.0, 0.4, 0.6, and 0.8 V. (After Mohr, K. et al., IEEE
Trans. Nucl. Sci., 54(6), 2092, 2007.)

so small cross-sectional increases can be easily dealt with. MBUs whose extent spans
across EDAC codewords at these low incident ion angles would result in an increase
in the uncorrected error rate to unacceptable levels—recall that in space any angle
is possible, so limiting the angles that can produce large MBU extent is the goal.
The error cross section with error pattern size as a parameter for the standard bias
(Vpp=1.2'V, Vg4=Viqurce=0.0 V) is shown in Figure 3.26. Single bit errors domi-
nate at low LET. Above LET=30 MeV-cm?/mg, strikes are more likely to result
in MBUs causing the frequency of single bit upsets to drop and 2-, 3-, and 4-bit
upsets to increase as shown. The 8-SRAM bit cell codeword interleaving used in this
SRAM appears sufficient at the incident ion angles below 60°, which was limited by
shielding of the IC package.

Using RBB+SC produces new MBU phenomena. Figure 3.27 shows that this
significantly increases the frequency of MBUs with more than 5-bit upsets. Raising
the Vgourer Voltage to only 0.4 V increases the SRAM cell cross section MBU
extent and frequency, allowing very large MBUs not observed without RBB+SC.
The largest MBU observed at this bias, with 0.4 V RBB applied and 0.8 V across
the SRAM transistors, was 11 bits as shown in Figure 3.28. The large MBUs tend to
be long and slender, and oriented in the BL direction. Since words on different rows
of this SRAM are always in different EDAC codewords, all codewords are still cor-
rectable as only one upset bit resides in each. Additionally these upsets cross many
N-well boundaries. The N-wells should provide favorably biased charge collection
nodes that collect deposited charge and thus mitigate upsets. We believe that the
source of such long slender errors is ion strikes on the BL or write driver diffusions,
causing the BL to glitch below the WL voltage. This is a classical signaling noise
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FIGURE 3.26 MBU per bit cross section vs. effective LET and number of upsets per par-
ticle strike at the V, = 1.2 V, no RBB applied. (After Mohr, K. et al., IEEE Trans. Nucl. Sci.,
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FIGURE 3.27 Effects of RBB+SC on MBU per bit cross section vs. effective LET and
number of cells upset per particle strike for Vpp = 1.2 V, Vggurer = 04V, Vg = 0.0 V. The
cross section of 5 or more bits upset becomes noticeable at LET,;; > 50 MeV-cm?/mg. (After
Mohr, K. et al., IEEE Trans. Nucl. Sci., 54(6), 2092, 2007.)
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FIGURE 3.28 MBU patterns observed for V= 1.2V, Vgqupeg = 0.4V, Vgg = 0.0 V, that
is, 0.4 V RBB bias. The periphery circuits can drive the BLs to 0 V, below the SRAM access
transistor V,;,, which may account for the large vertical MBUs. (After Mohr, K. et al., I[EEE
Trans. Nucl. Sci., 54(6), 2092, 2007.)

scenario that causes the access transistors of multiple cells to be asserted on as their
gates are at Vgq = 0.4 V and sources glitch to 0 V or less, writing multiple cells in
the same column.

Further reductions in cell storage voltage by raising Vqgyurer increase the SEU
cross section of the SRAM cell and affect the size and shape of single strike MBEs.
The trend continues, and when Vg rcg 1S raised to 0.8 V, very long thin errors are
observed extending over all 64 bits in a column, that is, the entire BL lengths were
observed. Consequently, while very effective at mitigating TID, RBB+SC must be
used with caution as it can allow large MBU increases. RBB alone, however, appears
to be effective at mitigating TID and does not appreciably affect the SEU rate.

3.4 CONCLUSIONS

The SRAM cell designs presented here were designed with similar read and write
margins to ensure a fair comparison of the size impact of RHBD. Test layouts of
the more promising designs show that RHBD SRAM cells using annular NMOS
or PMOS access transistors are at least three times and potentially greater than five
times larger in area than the foundry-optimized unhardened cells. It is worth noting
that many tradeoffs are related. For instance, the use of two-edge access transistors
may make the use of P-type guard rings superfluous, as the guard ring cannot miti-
gate flow between the two-edge transistor source and drain. In Co-60 accelerated
TID experiments, 130 nm SRAM arrays showed 75 times I increases at 2 Mrad(Si),
and a 90 nm SRAM fabricated on an LSP process, with a fully commercial design
style, exhibited 131 times Iy increase after 1 Mrad(Si).

These clearly indicate that some form of mitigation is necessary to limit Ig
increase at high, for example, Mrad level doses. Of course, the narrow SRAM tran-
sistors provide a worst case, and spaceborne ICs with low memory content may find
such large Iy increases acceptable. Additionally, most satellite requirements are met
with lower specifications, for example, 300 krad(Si), which modern sub-100 nm pro-
cesses may provide intrinsically. However, such a choice must be made cautiously.
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Recall from Section 3.3.5.7 that experiments showed that the cell stability can be
affected by TID, where the 130 nm unhardened SRAM arrays had TID-induced bit
failures starting at 750 krad(Si). Using a novel test structure, the switching points of
SRAM cells using two-edge transistors were shown to change considerably as they
were dosed to 1.6 Mrad(Si). Conversely, no cell switch point changes or I increase
was observed for a fully annular NMOS P-type guard ringed 90 nm SRAM cell
design. However, such larger hardened cells do have naturally higher SRAM leakage
as a consequence of their wider transistors.

Measurements of fabricated 130 nm and 90 nm transistors and SRAM cells
before and after TID irradiation indicate that two-edge NMOS access transistor
cells are superior to PMOS access transistor designs at low radiation levels, that is,
those below 500 krad(Si) and are probably adequate to higher doses. Experiments
show that increasing SRAM Vg to apply RBB reduces postirradiation leakage at
1 Mrad(Si) in conventional cells below the preirradiation leakage for the annular
pull-down cell. At full Vi, = 1.2V, SEE is not adversely affected, and at 1 Mrad(Si)
at the same bias conditions, the postirradiation two-edge 130 nm SRAM cell I is
below the preirradiation level for the annular design. The measurements show that
relatively low, that is, on the order of 500 mV of RBB is sufficient to mitigate TID-
induced Ig increase up to 1 Mrad(Si) on a 130 nm process. RBB+SC was shown to
introduce a novel SEE failure where all cells on a single BL are upset. While the
bits are all in separate EDAC words in any rational array organization, this may still
be problematic, as large MBUs affect the required scrub rates. However, the RBB
scheme appears effective at essentially no SEE penalty.

TID measurements of an operating 90 nm 5 kB SRAM show that RBB is effec-
tive in limiting Igp increase at least to 1 Mrad(Si) and probably at higher doses,
where the current increases were still small. High intrinsic Igr and gate leakage on
the 90 nm process limit the overall current savings. Concurrently, the high leakage
floor masks TID-induced I increase until higher, that is, greater than 500 krad(Si)
irradiation levels, suggesting that two-edge cells without RBB may be acceptable for
many hardened systems. If RBB is used, the experiments presented here show that
there is latitude in the choice of V4 magnitude when RBB is applied. This will be
a function of the required SEE hardness and the impact of Vg on the cell Q. The
experiments presented here have also shown that band-to-band tunneling at the junc-
tion edge does not limit the use of RBB.

Fabricated line widths have moved considerably beyond the lithographic gen-
eration. For example, 193 nm lithography is used to fabricate 35 nm polysilicon
gates [55] in production by using resolution enhancement techniques and phase
shift masks. Consequently, support for the polysilicon shapes required for RHBD
enclosed geometry gates on sub-90 nm processes has ceased. RBB applied to
the NMOS transistors promises a potential RHBD approach that is compatible
with such highly scaled fabrication processes, not just for SRAM, but for logic
as well.

Simulation studies have shown that the logic delay and active power increase over
an unhardened design when using NMOS RBB is less than that when using enclosed
geometry transistors [32]. The former causes less than 5% increase in logic delay, at
reduced leakage, and similar active power, compared to a commercial two-edge-only
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design. Nearly all modern ICs use higher I/O voltages for compatibility and lower
scaled Vpp, in the core logic transistors. For example, Vppo=1.8-2.5V, V=12V
(the core V), and Vg = 0 V (gnd) are common. RBB can easily be applied to an
entire IC to provide NMOS transistor TID hardness by placing the core circuits in a
domain between Vppo = 1.8 V and Vg corg, = 0.6 V. The resulting IC still as three
power supplies as before. It is straightforward to convert the I/O circuit level shifters,
which presently convert the upper rail between V,, and Vp, to convert the lower
rail between Vg corg) and Vgs.
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4.1 INTRODUCTION TO DYNAMIC RANDOM ACCESS MEMORY

Since its invention in the early 1960s, the metal oxide silicon field effect transistor
(MOSFET) [1] has served as the building block of the world’s biggest industry, the
semiconductor industry. The semiconductor industry has become the most impor-
tant engine driving the world economy and has distinguished itself by the rapid
pace of improvement in its products over the last four decades. The improvement
trend at the integration level is usually expressed as “Moore’s law,” as the number
of components per chip has been doubling every 2 years since about 1980 [2—4].
This achievement is attributed to the progress in device scaling that has followed an
exponential curve. The minimum feature size in recent complementary metal oxide
silicon (CMOS) technology has dropped to the sub-50 nm range. The most recent
International Technology Roadmap for Semiconductors (ITRS) forecasts a device
gate length of as short as about 25 nm by 2015 [2]. Without a doubt, the technology’s
leading devices in minimum feature size are memory products, such as the dynamic
random access memory (DRAM).

However, as the device size, especially the device used in the memory cell, is
scaled-down to the sub-100 nm range, however, numerous challenges have emerged
from practical and theoretical points of view [5—10].
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The device reliability issue is one of the frequently faced challenges as the scal-
ing progresses [11,12]. If we look at the memory devices in terms of the reliability
concerns, the two major issues to be taken into consideration are the data retention
time in the DRAM [13,14] and the device degradation related to the gate dielectrics
[15]. The former issue becomes more severe as the cell size scales down because
the data retention time is proportional to the size of the cell capacitor where the data
are stored. Thus, more advanced technologies are required to make capacitors with
greater height for stacked type and with greater depth for trench type (compared to
the former generation of a DRAM chip) to sustain the cell capacitance. One way to
maintain or improve the data retention time is by reducing leakage currents, since the
data retention time is inversely proportional to the leakage currents. Therefore, it is
very important to understand the leakage current mechanism in a DRAM cell. The
tunneling current through the gate dielectric is another important issue, because the
electric field between the gate conducting material and source/drain overlap or chan-
nel region increases as the thickness of the gate dielectric scales down. Moreover,
the gate tunneling current mechanism is rather complicated in the gate structure of a
three-dimensional (3D) device, such as a recessed channel structure.

From the viewpoint of DRAM circuit technology, the sense amplifier has become
the most important issue for high-density DRAM chips. The electronics industry
has continuously demanded lower voltages and higher densities in DRAM chips. In
order to satisfy this need, it is desirable to use a low Vorg in the DRAM core, even
though with such low voltage it is difficult to sense the cell signal due to an insuf-
ficient sensing margin in a high-density DRAM. Thus, it is also necessary to develop
a high-performance sense amplifier for improving the sensing margin.

4.1.1 DRAM CrL

In order to meet the requirement of the charge retention time as the storage capaci-
tance tends to decrease in the gigabit DRAM era, the characteristics for a highly
scalable cell used in the DRAM should have the following conditions.

First, the off current (i.e., source/drain current) and the junction current should be
maintained at a lower current level than that specified to satisfy the DRAM retention
operation. Second, other sources of leakage in the current path, such as the tunneling
current in the gate oxide and the capacitor cell, should also be lower than the speci-
fied level. If we continue to use the planar transistor, it will be difficult to satisfy the
first condition mainly because the effort for reducing the drain-induced barrier low-
ering (DIBL) effect leads to a higher channel doping concentration, which increases
the gate-induced drain leakage (GIDL) current.

Figure 4.1 shows a schematic illustration of a plane and cross-sectional view of recent
stacked-capacitor structural DRAM cells to explain various leakage current paths from
a cell capacitor. The first leakage current path is for the junction leakage, which can
become worse with the increasing doping concentration. In addition, the second and third
paths are for the cell-to-cell leakage current and the subthreshold leakage current, respec-
tively. The fourth leakage current path (GIDL) is the most important path that leads to bad
data retention operation. Finally, the fifth, sixth, and seventh paths are for the capacitor
dielectric leakage, interlayer oxide leakage, and insulator leakage current, respectively.
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FIGURE 4.1 Schematic illustration of DRAM cell. (a) A plane view of cell array (unit cell:
4F x 2F = 8F2), (b) cross-sectional view of stacked-capacitor structural DRAM cell across line A-B
depicted in (a), and (c) symbolic illustration of DRAM cell (1T1C) array. The arrows in (b) rep-
resent various leakage current paths causing data losses in a cell capacitor during refresh interval.

In order to overcome these kinds of limitations, many new structures based on the
nonplanar structure have been proposed [16—20]. But each structure still has a limita-
tion when the DRAM cell device is further scaled. Thus, it is important to analyze
the limitations of the established cell structure and propose a new cell structure that
may guarantee superior electrical characteristics.

4.1.2 SENSE OPERATION

Next, we examine sense operations. We begin by assuming that the cells connected to
BL1, in Figure 4.2, have logic “1” levels (+Vogg/2) stored on them and that the cells
connected to BLO have logic “0” levels (—Vogp/2) stored on them. Next, we form
a BL (bit-line) pair by considering two BLs from adjacent arrays. The bit-line pair,
labeled BLO,/BLO and BL1,/BL1, are initially equilibrated from the Vi qge/2 [V].

All word-lines are initially at O V, ensuring that the cell transistors are off. Prior
to a word-line firing, the bit-lines are electrically disconnected from the Vg/2 bias
voltage and allowed to float. They remain at the Vqge/2 precharge voltage due to
their capacitance.

To read cell data, word-line WLO changes to a voltage that is at least on transistor
Vi above Viore- This voltage level is referred to as V. To ensure that a full logic
“1” value can be written back into the cell capacitor, V,, must remain greater than
one V, above Vorg- The cell capacitor begins to discharge onto the bit-line at two
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different voltage levels depending on the logic level stored in the cell. For a logic “1,”
the capacitor begins to discharge when the word-line voltage exceeds the bit-line
precharge voltage by V. For a logic “0,” the capacitor begins to discharge when the
word-line voltage exceeds V. Because of the finite rise time of the word-line volt-
age, this difference in turn-on voltage translates into a significant delay when reading
ones, as seen in Figure 4.3.

Accessing a DRAM cell results in charge sharing between the cell capacitor and
the bit-line capacitance. This charge sharing causes the bit-line voltage either to
increase for a stored logic “1” or to decrease for a stored logic “0.” Ideally, only the
bit-line connected to the accessed cell will change. In reality, the other bit-line volt-
age also changes slightly, due to parasitic coupling between bit-lines and between the
firing word-line and the other bit-line. Nevertheless, a differential voltage develops
between the two bit-lines. The magnitude of this voltage difference is a function of
the cell capacitance (Ccg, ), bit-line capacitance (Cg,r), and voltage stored on the cell
prior to access (Vqorg) (see Figure 4.4). Accordingly,

= half VC0RE7¥CCELL
(CCELL + CBIT)

VCHARGE _SHARED

After the cell has been accessed, sensing occurs. Sensing is essentially the ampli-
fication of the bit-line signal or the differential voltage between the bit-lines.

Sensing is necessary to properly read the cell data and refresh the cells. Figure 4.5
presents a schematic diagram for a simplified sense amplifier circuit: a cross-coupled
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FIGURE 4.5 Bit line sense amplifier schematic.
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NMOS pair and a cross-coupled PMOS pair, whose UP and DN provide power and
ground. The NMOS latch has a common node labeled DN.

Similarly, the PMOS latch has a common node labeled UP. Initially, DN and
UP are biased to Vore/2. When the cell is accessed, a signal develops across the
bit-line pair. While the “1” bit-line contains charge from the cell access, the other bit-
line does not but serves as a reference for the sensing operation. The sense amplifiers
are generally fired and lead to the development of the charge-shared voltage from
cell data into the difference of V oy between the bit-line pair.

4.2 SENSING MARGIN IN DRAM

We treated the sensing operation and cell transistor in the DRAM chip. In the limited
operating time for the high-speed DRAM, the insufficient charge-shared voltage
should be developed into the Vg level by the sense amplifier circuit. For the large
charge-shared voltage, the cell transistor should show excellent performance in the
driving current and the leakage current. These electrical characteristics in the cell
transistor guarantee sufficient charge-shared voltage, resulting in the success of the
sensing operation. Beyond the cell transistor operation, it is necessary to obtain a
sensing circuit immune to the several sensing noises to guarantee the successive
operation of the bit-line sense amplifier (BLSA). Several factors guarantee sensing
success. These factors are the elements for the sensing margin, which need to be
clearly defined for the low-power and high-density DRAM chip.

4.2.1 DEFINITION OF SENSING MARGIN

When the BLSA operates to detect the data stored in the activated cell, this circuit
amplifies the charge-shared voltage determined by both the core voltage (Vogg) and
the ratio of the cell capacitance to the bit-line capacitance. Because Vqgg and cell
capacitance need to be small for a low-power and high-density DRAM operation, the
charge-shared voltage becomes insufficient for guaranteeing success in the sensing
operation. Moreover, the offset voltage of latch transistors in the BLSA becomes
an important factor when considering a small area for these transistors. The dopant
fluctuation phenomenon is related with the noise immunity in the BLSA including
latch transistors with the threshold voltage (V) mismatch. However, the sensing
noise also induces a serious problem in the BLSA when starting the sensing opera-
tion. Therefore, we should take into account all the components affecting the sensing
operation.

After all, the sensing margin can be defined as the following expression consider-
ing the charge-shared voltage, the BLSA offset, and the sensing noise:

Veore ¥Cerrr

Sensing margin = ——————
(CCELL + CBIT)
e BLSA offset (latch transistor V. mismatch)

e Sensing noise (coupling noise)

e Cell leakage

e Weak write-performance
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This sensing margin voltage level means a minimum voltage enough to guarantee
success in detecting the data stored in the cell capacitance, even though there are
several noise sources affecting the ideal stored charge.

4.2.2 Noise EFFECT ON THE SENSING MARGIN

In Section 4.2.1, we briefly discussed several factors affecting the sensing margin.
In circumstances of low-voltage and high-density DRAM, the charge-shared volt-
age should be smaller due to a low Vg and a small cell capacitance. But the noise
effects of the BLSA and the cell transistor become more serious as the DRAM
technology develops further. In this section, the detailed noise effect on the sens-
ing margin will be taken into account. From the viewpoint of the noise factors in
the cell, the most important factor is the DRAM cell leakage, which is caused by a
high electric field. Moreover, it is also important to improve the write-performance,
which is determined by the current drivability of the cell transistor. On the other
hand, the threshold voltage (V) mismatch of the latch transistors and the sensing
noise becomes worse and more important from the viewpoint of a sensing operation
using the BLSA.

4.2.2.1 DRAM Cell Performance (Leakage and Current Drivability)

The leakage in the DRAM cell transistor has been the most important noise factor
for high-performance DRAM. As the device feature size shrinks, the channel dop-
ing concentration should be higher for guaranteeing a better short channel effect
(SCE) of the cell transistor. It leads to a better off-state leakage current. But the high
channel doping process induces a high electric field in the drain junction region of
the cell transistor. It induces gate-induced drain leakage (GIDL) current in the active
area nearby the storage node. As the gate oxide thickness becomes thinner for a
better gate controllability, the GIDL effect may be a much more critical issue. On
the other hand, the current drivability of the cell transistor should be better because
of the narrow width of a high-density DRAM cell. The poor current drivability of
the cell transistor leads to a failure in the write operation. This poor write opera-
tion induces a weak charge-shared voltage, which is an important factor in the read
operation. Overall, both the leakage current and the current drivability are important
requirements for the high performance of a cell transistor. In the DRAM industry,
several DRAM cell transistors have been developed for high performance in the
previously mentioned cell characteristics. In the next section, recently developed
3D cell transistor structures will be introduced with reference to cell leakage and
current drivability.

4.2.2.2 High-Performance DRAM Cell Structures

Recently, nonplanar device structures [16,19-24], such as FinFET, recess channel-
array transistor (RCAT), and S-Fin, have been applied to the DRAM cell to sup-
press the junction leakage and the SCE due to the high electric field at channel edge
regions as the feature size shrinks [25-27]. Especially, S-Fin, a FinFET device with
a recessed channel structure [21], shows improved characteristics on the SCE, the
driving current, the subthreshold slope (SS), and the drain-induced-barrier-lowering
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(DIBL), compared with the conventional recessed channel structures. However, even
though the S-Fin structure has such excellent characteristics owing to the tri-gate
effects, it still has some critical problems that need to be resolved from the viewpoint
of the drain leakage and the threshold voltage control.

In this section, the representative recessed channel devices, such as the RCAT and
the S-Fin, are experimentally analyzed. In these analyses, we considered the follow-
ing factors: on current, leakage, SCE, and reliabilities as they are the most impor-
tant determinants of the DRAM cell performance. Based on the measurements, the
mechanism and source of the leakage current will be discussed. An optimal recessed
channel structure is proposed, and a simulation is conducted by a 3D device simula-
tor, which is well tuned to predict the DRAM leakage distribution, to compare it with
conventional structures [28-30].

As the feature size of the DRAM cell shrinks, the RCAT suppresses the SCE by
increasing the effective channel length [19,20]. However, since it has poor current
drivability, the S-Fin has been developed to enhance current drivability by using
the tri-gate technology [21]. While the recessed channel of the RCAT is controlled
by a single gate filling the recessed region, the recessed channel of the S-Fin is sur-
rounded by a tri-gate. The 3D views of the RCAT (a) and the S-Fin (b) are illustrated
in Figure 4.6. This figure is based on the TEM profile of the S-Fin device (Figure 4.7).

main

FIGURE 4.6 Three-dimensional view of (a) RCAT and (b) S-Fin.
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FIGURE 4.7 Tllustration of TEM profile in S-Fin. Cross section of S-Fin: (a) perpendicular
to word line; (b) parallel to word line.

The entire recessed channel can be divided into two parts, a bottom channel and a
vertical channel in the bit-line side. In this study, all the devices adopt the asymmet-
ric channel doping profile where the channel doping concentrations are much higher
in the bit-line side than in the bottom and storage node sides [31-33]. It makes it pos-
sible for the DRAM cell to maintain a high threshold voltage as well as suppress the
leakage current. The tri-gate structure in the S-Fin structure brings about remarkable
improvements in the electric performance compared with the RCAT structure.

First of all, the leakage characteristics, which are probably the most important
factor that determines the performance of DRAM cells, have been analyzed through
measurements of cell arrays containing about 1 K cells.

The measurement results in Figure 4.8 clearly show the mechanisms of the leak-
age current in the RCAT and the S-Fin devices. The test bias conditions shown in
Figure 4.8a can be grouped into two groups: case 1 (Vp — V; = 0.8 V) and case 2
(Vp — Vi = 1.6 V) according to the bias between the storage node and the bulk; in
other words, the results of drain to bulk junction leakage current. In addition, both
cases (cases 1 and 2) contain two figures that illustrate bias conditions to clearly
analyze leakage current mechanism for low and high drain biases.

These bias conditions exclude the junction leakage current from the comparison of
drain current by maintaining the same junction voltage (V, — V) for each drain bias,
respectively. Figure 4.8b shows the drain leakage currents according to V, — Vj in the
1 K array cells for the RCAT and the S-Fin. Since the junction leakage is dependent
only on V, — V; value, the differences of the drain leakage between the high V|, and
low V|, are ascribed not to the junction but to other regions for each case, that is, the
gate-to-channel and the gate-to-drain. Because keeping V, — V constant leads to the
same junction leakage current in both cases, that is, high V and low Vp,, in the case
of using high V, bias, V} has to be lower in order that junction leakage would be no
reason for drain leakage current difference between high V, and low V,. Therefore,
the leakage current is contributed mainly by the gate-to-drain region. On the other
hand, for using low Vy, bias, the leakage current mainly originates from the gate-to-
channel region. By comparing the differences in current as described at the bottom
part of Figure 4.8, we can see which regions are the main causes of the leakages.
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FIGURE 4.8 Mechanism of leakage current for V, — Vi = 0.8 V (case 1) and V|, — Vi =
1.6 V (case 2) in RCAT and S-Fin, respectively. (a) Bias conditions of low- and high-drain
voltages for each case (cases 1 and 2), respectively, and (b) drain leakage currents according
to Vp — V. In the case of fixed V, — V5, we can expect the same junction leakage current for
high V, and low V,. Therefore, the difference of leakage current for high and low Vj, is due
to two kinds of regions, that is, gate-to-channel and gate-to-drain. Finally, we can distinguish
which region is dominant leakage source; gate-to-drain or gate-to-channel region in RCAT
and S-Fin. At the same V, — Vi, 1.6 V (0.8 V), for RCAT, the leakage current for V; of 1.6 V
(0.8 V) is larger than that for V, of 1.6 V (0.8 V). It is because RCAT is dominated by the gate-
to-channel leakage. On the other hand, for S-Fin, the leakage current for Vi of 1.6 V (0.8 V)
is lower than that for V, of 1.6 V (0.8 V). It is because S-Fin is dominated by the gate-to-drain
leakage. Therefore, the leakage current in RCAT is dominated by the gate-to-channel region,
while that in S-Fin is mainly controlled by the gate-to-drain region.
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In view of the results so far investigated, we can conclude that the RCAT leak-
age mainly originates from the bottom channel region. Because the gate oxide of
the recessed channel is usually thinner in the hollow bottom region (t, = 41 A)
than in the vertical channel region (t,, = 57 A) [21], there is more leakage genera-
tion in the bottom region where strong field takes place. Therefore, it is necessary
to lower the doping level of the bottom channel so as to relax the electric field for
all kinds of recessed channel devices.

On the other hand, the S-Fin is a slightly different case from the RCAT. The elec-
tric field in the bottom channel is mitigated due to the depletion charge sharing by
the side gates in the S-Fin channel, so it is essential to lower the doping level of the
bottom channel to fully deplete the bottom channel for the S-Fin structure. Instead,
the widened gate—drain overlap area and the strong field in that region enhance the
leakage generation in the gate—drain overlapped region. Therefore, we can conclude
that the main leakage source in the S-Fin structure is the gate—drain overlapped region
that is surrounded by the tri-gate. This fact, despite the fact that shows the merit of
lower leakage in the bottom channel region, makes the S-Fin less effective in terms of
suppressing the off-state leakage. Moreover, considering the statistical retention time
distribution, which is the most important factor in the DRAM cells, the strong field dis-
tribution in the gate—drain overlapped region formed by the side gate and the main gate
would constitute a serious problem for the retention fail cells. Such an insight from both
the analyses of leakage characteristics and the expectation of statistical retention prob-
lems will be a basis for the proposal of an optimized recessed channel type structure.

On the other hand, the S-Fin drives more on current than the RCAT thanks to the
tri-gated channel. The measurements of on current have been done with discrete test
patterns. Figure 4.9a and b shows the measured RCAT and S-Fin I-V characteristics
with similarly reproduced results by the 3D device simulator.

Comparative analyses between the RCAT and the S-Fin provide valuable insights on
the improved device structure for the DRAM cell transistor. Based on these results, we
were able to develop an optimized design of the DRAM cell transistor with the recessed
channel (RFinFET), which adopts only the positive aspects of the RCAT and the S-Fin.
Figure 4.10 shows the 3D view of the proposed RFinFET, which has a tri-gate only in
the bottom region so that the whole transistor may have planar gate structures effec-
tively in the S/D region and a tri-gated FinFET structure in the bottom channel region.

Note that the RFinFET does not have the side gates in the S/D overlapping region.
Figure 4.11 includes the layout and the cross-sectional views of the RFinFET, reveal-
ing the side-gates formation and a possible manufacturing sequence, respectively.
After the recessed channel is formed by silicon etch processes [19,20], the oxide
surface in the STI region is exposed by second silicon etch (isotropic) for the round
channel shape [20]. Then, the isotropic oxide etch is done, followed by the gate oxi-
dation and the gate-material deposition, building the proposed structure [24].

We expect a smaller gate capacitance and lower leakage from the shape of the
proposed device that the side-gate and the S/D regions do not overlap. The threshold
voltage of the RFinFET can be maintained high enough to reduce off-state current,
owing to the existence of the planar-like vertical channel in the bit-line side. 3D
device simulations using the frames in Figures 4.6 and 4.10 have been done to com-
pare the RFinFET with the other recessed devices, especially S-Fin. The RFinFET
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FIGURE 4.9 Comparison of current characteristics for (a) RCAT and (b) S-Fin. To analyze
and investigate the feasibility of RFinFET, measurement results of RCAT and S-Fin were fitted
by NANOCAD 3D device simulation [28-30], and these are very close to simulation results.

is designed to have the same channel shape as the S-Fin, whose channel is recessed
to a depth of 250 nm and a width of 70 nm. For a fair and thorough comparison,
many design splits of the S-Fin were simulated with various side-gate widths, that
is, S-Fin-57, 00, 60, 90, and 190 whose width difference between main gate and side
gate are 0, 114, 234, 294, and 494 A, respectively. Therefore, the gate—drain overlap
region in S-Fin-57 is similar to that of RCAT and RFinFET. But it also has a differ-
ence from the viewpoint of the existence of side gate. The S-Fin and the RFinFET
were also split by the source junction depth, such as 160 and 200 nm. In the case of
the 200 nm source junction, the source diffusion region and the side gate were over-
lapped so that the whole recessed channel was tri-gated. The channel was doped



DRAM Technology 113

'-to;(i.rf. [;:Hlyn-;;
vertical - T
2T 3 L
channel e
1Y) -— {Heeeeeits
:thn,'

S
R
fEa

| ‘:‘\ P “ = \

‘Main gate ;

{
y
‘
M
¥

P o sen
N
S

AT

S

FIGURE 4.10 Three-dimensional view of (a) RFinFET, (b) cross section, and (c) shape of
gate in RFinFET shown in detail.

asymmetrically in all the devices so that the junction would always be formed in the
tri-gated region in the storage node side.

Simulations were performed on the drift-diffusion models with Lucent mobil-
ity [34], Caughey-Thomas expression [35], and Phillips unified mobility [36,37].
The simulations of leakage current levels were done accurately using the TAT (trap-
assisted-tunneling) model [38,39].

Figure 4.12 shows the simulation results for the RCAT, the S-Fin, and the RFinFET
devices with 160 nm junction depth. The results show that the RFinFET has a much
higher threshold voltage than the S-Fin with the same asymmetric channel doping
profile (3.5 x 10'8/cm?) (Figure 4.12d). This means that adequate threshold voltage
can be achieved with even lower channel doping concentrations. In the case of the
200 nm source junction depth, the threshold voltage of the RFinFET is not higher
than that of the S-Fin as shown in Figure 4.13d since the whole channel is tri-gated.
The RFinFET and the S-Fin 190 have the same on-current level because they have
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FIGURE 4.11 Schematic DRAM cell layouts with (al) RCAT, (a2) RFinFET, and (a3)
S-Fin. A possible way to achieve RFinFET through schematic cross section: (b) XY plane
and (c) ZY plane.
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FIGURE 4.12 (a through d) 12 Electrical characteristics of RCAT, S-Fin, and RFinFET
structures for the case of 160 nm source junction depth are compared from simulation results,
respectively.
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FIGURE 4.12 (continued) (a through d) 12 Electrical characteristics of RCAT, S-Fin, and
RFinFET structures for the case of 160 nm source junction depth are compared from simula-

tion results, respectively.
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FIGURE 4.13 (continued) (athrough d) Electrical characteristics of S-Fin and RFinFET for
the case of 200 nm source junction depth are compared from simulation results, respectively.

the same side-gate width. However, the RFinFET has a lower leakage current than
any other device structure as shown in Figure 4.13c.

Assuming that each device has an optimized doping profile, the best on/off cur-
rent ratio can be obtained by the RFinFET regardless of the source junction depth as
shown in Figure 4.14. The optimized doping profiles correspond to very low doping in
the bottom region and 2 x 10'%/cm? and 3 x 10'®/cm? in the source side channel region
for the case of structures with source junction depths of 160 and 200 nm, respectively.
In terms of the on-current defined as the drain current (1)) at Vg = Vy + 0.7 [V],
where V is obtained from g,, max method, the S-Fin 190 is the best choice except
for the RFinFET owing to the increased effective channel width. The RFinFET with
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FIGURE 4.14 (a through d) Electrical characteristics of S-Fin and RFinFET for optimized
doping profile case are compared from simulation results, respectively.

(continued)



118

Drain current [A]

On current [pA]

(c)

SS [mV/dec]

(d)

FIGURE 4.14 (continued)

Nanoscale Semiconductor Memories

1074
10-5 JRFin FET
10°6 —&— Junc. depth = 200 nm
107 |~ Junc. depth = 160 nm
, JSEin190
10 Y& Junc. depth = 200 nm
107°
10-10 3
10-11 Vp=16V.Vg=-0.8V
10—12 ] y,
-13 X
10 ;
10-14
10715 %
10_16 T T T T T T T T L
-09 -06 -03 00 03 06 09 12 15 1.8
Gate voltage [V]
10.5 -
In optimized structures L 28
—@— On current at. Vg=0.1V. Vy=V+0.7 V
100 4|=0— Off currentat. Vy=18V. V= Vi -13 V - 24
. —
o [ 20 &
9.5 4 - 16 §
E
- - 12 &:U
@)
9.0 - - 8
- 4
o
8.5 r
RFinFET S-Fin190 RFinFET
junc. =160 nm junc. =200 nm junc. =200 nm
80 ~— T 0.90
In optimized structures
78 4 | —M— Subthreshold slope [mV/dec]
== Vi \(9,, max method) - 086
76 4 >,
()
74 o L 080 &
- E
72 4 S
a a - 075 2
70 §
68 1 | - 0.70 F
66
- 0.65
RFinFET S—FinFET RFinFET

junc. =160 nm

junc. =200 nm

junc. =200 nm

(a through d) Electrical characteristics of S-Fin and RFinFET
for optimized doping profile case are compared from simulation results, respectively.



DRAM Technology 119

a source junction depth of 160 nm assures the highest threshold voltage with the same
doping, implying good current drivability due to low channel doping concentration
when the same threshold voltage is assumed, as shown in Figure 4.12¢ and d.

In addition, in the simulation on the RFinFET, it was found to show less leakage
than the S-Fin under the off-state condition. The simulation of the off-state leakage
was done with the trap-assisted-tunneling model, and off-state leakage was defined
as the drain current (I ;) at Vg = Vi — 1.3 [V], where V4, is V value at I, = 10-3A.
The S-Fin trades off the on-current and the leakage level as shown in Figures 4.12c
and 4.13c because the extended side gate increases the area of the gate—drain over-
lapped region and enhances electric field intensity in the corner region while contrib-
uting to increase in the on current. However, the RFinFET has less leakage than any
type of S-Fin, even with the highest on-current level. It is because the side gate does
not overlap with the drain region in the RFinFET.

Figure 4.15 shows the retention time distribution of the RCAT, the S-Fin, and the
RFinFET through an in-house 3D device simulation tool especially fit for DRAM
simulations including the statistical leakage current distribution, that is, NANOCAD
[28-30]. From the viewpoint of the retention time distribution, the RFinFET and
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FIGURE 4.15 Cumulative probability versus retention time for RCAT, RFinFET, and S-Fin
groups. 3D electric field distribution also shows the cause of retention tail difference between
S-Fin groups and RFinFET. For a fair and thorough comparison, many design splits of S-Fin
were simulated with various side-gate widths, that is, S-Fin-57, 00, 60, 90, and 190, whose
width differences between main gate and side gate are 0, 114, 234, 294, and 494 A, respec-
tively. Therefore, the gate-drain overlap region in S-Fin-57 is similar to that of RCAT and
RFinFET; however, it also has a difference in the viewpoint of existence of side gate.
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the RCAT show the best performances as the simulation results. The region with
the greatest leakage in the recessed channel structure is the gate—drain overlapped
region due to the high electric field profile there [40]. In the S-Fin device, the gate—
drain overlapped region is tri-gated so that the electric field intensity is much higher
than the RFinFET, especially in the edged region (see the inset in Figure 4.15).
Since the edged part in the gate—drain overlapped region is limited, there is very
little probability that a trap exists in the edged region. Therefore, the cell leakage
currents are mainly generated in the vicinity of the junction and the gate—drain/
channel overlapped regions for most cell transistors, resulting in greater leakage with
the wider side gates as shown in Figures 4.12c and 4.13c. However, cell transistors
with a trap in the edged region give rise to the tail distribution of the retention time
tests, and the leakage currents from the edged region become the dominant factor
restricting the chip data-retention time in the real DRAM with giga-level cells.

4.2.2.3 V;, Mismatch in BLSA

After the true bit-line voltage is developed into the charge-shared voltage of AV, it can
be detected as a logic level of “0” (or “1”) by the bit-line sense amplifier (BLSA) cir-
cuit. Therefore, the sensing circuit should be able to detect a small voltage difference
between true-bit line (BL) and bar-bit line (/BL). As explained in Section 4.1.2, the
conventional BLSA type is based on the latch operation. The paired N/PMOS transis-
tors are triggered by the voltage differences between gate (BL, or/BL) and common
source (sensing enabled signal), respectively. When the MOS transistors are allowed
to operate by the sensing enabled signal, the drain nodes would follow the common
source node (sensing enabled signal). Overall, the latch circuits develop the differen-
tial voltage between BL and/BL into the Vg level, based on the relative amplitude
of the gate node (BL,/BL) voltages. Therefore, the charge-shared voltage, the dif-
ference between BL and/BL, was the key factor for the successful operation of the
sensing circuit, when not taking into account the threshold voltage mismatch of latch
transistors. However, the small area of the latch transistor induces dopant fluctuation,
resulting in the threshold voltage mismatch. The threshold voltage mismatch has the
same meaning as the charge-shared voltage, the gap between BL and/BL, with refer-
ence to the sensing margin. The dopant fluctuation is a natural phenomenon based on
the probability theory. In order to overcome the negative effect of the dopant fluctua-
tion, it is inevitable to adapt low-doped channel engineering to the fabrication of the
latch transistors. But it leads to a bad SCE, resulting in a large off-state leakage. There
are several solutions for a better threshold voltage mismatch. The 3D transistor such as
SOI and a multi-gate structure can be a good candidate for a better latch circuit perfor-
mance. Thanks to the research on this phenomenon, it is possible to expect a threshold
voltage mismatch, analytically and experimentally. It depends on the channel doping
concentration, the channel length, and the gate width of the latch transistor. And the
gate oxide thickness and temperature also affect the V., mismatch. The well-known
numerical formula for the threshold voltage mismatch is expressed as follows:

VN
sV U m
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4.2.2.4 Sensing Noise in Accordance with Data Pattern

In DRAM, the key solution to high-density chips has been to obtain a large enough
cell capacitance to store weak voltage data [41-43]. However, as the DRAM technol-
ogy develops further it is more difficult to sustain a high cell capacitance. It leads to
a small sensing margin due to the small ratio of the cell capacitance to the bit-line
capacitance. Therefore, the sensing margin becomes the most important factor in
these circumstances. Also what is worse, the margin problem becomes more serious
as the core voltage (Vi orp) decreases. Therefore, improvement of the sensing mar-
gin is inevitable, which consists of a natural threshold voltage mismatch in the latch
transistor and the sensing noise in the cell array in accordance with the data pattern.
Because the threshold voltage mismatch becomes worse due to the dopant fluctua-
tion, it will be more important to improve the sensing noise in accordance with the
data pattern.

The sensing noise is directly related to the DRAM refresh time, which is a key
factor for determining the performance of the DRAM. The DRAM refresh time also
shows a similar dependence on the type of data pattern to the sensing noise, which
changes in accordance with the data pattern [44—46]. Therefore, the focus in this
section is on the sensing noise in BLSA. As a result, it is also possible to investigate
the DRAM refresh time, dependent on the type of data pattern.

A DRAM cell array consists of a repeated unit cell structure nearby a bit-line,
word-line, and storage node. Therefore, it has a very complicated coupling capaci-
tance. Figure 4.16 shows an illustration of the representative sensing noise mecha-
nism in the cell array, which depends on the data pattern. During the early stage
of the sensing operation, the transition of the majority of BLs affects the potential
of the WL in the cell array, which leads to noise in the target BL. The coupling
effect is sufficiently large to deteriorate the target bit-line, when the target BL data
are weak. Especially, an open bit-line structure shows a very strong sensing noise
due to the plate noise and well noise, and so on [47-49]. Figure 4.17 shows that the
sensing operation of the majority of the bit-line affects the transition of the target bit-
line. When the polarity of the majority of BL data is opposite to the target BL data,

Majority BL potential increase

i Data polarity

WL potential

increase — - —
" Coupling

capacitance

L ) | copacitance |
Y |
Majority BLs * Target BL

| Coupling effect (word-line, plate, well) |

FIGURE 4.16 Sensing noise mechanism in cell array. Majority bit lines affect sensing of
weak target bit line through coupling effect in cell array.
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FIGURE 4.17 Polarity of majority bit lines affects sensing of target data. (a) Majority BLs
opposite to target BL data interfere with sensing of target BL; (b) majority BLs having same
polarity of target data help sensing of target BL.

the sensing of the target BL can be interfered with, as shown in Figure 4.17a. This
interference occurs through the already mentioned coupling relationship in the cell
array. On the other hand, when the polarity of the majority of BLs is the same as that
of the target BL, this coupling effect in the cell array could give assistance to the
sensing of the weak target BL data, as shown in Figure 4.17b. As a result, this data
polarity determines the type of sensing noise.

From the type of data polarity, four kinds of data patterns can be defined [44,50].
These representative data patterns determine both the best sensing noise and the worst
sensing noise. This will be called a solid data pattern in which all the BL data have
the same polarities. In addition, the island pattern is formed when the minority of the
BLs has opposite data polarity to the majority of the BLs. Because margin failure
occurs most frequently while sensing the island data pattern, the sensing noise needs
to be improved in the island data pattern, even though solid data could be sacrificed.

4.2.3 REeLATION BETWEEN REFRESH TIME AND SENSING
NoISE IN ACCORDANCE WITH DATA PATTERN

Generally, the DRAM refresh time is determined by the cell leakage characteristics.
However, as cell data patterns vary, the refresh time (tREF) of a specific cell transis-
tor also shows different values and trends. Figure 4.18 illustrates two representative
kinds of data patterns, which comprise (a) all one data bits and (b) only one data
bit with background data bits of all zero. We measured chip 1, chip 2, and chip 3
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FIGURE 4.18 Two representative kinds of data patterns, which comprise (a) all one data
bits and (b) only one data bit with background data bits of all zero.

TABLE 4.1

Chip Information Related to Cell Type, Capacitance
between Bit Line and Word Line, and Cell Leakage
Characteristics for Chips 1, 2, 3, and 4

Chip 1 Chip 2 Chip 3 Chip 4

Cell type Recessed  Recessed Recessed  Recessed
Fabrication technology 54 nm 54 nm 54 nm 54 nm
BIT-WL cap. [a/u] 1 1 0.1 1

Cell leakage Better Worse Worst Best
Cell leakage screen Without Without Without With

fabricated with 54 nm technology. Especially, chip 3 has a different type of cell
structure, that is, buried word-line scheme [46], as shown in Table 4.1.

Figure 4.19a shows the dependency of tREF on these data patterns for several
types of DRAM chips fabricated with different technologies. The figure shows not
only the variation of tREF but also the different dependencies on data patterns for
several DRAM chips. We found that the x-axis in Figure 4.19a represents BLSA off-
sets, which are dependent on data patterns. In addition, we discovered that various
cell leakage characteristics determined the slope of this graph.

tREF is determined not only by cell leakage but also by BLSA offset. To clarify
the meaning of the x-axis in Figure 4.19a, we measured the BLSA offset accord-
ing to the data pattern for three kinds of DRAM chips, as shown in Figure 4.19b.
By changing the quantity of charge stored in the cell capacitor, we can examine the
sensing failure voltage, which is the BLSA offset [47]. When a BLSA is fixed and
its own offset is constant, the condition of cell data patterns causes the offset to vary
due to the sensing noise in the cell array. This also affects the tREF. The condition of
data patterns determines the strength of coupling noise between the bit-line (BL) and
word-line (WL) in the cell array [47,50]. Figure 4.20 illustrates the noise mechanism
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FIGURE 4.19 (a) Dependency of tREF on two kinds of data patterns for several DRAM
chips fabricated with different technologies; (b) measured BLSA offset according to data pat-
tern for three kinds of DRAM chips.
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FIGURE 4.20 Noise mechanism in cell array during sensing operation of BLSA. Coupling
capacitance between BL and WL is the main origin of sensing noise.
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in a cell array during the sensing operation of a BLSA. The majority of BL becomes
the aggressor and induces noise in the WL. This occurred noise in m pieces of WL
induces secondary noise in the target BL. This noise effect can be reduced by shrink-
ing the capacitance between the BL and WL (Cy; ). In chip 3, Cg; .y is 10 times
smaller than the other 2 DRAM chips [46], so chip 3 has improved offset variation
of data patterns.

If a specific BLSA including a target cell is selected, then the tREF variation
according to data patterns is determined by the relationship between its own offset
variation and cell leakage characteristics, as shown in Figure 4.21. The remaining
charge in the cell for successful sensing becomes the BLSA offset including data pat-
tern noise. The cell-discharging curve determines the tREF difference between the
data bit pattern (all one) with a small offset and the data bit pattern (only one) with
a large offset. For the cell with superior leakage (curve A in Figure 4.21) when the
offset variation is the same, its tREF variation must be larger than the worse leakage
cell (curve B in Figure 4.21).

Figure 4.22 shows the tREF variation according to offset change. Chip 3, which
has the smallest variation of tREF, shows the best offset variation and the worst cell
leakage characteristics. On the other hand, chip 1, which has the largest variation
of tREF, shows the best cell leakage characteristics. In order to confirm our expla-
nation, we measured the slope of the tREF variation for several cells with various
refresh times in three kinds of chips. Chip 1 and chip 2 seemed to demonstrate a
different dependency of tREF on offset variation, as shown in Figure 4.22.

However, Figure 4.23 shows that chips 1 and 2 have precisely the same trend of
tREF slope versus offset variation for various refresh times, which were measured
for a tREF probability range of [1 x 10~%, 1][%]. From our analysis, we concluded

Vsn  tREF2

TreFL % Normal data | Normal data I

: AV1 =large

! : 1
o 1 1AV1 tREF1 | ¢offset Sensing fail with large offset I
Vid : -

' 1
PN | Small offset| ! AV2 tREF?2 | ‘l’l Sensing fail with small offset

BREF2\Y of (B | e
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v

FIGURE 4.21 (REF variation according to data patterns is determined by the relationship
between its own offset variation and cell leakage characteristics. A and B curves represent
cell discharging voltage for cells showing a better and worse leakage, respectively. Because
data pattern determined offset by sensing noise, it is one of the factors affecting refresh time.
When fixing offset according to data pattern, discharging curve determined the refresh time
variation (tREF2 — tREF1), which is smaller in the cell with worse leakage, representing
curve B. AVI and AV2 denote large offset and small offset voltage, respectively. At the same
time, they denote sensing failure voltages in the corresponding large and small offsets. tREF1
and tREF2 denote refresh time under condition of large offset and small offset, respectively.
Thus, normal data become AV1 and AV2 after tREF1 and tREF2, resulting in data sensing
failure, respectively. Therefore, tREF2-tREF1 means refresh time variation according to data
pattern determining offset.
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FIGURE 4.22 (a) tREF variation according to offset change. (b) Relationship between cell
leakage characteristics and tREF variation. (b) x-axis denotes offset variation according to
data pattern and y-axis denotes tREF variation (see explanation in Figure 4.21); because chip
1 has better refresh characteristics, it shows larger refresh time variation compared to chip 2.
In particular, chip 3 shows best refresh time variation because it has the worst leakage char-
acteristics and the best offset variation according to data pattern.
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FIGURE 4.23 Chips 1 and 2 have precisely the same trend of tREF slope versus offset
variation for various refresh times, which were measured for a tREF probability range of

(I x 1074, 1) (%).

that it is not necessary to improve cell leakage characteristics for cells with average
tREF; we only need to improve offset variation according to data pattern, in order to
reduce tREF variation.

In the tREF distribution range [1 x 107, 1 x 10-3][%], we measured the slope depen-
dency for three kinds of chips. We found that chips 1 and 2 revealed an extraordinary
trend in this range, as shown in Figure 4.24. In this range, chips 1 and 2 comprised
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FIGURE 4.24 Chips 1 and 2 reveal an extraordinary trend in range (1 x 107, 1 x 1073) (%)
compared with chip 4. This phenomenon provides an intuitive explanation of tREF depen-
dency on cell leakage.

cells with a gate-induced drain leakage mechanism such as trap-assisted tunneling
(TAT) [30,39]. The main distribution groups [1 x 10~4, 1] %] usually comprise cells
with junction leakage by the SRH mechanism and showed the trend of decreasing
slope variation. However, the tail distribution group showed an increasing trend after
a decreasing one. Because the cells with TAT were eliminated in chip 4 based on
redundancy cells, this shows a trend of continuously decreasing slope variation.
Figure 4.25 shows the measured offsets of three different kinds of cells, which
share the same BL. Cell 3 shows an extraordinary offset, even though all cell transis-
tors are sensed by the same BLSA. This is because the TAT leakage current occurred
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FIGURE 4.25 25 Offsets measured in three kinds of cell sharing same BL. Although they
have the same BLSA offset, they show different offsets because of different cell leakage current.
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FIGURE 4.26 Discharging curve of cell potential for main and tail cells, respectively. While
the main cells show a similar straight discharging curve as denoted by the dotted lines, the tail
cells show a different curve as denoted by the black solid line. Leakage mechanism in tail cell
is trap assisted tunneling (TAT). TAT leakage current occurs during early stage of retention,
so its tREF variation can be larger than other SRH leakage cells, even though main cells with
better SRH leakage must show larger tREF variation. tREF variation for three kinds of cells
is indicated on x-axis as worst leakage (black), worse leakage (red), and better leakage (blue).

for a very short duration (less than 10 ns) during offset measurement. Figure 4.26
illustrates the discharging curve of cell potential for the main and tail cells, respec-
tively. This curve explains the extraordinary trend of the tREF slope.

4.2.4 How 10 IMPROVE SENSING MARGIN

We have offered the definition of a sensing margin in the DRAM chips. There are
several important elements for the sensing margin. Therefore, as the sensing margin
problems become serious, it is necessary to guarantee the sensing margin enough to
succeed in the sensing operation. The easiest solution to enough sensing margin is
surely to obtain a large ratio of cell capacitance to bit-line capacitance. But, as the
DRAM technology develops further, it is more difficult to keep the same amount of
cell capacitance to the past technology. DRAM industries have not been concerned
about the sensing noise in the cell array. Therefore, it remains to improve the sensing
noise in the cell array by using a new BLSA.

4.2.4.1 Offset Compensation Sense Amplifier

Figure 4.27 illustrates the (b) proposed BLSA scheme, named H-SA (HYNIX-Sense
Amplifier), compared with (a) conventional BLSA. The remarkable difference is in
whether the driving signal is separated or not. The H-SA has two kinds of pull-
up driving lines, that is, UP_T, UP_B, and pull-down driving lines, that is, DN_T,
DN_B. Majority BL data polarity determines the choice of driving lines used for
data sensing, as shown in the Figure 4.28. The majority of BLs with high data are
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FIGURE 4.27 Illustration of (b) proposed BLSA, named H-SA, compared with (a) conven-
tional BLSA. The main difference is in the separation of pull-up driving lines and pull-down
driving lines.
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FIGURE 4.28 (a and b) Choice of driving lines used for sensing bit line data. BL_B indi-
cates the reference bit line, whereas BL_T denotes bit line having stored data.

developed by UP_T and DN_T, as shown in Figure 4.28b. On the other hand, UP_B
and DN_B are used when the H-SAs sense the majority of BLs of low data, as shown
in Figure 4.28a.

The principle of H-SA is illustrated in Figure 4.29. As mentioned previously,
when the majority of BLs data is high, the H-SA almost uses the UP_T and DN_T.
This means that there is a large amount of current flow in the path of UP_T and
DN_T. Therefore, the power drop should be large in these driving lines, as shown in
Figure 4.29. But, in the path of UP_B and DN_B, there is small power drop due to a
small amount of current flow. This difference between the T and B lines becomes the
amount of offset compensation. In H-SA, a charge-shared voltage can be determined
as the expression including the offset compensation term, as shown in Figure 4.30.
Especially, the island zero pattern shows the offset compensation term of positive
value, so the charge-shared voltage should be larger by the amount of the compensa-
tion term. As a result, H-SA always shows an improved sensing margin in the island
data patterns, even though there is a sacrifice we are willing to endure in the solid
data pattern. In Figure 4.30, wave forms of UP and DN illustrate the difference
in potential between separated driving lines, which means an offset compensation
term, when the data polarity of the majority of bit-lines is high.



130 Nanoscale Semiconductor Memories

Major BL_T | mmm) : Large current flow m) Large power drop I

= high) || == _:Smallcurrentflow =3 _ Small power drop__|
BL T
Uk I )
- T AN AN AN/
I Pull up driver | AN AN
TR R . .
SA> sass SA> seee SA>
DN_B
l Pull down driver | AN AN AN
DN_T L
BL_B
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large amount of current flow in path of the UP_T and DN_T driving lines, resulting in a large
power drop.
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FIGURE 4.30 Illustration denoting the amount of offset compensation in the H-SA. The
difference in potential between UP_T and UP_B (or DN_T and DN_B) shows the amount of
offset compensation.

H-SA makes use of the voltage drop phenomenon from the current flow in the
resistance in favor of suppressing the sensing noise. Therefore, the magnitude of
the resistance in the current path becomes the most important factor in noise
compensation.

Figure 4.31 illustrates three kinds of H-SA, which are named (a) semi-H-SA,
(b) H-SA 1 and 2 in accordance with the existence of connecting metal for decreas-
ing a too large potential gap between the T and B lines. Both H-SA 1 and 2 are
fabricated with 68 nm technology, whereas the semi-H-SA is only simulated. The
big difference between (a) semi H-SA and (b) H-SA types is in whether the T and B
lines share the contact resistance, or not. In the case of semi-H-SA, the difference in
the potential between the T and B lines should be determined by only the amount of
driving line resistance. Therefore, it is expected that the difference in potential will
be too small to compensate for the total amount of sensing noise.

Figure 4.32 shows the simulated potentials of the UP_T, DN_T, and the UP_B,
DN_B signals in the early stage of sensing an island data pattern for three kinds of
H-SA types. These H-SA types show their own potential difference between the
T and B lines, which means that the amount of noise compensation can be controlled
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by several sense amplifier (SA) driver types. In the case of the H-SA 2, there is
~30 mV difference between the T line and the B line. H-SA 1 and semi-H-SA show
~20 and ~5 mV difference, respectively. If this difference is used in the voltage as
a compensation method for the sensing noise found in the data patterns, the total
amount of the BLSA offset almost disappears.

Figure 4.33 shows the amount of the measured sensing noise in the fabricated
DRAM chips including the conventional BLSA, H-SA 1, and H-SA 2. There are four
representative data patterns, each with distinctive BLSA offsets. In the conventional
BLSA, the offset due to the sensing noise in the island pattern is ~30 mV larger than
that found in a solid pattern.

However, in the H-SA 1, island and solid patterns show almost the same offset,
so the difference is 5 mV in the one data pattern and 12 mV in the zero data pattern.
As a result, the H-SA 1 displays around 18.5% of the total sensing noise measured
in conventional SA, as shown in Figure 4.34. Although this voltage drop effect helps
the offset in the island pattern data, it has a disadvantage in the offset in the solid pat-
tern data. However, it is more important to guarantee that the maximum offset value
is small enough to be able to sense any kind of data pattern. Therefore, the mostly
negligible offset in the solid data pattern is not worth consideration.

However, the sensing noise in the solid data pattern can be much larger (by around
13-30 mV) than that in the island data pattern in the H-SA 2, which has a slightly
different driver shape than does the H-SA 1. The H-SA 2 shows too large an opposite
noise to compensate for the data pattern noise, as shown in Figure 4.34. Therefore,
the solid data pattern noise is larger than the island pattern noise in this type. This
is not the solution for minimizing the data pattern noise, because of a large solid
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FIGURE 4.33 Measured sensing noise for the several BLSA types. The potential gap
between island and solid patterns denotes sensing noise in accordance with data pattern.
Normal BLSA shows the sensing noise of ~30 mV.
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FIGURE 4.34 Improved sensing noise for the H-SA types, showing 18.5% of the total noise
of normal BLSA in H-SA 1. However, H-SA 2 shows a flipped sensing noise, which means
that the sensing noise in the solid pattern data is worse than that in the island pattern.
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FIGURE 4.35 Chip photo illustrating the line width penalty in this scheme.

pattern noise. Therefore, it is necessary to precisely control the difference in voltage
between the T and B driving lines, in accordance with four kinds of data patterns.

The proposed chip has an area penalty for the additional driving lines. It is about
less than 1% of the total chip size, as shown in Figure 4.35. This result is due to the
additional UP and DN driving lines. In the fabricated 68 nm DRAM chip, it pays
the penalty of the narrow line width.
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5.1 INTRODUCTION

While the scaling of MOS transistors is going on, the miniaturization of the DRAM
storage capacitor reaches a critical limit. A novel and responsible strategy consists
of attempting to suppress the capacitor. Silicon-on-Insulator (SOI) technology offers
the opportunity to store the charges directly in the floating body of a MOSFET,
which is also used to read the memory states. These memories, named floating-body
1T-DRAMs, use only one transistor and take advantage of floating-body effects that
are usually regarded as parasitic phenomena.

In the last decade, several competing IT-DRAM variants have been pro-
posed: partially depleted (PD) or fully depleted (FD), planar, vertical or
semivertical (FinFET), single gate or double gate, etc. In this chapter, the most prom-
ising 1T-DRAM structures will be reviewed by focusing on MSDRAM, ARAM,
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and Z?-RAM concepts. The device architecture, scaling issues, and different options
for memory programming and reading will be addressed.

The “unified” memory is another advanced and exciting paradigm. The SOI
MOSFET is still the ideal candidate as it features two (or more) independent gates:
each gate can be assigned distinct tasks (program, store, or read the charge). Solutions
are proposed for combining, within a single SOI transistor, volatile and nonvolatile
memory (NVM) functionalities as well as for reaching multiple memory states (>4).

5.2 1T-DRAM OPERATING MECHANISMS

The body of SOI transistors is fully isolated (Figure 5.1) providing a suitable storage
volume. IT-DRAMs benefit from floating-body effects and coupling mechanisms
that are often viewed as undesirable properties. In all IT-DRAM versions, state “1”
(high drain current) reflects an excess of majority carriers in the body, which causes
the potential and the drain current (I;) to increase (Figure 5.1). Reciprocally, state
“0” features lower current (I;) and higher threshold voltage due to the removal of
majority carriers from the body. In SOI n-MOSFETs, the threshold voltage strongly
depends on the amount of majority carrier charge in the body. The holes injected
into or extracted from the body produce a substantial body potential increase (Figure
5.2a) or decrease (Figure 5.2b). This yields a threshold voltage decrease or increase,
hence a drain current enhancement or reduction.

PD SOI 1T-DRAMs are single-gate operated (with grounded back gate Vi, = 0).
Excess carriers are stored in the neutral region of the body. In FD SOI, there is
no neutral region, and back-gate biasing is required to accommodate the majority
carriers in the accumulated back channel (negative Vg, in Figure 5.1). The front
and back interfaces are electrostatically coupled, which enables sensing the front-
channel drain current for memory reading. The magnitude of the front inversion
current reflects the condition at the back channel: depletion (memory state “0”) or
accumulation (state “1”). IT-DRAMs can be classified according to the mechanism
serving to generate the majority carriers:

e Impact ionization. A large drain—voltage bias V, is applied while the
front interface is in inversion mode (V > Vg — VD). The electric field
at the pinch-off region is sufficiently high to generate electron—hole pairs
by impact ionization. The holes move toward the back interface and are

State O Gate State 1 Gate

Box

| ve<ov [ va<ov AVry

FIGURE 5.1 Schematic configuration of SOI n-MOSFET used as IT-DRAM memory cell
and current—voltage characteristics in “0” and “1” states.
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FIGURE 5.2 Front-surface potential variations during (a) the “1”-state and (b) the “0-state
writing and reading in a IT-DRAM. The “1”-state writing is performed by impact ionization
or B2B tunneling and the “0”-state by drain forward biasing or capacitive coupling. Although
the potential evolves between programming and reading, the final potential of “0”-state dur-
ing reading is lower than that in “1”-state (solid lines) resulting in an increase in the threshold
voltage and a lower drain current.

accumulated in the PD body [1-5]. In FD devices (thinner silicon film
thickness), a negative back-gate bias holds the hole charge inside the body.
The impact ionization allows fast 1-state writing but leads to high power
consumption and reliability issues (hot-carrier degradation).

* Bipolar junction transistor (BJT). The floating-body SOI MOSFET uses
the source N*, body P, and drain N* regions respectively as emitter, base,
and collector [1]. To turn on the BJT, a hole current has to be generated in
the floating base in order to increase the base (or body) potential. A nega-
tive V, pulse forward biases the body/drain (here emitter) junction, and a
negative Vg, bias is applied to keep the excess of generated majority car-
riers inside the base. As the source/body junction is reversed biased, the
electrons flowing from the drain to the source trigger the electron/hole pair
generation by impact ionization at the body/source junction; the generated
holes are stored inside the body under the gate, which is negatively biased.
According to a more effective BJT programming variant [6—8], positive
pulses are applied on the gate and drain terminals in order to enhance the
body potential increase. The gate switches from a negative bias (required
for the majority carrier storage) to zero (or a less negative bias), increasing
the body potential and turning on the source/body (emitter) junction. Holes
are generated by impact ionization in the body through the reverse-biased
body/drain junction. Programming and reading in BJT mode are fast and
power efficient but require high drain voltage.

* Band-to-band (B2B) tunneling. The majority carriers (holes) are created
at the gate-to-drain (or source) overlap region [9-12]. Negative gate and
positive drain pulses are applied to enhance the local electric field and
enable the band bending in the gate overlap region. At the programming
onset (negative gate voltage, V5, < Vi), the body potential decreases by
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dynamic gate coupling and becomes negative. The holes are gradually fill-
ing the body and cannot escape through the source because the body poten-
tial is negative. Therefore, the carrier storage and the deeper body potential
well are more efficient compared with other programming methods. When
the gate returns to a less negative value (hold and read), the hole concen-
tration becomes larger than that at equilibrium. A temporary excess drain
current (overshoot) is observed during the reading. As the MOSFET lies in
off-state mode during the programming, this generation mechanism is very
attractive from a power consumption viewpoint.

e Gate tunneling current. The direct tunneling current through ultrathin
gate oxides is used to inject the majority carriers into the body [13]. In
the specific p-MOSFET configuration of Figure 5.3c, there is an N* body
contact left floating. The polysilicon gate covering the body contact is N*
doped in order to improve the injection of electrons (here the majority
carriers) by tunneling from the polysilicon conduction band into the body.
As electron tunneling is more efficient, a p-MOSFET was used instead of
the standard n-MOSFET for the I T-DRAM application. To program the
“17-state, a negative gate bias is applied, and the resulting electron tunnel-
ing current induces the body potential decrease. As the n-type body poten-
tial becomes negative, a higher drain current can be observed. The main
advantages of this method are low bias and power consumption reduction
as compared with the 1-state programming by impact ionization.

e Photo-generation. If optical interconnections succeed in CMOS technol-
ogy, they could also serve for memory devices. IT-DRAM programming
assisted by optically generated holes was proposed and demonstrated
experimentally [14]. The “1”-state programming method is based on the
BIJT conduction, which is triggered by a source of light. The gate voltage
pulse used to switch on the bipolar latch is replaced by the carrier photo-
generation. During the memory operations (read, hold, program), the
gate voltage is kept at a constant negative value. Although the worst case
(disturbance for “0”-state holding) has not been investigated yet, the pro-
posed programming method is an interesting candidate for electro-optic
hybrids in memory applications.

The programming of the O-state requires the hole removal by

1. Forward biasing the drain— or source—body junction.

2. Dynamic coupling between front and back gates in FD, where the sudden
increase in the gate bias increases the body potential above equilibrium and
naturally turns on the junctions.

The 1T-DRAM reading is nondestructive because the drain voltage is low (except
for BJT method) and does not alter the memory states.
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FIGURE 5.3 IT-DRAM variants: (a) triple-gate Z-RAM (From Okhonin, S. et al., Int.
Electr. Dev. Meet., 925-928, 2007), (b) 45 nm node FD IT-DRAM (From Avci, U.E. et al.,
IEEE International SOI Conference, 29-30, 2008), (c) IT-DRAM programmed by gate tun-
neling current (From Guegan, G. et al., Sol. State Dev. Mater., 2010), and (d and e) vertical
double-gate 1T-DRAM with independent gates and common source (From Jeong, H. et al.,
IEEE Trans. Nanotechnol., 6, 352, 2007; Ertosun, M.G. et al., IEEE Electron Dev. Lett.,
29, 615, 2008). (f) Floating junction gate (FJG) cell. (From Wang, P.F. and Gong, Y., IEEE
Electron Dev. Lett., 29, 1347, 2008.)
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FIGURE 5.4 Innovative IT-DRAMs with engineered body structure: (a) Si/SiGe/Si body
stack and (b) convex channel structure filled with SiGe. The diagrams on the right show the
potential well used for majority carrier storage. I”T-DRAMs with engineered source/drain
terminals: (c) dopant-segregated Schottky contacts and (d) block-oxide junctions.

5.3 1T-DRAM ARCHITECTURES

Figures 5.3 through 5.7 present the protagonists of the 1T-DRAM family. These
devices combine special architectural features with the programming methods
exposed earlier.

5.3.1 Z-RAM VARIANTS

The first generation of IT-DRAMSs, called Z-RAM, was demonstrated on PD-SOI
MOSFETs with 100 nm design rules. Impact ionization and forward drain bias-
ing were initially used for programming the “1” and “0” states, respectively [1].
Improved performance was achieved with the second generation where the BJT
effect and the capacitive coupling proved to be more efficient [6]. Underlapped
gate structure was implemented for reaching longer retention time (70 ms at
85°C). The advantage is that the maximum electric field is lowered, hence reduc-
ing the B2B leakage current during holding and reading. Devices with 55 nm
gate length and 80 nm thick Si film, tested in cell array configuration, showed a
threshold voltage shift larger than AV, = 500 mV and a very high I,/ current
ratio (104*-10°) [7].

The Z-RAM principles, namely, the BJT action for programming and read-
ing [6], were extended to FD SOI and FinFET/SOI devices. Figure 5.3a shows a
Triple-Gate Z-RAM with 50 nm gate length and 11 nm fin width [8]. Advanced
7Z-RAMs, fabricated with 45 nm node CMOS, demonstrated that intentional
asymmetry of the source and drain terminals is beneficial for longer retention and
lower-voltage operation.
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5.3.2 FuLy DepLetep 1TT-DRAM

Early variants used the impact ionization and the forward drain bias techniques,
together with a negative back-gate voltage, for programming the “I”” and “0” states.
The memory was read in strong inversion (Vg > Vqy,, Figure 5.1). To enhance the
retention time (25-100 ms) and the threshold voltage shift (AVy = 420 mV), the
CMOS/SOI process included LDD, moderate channel doping (3 x 107 cm™), and
negatively biased P-doped field plate located below the BOX [4]. The device of
Figure 5.3b featured a high-K gate dielectric, a 22 nm thick film, and a thin (10 nm)
BOX suitable for further lowering the back-gate voltage [5].

5.3.3 1T-DRAMSs witH NoNCONVENTIONAL MOSFET ARCHITECTURES

While any standard SOI MOSFET can be operated in 1”T-DRAM mode, structural
modifications of the transistor can bring enhanced retention time and memory win-
dow. More or less exotic transistor architectures have been proposed, as discussed in
the following. In order to become viable on the memory market, there is a tradeoff
between performance gain and the complexity of the technology needed for such
nonconventional devices.

Vertical 1T-DRAM (Figure 5.3d and e), with double-gate or gate-all-around
configurations, has been demonstrated [15-17]. In a vertical transistor, the channel
length is no longer an area-limiting factor, hence the goal of reaching 4F? feature size
for ultimate integration density seems feasible. The volatile memory operation has
been investigated with 2-D numerical simulations as well as with fabricated proto-
type devices. Majority carriers were generated either by impact ionization or by B2B
tunneling. For a sensing margin of 40 pA/pm, the retention time at room temperature
was 4 ms, needing further improvements. An interesting solution is to make use of
the independent biasing of the two lateral gates (Figure 5.3e).

The floating junction gate (FJG) device [18] has a floating gate with “U-shape”
connected to the drain via a gated p—n diode (Figure 5.3f). The U-shape gate
increases the storage volume and extends the channel length. “1”-state is pro-
grammed by injecting positive charges into the floating gate through the gated p—n
diode. The resulting potential increase enhances the electron density in the channel.
High-positive drain voltage and negative MOS gate voltage are applied. The hole
current is enhanced, thanks to B2B tunneling in the reversed-biased p*/n* junction.
“0”-state is written by forward biasing the diode, which removes holes from the gate.
Numerical simulations predict 300 pA/pm sensing margin and 6 s retention time.

The quantum well (QW) IT-DRAM variant uses an engineered body adding in
the Si film a thin-layer semiconductor with narrower bandgap (SiGe). The SiGe
layer serves as storage well for holes (Figure 5.4a). According to simulations, this
QW memory has the capability to efficiently store the holes closer to the front gate
(as compared with the storage at the film—BOX interface), so improving the Vy shift,
current sense margin, and retention time.

Another QW [19] has a convex channel in the SiGe layer located just underneath
a raised gate oxide (Figure 5.4b). During the “I”-state programming, the holes are
stored in the SiGe layer. As the junction potential barrier is lowered, holes easily
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diffuse through source and drain filling the SiGe region. If the bandgap is further
reduced, a deeper potential well will be formed in the heterostructure for benefit in
sensing margin and retention time.

An alternative strategy for increasing the retention time aims at reducing the leak-
age current through the junctions. The IT-DRAM with band-gap engineered source
and drain was proposed to form a deeper potential well in the body [20]. SiC source
and drain make the body-to-junction potential barrier significantly higher. The
potential well being deep, due to valence band offset, more holes can be stored in the
body. The programming mechanisms are impact ionization for writing “1”-state and
forward-biased drain—body junction current for “0”-state. Based on 2-D simulations,
the sensing margin may reach 100 pA/pum, which is three times larger than that for
conventional all-silicon I T-DRAM. The hole leakage during the “1”-state program-
ming was predicted to be two to three orders of magnitude lower.

Dopant-segregated Schottky contacts and FInFET configurations were also
envisioned for improving the hole storage (Figure 5.4c) [21]. Dopant segrega-
tion with partial S/D silicidation enables the holes to flow into the body, which
would be impossible with plain-metal Schottky contacts. By assuming a mini-
mum sense margin of 100 pA/pm, the simulated retention time reached 70 ms.
A competing variant, shown in Figure 5.4d, features self-aligned block oxide,
which again attenuates the leakage-induced degradation of the stored charge,
thanks to the reduced junction depth [22]. The processing seems to be complex
so a more technology-friendly approach would be an SOI MOSFET with thinned
junctions (as opposed to the current trend of raised source and drain terminals
in CMOS/SOI).

5.3.4 MSDRAM MEemory CELL

MSDRAM principles exploit the MSD hysteresis effect (Figure 5.5a), which appears
in regular FD SOI MOSFETs [10]. A moderately inverted back channel is formed by
applying an appropriate positive bias on the back gate (Vgs, > V). The front gate
Vg, is swept from strong accumulation (Vg; < —4 V) to nearly 0 V. The drain voltage
can be low (V, ~ 100-200 mV). For high negative Vg, B2B tunneling occurs and
efficiently fills the front channel with holes. The transistor is at equilibrium, and high
current flows at the back channel when reading state “1” (Vg, = =3 V). By contrast,
for reverse Vg, scan from 0 to -3 V, the device does not reach equilibrium and oper-
ates in deep depletion. Since there are no holes immediately available to fill the front
channel, the body potential drops, temporarily suppressing the back-channel current
(state “0™).

MSDRAMs have two distinct advantages: very wide memory window
(=4 < Vg, < -2 V) and outstanding current ratio I,/ exceeding six orders of mag-
nitude. The MSDRAM takes full advantage of double-gate operation mechanisms
and features low-power consumption and superior reliability. Customized source and
drain architectures and thin BOX allow enhancing the retention time while reduc-
ing the programming voltage (<2 V) and back-gate bias. For example, front-gate
overlap increases B2B tunneling rate during programming whereas back-gate under-
lap reduces the parasitic B2B hole generation during “0”-state hold. A single-gate
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FIGURE 5.5 (a) Measured drain current I, vs. increasing (direct scan) and decreasing
(reverse scan) front-gate voltages (Vg, = 30 V, V[, = 0.1 V, Tyox = 400 nm, L = 1.5 pm).
(b) Current hysteresis in MSDRAM cell fabricated on ONO BOX. The back gate is grounded,
hence the MSD hysteresis effect is entirely governed by the nonvolatile charge in the buried
dielectric. A positive charge stored in the nitride is sufficient to invert the back channel, lead-
ing to single-gate MSDRAM operation.

MSDRAM version (Figure 5.5b) is possible by replacing the positive bottom gate
bias (Vg, > 0) with a nonvolatile positive charge trapped in the BOX [23].

The MSDRAM scalability was demonstrated by 2-D simulations of 25-50 nm
channel lengths. Figure 5.6a shows 14 s retention time for I,/I, = 10 and fast program-
ming time (5 ns). Recent measurements confirm that MSD effect is maintained in
small-area MOSFETs (0.1 pm?) [24]. Additional experiments revealed the superior-
ity of the MSD programming mechanisms (B2B tunneling and capacitive coupling)
compared with conventional programming based on impact ionization and forward
drain biasing (Figure 5.6b).
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FIGURE 5.6 (a) Simulated short-channel MSDRAM: drain current I, vs. time during the
“0”- and “I”-states hold. Vg, = 0.25 V and V, = 0.1 V; 40 nm thick Si film and 50 nm
long channel. The front- and back-gate oxides are 3 and 6 nm thick, and the body doping is
10" cm~3. Fourteen-second retention time for high sensing margin (I,/I, = 10) is achieved at
25°C. During “1”-state writing by B2B tunneling, V, and V;, are equal to 2 and 1.5 V with
a programming time T, of 5 ns. (b) Experimental retention at 85°C comparing conventional
programming methods (impact ionization II and forward-biased drain junction FBJ) with
MSD programming (B2B tunneling and capacitive coupling CC) in an FDSOI cell (L; =
0.35 pm, T; = 55 nm). (From Hubert, A. et al., Solid-State Electron., 53, 1280, 2009.)
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5.3.5 ARAM Memory CELLS

The IT-DRAMs presented earlier all require the coexistence of electrons and
holes in a thin body. But in ultrathin SOI films (T; < 10 nm, needed for digital
CMOS/SOI circuits), the so-called super-coupling effect forbids the formation of
accumulation and inversion layers facing each other [25]; the corresponding electric
field (>2®,/T,;) would indeed be too large for the body or gate oxide to sustain it.
In sub-10 nm thick films, the body potential tends to become quasi-flat (even for
Vsr > 0 and Vg < 0), being controlled by the “stronger” gate, so that only electrons
or only holes are available in the body.

ARAM concept solves the super-coupling rule by physically isolating, with a mid-
dle oxide (MOX), the holes and electrons in two dedicated semibodies [26]. The upper
semibody is used for majority carrier storage and the lower semibody for electron
current sense (Figure 5.7). The MOX isolation offers the advantage of maintaining
electron and hole layers very close to each other (on both sides of the dielectric layer)
even in ultrathin SOI films (<10-15 nm) fit for CMOS scaling. To write “1” (Figure
5.7a), the excess of holes is generated, as in regular IT-DRAMs, by impact ionization
or B2B tunneling in the upper semibody. The positive hole charge induces a dynamic
increase in the upper semibody potential, which enables by electrostatic coupling an
electron current to flow in the lower semibody (state “1”). By contrast, if no holes are
stored, the lower semibody is FD, and no current flows (state “0,” Figure 5.7b).

Vg<0V V<0V

I co9o0 [ Vp >0 . >
Shared IO Holeosmmge olshared Shared | |Shared
[ MOX | l MOX |
° .. ® 9 . a
Source | Electron channel Drain Source | Drain
BOX BOX
(2) (b)
Gate
5 5 | L
Drain P-body Source
V storage
N* N*
N-bridge
Source
P-bulk
(©) (d)

FIGURE 5.7 Configuration of ARAM cells: (a) In state “1,” the holes stored in the upper
semibody enable a large electron current in the lower semibody. (b) In state “0,” both semi-
bodies are fully depleted, and the current is zero. MOX and semibodies are typically 3—-5 nm
thick. () ARAM implementation in FinFETs. (d) A2RAM device (without MOX) in bulk
or SOL
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The ARAM structure and operation remind the HRAM memory device proposed
earlier in GaN/AlGaN heterostructures [27]. ARAM operates with a single gate,
which makes simpler the programming and reading signals. ARAM architecture
is also more realistic than the floating-junction gate (FJG, Figure 5.2f) in terms of
scaling and process complexity. The proof of concept has been extended to DG
and FinFETs (Figure 5.7c) but still needs to be verified at the experimental level.
Nonvolatile functionality can be added by using oxide/nitride/oxide (ONO) stack
for the MOX dielectric. The MOX is easily deposited on the initial Si film (lower
semibody), after which epitaxial growth of the upper semibody layer completes the
ARAM structure.

A second-generation device (A2RAM) was devised in order to suppress
the MOX. The body is now composed of an FD P-layer on top of an N* layer
(Figure 5.7d). The source and drain are short-circuited by the N* bridge. The top
semibody stores the holes whereas the N* bridge serves for current sensing. When
holes are accumulated at the surface (due to the negative V), they screen the verti-
cal electric field so that the electron current flows through the undepleted bridge.
Conversely, if the top P-body is temporarily depleted of holes, the gate field is
no longer screened and fully depletes the bridge, naturally canceling the drain
current. Retention time over 100 ms was predicted at 85°C in optimized 22 nm
node SOI cells. Preliminary measurements have validated the A2RAM concept on
both SOI and bulk-Si wafers [28].

5.3.6 Z2-RAM MEemory CELL

The Z2-FET is an FD PIN diode [29], where the body is partially covered by the gate
(Figure 5.8a). Although the diode is forward-biased, the current is initially blocked
by gate-induced barriers. The front and back gates are biased such as to form two
potential barriers preventing the injection of electrons from N* drain and of holes
from P* source into the body. The gate biasing actually emulates a virtual PNPN thy-
ristor configuration despite the body is undoped. The current remains low until V
increases enough to slightly lower the electron injection barrier. Electrons injected
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FIGURE 5.8 (a) Schematic view of the Z2>-FET transistor and 1T-DRAM memory.
(b) Typical I(V},) characteristics showing gate-controlled hysteresis.
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from N* contact into the channel flow to the P* source where they reduce the hole
barrier. A few holes able to flow from source to drain further reduce the electron bar-
rier. This positive feedback turns the device on and completely eliminates the injec-
tion barriers. The feedback mechanism results in a strong I,(V},) hysteresis (Figure
5.8b), the amplitude of which is gate controlled and useful for capacitorless memory.
Alternatively, the feedback can be triggered by slightly increasing the gate bias (at
constant V). In this case, the device shows steep transition between off and on
states: for AV < 1 mV, the current changes by eight orders of magnitude [30]. These
unrivaled features explain the device name: Z>-FET for zero subthreshold swing and
zero impact ionization (unlike a standard thyristor).

To program the “1” or “0” states, holes are stored or not stored under the nega-
tively biased gate. Memory reading merely consists of discharging this stored charge
[29]. In “O”-state, there is no discharge current, hence the diode remains blocked
(negligible read current). In “1”-state, the discharge current AQg/At is sufficient to
turn on the Z?>-FET and the read current is high. The read pulse should be very fast
(1 ns or less) in order to take advantage of a minimum amount of stored charge AQ
for triggering the device. It is worth underlying this key advantage: the memory state
is defined by the transient current AQg/At, not by the stored charge AQg as in other
1IT-DRAMs, so that the number of holes to be stored is no longer a critical limitation.
Besides excellent speed capability, the Z?>-FET memory shows scalability down to
30 nm gate length and offers long retention, ~1 V operating voltage, and regenerative
(nondestructive) reading.

5.3.7 UNIFIED MEMORY

An ideal memory is expected to comply with three requirements: high density, high
speed, and nonvolatility. Such “universal memory” has not been conceived yet, so
these three different targets have been pursued independently: DRAM, SRAM, and
flash. A more realistic paradigm shift from “scaling” (more Moore) to “multifunc-
tion” (more than Moore) is envisioned by assigning the transistor different memory
tasks. The “unified memory” (URAM) aims at combining the functionalities of
NVM and volatile DRAM in a single transistor.

The URAM concept consists of implementing an NVM charge-trapping layer
within the 1T-DRAM (Figure 5.9a). Several materials can serve for the NVM core
region, including nanocrystals or ONO stacks. For example, electrons are injected
and trapped in the silicon nitride layer like in a standard SONOS memory. The pro-
gramming and erasing steps are performed with either Fowler—Nordheim or hot car-
rier injection through a thin tunnel oxide above the MOSFET channel. For volatile
memory operation, the floating body is the storage volume as in 1T-DRAMs. This
URAM idea is attractive and demonstrated by preliminary results [31-33]. Excess
holes, generated by impact ionization for the 1T-DRAM “1”-state programming,
were accumulated in the body region with lower potential. For “0”-state, the excess
holes were swept out of the body by forward biasing the junctions. The FinFET
shown in Figure 5.4c featured Schottky contacts and specific gate stack. This par-
ticular URAM cell was designed to speed up the flash memory programming while
attenuating the FinFET short-channel effects.
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FIGURE 5.9 Concepts of unified memory combining the nonvolatile (NVM) functionality
of the ONO flash and the volatile functionality of the 1T-DRAM in (a) double-gate planar
MOSFET with ONO gate, (b) FinFET with two ONO gate stacks for multi-bit storage, and
(¢) FinFET with ONO buried insulator.

Additional FinFETs with ONO BOX and implanted junctions have been fabri-
cated and tested in URAM configuration (Figure 5.9c) [34]. The buried nitride layer
stores the NVM charge, which is detected by the current flowing at the front gate.
The physical separation of the back and front interfaces, respectively used for pro-
gramming and reading, avoids the disturbance of the stored charge during read-
ing. Combined with enhanced scalability and CMOS compatibility, this feature is a
clear benefit of ONO FinFETs. According to the polarity of the back-gate voltage,
electrons (Vg, > 0) or holes (V, < 0) can be injected into the buried ONO layer by
Fowler—Nordheim tunneling. The front-channel current reflects the variation of the
stored charge via the “vertical” coupling effect, as shown in Figure 5.10a. Reducing
the fin width below a critical size alters the sensitivity because the lateral gates tend to
govern the back-surface potential (“lateral” coupling), gradually masking the effect
of the trapped nonvolatile charge. However, in short FinFETs, the fringing field from
source/drain through the BOX and substrate (“longitudinal” coupling) opposes the
lateral gate action and restores the impact of the nonvolatile ONO charge. As a result,
in shorter devices, the memory margin is extended [34].

An alternative programming method uses the drain bias, so eliminating the need
for substrate bias (Figure 5.10b). For V, = 43 V (with V;, = Vg = 0), holes are
injected and trapped into the ONO. Reciprocally, for Vi, = -3V, electrons are trapped.
The drain current at the front channel is very sensitive to the type and amount of
charge stored (Figure 5.10b), and the retention time exceeds 10 years. When Vy, is
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FIGURE 5.10 Transfer characteristics of unified memory combining the nonvolatile
(NVM) functionality of the ONO flash and the volatile 1”T-DRAM functionality in FinFETs
with buried ONO stack. Carrier trapping in the nitride layer is achieved by (a) back-gate bias-
ing (Fowler-Nordheim tunneling) or (b) drain biasing.

used for programming, the charge is actually localized near the drain, leading to
a net difference between I,(Vp) characteristics measured in direct mode (source
to drain) and reverse mode (drain to source). This asymmetry opens the avenue to
“multiple bit” URAM. It has been experimentally demonstrated that positive or neg-
ative charge can be trapped near the drain or near the source. The four NVM states
are easily discernible: the charge polarity is deduced from the current magnitude
(increased or decreased level), whereas the charge localization is unambiguously
resolved from the difference between direct and reverse currents [34].

Planar SOI-like MOSFETs have also been fabricated and tested for URAM fea-
sibility. The transistor featured ONO BOX and Si back gate (ground plane), both
localized underneath the transistor body [23]. When the ONO layer is not charged,
multiple dynamic memory states are programmable by varying the back-gate bias
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FIGURE 5.11 MSDRAM hysteresis in FD DG ONO MOSFET, where the nitride layer was
integrated at the bottom gate. Direct and reverse scans of the front gate voltage are performed
for (a) different back-gate voltages with uncharged ONO layer and (b) grounded back gate
with the nitride layer positively charged.

(Figure 5.11a). A positive charge trapped in the ONO acts like a positive back-gate
voltage. It was demonstrated that the MSD effect subsists even at V;, =0 (Figure 5.11b),
which means that the MSDRAM becomes virtually single-gate-operated. In addi-
tion, the MSD current level depends on the polarity and concentration of nonvolatile
stored charges, confirming capability for multi-bit operation.

The combination of NVM and 1T-DRAM features within the same cell is prom-
ising for higher integration density and reduced cost per bit, but is still challenging
in several respects. For example, interference between the programming voltages
of IT-DRAM and NVM must be avoided [35,36]. Also the threshold voltage shift
resulting from volatile and nonvolatile storage must be decorrelated. The reading
procedure has to be revised in particular for the multi-bit operation.
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5.4 CONCLUSIONS

The floating-body capacitorless DRAM memory is a very attractive device. There
are several competing IT-DRAM options, the principles of which have been dis-
cussed and critically compared. While brilliant, some of these solutions are not
likely to be adopted by the technology. B2B tunneling appears to be very efficient for
“1”-state programming, and capacitive coupling is suitable for “0”-state. IT-DRAM
volatile capability can be enriched by adding nonvolatile charge storage. Preliminary
demonstrations with SOI transistors and FinFETs indicate that unified and multi-
bit memory cells are manufacturable. The main concerns are the retention time for
volatile operation in very short cells and the addressing/discrimination of volatile
and NVM states.
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6.1 INTRODUCTION

Semiconductor memory market represents more than 30% of the total semi-
conductor market in the world; in particular, dynamic random access memory
(DRAM) industry revenues are around 35 billions of U.S. dollars every year, and
it is expected to continue to grow in the coming years. In addition, emerging sili-
con and package technologies will further drive lower cost and new applications.
However, the difficulty of scaling and developing new technologies and invest-
ments to build new factories is increasing at about the same rate as the memory bit
growth in the world. At the same time, the industry is becoming aware that we are
facing physical and electrical scaling limitations. As we close in on scaling limits,
the use of new materials, new structures, manufacturing processes, and circuit
design, mostly related to the capacitor scalability, will become unavoidable. In this
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FIGURE 6.1 Schematics of a standard DRAM cell. (After Dennard, R., Field effect transis-
tor memory, U.S. Patent No. 3,387,286.)

chapter, we will review some of the solutions recently introduced to solve the
problem, and we will discuss in detail one of these solutions, the A-RAM family.

The profitable semiconductor memory business is strongly based on a very
simple concept, the l-transistor—1-capacitor (1T-1C) DRAM cell introduced by
Robert Dennard (IBM) many years ago [1]. The device cell comprises an access
transistor and a storage capacitor as shown in Figure 6.1. To hold the “1” binary
state, a certain amount of charge is stored in the capacitor, while the capacitor
is left uncharged to represent the “0” state. The basic principle of operation has
remained unaltered for more than three decades [1], although the cell has evolved
to complicated three-dimensional structures, including high-k materials and cor-
rugated capacitor surfaces [2]. The demand of DRAM constitutes one of the most
vivid markets of the semiconductor industry. The basic cell has evolved during the
years, even more aggressively than high-performance systems, as can be observed
in Figure 6.2, where we represent the number of transistors per die in integrated
circuits of memory and in microprocessors. As seen, the number of transistors in
memory chips quadruplicates every year, as a consequence of the scaling of the
transistor, but also thanks to the use of innovative structures to build the storage
capacitor. However, serious constraints are at present threatening the DRAM
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FIGURE 6.2 Evolution of the number of transistors per die in microprocessors and in
DRAM memory chips.
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survival, as industry continues pushing the dimensions of the semiconductor
devices toward the decananometer range [3]:

I. The cell capacitor should be able to store enough charge to allow the dis-
crimination, immune to noise, between the two memory states. Increasing
or maintaining the capacitance size is in contradiction to scalability because
of the high area consumption.

II. The charge must be transferred with a minimum delay from and into the
capacitor.
II1. Both the capacitor and the transistor junction should have a very low leak-
age current to avoid a degradation of the retention time.

The most challenging constraint is the minimum size of the capacitor: 25/30 fF per
cell is required, regardless of the technological node, to safely distinguish between
the “1” and “0” states in logic circuits. In order to preserve this minimum capaci-
tance, we have (1) to keep the area of the capacitor, what it is against the essence of
the scaling; (2) to develop complex processes to produce corrugated surfaces [4]; or
(3) to use dielectrics with very high permittivity to build the capacitor, but frequently
these materials are not stable or compatible with CMOS process. Several solutions
adapted to build the capacitor of the cell are shown in Figure 6.3. Figure 6.3a shows
a stacked capacitor in the front end of the chip, while Figure 6.3b shows trenched
capacitors in the back end [5].

(a) 1T1C DRAM (b) 1T1C DRAM
stacked capacitor trenched capacitor

FIGURE 6.3 (a) TEM cross section of a DRAM cell using stacked capacitors. (After Lewis, J.,
Scaling the challenge of memory at 45 nm and below, http:/chipdesignmag.com/print.
php?articleld=1695%issueld=0, Chip Design Magazine, 2002.) (b) SEM cross section through
a 64 Mbit DRAM using trenched capacitors. (University of Kiel, http:/www.tf.uni-kiel.de/
matwis/amat/semitech_en/kap_3/backbone/r3_1_2.html.)
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These solutions are becoming very complicated; they are high-cost processes and
not easily CMOS compatible. If memory makers continue to rely on a 1T+ 1C (one
transistor, one capacitor) design, at some point, the capacitor will become so tall or so
deep that it will not be possible to cost-effectively manufacture it in volume. Already,
more than 30% of the DRAM manufacturing cost is accounted purely for the capacitor.
This percentage will increase as smaller and smaller process geometries are used.

The external storage element is a limitation for the DRAM survival. The step for-
ward that each technology node requires in terms of technological, material, and design
advances represents a paramount challenge for the integration of the capacitor inside
the cells. This is the main reason of the increasing research activity during the last
decade around new memory cells, free of capacitors. IT-DRAM is a vast concept that
includes a set of memories intended to be potential substitutes of the standard DRAM
technology. All of them have a common feature: they avoid using any external storage
element. The memory cell is composed of a single device (transistor or transistor-like)
where the information is stored, that is, the same device is used to store the informa-
tion and to read it. Within the IT-DRAM family, a large collection of devices has been
accommodated: from single transistors to more complicated multi-gate or thyristor-
like structures [6]. In this chapter, we are going to focus on a particular set belonging
to the IT-DRAM family: the so-called floating-body (FB) 1 T-DRAM cells.

6.2 FLOATING-BODY MEMORIES

FB memories take advantage of, in principle, a harmful effect that appears in partially
depleted (PD)-SOI transistors: the kink effect [7]. If we represent the output characteris-
tics (Ip—V, curve) of a PD-SOI transistor as in Figure 6.4, we observe that at a particular
drain voltage, a change in the slope of the curve occurs. This increase in the drain current
is produced by the accumulation of holes in the body of the transistor: when the drain
voltage is large enough, impact ionization (II) occurs at the drain edge of the channel,
generating electron—hole pairs. While electrons are drifted to the drain, holes are pushed
to the isolated body of the transistor where they cannot escape due to the presence of the
buried oxide (BOX) and the reversed channel-drain and channel-source P-N junctions.
The accumulation of holes in the body of the transistor increases the body potential,
decreasing at the same time the threshold voltage of the transistor, which produces the
current increase and the change in the slope. Kink effects worsen the differential drain
conductance of the device and are strongly dependent on the operating speed, which
affects the performance of analog circuits. For an amplifier, the gain at low frequency
is substantially degraded with the kink effect. While kink effect or FB effect presents a
problem in logic and analog applications of PD-SOI devices, it could be exploited as the
underlying principle for alternative 1T-DRAM cells (known as floating-body DRAMs,
FB-DRAM). For this reason, the effect is sometimes called the Cinderella effect in the
context of these technologies, because it transforms a disadvantage into an advantage [8].

6.2.1 ParTiaLLY DepLetep FB/1T-DRAM

How can we take advantage of FB effect to build a memory cell? Let’s consider a
PD-SOI transistor (as the one shown in Figure 6.4).
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FIGURE 6.4 (a) Cross section of a partially depleted SOI (PD-SOI) transistor with 1 pm of
channel length. (b) Calculated I,—V, curves for the device in (a) showing the floating-body
effect. Simulations have been performed using Silvaco ATLAS (http://www.silvaco.com).

Initially we applied a low voltage to the drain, Vp4=0.1 V, and a ramp voltage to
the gate, for example, V;3=0-2 V (Figure 6.5a). We obtained then the typical I,V
curve for the transistor. As the drain voltage is low, no II phenomenon appears at the
drain edge of the channel, and the population of holes in the body is quite low. At that
point, if we apply a high voltage pulse to the drain for some time, the II produced at
the drain edge of the channel triggers the accumulation of holes in the body of the
transistor as seen in the third column of Figure 6.5b, which modifies the threshold
voltage of the transistor. If we apply now the same voltage ramp to the gate, we
obtain a higher drain current as shown in Figure 6.5b. The difference in the drain
current for the same value of drain and gate voltages allows us to define a “0” state
and a “1” state. To come back to the initial situation, that is, the “0” state, we need
to eliminate the hole excess in the body of the transistor. To do so, we could apply,
for example, a negative bias pulse to the drain. Doing so, we are forward-biasing the
drain-body P—N junction, and the excess holes scape through the drain (Figure 6.5c).
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FIGURE 6.6 Simulation results for the operation of a PD-1T-RAM. The picture shows the
bias pattern (top) and the driven current (bottom). For simplicity, the gate bias is maintained
constant (Vg > V). The floating body is initially charged with holes generated by impact
ionization (W1), and the cell state is read four times by using a small drain bias. At t= 10 ps,
the cell is purged (write “0” state: W0) and read again four times reflecting difference with
respect to the previous “1” states. L = 1 pm, Tg; = 300 nm, T,, = 3 nm, Tyox = 400 nm,
N, =107 cm™.

Figure 6.6 summarizes the operation of a PD-SOI transistor as 1T-DRAM cell.
The top side of the figure shows an example of the bias pattern used to demonstrate
the IT-DRAM functionality of the PD-SOI MOSFET. In the bottom side, the driven
current is monitored. Initially, the holes are injected in the FB by II due to the large
current driven by the device (“W1” in Figure 6.6): the highly energetic electrons at
the drain edge of the channel knock valence electrons out of their bound state to a
state in the conduction band, creating electron—hole pairs. Electrons are evacuated
through the drain, while holes are accumulated into the neutral body of the silicon
film. The hole overpopulation of the body of the device leads to a decrease in the
threshold voltage and therefore a transitory increase in the drain current. The cell
can be purged of charge by forward-biasing the drain-to-body junction (negative
drain bias, “WO0” in Figure 6.6). In this process, holes are evacuated from the FB
through the channel-to-drain P-N junction. If the cell state is read again, the current
level remains in the stable level (lower current).

6.2.2 FuLy DepLetep FB/1T-DRAM

Although, theoretically, PD-FB/IT-DRAM cells scale much better than 1T-1C-
DRAM cells because of the lack of the storage capacitor, if we want to scale fur-
ther these devices, we have to reduce the silicon thickness (Ref. 22); in such a case,
PD devices become fully depleted (FD) devices, where we do not have an floating
body. However, the storage of holes inside the body of the transistor can also be
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FIGURE 6.7 Simulation results for the operation of an FD-IT-RAM. The picture shows the
bias pattern (top) and the driven current (bottom). For simplicity, the front-gate bias is main-
tained constant (Vg > V). (a) The substrate is biased at O V, and due to the lack of floating-
body effects, the memory effect is not manifested. (b) A back-gate bias is applied, creating a
potential well where holes can be stored. The difference between the drain currents in “1”” and
“0” states represents the memory effect. L =200 nm, Tg; =70 nm, T,, = 1 nm, N, = 10 cm=.

achieved in FD-SOI transistors by applying a negative bias to the back-gate (below
the BOX). The negative bias creates an electrostatic potential well where holes can
be accumulated leading to a storage node.

To illustrate this effect, we show, in Figure 6.7, simulation results corresponding to
a relatively thin (film thickness Tg; = 70 nm, BOX thickness T,y = 50 nm) SOI tran-
sistor with (Figure 6.7a) and without (Figure 6.7b) negative substrate bias. Because
of the undoped thin body, the unbiased device (Vg = 0) lacks from FB effect, and the
holes generated by II recombine so quickly that the difference between states is not
noticeable (Figure 6.7a).

By contrast, if a negative back-gate bias is applied to the device (emulating a
second gate with the substrate and BOX), the potential well allows the accumula-
tion of holes (Figure 6.7b), that is, the potential well acts as the storage node for the
positive carriers. Holes can be injected and removed in the same way as in Figure
6.6. Note then in this case, both “1” and “0” current levels become unstable: for the
“1” state, the potential well becomes overpopulated with holes, and equilibrium is
recovered by recombination (current overshoot); purging the cell by forward-biasing
the drain to body junction leads an underpopulation of holes; for the “0” state, the
back interface is driven into depletion, but the holes are restored by junction leakage,
gate-induced drain leakage (GIDL) and thermal generation, tending to corrupt the
“0” state and convert it to the “1” state.

Different groups have tried to exploit the concept of FD-1T-DRAM, proposing
different structures and different mechanisms to write “1”” and “0” states, attempting
to improve the states margins, retention times, and power consumption during the
operation of the cell [9-21].

6.2.3 Scaunc Limits ofF FB/1T-DRAM

One of the most questioned drawbacks of FB/IT-DRAM has been their scalability.
The scalability of FD-SOI transistors requires a decrease in the film thickness in
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FIGURE 6.8 Silicon film thickness as a function of the channel length in an FD-SOI tran-
sistor to have a DIBL (drain-induced barrier lowering) equal to 100 mV/V. This condition
means a good control of the short channel effects (SCEs) and roughly implies a relation-
ship L, >4 Tg; between the channel length and the silicon film thickness. This constraint is
relaxed when a thinner buried oxide (BOX) thickness is used.

order to have a good control of short channel effects (SCEs). Figure 6.8 shows the
silicon thickness needed to have a good SCE control (measured as a drain-induced
barrier lowering of 100 mV/V as a function of the channel length) [22].

As shown in Figure 6.8 (Tyox=50 nm), for a channel length of 35 nm, we need
a silicon thickness of Tg; = 9 nm, but if we reduced the channel to 20 nm, we
need a silicon thickness of 6 nm, that is, the film thickness of the device should
be around four times thinner than the gate length (this condition can be relaxed if
we use thinner BOXs, a ground plane, or double-gate devices). This “scaling rule”
entails that FB-DRAMSs should be compatible with body thicknesses below 10 nm
in order to be competitive in future technology nodes, which represents a challenge
for the FB/IT-DRAM family. Several studies have revealed severe degradation in
the readout current margin between states of 1T-DRAMs when the body thick-
ness decreases below 30 nm [23]. This limitation, also known as super-coupling
effect [24], is basically an electrostatic result: the thinner the body, the more dif-
ficult to generate the potential difference in order to accommodate a high concen-
tration of electrons at one surface and a high concentration of holes at the opposite
surface of the same silicon layer.

In order to beat this paramount limitation while maintaining enough performance
in terms of sensing margins and retention time despite the scaling of the film thick-
ness, several architectures and material combinations have been envisaged. The idea
behind all of them is the effective separation of the stored carriers and the sensing
carriers by creating dedicated volumes (potential wells) inside the transistor body
(multibody devices).
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6.3 MULTIBODY MEMORIES: ADVANCED-RAM FAMILY

Different structures have been proposed during last years sharing the concept of
multibody memories, that is, the electrostatic and physical separation of stored car-
riers and sensing carriers:

1. The single transistor quantum well IT-DRAM [25]
2. Convex channel 1T-DRAM [26]
3. A-RAM family [27,28]

6.3.1 AbvaNcED-RAM MEemory CELL

In 2010, researchers at the University of Granada in Spain and Minatec in Grenoble
(France) proposed a totally new concept of 1T-DRAM cell, called advanced RAM
or A-RAM [29], using some of the IT-DRAM fundamentals but featuring a novel
architecture and electrostatic properties. A-RAM cell has been designed to physi-
cally separate majority and minority carriers even in ultrathin FD SOI layers [30] by
eliminating the super-coupling effect.

The essence of the A-RAM is an FD-SOI transistor, which features two ultrathin
semibodies physically isolated by a middle oxide (MOX) but sharing the source and
drain regions (Figure 6.9). When this device is operated as a memory cell, the top
semibody is used to store for majority carriers (holes), while the bottom semibody
serves to sense the logic state of the device through an electron current. The MOX
constitutes the key element of the A-RAM cell: electron and hole populations can be
brought very close to each other, unlike in an ultrathin single-body 1'T-DRAMs [24]:
the low-k insulator amplifies the electrostatic potential difference in the transistor
body. The A-RAM structure can be fabricated by local oxidation (MOX) of the bot-
tom semibody, followed by epitaxial regrowth of both the upper semibody and source/
drain regions. The shorter the device, the better the quality of the epitaxial layer.

G

Storage channel

Shared Shared

Sense channel

FIGURE 6.9 Schematic configuration of an A-RAM cell.
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FIGURE 6.10 A-RAM schematic operation: (a) Holding “0” state. (b) Reading “0” state by
increasing drain bias: no current flow. (c) Writing “1” state: gate voltage is increased over the
threshold voltage to switch on the channel, and a high drain voltage is used to produce impact
ionization in the drain edge of the channel. (d) Holding “1” state: hole overpopulation in the
top semibody. (¢) Reading “1” state: current flow between the source and the drain.

The SON process can also be considered: growth of a sacrificial SiGe layer, Si epi-
taxy, and SiGe etch leaving a cavity to be refilled with the MOX dielectric [31].

If there is no charge accumulated in the top semibody (storage channel, holes), the
electron concentration in the bottom semibody (sense channel) remains extremely
low, defining state “0” (Figure 6.10a). Source and drain regions are electrically iso-
lated: even raising the drain voltage results in a negligible current (Figure 6.10b).
Memory state “1” is programmed by charging the top semibody with holes (Figure
6.10c) via II or band-to-band (BTB) tunneling [32]. A volume inversion electron
channel is then activated, via electrostatic coupling, in the ultrathin bottom semi-
body, establishing electrical continuity between source and drain regions. In “reten-
tion” phase, negative gate bias and zero drain voltage are used to maintain the
potential well for the holes in the storage channel (Figure 6.10d). If the drain voltage
is increased, a substantial current flows through the transistor (Figure 6.10d).

Up to date, A-RAM operation has been validated only by numerical simulations.
Poisson and continuity equations were solved in transient mode by accounting for
the most relevant mechanisms (BTB tunneling, I, and generation-recombination
processes) using Silvaco ATLAS. Figure 6.11a shows a possible bias sequence
for writing and reading the transistor states; the sensed drain current is shown in
Figure 6.11b.

At the starting time (t = 0), the “0” bit has been written, and therefore the upper
semibody of the cell is discharged. The cell state, read by slightly increasing the
drain voltage (0.1 V), shows a negligible drain current. Next, “1” state is programmed
by II (a gate voltage pulse is embedded in a drain voltage pulse). This makes sure that
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FIGURE 6.11 Electrical simulation results for the operation of A-RAM cells performed with
Silvaco ATLAS (L; = 50 nm, T,,,, = 20 nm, Ty,ox = 4 nm, Tg; = 8 nm). (a) Bias sequence for
writing and reading memory states and (b) sensed drain current for the bias pattern shown in (a).

when the gate voltage decreases back to the negative retention value, hole recombina-
tion is inhibited. During the gate bias transient, the lateral field remains high enabling
more holes to be generated. In Figure 6.11, “1” state has been sensed 10 times, show-
ing large enough current (80 pA/um) with no degradation of the current level.
Reading is nondestructive: the refresh is needed only to compensate for temporal
charge derive. The “0” state is written by pulsing the gate bias to a positive value
(typically, 1 V for T,,=1.5 nm). Holes are rapidly eliminated (ns) by the junctions
that become forward-biased due to the sudden increase in the body potential (with
respect to the source and drain potentials). The electron concentration in the bottom
semibody decreases, and the readout drain current returns to a subthreshold value.
This capacitive coupling enables the “0” state writing without applying any drain
bias (typical procedure in IT-DRAM:s is to forward-bias the drain—channel junc-
tion to eliminate the charge). The temporal evolution of the “1” and “0” states has
been simulated for a device with a total thickness of 20 nm. MOX thickness was
considered to be 4 nm (Figure 6.12). The negative gate bias controls the concen-
tration of holes. If the amount of generated holes is larger than the value that can
be accommodated in the potential well supported by the gate bias, temporary hole
recombination occurs leading to an exponential current decay in “1” state as shown
in Figure 6.12; for longer periods of time, equilibrium is achieved, and the current
reaches a saturated constant value. The slow derive of the “0” state is caused by the
progressive repopulation of the upper body with holes resulting from thermal gen-
eration, GIDL, and leakage current in the source and drain junctions. After 0.1 s, the
margin between states is maintained, showing a large difference between “0” and
“1” levels. The drain voltage must be kept reasonably low when testing the cell state;
otherwise, II in the sense channel may be triggered destroying the information. For a
given total device thickness, increasing the MOX thickness (i.e., thinner semibodies)
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FIGURE 6.12 Evolution of the (solid symbols) “1” and (open symbols) “0” states with
time. Vg, (Retention) = -2 V, Vp(Reading) = 0.1 V. T, = 20 nm, Ty;ox =4 nm; T, = 2 nm;
T=300K,L=45nm.

benefits the cell “1” state and slightly improves retention time. The full device opti-
mization implies a tradeoff between coupling, electrostatic potential difference, and
quantum limitations (threshold voltage increase and phonon confinement in ultrathin
bodies) [27].

In summary, A-RAM cell exploits a dedicated body partitioning for charge stor-
ing and current sensing in an FD-SOI transistor. The cell features easy discrimina-
tion of “1”” and “0” states, defined by the concentration of majority carriers stored in
the upper body. Numerical simulations demonstrate competitive programming and
retention times, which result from the physical separation of the two types of carri-
ers. The A-RAM is operated in single-gate mode and achieves low-power operation
and enhanced scalability. The A-RAM concept is versatile, its architecture being
amenable to structural (FinFET) and doping (P/N) modifications.

6.3.2 SecoND GENERATION ADVANCED-RAM (A2RAM)

As an alternative to the physical isolation (MOX), the electrical isolation of the two
types of carriers could also be carried out by a vertical P-N junction, originating a
new cell architecture named A2RAM as illustrated in Figure 6.13 (which is compat-
ible with SOI substrates (a) and with Si-bulk substrates (b)) [33]. To do so, a conven-
tional MOSFET is modified by connecting the n* source and drain regions through a
buried N-type layer (named N-bridge), underneath the P-channel.

Figure 6.14 shows an example of a realistic doping profile at the middle of the
device, perpendicular to the gate, and obtained from process simulations with
ATHENA [34]: a 10" cm= N-type layer is located in-between the low-doped P-type
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FIGURE 6.14 Vertical net doping profile at the middle of the channel on the SOI sub-
strate from process simulator Silvaco ATHENA demonstrating fabrication feasibility of the
A2RAM.

body and the P-type substrate. The P-N stack was formed with high-vacuum chemi-
cal vapor deposition to epitaxially deposit the two layers of silicon at 900°C. The
total device thickness that can be achieved is very thin (typically in the range of
15-30 nm). Since the source and the drain have the same doping polarity as the
N-bridge, the source and drain regions are, in principle, electrically short-circuited
through the bridge. The basic idea for memory cell operation is to suppress/enable
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FIGURE 6.15 Schematic memory cell operation: (a) Holding “1”: the P-body is charged,
screening the gate field. (b) Reading “1”: majority carrier (electron) current flows through the
N-bridge. (c) Holding “0”: the P-body is discharged (deep depletion), and the N-bridge is FD.
(d) Reading “0”: the current through the N-bridge is negligible.

this short-circuiting by fully depleting/no-depleting the N-bridge through the
accumulation/emptying of holes in the upper channel somehow.

The top P-body is used as a storage node, whereas the lower body (i.e., a relatively
high-doped N-bridge) serves for current sense discriminating the two memory states.
The simplified sequence of states is shown in Figure 6.15. The upper body (P-type) is
charged with holes generated either by BTB tunneling [32] or by II [35] (in the MOS
transistor). These holes can be retained in the top body with negative gate bias (see
Figure 6.15a). In this situation, the vertical electric field, originated from the negative
gate bias, is screened by the positive hole charge of the P-body and has a minor effect
on the majority carriers of the N-bridge. The bridge is partially-depleted, and a small
drain bias leads to an electron current, I,, flowing through the bridge (no current
flows through the P-body) reading the “1” state (Figure 6.15b). When the top body is
discharged of holes (state “0”), the gate field is no longer screened, and the N-bridge
is FD (Figure 6.15c¢). The lack of holes in the N-bridge causes a very low current, I,
if the drain bias is increased (Figure 6.15d).

The differences with conventional FB/IT-DRAMs are threefold:

1. The drain current, defining the cell state, is due to electrons (majority car-
riers) flowing or not in the volume of the bridge.

2. The use of an insulator substrate is optional.

3. The super-coupling effect is suppressed because the coexistence of elec-
trons and holes in the same silicon slab is ensured by the vertical P-N
junction.

We have used numerical simulations to demonstrate the functionality, as the memory
cell, of the A2RAM device; Poisson and continuity equations were solved self-con-
sistently in 2-D.

First, we studied the steady-state operation of the cell: the combination of the
parallel P and N channels results in unconventional I,—V curves (Figure 6.16). In
steady state, the N-bridge is always nondepleted regardless of the gate voltage. For
negative Vg, the potential difference is basically absorbed by the accumulated holes
in the upper P-region: the more negative the gate voltage, the more holes accumu-
late screening the field. The current is weakly dependent on V. For positive gate
bias, the current flow comes from the parallel combination of the majority carriers
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FIGURE 6.16 Comparison of I,-V characteristics of A2RAM device and conventional
FD-SOI MOSFET. For Vg > V., the drain current in the A2RAM cell is the superposition
of the inversion channel current of the top MOSFET and the current of the majority carriers
of the N-bridge. For V; < V1, the MOSFET channel is off, and only the N-bridge contributes
to the drain current.

(electrons) of the N-bridge (which behaves like a resistor) and the minority carri-
ers (electrons) of the top MOSFET. As the gate bias is increased, the top inversion
channel becomes dominant. Notice that this behavior is different from that of a
depletion-mode NMOSFET, where the conduction can be effectively cut at a certain
negative gate bias.

The transient behavior is analyzed in Figure 6.17:

1. From A to B, a positive voltage is applied to the gate. The upper channel
becomes inverted with electrons, and the behavior of the device is similar
to the behavior of a MOSFET transistor.

2. From B to C, a negative voltage is suddenly applied to the gate. The chan-
nel becomes depleted of electrons, and as there are no sources of holes,
the upper channel becomes empty of carriers. The negative electric field
induced by the negative gate voltage also depletes the N-bridge, and as a
consequence, there is no current at all at the device.

3. If the gate voltage is decreased to even more negative values (C—D), BTB
tunneling starts to appear in the source—channel and drain—channel over-
lapped regions. This process injects holes into the channel that screen
the negative electric field induced by the gate. As the negative gate elec-
tric field is now weaker, the N-bridge becomes partially undepleted and
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FIGURE 6.17 Transient behavior of the A2RAM device of Figure 6.16: (a) From A to B, a
positive voltage is applied to the gate. The upper channel becomes inverted with electrons,
and the behavior of the device is similar to the behavior of a MOSFET transistor. (b) From B
to C, anegative voltage is suddenly applied to the gate. The channel becomes depleted of elec-
trons, and the upper channel becomes empty of carriers. The negative electric field induced
by the negative gate voltage also depletes the N-bridge, and as a consequence, there is no cur-
rent at all at the device. (c) If the gate voltage is decreased to even more negative values (C-D),
band-to-band tunneling injects holes into the channel, and the N-bridge becomes partially
undepleted. (d) If the gate voltage is reduced to zero (D—A), band-to-band tunneling stops, no
more holes are injected in the channel, and the drain current becomes constant.

the drain current starts to increase. The greater the hole injection, the
higher the drain current.

4. If the gate voltage is reduced to zero (D—A), BTB tunneling stops, no more
holes are injected in the channel, and the drain current becomes constant.

As observed in Figure 6.17, under negative gate voltages, there is a current window
for the same values of gate and drain voltages, which, depending on the population
of holes in the upper channel, allows the definition of two memory states:

1. “1” state: Upper channel is populated with holes that screen the negative
electric field. Drain current flows through the buried N-bridge.

2. “0” state: Upper channel is fully depleted of carriers, that is, there are no car-
riers at all in it. The negative electric field induced by the negative gate voltage
depletes the N-bridge, and no current flows between drain and source. This
state is a transient effect. After a long time, thermal carrier generation will
restore the hole population in the channel, and the “0” state will disappear.
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FIGURE 6.18 Waveforms demonstrating the functionality of the A2RAM cell: (a) Bias
pattern for gate and drain. (b) Drain current. Writing is performed by BTB tunneling.
L=22nm, ¢,=45¢eV, T, =2nm, Tp_ .4 =8 nm, and Ty_yg, = 10 nm.

Figure 6.18 shows the memory operation of the cell. The gate is biased well below
the threshold voltage of the transistor to generate an accumulation of holes in the
channel in steady-state conditions, which will determine the current level of the “1”
state. Initially, the cell is purged by writing a “0” state. To do so, a positive volt-
age pulse is applied to the gate. This pulse forward-biases the channel-source and
channel—drain P-N junctions, and holes are evacuated from the channel. If the gate
suddenly comes back to the negative value, the channel becomes empty of carriers.

We propose two alternative mechanisms to write the “1” states (restore the hole
population in the P-body): BTB tunneling [36] by means of an overbias pulse of the
retention gate voltage, or II by applying a positive gate voltage in the gate activating
the MOSFET. Nevertheless, BTB tunneling is best suited for low-power embedded
applications since the writing current is typically several orders of magnitude lower
than that with the II mechanism (during the writing time, there is an additional con-
tribution of current coming from the MOSFET, which is not present when using
the BTB mechanism). Waveforms demonstrating the cell functionality are shown
in Figure 6.18 using the BTB alternative. As observed, the “0” state corresponds to
zero drain current.

Figure 6.19 shows the transient evolution of the two states in a 22 nm-channel
length cell under continuous reading condition. In spite of the use of a very low drain
voltage to read the state of the cell, parasitic BTB tunneling (GIDL) at the drain
edge of the channel generates holes in the channel, degrading the “0” state, which is
unstable. In addition to BTB tunneling, other mechanisms contribute to the stability
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FIGURE 6.19 Evolution of the “1” and “0” state currents versus the transient time under
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FIGURE 6.20 Evolution of the “0” state current at 85°C for a 32 nm channel length device
(Tg; = 18 nm), showing a retention time around 2 ps. This retention time can be improved to
120 ps by using an underlap between gate oxide and drain and source extensions or even to
400 ms if low-doped tips are added to drain and source.

of the “0” state, such as junction leakage, thermal generation, or even II if the drain
reading bias becomes large. Figure 6.20 shows the evolution of the “0” state current
at 85°C for a 32 nm channel length device (Tg; = 18 nm), showing a retention time
around 2 ps. This retention time can be improved to 120 ps by using an underlap
between gate oxide and drain and source extensions or even to 400 ms if low-doped
tips are added to drain and source. A2RAM cells have successfully been fabricated
on both SOI and bulk-Si substrates.
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6.4 CONCLUSIONS

The FB 1T-DRAM family has grown exponentially during the last decade aim-
ing to develop innovative memory cells and replace the standard 1T+1C DRAM,
which, after more than 30 years of unchallenged success, shows signs of exhaus-
tion. Each particular approach has its own advantages and drawbacks in terms
of CMOS compatibility, scalability, power dissipation, and performance. Some of
them have stand-up featuring promising characteristics, but no one is yet competi-
tive enough to beat the DRAM supremacy. One of these promising alternatives,
fully compatible with CMOS technology, is the A-RAM family. This new con-
cept of IT-DRAM cell features N/P body partition, which enables the physical
separation of the hole storage and sense electron current. The hole concentration
controls the partial or full depletion of the N-body, modulating the sense majority
carrier current. The cell is compatible with single-gate operation and ultimate scal-
ing down to the 22 nm node. As confirmed by recent measurements, the A2RAM
cell features attractive performance (long retention, wide memory window, simple
programming, nondestructive reading, and low-power operation) for embedded
systems on bulk and SOI substrates.

ACKNOWLEDGMENTS

This work was supported in part by the Junta de Andalucia under Research Project
TIC2010-6902, and by the Spanish Government under Research Projects TEC2011—
28660 and BIOTIC-20F12/37.

REFERENCES

. R. Dennard, Field effect transistor memory, U.S. Patent No. 3,387,286.

2. H. Suname, T. Kure, N. Hashimoto, K. Itoh, T. Toyabe, and S. Asai, A corrugated capac-
itor cell (CCC). IEEE Transactions on Electron Devices 1984; 31(6):746-753.

3. K. Kim, Perspectives on giga-bit scaled DRAM technology generation, Microelectronics
Reliability 2000; 40(11):191-206.

4. H. Watanabe and 1. Honma, Stacked capacitor having a corrugated electrode U.S. Patent
No. 5.835.337, 1998; H. Watanabe and I. Honma, Stacked capacitor having a corrugated
electrode, U.S. Patent No. 6.022.772, 2000.

5. J. Lewis, Scaling the challenge of memory at 45 nm and below, http://chipdesignmag.
com/print.php?articleld=1695?issueld=0, Chip Design Magazine, 2002.

6. F. Nemati and J.D. Plummer, A novel thyristor-based SRAM cell (T-RAM) for high-
speed, low-voltage, giga-scale memories, IEDM Technical Digest 1999, pp. 283-289.

7. T. Ouisse, G. Ghibaudo, J. Brini, S. Cristoloveanu, and G. Borel, Investigation of float-
ing body effects in silicon-on-insulator metal-oxide-semiconductor field-effect transis-
tors. Journal of Applied Physics 1991; 70(7):3912-3919.

8. R. Tom Halthill, Z-RAM shrinks embedded memory, Microprocessor Report, Reed
Electronics Group, October 2005; 19, pp. 30-33.

9. H.J. Wann and C. Hu, A capacitorless DRAM cell on SOI substrate. /EDM Technical
Digest, December 5-8, 1993, pp. 635-638.

10. S. Okhonin, M. Nagoga, J. Sallese, and P. Fazan, A SOI capacitor-less 1 T-DRAM con-
cept. In: Proceedings of the 2001 IEEE International SOI Conference, Durango, CO,
2001, pp. 153-154.

Ju—



178

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

Nanoscale Semiconductor Memories

S. Okhonin, M. Nagoga, J.M. Sallese, and P. Fazan, A capacitor-less 1T-DRAM cell.
IEEE Electron Device Letters, February 2002; 23(2):85-87.

T. Hamamoto, Y. Minami, T. Shino, N. Kusunoki, H. Nakajima, M. Morikado, T. Yamada
et al., A floating-body cell fully compatible with 90-nm CMOS technology node for a
128-Mb SOI DRAM and its scalability. IEEE Transactions on Electron Devices 2007;
54:563-571.

I. Ban, U.E. Avci, U. Shah, C.E. Barns, D.L. Kencke*, and P. Chang, Floating body cell
with independently-controlled double gates for high density memory. IEDM Technical
Digest 2006, pp. 1-4.

M. Bawedin, S. Cristoloveanu, J.G. Yun, and D. Flandre, A new memory effect (MSD)
in fully depleted SOI MOSFETSs. Solid-State Electronics 2005; 49(n = 9):1547-1555.
F. Assaderaghi, J. Chen, R. Solomon, T. Chan, P. Ko, and C. Hu, Time dependence
of fully depleted SOI MOSFET’s subthreshold current. In Proceedings of IEEE
International SOI Conference, October 1991, Vail, CO, pp. 32-33.

M. Bawedin, S. Cristoloveanu, and D. Flandre, A capacitor-less 1T-DRAM on SOI
based on double gate operation. [EEE Electron Device Letters 2008; 29(n + 7):795-798.
A. Hubert, M. Bawedin, G. Guegan, T. Ernst, O. Faynot, and S. Cristoloveanu, SOI
1T-DRAM cells with variable channel length and thickness: Experimental compari-
son of programming mechanisms. Solid-State Electronics, November/December 2011;
65-66C:256-262.

S. Okhonin, M. Nagoga, E. Carman, R. Beffa, and E. Faraoni, New generation of
Z-RAM. IEDM Technical Digest 2007, pp. 925-928.

G. Giusi, M.A. Alam, F. Crupi, and S. Pierro, Bipolar mode operation and scalability
of double-gate capacitorless 1T-DRAM cells, IEEE Transactions on Electron Devices,
August 2010; 57(8):1743-1750.

D.-1l Moon, S.-J. Choi, J.-W. Han, S. Kim, Y.-K. Choi, Fin-width dependence of BJT-
based 1T-DRAM implemented on FinFET, IEEE Electron Device Letters, September
2010; 31(9):909-911.

Z. Lu, N. Collaert, M. Aoulaiche, B. De Wachter, A. De Keersgieter, W. Schwarzenbach,
O. Bonnin et al., A novel low-voltage biasing scheme for double gate FBC achieving 5s
retention and 10'¢ endurance at 85°C, IEDM Technical Digest 2010, pp. 12.3.1-12.3.4.
O. Faynot, F. Andrieu, C. Fenouillet-Béranger, O. Weber, P. Perreau, L. Tosti, L. Brevard
et al., Planar FDSOI technology for sub 22 nm nodes, I[EDM Technical Digest, 2010,
pp.- 3.2.1-3.2.4.

U.E. Avci, 1. Ban, D.L. Kencke, PL.D. Chang, Floating body cell (FBC) memory
for 16-nm technology with low variation on thin silicon and 10-nm BOX. In /EEE
International SOI Conference, New Paltz, NY, 6-9 October 2008, pp. 29-30.

S. Eminente, S. Cristoloveanu, R. Clerc, A. Ohata, and G. Ghibaubo, Ultra-thin fully
depleted SOI MOSFETSs: Special charge properties and coupling effects. Solid-State
Electronics 2007;51(2):239-244.

M.G. Ertosun, P. Kapur, and K.C. Saraswat, A highly scalable capacitorless double gate
quantum well single transistor DRAM: 1T-QW DRAM. [EEE Electron Device Letters
2008; 29:1405-1407.

M.H. Cho, C. Shin, and T.J.K. Liu, Convex channel design for improved capacitor-
less DRAM retention time. In Simulation of Semiconductor Processes and Devices
(SISPAD °09), The 2009 on International Conference, San Diego, CA, 2009, pp. 1-4.
N. Rodriguez, F. Gamiz, and S. Cristoloveanu, A-RAM memory cell: Concept and oper-
ation, IEEE Electron Device Letters 2010;31(9):972-974.

N. Rodriguez, S. Cristoloveanu, and F. Gamiz, Capacitor-less A-RAM SOI mem-
ory: Principles, scaling and expected performance, Solid-State Electronics 2011;
59(1):44-50.



A-RAM Family 179

29.

30.

31.

32.

33.

34.
35.

36.

N. Rodriguez, F. Gamiz, and S. Cristoloveanu, Point memoire RAM a un transistor,
Patent FR09/52 452.

N. Rodriguez, S. Cristoloveanu, and F. Gamiz, A-RAM: Novel capacitorless DRAM
memory. In Proceedings of IEEE International SOI Conference, Foster City, CA, 2009,
pp- 1-2.

M. Jurczak, T. Skotnicki, M. Paoli, B. Tormen, J. Martins, J. Regolini, D. Dutartre
et al. Silicon-on-Nothing (SON) an innovative process for advanced CMOS, /EEE
Transactions on Electron Devices, November 2000; 47(11):2179-2187.

E. Yoshida and T. Tanaka, A capacitorless 1T-DRAM technology using gate-induced
drain-leakage (GIDL) current for low-power and high-speed embedded memory, /IEEE
Transactions on Electron Devices, April 2006; 54(4):692-697.

N. Rodriguez, F. Gamiz, and S. Cristoloveanu, Novel capacitorless 1T-DRAM cell for
a 22-nm node compatible with bulk and SOI substrates, IEEE Transactions on Electron
Devices 2011, ED-58:2371-2377.

ATHENA User’s Manual. Santa Clara, CA: Silvaco, 2012.

R. Ranica, A. Villaret, C. Fenouillet-Beranger, P. Malinge, P. Mazoyer, P. Masson,
D. Delille et al., A capacitor-less DRAM cell on 75 nm gate length, 16 nm thin fully
depleted SOI device for high density embedded memories, IEDM Technical Digest
2004, pp. 277-280.

R. Ranica, A. Villaret, P. Malinge, P. Mazoyer, D. Lenoble, P. Candelier, F. Jacquet et al.,
A one transistor cell on bulk substrate (1T-bulk) for low-cost and high-density eDRAM.
In VLSI Symposium on VLSI Technology, 2004, Digest of Technical Papers, Honolulu,
Hawaii, June 2004, 427, pp. 128-129.






Part Il

Novel Flash Memory






7 Quantum Dot-Based
Flash Memories

Tobias Nowozin, Andreas Marent,
Martin Geller, and Dieter Bimberg

CONTENTS
7.1 INErOAUCHION ...ttt e 183
7.2 Conventional Charge-Based Semiconductor Memories
(DRAM and Flash) .......coooiiiiiiii e 184
7.3 Memory Based on Self-Organized Quantum Dots ...........cccceieiiniiinnnne. 185
7.3.1 -V Semiconductor Compounds and Heterostructures ................. 185
7.3.2  Self-Organized Quantum DOtS .......c..coceevirieiiniieiinieiceeeee 186
7.3.3 Memory Cell Based on Self-Organized QDS.........ccccccceecveeuieinnnne. 187
7.3.4 Storage in Self-Organized QDS.........ocooiriiiiiiiiiniiniciceiee 188
7.3.5 Charge Detection in QDs Using a 2-DEG/2-DHG........................... 190
7.3.6  Write and Erase Times in QDS......cccccoeiieeiiiiieeiie e 192
7.3.7 Low-Temperature Demonstrator............ccccocveveevenienienieecienieeeeneenn 194
7.3.8 Challenges To Be Solved.........cccooeeiiiieiiiiiniiiceceeeeee 196
T4 CONCIUSION ...viiiiiiieiicieee et e 197
ACKNOWIEAZMENLS ..ottt st 198
RETEIEICES ... 198

7.1 INTRODUCTION

Some of the main technological achievements in the past decades are the capabilities
to process and store increasing amounts of data. Such capabilities represent the foun-
dation of the modern information society and depend on the success of the semicon-
ductor industry to increase the performance of micro- and nanoelectronic devices.
The key strategy since the invention of the integrated circuit has been “simply”” down-
scaling the feature size, which has been coined as Moore’s law. Downscaling will
lead to feature sizes of just 10 nm as projected by the ITRS for 2020 [1]. Obviously,
the feature size is reaching dimensions, in which quantum mechanics starts to domi-
nate the physical properties of the underlying material. A growing number of diffi-
culties in realizing such small structures are expected, and very little progress based
just on downscaling is feasible beyond that limit. Therefore, considerable research
effort is devoted to the search for alternative memory technologies.

One promising approach is the use of self-organized nanomaterials in future
memories. In particular, self-organized quantum dots (QDs) based on I1I-V materials

183



184 Nanoscale Semiconductor Memories

provide a number of advantages, as billions of them can be fabricated simultaneously
with a high area density (10'°-10'> cm~?) without any lithography in a bottom-up
approach. In addition, they show extremely fast carrier capture and relaxation in the
sub-picosecond range [2]. By properly designing the barrier/QD material combina-
tion, the retention time of charges in the QDs can be tuned, potentially up to 10° years
at room temperature [3]. Hence, a QD-based memory could exhibit ultrasmall size,
long retention times, and a fast write/read access.

7.2 CONVENTIONAL CHARGE-BASED SEMICONDUCTOR
MEMORIES (DRAM AND FLASH)

The market for semiconductor memories is divided mainly between two memories:
the dynamic random access memory (DRAM) and the flash memory. Being essen-
tially different in design, both have their advantages and disadvantages in terms
of performance. The DRAM is fast with a typical access time of 10 ns, but vola-
tile with retention times in the range of some 10 ms, requiring periodical refresh
of the information, consuming energy. In contrast, the flash is nonvolatile (with a
retention time of more than 10 years), but suffers from a slow write time of some
microseconds.

The basic cell structures of the DRAM and flash are schematically shown in
Figure 7.1. The standard DRAM cell (Figure 7.1a) consists of one transistor and one
capacitor (1T-1C) per cell [4]. The information bit is stored in the form of charges
on the capacitor plates while the transistor controls the write and read access to the
cell. The transistor itself is activated via a bit-line and word-line array. The main
shortcoming of this design is charge leakage in the capacitor, which leads to short
retention times.

The flash cell (Figure 7.1b) consists of a metal-oxide—semiconductor field-effect
transistor containing a storage node that acts as additional gate (floating gate) [4]. The
floating gate is isolated by a dielectric (such as SiO, or HfO,), which acts as a barrier
to restrain the charge carriers within the storage node. Depending on the charge state
of the floating gate, the channel charge varies and the turn-on voltage of the transistor
shifts. A typical barrier height of about 3.2 eV leads to retention times of >10 years.
Writing and erasing charges from the floating gate are slow as the carriers have to
overcome the barrier by either hot-electron injection or Fowler—Nordheim tunneling.

Bit-line SiO, barriers
| Word-line J \
1
-~ Transistor ~3.2eV
AN

Capacitor ) !
() (b) Si-Floating gate

Channel

FIGURE 7.1 Schematics of conventional semiconductor memories: (a) 1T-1C cell of the
DRAM and (b) flash memory cell.
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This writing/erasing mechanism also leads to the successive destruction of the barriers
and low endurance of the flash.

7.3 MEMORY BASED ON SELF-ORGANIZED QUANTUM DOTS

The QD-based flash memory (QD-flash) [5,6] is a charge-based memory in which
charge carriers are confined within a heterostructure made out of III-V compound
semiconductors with large band offsets. There are five key advantages of the QD-flash
as compared to the conventional flash memory based on the Si/SiO, material system:

e The barrier height can be designed. By combining various materials, the
band structure of the device can be designed. The properties of the memory
can be tailored to be either very fast with infrequent refresh, or slower but
nonvolatile, or anywhere in between. The wide variety of different material
combinations is a decisive advantage as compared to the Si/SiO, material
system.

e Defect-free interfaces. Although technologically advanced and abundant,
the Si/SiO, material system is far from being perfect. Defects and dangling
bonds at the Si/SiO, interface are a major issue and present a limit when the
structures are scaled down to the nanoscale. In contrast, III-V interfaces
can be ideal: free of any defect, atomically almost abrupt, even if moderate
strain is present due to lattice mismatch.

e Voltage tunability. The effective barrier height in the QD-flash memory is
voltage-tunable and can be reduced to zero, which should allow very fast
write times on the sub-picosecond time scale.

o Writing/erasing does not damage the structure. Unlike in the flash mem-
ory, where extremely large fields are necessary [7], the QD-flash does not
require high fields, which increases the endurance and the reliability.

* Hole-based charge storage can be used. Hole-confining type-II systems
(such as material combinations based on GaSb) create huge confining
potentials for holes while being repulsive for electrons. This way, storage
times of 10° years might be realized [3], a prerequisite for nonvolatility.

The following sections will give an overview of the QD-flash memory concept, start-
ing with some basics about III-V semiconductors and heterostructures (Section 7.3.1),
self-organized QDs (Section 7.3.2), followed by the QD-flash memory concept
(Section 7.3.3), and what has been achieved so far experimentally concerning stor-
age times (Section 7.3.4), charge detection (Section 7.3.5), write times (Section 7.3.6),
and a first fully functional demonstrator (Section 7.3.7). The last section (7.3.8) will
discuss the problems that still need to be solved.

7.3.1 -V SemicoNnDUCTOR COMPOUNDS AND HETEROSTRUCTURES

Molecular beam epitaxy (MBE) and metal-organic chemical vapor deposi-
tion (MOCVD) are epitaxial growth techniques to deposit defect-free semicon-
ductor heterostructures with atomically abrupt interfaces. In a device based on a
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FIGURE 7.2 Band gaps of III-V compound semiconductors and their ternary alloys vs.
the lattice constants at zero temperature. The inset shows three possible interfaces of double
heterostructures. (After Vurgaftman, L. et al., J. Appl. Phys., 89(11), 5815, 2001.)

heterostructure, the optical and electronic properties can be tailored by selecting
chemically different materials and geometric dimensions for the individual layers.

The band gap of the most important III-V semiconductors and their ternary alloys
is shown in Figure 7.2 vs. their lattice constants. In a heterostructure, besides the
band gap, the relative positions of the valence and conduction bands are of critical
importance, which is referred to as the band alignment. The band gap and the band
alignment determine the band offsets of the valence and conduction bands. Three
different band alignments are distinguished (see inset of Figure 7.2). If two semicon-
ductors are aligned as type-I, the valence and conduction bands of the semiconductor
with the smaller band gap lie completely within the band gap of the other semicon-
ductor (i.e., InAs/GaAs). Both carrier types, electrons and holes, are localized in
the narrower gap material. In a type-II staggered heterojunction, the band gaps of
the two materials show only partial overlap (i.e., GaSb/GaAs), while for a type-II
broken-gap alignment, the band gaps of the two semiconductors do not overlap at all.

The band gaps of many III-V semiconductors lie within the range of the photon
energy of UV or visible light and the near infrared and have hence found numerous
applications as LEDs, semiconductor lasers, and detectors.

7.3.2  SeLF-OrGANIZED QUANTUM DorTs

Self-organized QDs are low-dimensional heterostructures, which confine electrons
and/or holes within all three spatial directions [8]. As the dimensions of the QDs are
below the de Broglie wavelength of the charge carriers, discrete energy levels form
within the confinement potential, a property that has coined the term artificial atom
for QDs.

Semiconductor QDs are typically grown by MBE or MOCVD in the Stranski—
Krastanow [9] growth mode. Dome- or pyramid-shaped QDs form on an initially
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two-dimensional (2-D) layer as a result of self-organization effects, which take
place due to total energy minimization of lattice-mismatched semiconductors at
the heterointerface [10]. The resulting ensembles of small islands are coherent and
defect-free and can be very regular and homogeneous in size, shape, and composi-
tion (called self-similarity). A typical QD has a diameter of some 10 nm, a height of
about 2-5 nm and area densities of 10'°-10'> cm~2 can be obtained. By changing the
growth parameters, the size and shape of the QDs can be modified, enabling to tailor
the optical and electronic properties.

7.3.3  MEemory CeLL BAseD ON SELF-ORGANIZED QDs

Due to the large confinement of charge carriers within the QDs, they can be used as
storage units in a memory device. Schematics of the band structure for a hole-based
QD-flash memory and its basic operation principles are shown in Figure 7.3 [5,6,11].
The idea is to embed a layer of self-organized QDs in a modulation-doped field-
effect transistor (MODFET). The QDs are used to store the information, while the
MODFET is used to control the charge state of the QDs and to perform the memory
operations. In the vicinity of the QD layer, a 2-D carrier gas is placed, which is used
for the read-out of the stored information.

In order to store a logic “1” (here defined as QDs filled with charge carriers),
an emission barrier is needed to prevent the charge carriers from unwantedly leav-
ing the QDs. The emission barrier is formed by the binding potential of the QDs
(Figure 7.3a). To store a logic “0” (empty QDs), a capture barrier is needed to prevent
charge carriers from being captured into the QDs. The capture barrier is formed
by the band bending of the Schottky diode, which acts as gate in the MODFET
structure.

The write process is shown in Figure 7.3b. When a gate bias is applied in forward
direction, the capture barrier can be completely eliminated. The holes get captured
by the QDs and relax down to the lowest hole state. This carrier capture and relax-
ation process is extremely fast for QDs and was predicted to be on a sub-picosecond
time scale at room temperature [2,12]. Hence, the great advantage of the QD-flash
concept as compared to the conventional flash memory is its ability to completely
eliminate the capture barrier, which can be tuned by the gate voltage.

2DHG
channel
- p-8-doping 4
5] R w A\ e ’O/ """"" EF """""""""""""""" EF
5 Emission Ey - Ey Ey
Y barrier _[ Capture GateT ¥ Capture Tunnel
s barrier i e
Gate QD bias emission

(a) (b)

FIGURE 7.3 Schematic depiction of the basic memory operation of the QD-flash based on
hole storage. (a) Storage, (b) writing, and (c) erasing operations.
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FIGURE 7.4 Schematic device structure of the QD-flash based on hole storage. A layer of
self-organized QDs is inserted into a MODFET structure and acts as additional gate. The
charge state of the QDs is detected via a measurement of the conductance of the 2-DHG.

The erasing principle is shown in Figure 7.3c. A gate bias in reverse direction
leads to a larger electric field, which increases the band bending. This narrows
the triangular emission barrier and increases its transparency, hence increasing
the tunneling probability. The holes tunnel out of the QDs into the valence band
continuum.

The read-out of the information stored in the QDs is done by a conductance mea-
surement in the 2-DHG. Holes inside the QDs decrease the carrier density in the
2-DHG due to the field effect and lower the mobility due to increased scattering (see
Section 7.3.5). Both effects can be directly measured as a reduction of the conduc-
tance of the 2-DHG.

The structure of a QD-flash for holes is shown in Figure 7.4. A layer of self-
organized QDs is inserted into a MODFET structure. Underneath the QD layer,
a quantum well or a heterointerface facilitates the formation of a 2-DHG. The holes
are provided by 8-doping, while the rest of the device is nominally undoped. The
2-DHG is contacted via two ohmic source/drain contacts, and a Schottky contact
acts as control gate.

7.3.4 STORAGE IN SELF-ORGANIZED QDs

The storage time in self-organized QDs is limited by the carrier emission and capture
processes. The key parameter is the barrier height yielding the localization energy
of the QDs. The localization energy depends on both the ITI-V material combination
and the size of the QDs. In general, a larger localization energy leads to a longer
storage time. Hence, material combinations must be searched for, which have a large
band offset either in the conduction or preferably the valence band, where carriers
have a larger effective mass.

Three basic carrier emission mechanisms exist and are observed in QDs: tunnel-
ing, thermally assisted tunneling, and thermal activation (see insets of Figure 7.8).
For pure tunneling emission, the charge carriers tunnel directly through the
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triangular barrier. For thermally assisted tunneling, the charge carriers are acti-
vated to an intermediate energy level thermally for AE ~ kT and successively tun-
nel out of the QDs through a barrier that is now effectively smaller and narrower
than that for the initial level. For thermal activation, the charge carriers are emitted
from the QDs across the barrier. The process with the highest emission rate will
dominate. For a memory, the device must be designed in such a way that thermal
activation is the limiting factor to the storage time. For pure thermal emission, the
emission rate e, is [13]

¢o=dl’s. expE 2 - (7.1)
B -

where
E, is the activation energy
T is the temperature
k is the Boltzmann constant
., is the capture cross section for 7 = o
y is a temperature-independent constant

Based on Equation 7.1, deep-level transient spectroscopy (DLTS) [13,14] is used to
determine the localization energy for various QD material systems. Table 7.1 shows
the measured localization energies and the resulting storage times at room tempera-
ture. Indeed, QDs with a larger localization energy have a longer storage time for
the same carrier type. Figure 7.5 shows the storage times of various material sys-
tems vs. the measured localization energies on a semilogarithmic scale [3]. As a
rule of thumb, the storage time increases by about one order of magnitude for every
50 meV additional localization energy. An extrapolation yields a localization energy
of ~1.14 eV to reach 10-year storage time. Using 8-band-k-p theory [15,16], the local-
ization energy for QDs of various material combinations can be calculated. Based
on the extrapolation of the experimental data in Figure 7.5, the storage time can

TABLE 7.1

Experimental and Theoretically (Marked with an Asterisk)
Predicted Localization Energies and Storage Times in Various
QD Heterostructures

Charge Localization Storage Time
Material System Carrier Type Energy at 300 K
InAs/GaAs [34] Electron/hole 290 meV/210 meV ~ ~200 ns/~0.5 ns
GaAs, ,Sh,/GaAs [30,31]  Hole 450 meV 1 ps
InAs/Aly (Ga, ,As [32] Hole 560 meV 5 ms
InAs/Al,,Ga, As [3] Hole 710 meV 1.6s
GaSb/GaP [33] Hole ~1.4eV* >10° years*

GaSb/AlAs [3] Hole ~1.4eV* >10° years*




190 Nanoscale Semiconductor Memories

T T T v T T T T T Y T
GaSb/AIAs i 6
- t >10
L [=300K GaSb/GaP— 7] ] 10 Y
10°" I | @ Experiment ]
F[° Theory InSb/GaAs + 10 years
5 100 Ing5Gag5Sb/GaAs .
2 - 24h
i GaSb/GaAs ___ ]
% 1001_ InAs/GaP —__ _
g I InAs/GaAs+AljoGag As 1
& - > InAs/GaAs+Aly Gag 4As ]
106 L  SilGe ]
i ® GaAs4Sby ¢/GaAs 1
InGaAs/GaAs
10—12 i | . 1 N 1 N 1 N 1 N 1 s
02 04 06 08 1.0 1.2 14

Localization energy (eV)

FIGURE 7.5 Experimental (black data points) and theoretical (white data points) car-
rier storage times vs. the localization energy of different QD heterostructures. An extrapo-
lation allows to predict the storage times based on the localization energies calculated by
8-band-k - p theory.

be predicted. A very promising material system is based on antimony (Sb), which
has type-II properties with exclusive hole localization, and the difference of the band
gaps goes almost completely into the valence band offset. When combining GaSb
with either GaP or AlAs, a localization energy of ~1.4 eV should be reached, much
beyond 1.14 eV and sufficient for nonvolatility.

7.3.5 CHARGE DetecTiON IN QDs UsING A 2-DEG/2-DHG

The QD layer couples to an adjacent 2-D carrier system, a mechanism that is used
to detect the logic state in the QDs. Charges inside the QDs can couple in two ways
to the 2-D carrier gas [17]. In the Drude model of a 2-D gas, the conductance is [18]

S=nmp——t (72)
m

where
n, p is the area density of the charges in the 2-D gas
e is the elementary charge
m* is the effective mass
T is the inverse of the sum of the individual scattering rates of all processes
involved (following Matthiessen’s rule)

The first coupling mechanism influences the scattering time t. The charges inside
the QDs act as scattering centers for the free moving charges inside the 2-D gas
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and hence contribute to the total scattering rate 1/t. The QDs can be described like
remote impurities that lead to a scattering rate in the 2-D gas of [18]

1, PhNngo (7.3)
t 8m* (kp|d])’
where

N is the number of charges per QD

ngp is the area density of the QDs

m* is the effective mass

k. is the wave vector at the Fermi energy

d is the distance of the 2-D system to the QD layer

The scattering rate induced by the charges inside the QDs must be higher than
that of any other scattering mechanism in order to be the control parameter of the
conductance.

As phonon population increases with increasing temperature, the coupling by
scattering can be neglected at room temperature [19,20].

The second coupling mechanism influences the area density n, , of the carriers.
The 2-D gas is depleted of free carriers by the field effect induced by the charges in
the QDs. In a simple model where the gate contact, the QDs, and the 2-D channel
are capacitively coupled, the effect of charges inside the QDs on the channel charge,
commonly expressed as threshold voltage shift AV,,, which is necessary to keep the
channel charge constant, can be approximated as [21,22]

DV, @ % (7.4)

gate/QD

where Cyyeiop = (€,€0A4)/d is the capacitance between the QD layer and the gate con-
tact with the permittivity €, the vacuum dielectric constant g, the gate area A, and
the distance d between the gate and the QD layer. It is assumed that the QD layer
distance to the channel is much smaller than the distance to the gate. The field effect
is independent of the temperature if the carriers remain localized at all temperatures.

Due to the localization of the carriers within two dimensions, the 2-D gas is also
perfectly suited to detect single- and many-particle states inside the QDs [23,24],
which has been demonstrated up to temperatures of ~77 K [25]. If the Fermi func-
tion is steep enough (low temperature) and the gate voltage is swept in such a way
that the system can relax into thermal equilibrium for each voltage step, the charge
carriers in the 2-D gas tunnel into the QDs. This lowers the carrier density within
the 2-D gas and increases the scattering. Both effects can be detected via the conduc-
tance. Whenever the Fermi level passes a peak (valley) in the density of states of the
QD ensemble, the conductance will decrease (increase) as more charge carriers from
the 2-D gas tunnel to the QDs and do not contribute to the source/drain current any-
more (i.e., lowering n, j, in Equation 7.2). Figure 7.6 shows the capacitance—voltage
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FIGURE 7.6 Gate-source capacitance—voltage curves of a MODFET structure with embed-
ded QDs. The 2-DHG is used to detect the many-particle density of states of the QD ensemble.
Each peak represents a many-particle hole state in the QD ensemble.

curve of a hole-based MODFET structure with an embedded layer of QDs, similar
to the one shown in Figure 7.4. Whenever the tunneling probability is increased
between the QDs and the 2-DHG, at voltages where the Fermi level is aligned with
a peak in the density of states within the QD ensemble, the capacitance rises. Due to
many-particle effects, such as Coulomb repulsion (Coulomb blockade) and exchange
interaction, the peaks represent the many-particle density of states within the QD
ensemble. Individual hole levels could be distinguished up to a temperature of about
~T77 K. Above that temperature, the Fermi function in the 2-DHG detector broad-
ened and the peaked structure vanished. Nevertheless, the charge state in the QDs
can still be detected at room temperature (although the energy levels cannot be dis-
criminated individually anymore). With a slightly adapted capacitance model, the
individual-level splittings of the many-particle hole states were extracted [25].

7.3.6  WRITE AND ErASE TiMEs IN QDs

One figure of merit for a memory is the time that is needed to write the informa-
tion to the memory cell. We separate now the processes of writing and erasing of
information. Writing means charging the QDs, while erasing stands for discharging
the QDs.

In a QD-based memory, the carrier capture and relaxation times to the QDs limit
the possible write times. Electron capture has been investigated by interband-pump
intraband-probe measurements [12], while hole capture has been studied in DLTS
experiments [2]. Both studies revealed a capture and relaxation within picoseconds
at room temperature, three orders of magnitude faster than that in a DRAM cell.
This extremely fast carrier capture should enable fast write times in a QD-based
memory (<ns), which are independent of the storage time.
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FIGURE 7.7 Write time limits for InAs/GaAs and GaSb/GaAs QDs. The inset shows the
C-V hysteresis of the GaSb QD sample with the individual steps in the measurement cycle.

To study the limits of the write time in QD-based memories, a pn-diode structure
with a layer of QDs embedded into the p-doped region was studied [26]. Figure 7.7
shows the results for a diode with type-I InAs/GaAs QDs and a diode with GaSb/
GaAs QDs. The measurement principle is the following and is illustrated in the inset
of Figure 7.7. It shows the C-V hysteresis curve of the GaSb QDs, in which the mem-
ory effect due to the carrier confinement in the QDs can clearly be seen as hysteresis.
Around a bias voltage of 0 V, the QDs are above the valence band of the surrounding
GaAs and are filled with holes, whereas at higher reverse bias, the QDs are below
the Fermi level and the holes are emitted, leading in equilibrium to empty QDs.
The measurement cycle is the following: first, the diode is set to high reverse bias
(~16 V) to discharge the QDs (step 1), then the larger capacitance is measured at the
measurement voltage V, ... (step 2). After that, a short write pulse to 0 V is applied
to fill the QDs with holes (step 3), and at last, the lower capacitance is measured at

(step 4). The difference in the two measured capacitance values gives the maxi-
mum hysteresis opening AC,,,.. For each measurement cycle, the write pulse width
is successively reduced from 10 ps to 300 ps, resulting each in a measurement point
for AC,,,,. At some point in the measurement, the write pulse width is too short to
completely fill the QDs with holes, and AC,,,, will drop. This drop can be seen in
both curves in Figure 7.7. We define the write time limit as the point where AC,, ., has
decreased to 50%. This gives a value of 6 ns for the InAs/GaAs QDs and 14 ns for the
GaSb/GaAs QDs. Hence, a write time in the range of DRAM values is demonstrated.
These write time limits do not yet reveal the intrinsic properties of the QDs (capture
and relaxation of carriers), but are controlled by the RC parasitics of the diode struc-
ture, which had not been designed for high-speed measurements. With an optimized
device design, much faster write times, close to the physical limit, should be possible.

The erase process is essentially different, as the underlying process is not capture
and relaxation but tunneling, where the barrier shape and the barrier height have to
be taken into account. To study the erase process, the same pn-diode structure that

mea<
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FIGURE 7.8 Emission rate (corresponding to the erase time) vs. the inverse electric field.
A transition from pure tunneling via thermally assisted tunneling to thermal emission can be
observed. The linear dependence of the tunneling rate on the inverse field allows to extrapo-
late the field needed for a desired erase time in the pure tunneling regime.

was used in the write time measurements, was studied at different temperatures and
different bias voltages. The measurement principle was the same as for the write
time measurements, with the reversed sequence of the steps in the duty cycle. Figure
7.8 shows the emission rates vs. the inverse electric field of a sample with GaSb QDs
embedded in a pn-diode. In this depiction, a pure tunneling emission process appears
as a straight line [27]. A clear transition from pure thermal emission via thermally
assisted tunneling to pure tunneling emission can be observed when the reverse bias
voltage and hence the electric field are increased (decreasing inverse field). From the
linear dependence observed in the tunneling regime, the electric field that would be
necessary for 10 and 1 ns erase time limits can be extrapolated, and we get ~500 and
~650 kV/cm, respectively. These values are small as compared to the 8—10 MV/cm,
which are used in conventional flash memories [7], but are expected to increase as
soon as the carrier localization energy in the QDs is increased.

7.3.7 Low-TEMPERATURE DEMONSTRATOR

To demonstrate the feasibility of the QD-flash memory concept, a first prototype was
fabricated as a demonstrator [6,11]. A schematic structure is shown in Figure 7.9.
It uses InAs/GaAs QDs to store holes. The design is based on a GaAs-MODFET
structure, in which a 2-DHG is formed inside a QW in the vicinity of the QD layer.
First, a 1 pm thick GaAs buffer layer is deposited on top of a semi-insulating sub-
strate. Then, a 40 nm thick p-doped layer is grown, followed by a 7 nm GaAs
spacer layer. On top of the spacer, an 8 nm wide In,,sGa, s As layer is deposited,
followed by 20 nm of undoped GaAs and the InAs/GaAs QDs layer. Finally, the
structure is completed by 180 nm undoped GaAs. The device is processed into
Hallbar mesas with an active gate area of 740 x 310 pm? using conventional chemical
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FIGURE 7.9 Schematic depiction of the InAs/GaAs QD MODFET low-temperature

demonstrator that was used as proof of principle. The 2-DHG is formed inside an
Ing,5Gagz5As QW.

wet-etching techniques. The source/drain contacts are metalized using Ni/Zn/Au
and annealed at 400°C for 3 min. The Schottky gate contact was made by Ni/Au.

To study the influence of the holes stored inside the QDs on the conductance
of the 2-DHG, the drain current /;, was measured while simultaneously sweeping
the gate bias V; from —0.5 to 1.5 V. The resulting hysteresis curve can be seen in
Figure 7.10a. At a gate bias of —0.5 V, the QDs are above the Fermi level and capture
holes until they are fully charged. In contrast, at a gate voltage of 1.5 V, the QDs are
well below the Fermi level and all holes are emitted. If the sweep time between these
two values is smaller than the storage time of the holes in the QDs at a given tem-
perature, a hysteresis curve can be seen. At a temperature of 50 K, the hole storage
time in InAs/GaAs QDs is much longer than the sweep time of 1 ms. When the tem-
perature is increased, the relative hysteresis opening (with respect to the upper value)
decreases since the storage time becomes shorter. This can be seen in Figure 7.10b,
where the effect of the temperature and the sweep time is shown.

To determine the write and erase times of the demonstrator, we used a method
similar to the one described in Section 7.3.6, substituting the capacitance mea-
surement by the measurement of the drain current. The write times are shown
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FIGURE 7.10 (a) Drain current hysteresis curve of the demonstrator. (b) Relative hysteresis
opening vs. the temperature for two different sweep times.
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FIGURE 7.11 (a) Write and (b) erase times vs. different pulse voltages for two different
temperatures.

in Figure 7.11a for two different temperatures and different write pulse voltages.
Starting with a write pulse at 0 V, the write times decrease by three orders of mag-
nitude when increasing the write pulse voltage to —1.75 V, where the Schottky diode
of the MODFET structure is extremely forward biased. The write times then stay
nearly constant at around 80 ns. This value is in good agreement with the cutoff
frequency of the RC parasitics of the device. A dependence of the write time on the
temperature could not be observed here since the carrier capture process is expected
to be temperature independent. The erase times are shown in Figure 7.11b for dif-
ferent erase pulse voltages and two different temperatures. Here also, a decrease
with the pulse voltage can be observed as the band structure is further tilted by the
increased electric field, and hence the tunneling probability of the holes in the QDs
is increased. The erase time is about 350 ns for an erase pulse of 2.5 V and a tem-
perature of 50 K. In contrast to the carrier capture, the carrier emission process does
show a temperature dependence as the underlying emission process can also involve
thermally assisted tunneling.

7.3.8 CHALLENGES To BE SoLvep

The use of self-assembled QDs as storage units has produced extremely promising
results so far. The storage time at room temperature was increased by nine orders
of magnitude from 0.5 ns up to 1.6 s by using a variety of III-V material systems.
Write times in the range of the DRAM access time were demonstrated, and a first
demonstrator was fabricated and successfully tested. Still, considerable challenges
remain. These are mainly the following:

e The storage time needs to be increased to reach nonvolatility. To reach a
storage time of 10 years at room temperature, an increase in the localization
energy up to at least ~1.14 eV is necessary (see Figure 7.5). The challenge
is here mainly related to the growth of high-quality heterostructures that
combine materials with a larger difference in the band gaps than hitherto,
facilitating a larger band offset in either the conduction or the valence band.
Unfortunately, band gaps are inversely connected to the lattice constant
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(see Figure 7.2), making it more difficult to combine these materials. The
most promising candidates are GaSb on Al,Ga,_,As and GaSb on GaP due
to the type-II properties of these heterostructures.

e The read-out efficiency must be improved. The transfer characteristics and
the hysteresis opening of the demonstrator are still too small to be used in a
memory application. The transfer characteristic can be optimized by alter-
ing the MODFET design, whereas the hysteresis opening (i.e., threshold
voltage shift usually denoted as AV,,,) can be increased by a stack of QD
layers, which increase the number of charges stored in the storage unit.
Also, the number of charges that a QD can store increases with increasing
localization energy.

e The write times need to be decreased to reach the physical limit. To achieve
write times closer to the physical limit of carrier capture and relaxation
(~ps), the RC parasitics of the device must be optimized. In the MODFET
structure, this can be achieved by scaling the gate area and the device size
down. If the gate area is scaled down, while the gate aspect ratio is kept
constant, the sheet resistance stays constant while the capacitance scales
linearly with the gate area, reducing the overall RC value. Thus the write
time will be reduced.

o The erase time needs to be decreased. In contrast to the write times, the
limitations for the erase times are not related to device size or design, but
are a result of the tunneling emission. One solution might be to increase
the electric field during the erasing process by applying a higher bias volt-
age. This increases the band bending and narrows the triangular emission
barrier, enhancing the tunneling rate [27]. Another option would be the
implementation of a resonant tunneling structure where the tunneling rates
are enhanced [28], if the energy levels of a superlattice structure are in
resonance with each other. This poses a challenge to the band design of the
superlattice in order to be able to repeatedly switch between a high tunnel-
ing probability and a very low tunneling probability.

e A fully integrated device design of the OD-flash needs to be developed. To
facilitate QDs as storage units within a commercially available memory
device, such as USB sticks and flash cards, a fully integrated device design
must be developed similar to the established Si-CMOS technology. This is
no fundamental problem, since high-performance computers fully based on
III-V technology were demonstrated more than a decade ago.

74 CONCLUSION

We have presented a memory concept (QD-flash) based on self-organized QDs as
storage units. A QD-flash will be able to realize fast write times, while being at the
same time nonvolatile. The key of the concept is the use of III-V compound semi-
conductor heterostructures that offer a vast flexibility for detailed band structure
design. The use of self-organization effects are used in a bottom-up approach to
form nanometer-sized structures that act as a confining potential for charge carriers.
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These QDs offer extremely fast carrier capture times (~ps) independent of the stor-
age time. Write times in pn-diodes with embedded QDs were measured and are
already identical to DRAM access time, at the moment limited only by the RC para-
sitics of the diode structure. The storage time in QDs scales exponentially with the
confining potential (localization energy). We have increased the storage time at room
temperature from nanoseconds in InAs/GaAs QDs to seconds in InAs/Al,,Ga,, As
QDs. From an extrapolation based on 8-band-k-p calculations, material combina-
tions with larger localization energy, reaching longer storage times, were predicted.
Heterostructures based on Sb in combination with Al Ga, As or GaP are found to
be very promising candidates to reach nonvolatility. A 2-DHG used as charge detec-
tor proved to be a very sensitive detector, with which even many-particle hole states
in QDs could be detected up to a temperature of ~77 K. A first demonstrator memory
was fully functional, and storage of holes inside the QDs was shown up to a tempera-
ture of ~80 K with write times of ~80 ns and erase times of ~350 ns.

Despite enormous progress achieved so far, big challenges still exist. Structures
exhibiting longer storage times need to be epitaxially grown with a high material
quality, the read-out efficiency needs to be increased, the write times have to be
decreased down to the physical limits by downscaling the device size, the erase
times have to be decreased, and the successful integration of the QD-flash concept to
a technology similar to CMOS has to be accomplished.
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8.1 INTRODUCTION

8.1.1 MorivaTioN FOR EMBEDDED STT-MRAM: AprPLICATION PERSPECTIVES

As silicon industry is moving toward the end of technology roadmap, providing
cost-effective and power-efficient system-on-chip memory solutions has become
ever more challenging. While there are increasing demands for embedded memory
capacity, conventional embedded working memories such as embedded SRAM and
DRAM have been facing scalability challenges along with increasing static leakage
power. The static leakage power consumption of embedded working memories, par-
ticularly in case of high-performance mobile chips, accounts for a substantial portion
of total power consumption, which is expected to exacerbate at future technology
nodes. Considering that embedded memory occupies more than 50% of the total
chip area of commercial state-of-the-art mobile chipsets, it is important to develop
an alternative embedded memory technology that can improve energy efficiency and
reduce cost without compromising the benefits of conventional working memories.

203
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Novel memory devices such as phase-change RAM, ferroelectric RAM, and
resistive RAM have actively been investigated; however it has been challenging to
meet two essential requirements for working memories: unlimited endurance and
fast read/write speed (10 ns or less). None of the emerging memory technologies
except for spin-transfer-torque magnetoresistive random access memory (STT-
MRAM) has not demonstrated more than 10'? write endurance combined with good
scalability and fast read/write operations. This positions STT-MRAM as a promis-
ing emerging memory technology that has a potential to replace the conventional
working memories.

Embedded STT-MRAM may provide additional benefits, particularly for
futuristic low-power wireless applications. There have been growing demands for
ultralow-power wireless solutions for implantable medical devices, wireless health-
care monitoring devices, etc. Typically, these applications do not require high-speed
operations; however, the power requirement is expected to be very stringent, possibly
sub-mW. In this case, static leakage power from conventional memory arrays may
occupy a significant portion of the total power consumption. Nonvolatility of STT-
MRAM can eliminate a substantial portion of the static leakage power. Small form
factor and low cost would be critical factors as well. A typical STT-MRAM bitcell
consists of one MTJ cell and one access transistor connected in series (1T-1MTJ).
The size of a IT-IMT]J bitcell can be much smaller than that of embedded SRAM
or DRAM bitcells. Since an MTJ module can also be integrated into a CMOS back-
end-of-line (BEOL) without substantial process overheads, decreased bitcell size
leads to cost reduction. Finally, STT-MRAM can simplify a system architecture.
Due to nonvolatility of STT-MRAM, flash memory for code storage can be removed
from the system. This also minimizes IO transactions and helps reduce the total cost
as well as the form factor.

Depending on target applications, desirable attributes of embedded STT-MRAM
can be different. However, the common key challenge for the success of embedded
STT-MRAM is to minimize energy per write operation within proper voltage head-
rooms. This chapter covers magnetoelectric properties of magnetic tunnel junctions
(MT]Js), memory operations of STT-MRAM bitcells, and recent advances and pros-
pects of STT-MRAM technology.

8.1.2 RecenT INDUSTRIAL EFFORTS FOR MRAM DEVELOPMENT

Before diving into technical details of STT-MRAM, it would be good to briefly
review recent industrial efforts for MRAM development. In 1990s, semiconductor
industry started MRAM development. It was Freescale Semiconductor that shipped
the first 4 Mb MRAM product in 2006. The MRAM module was integrated into
a 180 nm CMOS logic platform. Freescale Semiconductor spun off its MRAM
business to a new company called Everspin Technologies. By 2008, over 1 million
MRAM chips were sold. In 2010, Everspin introduced new 16 Mb MRAM chips. All
the MRAM products from Everspin are conventional MRAM based on field-induced
switching, not STT-MRAM. Currently, Everspin is the only company shipping
MRAM products. MaglIC, IBM, and NEC have also been working on conventional
MRAM. NEC reported a high-speed 32 Mb MRAM macro suitable for embedded
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systems in 2009 [1]. However, conventional MRAM has a fundamental scalability
problem because scaling down MTJ cells entails a substantial increase in switching
fields, and thereby more power consumption. In addition, the programming current
to generate the switching field is too high to be integrated into a low-power logic plat-
form at advanced CMOS technology nodes. For these reasons, conventional MRAM
has not made a significant impact on memory industry, serving only niche markets.

In contrast, STT-MRAM is a scalable technology. Critical switching current den-
sity (J,) is proportional to the magnitude of the STT effect, which is largely deter-
mined by the material property and the film structure of a free layer. Scaling down
MT] cells leads to smaller critical switching current (I.) because 1, is simply J.. times
MT]J area. Hence, for a given J,, the write power of STT-MRAM scales down as the
size of MTJ cells shrinks. Since Sony reported the first chip-level demonstration
of STT-MRAM in 2005 [2], semiconductor industry has actively been exploring
STT-MRAM technology. MTJ was integrated into a 180 nm CMOS platform. This
milestone was followed by Hitachi and Tohoku University that presented a 2 Mb
STT-MRAM integrated into a 200 nm CMOS platform in 2007 [3]. The MTJ size
was 50 x 100 nm?. Operations of 40 ns read and 100 ns write were demonstrated.
IBM and MaglIC reported statistical behaviors of MTJs using a 4 kb STT-MRAM
test chip and suggested that a 64 Mb STT-MRAM chip at the 90 nm node would be
feasible [4]. In 2009, Qualcomm and TSMC presented 45 nm STT-MRAM embed-
ded into a standard CMOS logic platform that employs low-power transistors and
Cu/low-k BEOL [5]. Grandis reported a 256 kb STT-MRAM integrated into a 90 nm
CMOS platform in 2010, demonstrating J. as low as ~1 MA/cm? [6]. Fujitsu demon-
strated improved bitcell switching yields using MTJs with reversed MTJ film stacks,
so-called top-pinned structures [7]. Samsung investigated feasibility of STT-MRAM
as next-generation nonvolatile memory to replace DRAM and NOR Flash, showing
that the STT-MRAM bitcell size can be scaled down to sub-30 nm technology node
[8]. Hynix and Grandis also reported fully integrated 64 Mb STT-MRAM using
modified DRAM processes at the 54 nm technology node [9]. The bitcell size was 14
F2, and the MTJ size was ~54 x 108 nm?.

All the previous works mentioned earlier utilized in-plane MTJs whose magne-
tization lies in the film plane. However, it is questionable whether deeply scaled in-
plane MTJs will be able to serve future CMOS technology nodes (28 nm or beyond).
In 2010, Toshiba reported 64 Mb STT-MRAM using perpendicular MTJs [10]. In
perpendicular MTIJs, the free layer is magnetized perpendicular to the film plane due
to strong crystalline anisotropy or surface anisotropy, which provides more rooms
for scaling down MTJ. This will be discussed later in Section 7.4.1. IBM and MagIC
also presented 4 kb STT-MRAM based on pMTJs, demonstrating superior MTJ per-
formances that may be sufficient to yield a 64 Mb chip [11].

8.2 MAGNETIC TUNNEL JUNCTION: STORAGE
ELEMENT OF STT-MRAM
MRAM defines binary states (states “0” and “1””) by two discrete resistance values

of an MTJ. Figure 8.1 illustrates a typical MTJ film stack that consists of multiple
metallic films separated by a thin (~1 nm) MgO tunnel barrier. The layers with
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FIGURE 8.1 Illustration of a typical MTJ film structure.

arrows (free, fixed, and pinned layers) are ferromagnetic metals (FMs). Soft fer-
romagnetic alloys such as NiFe and CoFeB have been used for the free layer whose
moment direction can be switched by external excitations as indicated by the dou-
ble-ended dotted arrow. Due to thin-film shape anisotropy, the moment typically
resides in the film plane. The cap layer is inserted between the top electrode and the
free layer to protect the free layer from the following process steps and/or tune the
magnetoelectric properties of the free layer. The layers between MgO and the seed
layer are to achieve reliable reference layers (reference to the free-layer moment) so
that the fixed-layer moment does not change in the presence of the external excita-
tions. The antiferromagnetic pinning layer, typically PtMn or IrMn, is deposited on
the seed layer. The moment direction of the pinned layer is biased via the exchange
bias effect during magnetic annealing following film depositions. The fixed-layer
moment is antiferromagnetically coupled to the pinned layer moment via a nonmag-
netic Ru spacer, which is known as interlayer exchange coupling. This scheme, called
synthetic antiferromagnetic (SAF) reference layers (typically CoFe/Ru/CoFeB), has
been widely adopted since it provides means to achieve reliable reference layers and
control magnetostatic coupling between the free layer and the reference layers. The
seed layer is to provide smooth surface and preferable crystallographic orientation
for subsequent film depositions. All the films can be grown by a physical vapor depo-
sition system. However, the MgO tunnel barrier can also be produced by oxidation
of a thin Mg layer, which is desirable from a manufacturing standpoint. The MTJ
film stacks can be integrated into CMOS BEOL and patterned by either ion milling
or reactive ion etching. An individual patterned MTIJ cell typically represents 1 bit.
In this section, essential physics of MTJs are explained in conjunction with key MTJ
performance metrics for STT-MRAM: tunneling magnetoresistance ratio (TMR),
thermal barrier (Ey) for data retention, critical switching current (J,).

8.2.1 MAGNETIZATION DYNAMICS IN FERROMAGNETIC METALS

Strong ferromagnetism commonly observed in FMs such as Co, Ni, Fe, and their
alloys originates from spontaneous alignment of microscopic magnetic moments
associated with electron motions (orbital motion and spin). The orbital motion of
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a single electron forms a current loop, exhibiting magnetic dipole moment (M)
associated with its angular momentum (L). Classical electromagnetism tells us that

M,=°1, 8.1)
2m,

where
e is the electron charge
m, is the electron mass

The magnetic moment corresponding to the first Bohr orbit, called Bohr magne-
tron (jp), is 0.927 x 10720 erg/Oe in cgs unit. The electron spin, a purely quantum-
mechanical phenomenon, also shows the magnetic moment exactly equal to pg.
Hence, pj is considered a natural unit of electron magnetic moment. In general,
electron magnetic moment (m) is given by

m=5%§=_g, 8.2)

where
g is a spectroscopic splitting factor (g = 1 for orbital motion and g = 2 for spin)
S is the spin angular momentum
y is called the gyromagnetic ratio

Note that v is positive. Energy felt by an electron in the presence of a time-dependent
external magnetic field (B) is —m-B (Zeeman energy), hence the Hamiltonian is
given by S - B. The time derivative of the expectation value of S, denoted as <S> in
the following equation, can be computed using Schrodinger’s equation:

d<8>_ 1 s H]>=-g<S>%B 8.3)
dt ih

From Equations 8.2 and 8.3, the motion of an electron in magnetic fields can be
described by

am _ _ omzB (8.4)
d

In a typical ferromagnet, electron spins in the 3d orbitals are spontaneously aligned
due to strong quantum-mechanical exchange forces among adjacent spins. The
exchange energy (E,,) between two spins (6; ;) is given by

E,=-2J;s:0s; 8.5)
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where J; is the exchange integral. With the exchange energy for individual electrons
considered, the Hamiltonian for a ferromagnet can be approximated as

H= A S, 0B +A “2J;8:0s; (8.6)

i.j

Assuming that all the adjacent spins are aligned in the ferromagnet, the magnetiza-
tion (M) of the ferromagnet can simply be described by

© =-oMEB 8.7)

where M is defined as the total electron dipole moment per unit volume.

In a static magnetic field, Equation 8.7 tells us that the magnetization precesses
around the applied field at an angular frequency of yB (known as the Larmor fre-
quency) as illustrated in Figure 8.2a. However, we know from magnetic hysteresis
measurements that with a sufficiently large field, the magnetization becomes satu-
rated to its maximum, saturated magnetization (M,), and aligned to the field direc-
tion. The precession motion alone does not explain this. Adding damping torque can
make the magnetization spiral into the field direction after a finite time (order of
nanoseconds) as illustrated in Figure 8.2b. Hence, a damping term has been added
into Equation 8.7 by introducing phenomenological damping parameter, often called
Gilbert damping constant (a), which leads to the following equation, known as
Landau-Lifshitz—Gilbert equation:

lﬂ__Masz-—Maf(MafB) 8.8)
g dt

Physical origins of the damping torque have been attributed to energy relaxations
due to interactions with s-electrons, spin—orbit interactions, etc. Damping can be
characterized from ferromagnetic resonance measurements, and a values reported
with typical free-layer materials is ~0.01 or less.

AB AB AB

Damping Damping

b

/ Spin K
S torque /

(@) (b) (c)

FIGURE 8.2 Precession of magnetization (a) without considering damping, (b) in the pres-
ence of damping torque, and (c) with spin torque opposing damping torque.
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While energy is dissipated by the damping motion, it may also be possible to
transfer energy to electrons in the 3d orbitals (d-electrons) by external excitations.
In 1996, Slonczewski [12] and Berger [13] theoretically predicted that spin-polarized
currents, primarily carried by electrons in the 4s orbitals (s-electrons), can transfer
spin angular momentum of s-electrons to d-electrons, exerting spin torque to d-elec-
trons. Another term is added to Equation 8.8 to account for such current-induced
magnetic excitation:

1
—%——M¥B——M¥(M¥B)+ M ¥(M ¥n,) 8.9
)
where
n, is the direction of spin polarization of the incoming current
a,is given by hJP/2eM t

J is the current density
P is the spin polarization factor
t is the film thickness

The last term can be viewed as spin torque opposing damping torque as illustrated
in Figure 8.2c. When the spin-torque excitation balances out damping, the mag-
netization can precess without being damped. This has been utilized to produce
high-frequency oscillators. Also, as the spin-torque excitation becomes large enough
to overcome damping, the magnetization can be switched to another energetically
favorable orientation. Current-induced magnetization reversal will be explained
more in detail in Section 8.2.4.

8.2.2 TUNNELING MAGNETORESISTANCE RATIO

Due to the spin-dependent tunneling effect, the angle (0) between the free-layer and
the fixed-layer moments determines the MTJ resistance, resulting in the minimum
(maximum) resistanc