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Nanoscale memories are used everywhere. From your iPhone to a supercom-
puter, every electronic device contains at least one such type. With coverage of 
current and prototypical technologies, the book presents the latest research in 
the field of nanoscale memories technology in one place. It also covers myriad 
applications that nanoscale memories technology has enabled. 

The book begins with coverage of SRAM, addressing the design challenges as 
the technology scales, then provides design strategies to mitigate radiation 
induced upsets in SRAM. It discusses the current state-of-the-art DRAM 
technology and the need to develop high performance sense amplifier circuitry. 
The text then covers the novel concept of capacitorless 1T DRAM, termed as 
Advanced-RAM or A-RAM, and presents a discussion on quantum dot (QD) 
based flash memory.  

Features 

• Compiles the latest advances in nanoscale memories with a perspective on 
future trends

• Includes contributions from leaders in the field from around the globe
• Covers both technology as well as the applications of nanoscale memories
• Discusses applications ranging from automotive, consumer, communication, 

and medical

Building on this foundation, the coverage turns to STT-RAM, emphasizing 
scalable embedded STT-RAM, and the physics and engineering of magnetic 
domain wall “racetrack” memory. The book also discusses state-of-the-art 
modeling applied to phase change memory devices and includes an extensive 
review of RRAM, highlighting the physics of operation and analyzing different 
materials systems currently under investigation. 

The hunt is still on for universal memory that fits all the requirements of an “ideal 
memory” capable of high-density storage, low-power operation, unparalleled 
speed, high endurance, and low cost. Taking an interdisciplinary approach, this 
book bridges technological and application issues to provide the groundwork 
for developing custom designed memory systems.
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Preface
At no time in the history of the semiconductor industry has memory technology 
assumed such a pivotal position. The last decade has seen a remarkable shift in usage 
and value of semiconductor memory technologies. These changes have been driven 
by the elevation of three particular target applications for the development of mem-
ory technology performance attributes.

The first and most obvious shift is that mobile multimedia applications such as 
tablets and advanced cell phones have now replaced desktop data processing as the 
primary target for many new semiconductor technologies. The significance of this 
shift is that the smaller form factor and smaller semiconductor content automatically 
increases the percentage of value contributed by the analog wireless and the memory 
components. The second trend is driven by the explosive growth in the sheer volume 
of data that is being created and stored. The continuing growth in digital informa-
tion is heavily driven by mobile multimedia access to cloud storage on the Internet 
as well as the astounding increase in image data storage and manipulation. The third 
trend is the shift of emphasis from the individual components to the ability to con-
figure some high-volume elements in subsystems and multidie packages rather than 
as discrete components on a motherboard.

Over the past three decades, numerous memory technologies have been brought 
to market with varying degrees of commercial success, such as static random-access 
memory (SRAM), pseudostatic RAM, NOR flash, erasable programmable read-
only memory (EPROM), electrically erasable programmable read-only memory 
(EEPROM), dynamic RAM (DRAM), and NAND flash. Generally speaking, these 
“memory” technologies can be split into two categories: volatile and nonvolatile. 
Volatile memory does not retain data when power is turned off; conversely, non-
volatile memory retains data once power is turned off. The dominating memory 
technologies in the industry today are SRAM, DRAM (volatile), and NAND flash 
(nonvolatile). Storage class memory (SCM) describes a device category that com-
bines the benefits of solid-state memory, such as high performance and robustness, 
with the archival capabilities and low cost per bit of conventional hard disk magnetic 
storage. Such a device requires a high areal density nonvolatile memory technology 
that can be manufactured at a very low cost per bit.

The general technology requirements of memories are compatibility and inte-
gration with complementary metal oxide semiconductor (CMOS) platform, high 
functional bit density, high speed, low power dissipation, and low cost. The major 
technology barriers are stability, reliability, data retention, on–off ratio, and endur-
ance. There is a significant interplay between requirements and barriers, and opti-
mized trade-offs between them are expected. The current memory technologies have 
entered the nanoscale regime and are encountering very difficult issues related to 
their continued scaling to and beyond the 16 nm generation.

SRAM is typically constructed from core CMOS technology; all issues associated 
with MOSFET scaling apply to scaling of SRAM. In addition, research is ongoing to 
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find a dense SRAM replacement that can substantially reduce the area occupied by 
the traditional 6T SRAM bit cell. Discovery of such a bit cell would have profound 
implications on the die cost of integrated circuits given the ever-increasing area ratio 
occupied by this type of memory. In addition to area scaling, there is also a need to 
develop alternate architecture that maintains stability while operating at lower volt-
ages, thus allowing the industry to substantially reduce standby power consumption 
in the memory arrays.

Embedded SRAM continues to be a critical technology enabler for a wide range 
of applications from high-performance computing to mobile applications. It is 
important for SRAM to reduce both leakage and dynamic power, keeping products 
within the same power envelope at the next technology node. Redundancy and error 
correction code (ECC) protection are also keys to ensure yield and reliability when 
embedded SRAM products go to production.

In the DRAM, the one-transistor/one-capacitor cell, which can be trench or stack 
capacitor, requires photolithographic processes of very high aspect ratio. To meet 
retention and refresh requirements, the transistor has to control both subthreshold 
leakage and junction leakage. The transistor structure is becoming nonplanar such 
as recessed channel and FinFET. This is especially challenging for the extra require-
ment of nonplanar surface for the capacitor in order to get adequate capacitance with 
minimal layout area. To minimize the capacitor area, higher permittivity dielectrics 
are a natural path. Embedding DRAM into a CMOS process flow has become more 
popular over the last decade.

Flash memory is composed of one transistor with two stacked gates, a floating 
gate underneath a control gate. The threshold voltage of this transistor depends on 
whether the floating gate is charged or not. These transistors are then arranged in 
either a NOR or a NAND configuration to create the memory device. In a NOR 
flash memory configuration, the gate is connected to a word line, while the drain 
and source are connected to a bit line and to ground. NAND flash memory connects 
transistors that compose the memory device in series. These blocks of memory are 
further linked together in a NOR style configuration. The series bitcell string of 
NAND flash eliminates contacts between the cells compared with the NOR type 
and results in a smaller cell size, which reduces manufacturing costs. The NAND 
configuration is more prevalent due to its capacity to achieve higher density. Possible 
nearterm scenarios include 3D stacked NAND vertical gates as a solution to further 
increase NAND density. New strategies for using nanocrystals or quantum dots as 
charge trapping locations are underway.

The floating gate technology has extended its process span by employing SONOS 
configuration, which consists of a stack of oxide (SiO2), nitride (Si3N4), and oxide. 
Charge is stored in the electron traps in the nitride film. Since the electron traps 
are discrete, the leakage path affects a very small fraction of the stored charge. 
To improve the blocking performance further, a high work function metal gate is 
introduced (TANOS). Scaling of charge-based storage to these dimensions had 
been deemed questionable in past decades due to reliability concerns, and this had 
sparked investigations into alternative technologies.

In the past decade, there has been significant focus on the emerging memories 
field to find possible contenders to displace either or both NAND flash and DRAM. 
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Some of these newer emerging technologies include magnetic RAM (MRAM), spin-
transfer torque RAM (STT-RAM), ferroelectric RAM (FeRAM), phase change RAM 
(PCRAM), resistive RAM (RRAM), and memristor-based RRAM. Innovations in 
fabrication processes and devices are continuing to fuel all competing technologies. 
Increased storage capability with reduced costs, significantly higher speed random 
access, and light weight have pushed flash memory into competition with hard drives 
for notebook computers and high-performance systems and has been one of the 
enabling technologies for lightweight, low-power tablet PCs. Currently, any com-
peting solid-state memory technology has to either outperform flash memory in its 
own memory segment, which is difficult in terms of density unless multibit per cell 
operation is achieved or has to offer higher performance.

In MRAM, the most common basic cell is composed of one n-channel metal 
oxide semiconductor (NMOS) transistor as the access device and one magnetic tun-
nel junction (MTJ) as the storage element (1T1J structure). The MTJ constitutes a 
pinned magnetic layer (e.g., CoFe or NiFe/CoFe) and a free magnetic layer (e.g., 
CoFe or NiFe/CoFe) separated by an insulating barrier (e.g., MgO). Information is 
stored in the magnetization direction of the free layer. By employing a magnetic 
field, the orientation of the free magnetic layer can be flipped in order to make the 
two layers parallel or antiparallel with each other. These two conditions correspond 
to high or low barrier conductance, respectively, and thus define the state of the 
memory bit. The latest MRAM technology is STT-RAM. In STT-RAM, the direc-
tion of magnetization of the free layer is changed by directly passing spin-polarized 
currents through MTJs. STT-RAM has the advantage of scalability, which means 
that the threshold current to make the state reversal will scale down as the size of 
the MTJ becomes smaller. FeRAM utilizes the permanent polarization of a ferro-
electric material such as PZT (lead–zirconate–titanate), SBT (strontium–bismuth–
tantalate), or BLT (La-substituted bismuth tantalate) as the storing mechanism. It 
has a DRAM-like cell structure for a 1-transistor, 1-capacitor cell.

PCRAM is one of the leading candidates among alternatives to flash and DRAM. 
This memory works based on the thermally induced reversible phase transition in 
phase change materials that exhibit two stable material phases: a low-resistance crys-
talline phase and a high–resistance, short-range-ordered amorphous phase. The most 
commonly used material is a chalcogenide, Ge2Sb2Te2 (GST), which is widely used in 
optical storage devices such as compact discs and digital video discs wherein heating 
by a laser beam enables the GST layer to switch between the two states. These two 
states have a distinct difference in optical reflectivity. A basic PCRAM cell consists 
of the phase change material layer sandwiched between two electrodes. The device is 
driven by a bipolar or field-effect transistor in a 1 transistor/1 resistor (1T1R) config-
uration or by a diode in a 1 diode/1 resistor (1D1R) configuration. The two states of 
the PCM are known as SET (low resistance) and RESET (high resistance) states. The 
RESET state is achieved by applying a pulse to heat the PCM above its melting point 
and rapidly quenching it to its high-resistance short-range-order state. To return to 
SET state, a longer pulse is applied to heat the PCM above its crystallization tem-
perature but below its melting point, allowing it to crystallize to its low-resistance 
state. Some commercial applications, such as cellular phones, have recently started 
to use PCRAM, demonstrating that reliability and cost competitiveness in emerging 
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memories is becoming a reality. Fast write speed and low read-access time are being 
achieved in many of these emerging memories.

RRAM is a type of nonvolatile memory that shares some similarities with 
PCRAM as both are considered to be types of memristor technologies—a pas-
sive two-terminal electronic device that is designed to express only the property 
of an electronic component that lets it recall the last resistance it had before being 
shut off (“memristance”). In the case of RRAM, the memory cell is a metal–insu-
lator–metal (MIM) structure. Resistance switching is accomplished by changing 
the conductivity of the insulator layer. Resistance switching is observed in a wide 
range of transition metal oxides, including NiO, TiO2, and HfO2. Based upon the 
types of switching mechanisms, RRAM cells can be further classified as filament-
based, interface–based, or programmable metallization- based cells (PMC). The 
redox-based nanoionic memory operation is based on a change in resistance of a 
MIM structure caused by ion (cation or anion) migration combined with redox pro-
cesses involving the electrode material, the insulator material, or both. The material 
class for redox memory is comprised of oxides, chalcogenides (including glasses), 
semiconductors, as well as organic compounds including polymers. Another form 
of RRAM is the Mott memory, where charge injection induces a transition from 
strongly correlated to weakly correlated electrons, resulting in an insulator–metal 
transition (IMT) or Mott transition. Electronic switches and memory elements based 
on the Mott transition (sometimes referred to as CeRAM—correlated electron ran-
dom access memory) have been explored using several materials systems such as 
VO2, SmNiO3, NiO, and others.

Other emerging areas of memory that are not discussed in this book include 
molecular memory, using individual molecules or small clusters of molecules as 
building blocks, and nanoelectromechanical memory (NEMM). NEMM is based 
on a bistable nanoelectromechanical switch (NEMS). In this concept, mechanical 
digital signals are represented by displacements of solid nanoelements (e.g., nanow-
ires, nanorods, or nanoparticles), which result in closing or opening of an electri-
cal circuit. Several different modifications of suspended beam/cantilever NEMMs 
are currently being explored using different materials, including Si Ge, TiN, carbon 
nanotubes (CNT), and others. A difficult challenge of the cantilever NEMM is scal-
ability as the cantilever spring constant and therefore the pull-in voltage increases as 
the beam’s length decreases.

In the quest for a universal memory, engineers hope to find a memory system that 
fits all the requirements of an “ideal memory” capable of high-density storage, low-
power operation, unparalleled speed, high endurance, and low cost. Today’s memory 
technologies cannot satisfy all these criteria and are thus oriented toward specific 
categories. In the future, memory systems may have most of the desired features 
and may be able to provide broad based application’s currently served separately by 
conventional memory types.

This brief review will be incomplete without providing a future vision towards 
3D integration. In a typical 2D architecture, memory arrays and peripheral logic 
devices are generally located on the same plane above the Si substrate since both 
devices use single crystalline Si as the channel material. These 2D chips have a 
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cell-area efficiency of approximately 60% and in other words, peripheral logic 
devices use 40% of the chip area. In order to increase the cell-area efficiency, the 
3D vertical-chip architecture is preferred to have the memory and logic cells stacked 
vertically. Trends towards 3D heterogeneous integration of memory with logic are 
emerging. The Hybrid Memory Cube (HMC), envisioned by Micron blends the best 
of logic and DRAM processes into a heterogeneous 3D package. At its foundation 
is a small logic layer that sits below vertical stacks of DRAM die connected by 
through-silicon -vias (TSVs). An energy-optimized DRAM array provides access 
to memory bits via the internal logic layer and TSV – resulting in an intelligent 
memory device, optimized for performance and efficiency. By placing intelligent 
memory on the same substrate as the processing unit, each system can be more 
efficiently than previous technologies. Specifically, processors can make use of all 
of their computational capability without being limited by the memory channel. 
A radically new technology like HMC requires a broad ecosystem of support for 
mainstream adoption. To address this challenge, Micron, Samsung, Altera, Open-
Silicon, and Xilinx, collaborated to form the HMC Consortium (HMCC), in 2011. 
This architectural breakthrough will lead to stack multiple memories onto one chip.

This introduction provides a basic overview of various memory technologies 
presented in this book. The readers are directed to an excellent review “Nanoscale 
memory devices,” written by A. Chung, J. Deen, Jeong-SooLee, and M. Meyyappan, 
published in Nanotechnology 21 (2010) 412001, for further understanding of differ-
ent memory technologies.

The book is divided into six parts dedicated to current and prototypical memory 
technologies. Part I consists of three chapters on SRAM. The first chapter addresses 
the design challenges as the technology scales, followed by two chapters on explain-
ing and designing strategies to mitigate radiation induced upsets in SRAM.

Part II consists of three chapters. Chapter 4 discusses the state of the art in 
DRAM technology and the need to develop high-performance sense amplifier cir-
cuitry. Chapters 5 and 6 are devoted to the novel concept of capacitorless 1T DRAM 
known as advanced-RAM or A-RAM.

Part III consists of a single chapter. Chapter 7 covers quantum dot–based flash 
memory, describing the advantages of using self-organized quantum dots created 
with heterostructures made out of III–V semiconductors in which charge carriers 
are confined.

Part IV consists of two chapters that focus on emerging magnetic memories. 
Chapter 8 describes STT-RAM with an emphasis on scalable embedded STT-RAM. 
Chapter 9 discusses the physics and engineering of magnetic domain wall “race-
track” memory. Racetrack memory, envisioned by IBM researchers, promises a 
novel storage-class memory combining characteristics of low cost per bit of mag-
netic disk drives and the high performance and reliability of conventional solid state 
memories.

Part V is dedicated to state-of-the-art modeling applied to phase change mem-
ory devices. Chapters 10 and 11 present the work by leading groups in the area 
of nanoscale PCM modeling and simulations, which are extremely important in 
designing future PCRAM.
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Part VI provides an extensive review and discusses the latest updates in RRAM. 
Chapters 12 and 13 cover the physics of operation of RRAM and provide an in-depth 
analysis of different materials systems currently under investigation.

Santosh K. Kurinec
Rochester, New York

Krzysztof (Kris) Iniewski
Vancouver, British Columbia, Canada
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Static Random Access Memory
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1 SRAM
The Benchmark 
of VLSI Technology

Qingqing Liang

In all semiconductor memories, static random access memory (SRAM) is with the 
closest device structure to the conventional devices and is most representative of the 
VLSI technology. There are both N- and P-type transistors in the memory cell, and 
usually only a few implant differences between the devices in the cell are used in 
standard logic units. Due to this similarity, it is well recognized as one of the key 
technology benchmark. Compared to other types of memory cells, the design and 
optimization of SRAM cell is an unavoidable task and strongly associated to more 
general issues in the technology development.

Since the early 1960s, we have witnessed a continuous, exponential growth through 
each technology generations: the device area shrinks down by half with better perfor-
mance or power consumption in every 18–24 months [1]. Among various obstacles 
during the technology evolution, the fluctuation of device electrical behavior is emerg-
ing as one of the most fundamental limits to the yield of small devices such as SRAM 
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cells [2–11]. First, as the area shrinks, the fluctuation inevitably increases by nature 
[12–14]. Second, as the process steps of the state-of-the-art technology keep increas-
ing, more variations are introduced and complicate impacts on device behavior are 
expected [15–21]. Moreover, as the applied voltage is decreased to achieve lower power 
consumption—from 3.3 V in sub-micron node down to 0.9 V in sub-32 nm node—
issues like the threshold voltage fluctuation become more problematic even its magni-
tude keeps the same, since the normalized sigma or proportional fluctuation increases.

Obviously, an accurate characterization of device variations is the key to evaluate 
and optimize the advanced VLSI technology. As shown in Figure 1.1, comprehen-
sive statistics analysis (including the sigmas and correlations) is involved to link the 
process modules, device behavior, and circuit performance, and should be conducted 
on either the bottom-up or the top-down design approaches. More specifically, the 
statistics study should provide not only the guidelines to process engineers such as 
which module dominates device fluctuation (hence the yield), but also the infor-
mation to circuit/system designers such as performance-power corners to reserve 
adequate redundancies. In this chapter, we will investigate these issues from the 
following aspects: the origins of device variations in the advanced VLSI technology, 
the methodology for accurate characterization on the device statistics, and the design 
and optimization of the technology benchmark: SRAM cell.

1.1 ORIGINS OF DEVICE VARIATION

The left side of Figure 1.1 shows a typical process flow of conventional sub-65 nm 
CMOS technology [22–29]. In general, every single step is more or less a varia-
tion source. Moreover, recent technologies adopt lots of new material and process 
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FIGURE 1.1 Standard process flow of sub-65 nm CMOS technology and correlations 
among each process step, process-induced variables, device electric behavior, and circuit/
system performance.
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modules to keep device scaling (e.g., stress film liner, stress memory technique, 
embedded SiGe source/drain, laser anneal, and high-K metal-gate), which cause 
additional variations. There could be hundreds of independent process variation 
sources in a standard CMOS technology flow. Even though monitoring the varia-
tion of each step in the flow is important for process development, it is more feasible 
to group them into fewer categories for characterization. Indeed, as shown in early 
studies [2–11], the effects of these process steps on electrical behavior are linked to 
just a few primary responses (i.e., many process-induced variations can be lumped 
into one or more key categories) from the electrical data. It has been demonstrated 
that about six or seven primary responses [8,9] are enough to represent statistics 
of device electrical characteristics. Then one can correlate the primary electrical 
behavior responses to process variables, which are detailed in the next section.

1.1.1 Gate LenGth and Width

Among all process-induced variables, gate length is dominant. Besides physical gate 
length edge roughness (LER) caused by litho resist and RIE, variation of effective 
gate length (Leff) is also caused by spacer, extension and source/drain implant, and 
rapid thermal anneals. Measuring the sigma of either physical gate length Lgate or Leff 
is rather difficult. Electrical measurement of Lgate requires large arrays of MOS capac-
itors, which is not representative to the sigma of a single FET. The scanning/transmis-
sion electron microscope (SEM/TEM) measurements offer only a small population of 
data. However, the average gate length can be adjusted by simply changing the layout. 
Hence, here we denote it as an explicit variable because the impact of changing gate 
length can be clearly characterized. Similarly, gate width is also an explicit variable, 
and its variation is associated with various process modules: divot in the formation of 
shallow trench insulation [30], fringing dopant segregation [31], stress proximity [32], 
etc. These effects are generally negligible in wide devices (e.g., W > 1 μm), thus they 
can be decoupled through wide-to-narrow width average comparison.

1.1.2 Gate Oxide thickness

The variation of gate oxide thickness (Tinv) is not only due to gate dielectric depo-
sition but also due to doping fluctuation in the polysilicon gate, where a portion 
of Tinv (effective gate oxide thickness in the inverse-biased condition) comes from 
poly-gate depletion. Moreover, if high-K gate dielectric is used [33,34], the thermal 
process later on may introduce regrowth of interface oxide, which causes additional 
variation. Like gate length, the average Tinv value can be measured in large arrays of 
capacitors, whereas the measurement of the sigma of single FETs requires advanced 
testing techniques (e.g., charge-based capacitance measurement [35]). It is an explicit 
variable since the impact of Tinv variation can be monitored by measuring data from 
wafers that only change the gate deposition process.

1.1.3 channeL dOpinG

Channel doping is another dominant variable in small devices and is mainly driven 
by well and halo implantation. The major outcome is random doping fluctuations of 



6 Nanoscale Semiconductor Memories

© 2010 Taylor & Francis Group, LLC

threshold voltages and drive currents, which is inversely proportional to the effective 
transistor channel area [12–14]. It is also an explicit variable that can be characterized 
using different well or halo implant conditions. As different gate stacks are used in 
CMOS technology development [25–29], different sources for Vt variation are intro-
duced. Dipole, density of interface traps (DIT), and metal work function cause differ-
ent impacts on threshold voltage (e.g., temperature dependency [36]). Further studies 
on these effects need more process experiments and are still ongoing. Here, for 
simplicity, we still lump these process-induced variables into channel doping (as an 
example, one can assume these are δ-function doping profiles located at the interface). 
However, if temperature is varying, this portion will become an additional variable 
since it plays a different role to the carrier mobility compared with normal doping.

1.1.4 Gate tO sOurce/drain OverLap

As illustrated in Figure 1.2, whereas the overlap distance of gate-to-source/gate-
to-drain can be estimated as (Lgate − Leff) = 2, the impact of the overlap should also 
account for the thickness and doping level in this region. The overlap region not only 
contributes parasitic resistance and capacitance but also influences electrostatics and 
leakage currents. Combined with the channel doping, it can be used to approximate 
the 2D profile dependency of threshold voltages and drive currents. The associated 
process steps are spacer thickness, extension (or LDD) implantation, and thermal 
anneals thereafter. If using extension implant conditions (e.g., dose, energy, and 
tilted angle) as the primary driving factor, the impacts of the overlap region on elec-
trical behavior can be distinguished from other variables.

1.1.5 MObiLity

Since the introduction of 90 nm technology node [37–39], mobility has become a 
knob in device design. The commonly used approaches to apply stress on CMOS 
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FIGURE 1.2 Cross-sectional view of a standard MOSFET device structure and correspond-
ing process-induced variables.
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devices use a stress liner (or contact etch stop liner) covering the FET [38], and/or 
use an embedded SiGe source/drain [39], as shown in Figure 1.2. In any case, the 
effective stress applied on the intrinsic channel depends on the device structures 
(e.g., stress liner thickness, gate pitch, and e-SiGe proximity), hence the variation of 
mobility is unavoidable.

On the characterization side, how to accurately extract the mobility of a short 
channel FET is still a well-known issue, since it is hard to decouple the impact of 
mobility from other variables (e.g., parasitic resistance in the overlap region) due to 
the distributive nature of the device profile. Therefore, it is denoted as an implicit 
variable, which requires additional information to derive the trend of the impacts on 
electrical characteristics.

1.1.6 parasitic resistance

Whereas the parasitic source/drain resistance strongly depends on the overlap 
region, the additional parts such as silicide and metal contact are not correlated 
to the intrinsic device behavior. The fluctuations of these parts are due to source/
drain implantation, thermal anneals, silicidation, and metal contact. The impact of 
these components on device behavior is different from the influence of the overlap 
region (e.g., different trends on parasitic resistance and parasitic capacitance) and 
is not negligible (especially in sub-65 nm devices where source/drain and sili-
cide resistance significantly degrade the performance [40]). However, the former 
is usually overwhelmed by the latter and is hard to be distinguished. Therefore, 
it is an implicit variable that needs to be considered in the analysis besides the 
overlap region.

These variables cover most of primary device responses for the whole process 
flow. As mentioned earlier, each process step may induce one or more variables in 
the list. Therefore, any of the variables is more or less correlated to each other. This 
raises more difficulties in statistical analysis, which will be discussed in the follow-
ing sections. Moreover, all the process variation can be either pure random or sys-
tematic. Since the systematic variation is easy to be characterized, only the random 
portion is studied here.

1.2 ACCURATE CHARACTERIZATION OF STATISTICS

1.2.1 GeneraL representatiOn Of variatiOns

According to Figure 1.1, one needs to get the primary responses of device electrical 
behavior before linking them to the key process-induced variables. If the primary 
responses and their statistics are accurately extracted, the device electrical behav-
ior should be fully represented and the model construction is then straightforward: 
one can either use conventional compact models (e.g., BSIM and PSP) or behavioral 
models as long as those responses can be fitted well.

The question is how to obtain the primary responses from scores of electrical 
measured points, especially in devices with strong nonlinear characteristics that 
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principal component analysis (PCA) is no longer valid (since the correlation coef-
ficients directly extracted from non-Gaussian distributions are skewed). Considering 
that, we established a parameter transferring methodology to “Gaussify” all the 
measured parameters:
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where
x is the original parameter with probability distribution equals P(x)
y is the “normalized” parameter from x, and its probability distribution is a box 

function
F(z) is a Gaussian function
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is a transferred parameter with a normal distribution. Figure 1.3 shows an example 
of a random parameter transferred to parameters with box and Gaussian function as 
probability distribution, respectively.

If the space constructed by the distribution of original parameters is connected 
and convex, then one can apply PCA or linear decomposition on the transferred 
parameters (otherwise, one needs to split the space and apply the same technique on 
the subspaces). The goal for decomposition is to separate the dependent and indepen-
dent parameters (Vd and Vi), which should satisfy the following equations:
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and

 C C C C C C C*dd di ii
1

id di ii
1

diª =- -
 (1.5)

where
Caa, Cdd, and Cii are the self-correlation matrices of Va, Vd, and Vi, respectively
Cdi is the cross-correlation matrix between Vd and Vi

If these equations are satisfied, all dependent parameters Vd can be written as a 
linear combination of the independent ones, that is, V C C Vd di ii i= -1 . The statistics of 
all parameters can then be separated to correlation matrices Cii and Cdi, and transfer 
functions of Vd and Vi. Independent parameters Vi can be used as principal drivers or 
primary responses of the overall randomness in device electrical behavior.

In early studies [8], the number of independent parameters in a 65 nm SOI tech-
nology is six. This is coincidently consistent with the number of process-induced 
variables discussed in the previous section, whereas the two numbers are not neces-
sarily the same. If the number of process-induced variables is larger than the number 
of primary responses, then there must be at least one variable whose impact on the 
parameters is equivalent to (or a function of) that of other variables.

Thus, one cannot distinguish this variable from others just using the measured 
electrical behavior. However, it may offer more flexibility in device design, for 
example, trading the requirements of one process step to that of the others. On the 
other hand, if the number of primary responses is larger than the number of process-
induced variables, then there should be some impact neglected when lumping the 
process impacts (e.g., 2D/3D distributive nature of doping profile). Additional physi-
cal variables are needed to account for this effect. Therefore, the analysis of the links 
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between primary parameters and process-induced variables will shed light on device 
design and optimization of a given technology. The next study is to establish the cor-
relations/trends between them.

1.2.2 Links betWeen prOcess and device

To extract the correlations between each primary response and process-induced 
variables, one has to decouple the process-induced variables. Unlike the electrical 
responses that can be measured on individual FETs, these variables are generally not 
measurable (or not practical to measure) on each sample. As discussed in the previ-
ous section, only average values can be obtained on explicit variables, whereas little 
information can be obtained on implicit variables. It is rather difficult to directly 
derive the correlation functions of the mentioned variables. As each explicit variable 
is mainly driven by one or more process step(s), a commonly used method is mea-
suring design-of-experiments (DOE) that adjust the variable (through the specific 
process) on a large scale, and with numerous FET samples in each case. The random 
components are then minimized using the average values, and the impact of the vari-
able is singled out.

For the implicit variables, even averages values are not accessible, since they are 
hard to exclusively control. To decouple their impact from other variables, one would 
think to use a screening technique to reduce fluctuations caused by others. The basic 
theory of the screening technique is shown in the following equation:
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where
R1 and R2 are two measured parameters
V1 and V2 are two process-induced variables
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Then one can decouple the impact of V1 on R1 from V2, or the impact of V2 on 
R2 from V1. More specifically, the first step is to find the measured parameter R2 
(either independent or dependent) that is a strong function of the variable V2 (so that 
Equation 1.7 is satisfied) to be screened. Then screen the data of R1 so that R2 equals 
a constant C2, and the impact of V1 on R1 is derived.

As an example, to extract mobility’s influence on drive currents, we need to 
separate other variables such as gate length, gate oxide thickness, channel doping, 
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and parasitic resistance. According to basic device physics, the gate capacitance at 
inversion bias Cinv, overlap capacitance Cov, and subthreshold slope SS are strong 
functions of these variables and very weak functions of mobility. To distinguish 
the mobility impact, one would think to screen the data by these parameters since 
by this way, in the selected sample, fluctuations of other variables are greatly 
reduced.

The conventional screening strategy is simply to find the data that specified 
parameters (i.e., Cinv, Cov, and SS in this case) lie in a small target range such as ±5%. 
This approach requires lots of samples located in this range, which is not feasible 
due to the limits on time and cost. Figure 1.4 shows a typical Ilow (drive current at 
Vds = Vdd and Vgs = Vdd = 2) vs. Idlin (drive current at Vds = 0:05 V and Vgs = Vdd) data 
and trend with screened Cinv, Cov, and subthreshold slope parameters. The reason 
to choose Ilow and Idlin is that these two parameters are known to show different 
responses to mobility variation. The sample size is 3000, which is decently large 
for statistic analysis. One can see that the extracted curve using a loose range is 
too noisy, whereas the curve with a tighter range ends up with fewer points. One 
can hardly derive a valid trend on these screened data. Therefore, a more practical 
technique is needed.

After comparing several screening approaches, we found that the Delaunay trian-
gulation method [41] offers elegant tessellation and high accuracy in the prediction 
on multidimensional interpolation. Applying this technique, sparser data population 
is still feasible for screening. As shown in Figure 1.5, if parameter values at R1 = 0:4 
and R2 = 0:3 are needed, one can find the triangle (tetrahedron if screening three 
parameters) enclosed in the point and calculate the values using the interpolation 
of the vertices of the triangle. This method is used in the following analysis and 
verifications.
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1.3 EXTRACT THE SIGMAS AND CORRELATIONS

TCAD and MATLAB® simulations can be used to prove the accuracy of the decou-
pling technique discussed earlier. The advantages of using simulations are that one 
can tune the variations to cover most of the scenarios to study and can selectively turn 
on/off individual variations for decoupling verification. A commercial TCAD tool 
(Sentaurus [42]) with a calibrated 2D device structure is used here to mimic 45 nm 
node CMOS technology [25]. Figure 1.6 shows the simulation flow. For simplic-
ity, only wide NFET (narrow channel effect is neglected) is analyzed here, whereas 
PFET can be studied in a similar manner.

Measured parameters Ioff, Idlin, Idsat, Ilow are the drain current at off region 
(Vds  =  Vdd, Vgs = 0), at linear region (Vds = 0.05, Vgs = Vdd), at saturation region 
(Vds = Vdd, Vgs = Vdd), and at Vds = Vdd, Vgs = Vdd = 2, respectively. Vtlin and Vtsat are 
threshold voltages when Vds = 0.05 and Vds = Vdd, respectively. SS is the subthreshold 
slope. Cinv and Cov are the inversion and overlap capacitance, respectively (note that 
these capacitors should be measured on individual FETs using the test technique as 
in [35]). The first six parameters are primary responses according to previous stud-
ies [8,9], and Cinv, Cov, and SS are the parameters used as screening. The process-
induced explicit variables are gate length (Lgate), gate oxide thickness (Tinv), overlap 
region influenced by extension implant (Ext), and channel doping influenced by halo/
well implant (Halo). Implicit variables are mobility (Mob) and parasitic resistance 
(Rpar, which includes resistance from source/drain, silicide, and metal contact).

Figure 1.7 shows the “spider” charts of the correlation coefficients between a set 
of measured parameters and each of the six process-induced variables. Each axle 
represents a process variable, and the scalar on the axle represents the correlation 
coefficient between the parameter and the variable, with the outer limit equaling 1. 
The purpose of plotting “spider” charts is to qualitatively demonstrate the impacts of 
each process variable on electrical parameters. The coefficients could be extracted 
directly from hardware measurement with sufficient sampling points or from 
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FIGURE 1.5 Data interpolation using Delaunay tessellation.



13SRAM

© 2010 Taylor & Francis Group, LLC

carefully calibrated TCAD simulations. Note that actual values of the coefficients 
vary with different process tools and recipes, while the first-order dependencies are 
similar.

As expected, according to basic physics in CMOS devices, SS is a strong function 
of Lgate, Tinv, Ext, and Halo; Cinv is a strong function of Lgate and Tinv only; Cov is a 
strong function of Rpar, Ext, and Tinv.

Figure 1.8 shows the simulated Vts and subthreshold slope as functions of Lgate. 
In this simulation, following commonly known process centering strategy, we tuned 
the nominal halo implant so that the maximum of Vtlin locates near the 40 nm gate 
length. Then at this gate length, the variation of Vtlin induced by Lgate is minimized.

According to the technique described in the previous section, one can extract the 
functions of explicit variables by intentionally changing them in large scales in the 
DOEs. As shown in Figure 1.9, Ioff and Vtlin, which are different functions of the four 
explicit variables, are analyzed. The Ioff –Vtlin trend driven by explicit variables (i.e., 
Lgate, Tinv, Halo, and Ext) can be extracted from the medians of the DOEs with decent 
agreement to the “theoretical” trend. Here the “theoretical” trend comes from the 
Monte Carlo simulation with just one of the variables (labeled in the figure) turned 
on. It is the perfect reference but can only be extracted in an ideal simulation.

For implicit variables (i.e., mobility and Rpar), we adopt the previously mentioned 
Delaunay triangulation technique. Figure 1.10 shows the theoretical (in solid lines) 
and the extracted (in solid symbols) Ilow–Idlin trend driven by mobility and Rpar. Using 
this new interpolation technique, excellent agreement between the theoretical and 
extraction trends is achieved. This proves that the device designer can now—from 
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FIGURE 1.6 TCAD and MATLAB® simulation flow for demonstration.
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measured data, with almost no assumptions—conclude what is the main driver of 
performance shifting and extract the relative mobility changes. On the other hand, 
one can predict the values of all measured parameters if only mobility changes.

Moreover, since the mobility impacts on Cinv, Cov, or SS are negligible, fixing 
these parameters will not reduce the mobility varying range. This is a key feature 
because one can directly back-calculate the sigma values of mobility without addi-
tional DOEs to fully extract all trends.

In addition, one can derive all variation trends and then calculate the sigma val-
ues and intracorrelation coefficients of process-induced variables, following the next 
equation:
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The statistics of primary responses Ri are extracted from the measured data using 
the approach mentioned in Section 1.3. The correlations (∂fi = ∂Vj) between primary 
response Ri and process-induced variable Vj are extracted using the screening tech-
nique. The sigmas of Vj can then be derived. Table 1.1 lists the input and extracted 
sigma values of process variables. An excellent agreement is achieved, proving the 
validity of the approach.

So far, an accurate model on the device and process statistics (including the sig-
mas and correlations) is clearly established. The next work is to check the impacts of 
the variations on the circuit level and how to optimize these impacts, which leads to 
our final goal—the SRAM design.

TABLE 1.1
Simulation Input and Extracted Sigmas 
of Different Process-Induced Variables

Input Sigma (%) Extracted Sigma (%)

Lgate 3.34 3.33

Ext 3.85 3.79

Halo 3.17 3.25

Tinv 5.96 5.98

Mob 6.67 6.56

Rpar 25 (Ω) 25 (Ω)
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1.4 DESIGN OF SRAM

The yield of the integrated circuit/system is an ultimate criterion for the success of 
this technology. It becomes more and more challenging to maintain the yield with 
the device area shrink-down and performance step-up. On the one hand, the fluc-
tuation of device characteristics becomes more significant. On the other hand, the 
complicated process flow and the prolonged design rules in the advanced technology 
reduce the degree of freedom in circuit design. Both these facts shift the focus of 
system optimization to the process level (e.g., implantation and gate dielectrics for-
mation). Nevertheless, if the links between the process variation and device charac-
teristics are accurately developed, the SRAM optimization is quite straightforward 
as discussed in the following section.

1.4.1 basics Of sraM

A commonly used SRAM cell in the industry is a 6-transistor (6-T) structure, as 
shown in Figure 1.11. The SRAM cell is with the closest device structure to standard 
logic FETs: the 6-T cell includes two pass-gate (PG), pull-up (PU), and pull-down 
(PD) devices. The two pull-up and pull-down FETs construct a two-inverter loop to 
hold the data. The two pass-gate FETs are used to control the access from bit lines 
(denoted as VBL and VBR in the figure) to internal nodes (denoted as VL and VR), 
by setting the voltage level of the word line (denoted as VWL).

Like other memories, there are three operation modes for SRAM cell: standby 
(or hold), read, and write modes. In the standby mode, the word line is set to a low-
voltage level and both the internal nodes are isolated from the bit lines. In a large 
SRAM array (e.g., >1 MB), most of the cells are in the standby state, which domi-
nates the overall power consumption. In the read mode, both the bit lines are usually 
precharged to a high-voltage level before the PG FETs are turned on, the charges in 
the bit lines will disturb the charges stored in the internal nodes, and if the invert-
ers are not “strong” enough (i.e., the static noise margin is too small, as shown in 
Figure 1.12a), the bit lines may not be sufficiently discharged to the expected values, 
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FIGURE 1.11 A standard 6-T SRAM cell structure used in the VLSI technology. The right 
image is a typical top-down SEM picture of SRAM array. (From Basker, V.S. et al., IEEE 
Symp. VLSI Tech. Dig., 19, 2010.)
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or even overwrite the original data; this is referred to as “read fail.” In the write 
mode, the two bit lines are set at the two complimentary voltage levels (shown in 
Figure 1.12b), if the PGs are too “weak,” the internal nodes are overwhelmed by the 
stored charge and cannot be switched by the external bit lines; this is referred to as 
write fail.

Both the read and write fails determine the “soft” yield of the SRAM, which is 
partially fixable by adjusting the biasing voltages. Besides that, the standby power 
consumption, overall cell size, and access speed are the other factors to be consid-
ered and are converged with the general requirements of device technology devel-
opment. For a given technology, there is not much design space for the latter three 
factors, which are strongly associated to the tuning of process recipes.

Here we will focus on the “soft” yield optimization in this chapter. Note that the 
optimization highly relies on not only a precise representation of the device statistics 
as demonstrated previously but also on an accurate calculation of the “soft” yield 
dependency as discussed in the following sections.

1.4.2 snM and butterfLy curves

Since Jan Lohstroh proposed the methodology in 1979 [44], static noise margin 
(SNM) is widely used as an index for yield analysis. The virtue of SNM is that it 
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FIGURE 1.12 (a) Left and right internal nodal voltage (VL and VR) trends in read mode 
and extracted left/right read-static-noise margin (RSNM). (b) Left and right internal nodal 
voltage trends in write mode and extracted left write-static-noise margin (WSNM). Note that 
a weaker pull-down NFET in the left side (e.g., higher Vth) increases RSNM on the right node 
and WSNM on left node, while decreases RSNM on left node.
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quantitatively measures the yield probability in one cell. The definition of SNM is 
illustrated in Figure 1.12. The voltage dependencies between the two internal nodes 
are used to extract the SNM.

In the read mode, both of the bit lines are biased at a high-voltage level (usu-
ally the bit lines in read mode are with a high effective resistance; however, pure 
voltage source is used here to consider the worst-case scenario). If the voltage of 
one internal node is disturbed, the voltage of the other node should be changed 
correspondingly. As shown in the left plot, the blue curve is the voltage of the 
right internal node (VR) responding to the voltage of the left internal node (VL), 
and the red curve is vice versa. The two curves shape the well-known “butterfly” 
trajectory, and the dimensions of the largest squares inscribed in the two “eyes” of 
the “butterfly” trajectory are the read SNMs (denoted as RSNMR and RSNML). 
These dimensions measure the disturbing voltage that the SRAM cell can sustain 
without losing the original data, assuming that two disturbing sources are simul-
taneously applied on both internal nodes with the same magnitude but different 
polarities. If the disturbing voltages are higher than the read SNM, one of the 
“eyes” disappears in the shifted trajectory and there is only one stable state for 
the internal nodes, which overwrites the original data. The larger the dimension 
of the square, the higher the voltage required to disturb the read operation, and the 
higher the read yield.

In the write mode, one of the bit lines (VR in this case) is biased at a high-voltage 
level, and the other (VL) is biased at a low-voltage level. Unlike the red curve in 
the read mode, the green curve of the right plot is the VL responding to VR. One 
can define the write SNMs in a similar manner as the read SNMs, that the dimen-
sion of the largest square inscribed in the “write-safe” zone is the WSNM. This is 
also assuming that two disturbing sources are applied on both nodes. If the disturb-
ing voltages are higher than the write SNM, there will be additional cross points 
between the green and the blue curve beside the upper-left one (i.e., VR ≈ 0.8 V and 
VL ≈ 0 V). The internal nodes may stay at some of the additional cross points since 
those are stable states and will not reach the expected upper-left one. This leads to 
the write fail described earlier. Note that like the read SNM, the larger the dimen-
sion, the higher the voltage required to disturb the write operation, and the higher 
the write yield. Also note that one can define the other WSNM at the inverted bit line 
bias condition: that is, VR is low and VL is high. Hence, there are two WSNM values 
(denoted as WSNMR and WSNML) like the read SNMs.

For either read or write mode, SNM > 0 ensures the cell is unsusceptible to each 
fail. The SNM value shifts as the characteristics of each device change, as shown in 
Figure 1.12. For example, if in one cell the left PD FET is weaker than nominal due 
to fluctuation (e.g., a higher threshold voltage, smaller width, longer Lgate, thicker Tinv, 
higher Rpar, and lower mobility), the blue curve will shift to the right. This results 
in a lower right RSNM and left WSNM, and a higher left RSNM. Furthermore, one 
needs to consider the impact of the fluctuations of all six FETs. Figure 1.13 shows the 
simulated left RSNM and WSNM as functions of threshold voltage (Vth) and para-
sitic resistance (Rpar) variations. One can see that different FETs exhibit different 
impacts on the SNMs. Note that as discussed in previous sections, there are six inde-
pendent variables that represent the statistics of one device. Then we need to include 
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all these variables to estimate the overall SNM trends. Another observation is that 
the SNM values are approximately linear functions of the fluctuations in sigmas; 
this characteristic is very useful in the overall yield calculations and optimizations.

1.4.3 yieLd estiMatiOn, vmin, and OptiMizatiOn

By definition, one can estimate the yield by calculating the probability of SNM of 
one cell drop to 0. In the advanced VLSI technology, there are six transistors, each 
transistor includes six independent variables. One needs to integrate the probability 
function in these 6 × 6 = 36 dimensions in theory. Usually, a direct integration over 
36 variables is time consuming and practically impossible. The Monte Carlo simula-
tion is then adopted and becomes a reliable method for the yield estimation [45,46]. 
However, as the sizes of current SRAMs increase to multimillion- or giga-bits, the 
Monte Carlo approach is still not fast enough to conduct a comprehensive optimi-
zation. For example, the designers need to check the bias dependency of the yield 
(i.e., the Schmoo chart) and locate the minimum operational voltage (i.e., the Vmin). 
Furthermore, the designers need to check the impacts on yield by adjusting the pro-
cess or device structures. These introduce more design variables in the optimization. 
Therefore, it is critical to find an even faster method to calculate the yield.

3

−3 −2 −1 0 1 2 3
0.2

0.21

0.22

0.23

0.24

0.25

0.26

VTF (in sigma)

RS
N

M
L 

(V
)

PDL
PDR
PUL
PUR
PGL
PGR

(a)
−3 −2 −1 0 1 2 3

0.39

0.4

0.41

0.42

0.43

0.44

0.45

0.46

VTF (in sigma)

W
SN

M
L 

(V
)

(b)

PDL
PDR
PUL
PUR
PGL
PGR

–3 –2 –1 0 1 2 3

0.3

0.4

0.5

0.6

W
SN

M
L 

(V
)

PDL
PDR
PUL
PUR
PGL
PGR

–3 –2 –1 0 1 2
0.18

0.2

0.22

0.24

0.26

0.28

0.3

RS
N

M
L 

(V
)

PDL
PDR
PUL
PUR
PGL
PGR

(d) Rpar (in sigma)(c) Rpar (in sigma)

FIGURE 1.13 Read (a and c) and write (b and d) static noise margin on the left side (RSNML 
and WSNML) as functions of Vt and Rpar fluctuations on each device of the 6-T cell; VDD and 
VWL are both 0.8 V. Negative sigma in the x-axis represents a lower Vt (i.e., stronger FET) 
or a lower parasitic resistance. Dashed lines are linear fits of the trend.
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The simulated SNM trends show that they are approximately linear functions of 
device fluctuations such as in threshold voltage or in parasitic resistor (observe that 
the fitted lines are pretty close to the trends in Figure 1.13). Measured data from [47] 
also proved these characteristics. Based on this linear assumption, the yield can be 
calculated as the linear combination of the sigmas of uncorrelated variables as
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Here, the si is the slope of the studied SNM changes as the ith variable changes (in 
sigma). Usually, the 36 variables are correlated, and then the uncorrelated linear 
combinations of these 36 variables are used in Equation 1.10 instead. To extract the 
combinations, one has to apply the singular-value decomposition on the correlation 
matrix that is obtained using the methodology previously introduced. The σall is the 
yield probability of one of the studied fail modes (e.g., left or right, read or write). For 
simplicity, the sigma of Gaussian distribution is quoted here: sigma = 4.89 is equiva-
lent to 1 fail in 1 × 106 cells, sigma = 6.11 is equivalent to 1 fail in 1 × 109 cells. The 
sum of the four fails (RSNMR, RSNML, WSNMR, and WSNML) is considered as 
the overall fail count, assuming a worst-case scenario.

A technique to further speed up the SNM calculation is to adopt a behavioral 
look-up table to replace the compact model in simulation. Since the I–V curves of 
numerous devices can be in-line measured, it is straightforward to build a look-up 
table including the statistics of the technology (e.g., the sigmas and correlations of 
different I–V points). The butterfly curve can be simulated using the table with linear 
interpolations. This approach not only dramatically increases the speed calculating 
the SNM but also greatly reduces the delay in constructing fully calibrated compact 
models such as BSIMs or PSP.

Using this algorithm, one can calculate the Schmoo chart (e.g., yield vs. bit and 
word-line voltage sources). As in Figure 1.14, the Schmoo chart shows the impacts 
of the biasing word line (VWL) and bit line (VDD) voltages. The plot determines 
the minimum voltage (i.e., Vmin) at which the SRAM is functional. Note that the 
write fail dominates when bit-line voltage source is higher than word-line voltage 
source because of weaker pass-gate, and read fail dominates vice versa because of 
weaker inverters. Therefore, yield is decent only when voltage sources are biased 
in the diagonal canyon region. One can read the Vmin of a 1 Mb SRAM array (i.e., 
sigma = 4.89) is about 0.6 V on the word line supply voltage and 0.55 V on the bit 
line supply voltage.

Furthermore, we use two device parameters—gate length (Lgate) and difference 
between the threshold voltages (NVth–PVth) of NMOS and PMOS—as design vari-
ables at fixed bias voltage sources (e.g., both VWL and VDD are 0.5 V) to find 
the optimum device/process configurations. Figure 1.15 shows the yield contours 
on the two variables. Observe that an optimum N-PMOS Vth delta (i.e., −120 mV) 
exists at Lgate = 25 nm for yield higher than 4.89 sigma (i.e., 1 fail in 1 Mb array), 
implying that the minimum gate length of the SRAM cell is restricted by the yield. 
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Figure 1.15 is just one demonstration of how to optimize SRAM on the device and 
process levels. One can also calculate the contours on other design variables such 
as the width, implant difference between the PG and PD FETs, mobility, etc. This 
approach offers a detailed analysis on the technology limit and a clear solution to 
achieve a high-yield SRAM design.
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1.5 CONCLUSION

SRAM cell is a typical circuit block that represents the advanced CMOS technology. 
The design and optimization should start from the basic statistic analysis on standard 
devices. A set of models that accurately captures the sigmas and correlations of the 
device variations is required for further circuit-level study. Yield is the top concern 
in the SRAM cell design and can be estimated by extracting the static-noise margins. 
A simple technique is introduced here to quickly calculate the yield. Applying this 
technique can help us conduct a comprehensive optimization of the SRAM cell and 
extract the limits (e.g., minimum device size, implant level, and maximum device 
number) that best characterize a given technology.
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2.1 INTRODUCTION

Susceptibility to radiation environment of advanced electronic devices is often 
responsible for the highest failure rate of all reliability concerns (electromigration, 
gate rupture, NBTI, etc). In modern SRAMs, the two predominant single event 
effects (SEEs) are the single event upset (SEU) and multiple upsets (MUs). MUs 
are topological errors in neighboring cells. If the cells belong to the same logical 
word, they are named multiple bit upsets (MBUs); otherwise they are labeled as mul-
tiple cell upsets (MCUs). MUs have received increased scrutiny in recent years [1–8] 
because MBUs are uncorrectable by simple ECC scheme and therefore threaten the 
efficiency of EDAC.

As technologies scale down, the amount of transistors per mm2 doubles at each 
generation while the radioactive feature size (ion track diameter) is constant. This 
is illustrated in Figure 2.1 with 3D TCAD simulation showing an ion impacting a 
single cell in 130 nm while several are impacted in 45 nm. Moreover, the SRAM 
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FIGURE 2.1 Three-dimensional TCAD simulation of ion impact (single LET) in a single 
SRAM bitcell in 130 nm and 12 SRAM bitcells in 45 nm.
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ability to store electrical data (critical charge) is reduced as technology feature size 
and power supply are jointly decreased. The probability that a particle upsets more 
than a single cell is therefore increased [9–11].

Mechanism for MCU occurrence in SRAM arrays is more than “enough energy 
was deposited to upset two cells” and depends upon the radiation used. Directly 
ionizing radiation from single particles (alpha particles, ions, etc.) deposits charges 
diffusing in wells that can be collected by several bitcells. This phenomenon is 
enhanced by using tilted particles either naturally (alpha particles whose emission 
angle is random from the radioactive atom) or artificially (heavy ions can be chosen 
during experimental tests from 0° to 60°). Nonionizing radiation such as neutrons 
and protons can have different MCU occurrence mechanism (Figure 2.2). A nonion-
izing particle can produce one or more secondary products. Several cases have to 
be considered: two secondary ions from two nucleons upset two or more bitcells, 
two secondary ions from a single nucleon upset two or more bitcells, and a single 
secondary ion from a single nucleon upsets two or more bitcells (in this case, the 
phenomenon is close to the previously described direct ionizing mechanism). It has 
been shown that type 1 mechanism was negligible, but that type 2 and type 3 mecha-
nisms coexist [12]. However, the proportion of MCUs due to these two mechanisms 
has never been precisely assessed.

One of the first experimental evidence of MBU was reported in 1984 in a 
16  ×  16  bit  bipolar RAM under heavy-ion irradiation [13]. It is noteworthy that 
as many as 16-bit errors in columns from a single ion strike were detected. This 
means that 6% of the entire memory array was in error from a single particle strike. 
Since this first experimental evidence, multiple bit errors were detected in several 
device types such as DRAM [14], polysilicon load SRAM [15], and antifuse-based 
FPGA [16], and under various radiation types: protons [17], neutrons [18], laser [19], etc.

The goal of this work is first to experimentally quantify MCU occurrence as a 
function of several parameters such as radiation type, test conditions (temperature, 
voltage, etc.), and SRAM architecture. These results will be used to sort the param-
eters driving the MCU susceptibility by order of importance. Second, 3D TCAD 
simulations will be used to investigate the mechanisms leading to MCU occurrence 
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bitcells

Sensitive
area

Sensitive
area

Sensitive
area
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Single secondary product
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FIGURE 2.2 Scheme of neutron interaction that can cause multiple cell upset in SRAM 
array. (Derived from Wrobel, F. et al., IEEE Trans. Nucl. Sci., 48(6), 1946, 2001.)
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and to determine the most sensitive location to trigger a 2-bit MCU as well as the 
cartography of MCU sensitive areas.

2.2 DETAILS ON THE EXPERIMENTAL SETUP

The design of experiment included different test patterns and supply voltages. 
The test procedure is compliant with the JEDEC SER test standard JESD89 
[20] for alpha and neutrons, and ESA test standard n°22900 for heavy ions and 
protons [21].

2.2.1  nOte On the iMpOrtance Of test aLGOrithM 
fOr cOuntinG MuLtipLe upsets

When experimentally measuring MCUs, it is mandatory to distinguish (1) mul-
tiple independent failures from a cluster of nearest neighbor upset from a single 
multi-cell upset caused by a single energetic particle and (2) signature of errors 
due to a hit in redundancy latch or sense amplifier that may upset an entire row 
or column from an MCU signature. Test algorithm allows separating independent 
events due to multiple particle hits from single events that upset multiple cells. 
Dynamic testing of memory usually involves writing once and then reading con-
tinuously at a specified operating frequency at which events are recorded one at 
a time. This gives a real insight on MCU shapes and occurrence. However, with 
static testing of memory, test pattern is written once and stored for an extended 
period before reading the pattern back out. The result is a failure bitmapping in 
which events due to multiple particle hits and single events that upset multiple 
cells cannot be distinguished. However, statistical tools can be applied to quantify 
the rate of neighboring upsets due to several ions [22,23]. One of these tools is 
described in detail in Annex 1.

2.2.2 test faciLity

2.2.2.1 Alpha Source
The tests were performed with an alpha source, which is a thin foil of americium 241 
that has an active diameter of 1.1 cm. The source activity was 3.7 MBq as measured 
on February 1, 2002. The alpha particle flux was precisely measured in March 2003 
with a Si detector, which was placed at 1 mm from the source surface. Since the 
atomic half-life of Am241 is 432 years, the activity and flux figures are still very 
accurate. During SER experiments, the americium source lies above the chip pack-
age in the open air.

2.2.2.2 Neutron Facilities
Neutron experiments were carried out with the continuous neutron source avail-
able at the Los Alamos Neutron Science Center (LANSCE) and Tri University 
Meson Facility in Vancouver (TRIUMF). The neutron spectrums closely match 
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the terrestrial environment for energies ranging from 10 up to 500 and 800 MeV 
for TRIUMF and LANSCE, respectively. The neutron fluence is measured with a 
uranium fission chamber. The total number of produced neutrons is obtained by 
counting fissions and applying a proportionality coefficient.

2.2.2.3 Heavy-Ion Facilities
The heavy-ion tests were conducted at the RADiation Effect Facility (RADEF) 
[24] cyclotrons. The RADEF facility is located in the Accelerator Laboratory at the 
University of Jyväskylä, Finland (JYFL). The facility includes beam lines dedicated 
to proton and heavy-ion irradiation studies of semiconductor materials and devices. 
The heavy-ion line consists of a vacuum chamber with component movement appa-
ratus inside and ion diagnostic equipment for real-time analysis of beam quality 
and intensity. The cyclotron used at JYFL is a versatile, sector-focused accelera-
tor for producing beams from hydrogen to xenon. The accelerator is equipped with 
three external ion sources. There are two electron cyclotron resonance ion sources 
designed for high-charge-state heavy ions. Heavy ions used at the RADEF facility 
have stopping ranges in silicon much larger than the whole stack of back-end metal-
lization and passivation layers (∼10 μm).

2.2.2.4 Proton Facility
Proton irradiations were performed at the Proton Irradiation Facility (PIF) at Paul 
Scherrer Institute. This institute was constructed for the testing of spacecraft compo-
nents. The main features of PIF are that irradiation takes place in air, the flux/dosim-
etry is about 5% of absolute accuracy, and beam uniformity is higher than 90%. The 
experiments have used the low-energy PIF line whose energy range is 6–71 MeV, 
and the maximum proton flux is 5E8 p/cm2/s.

2.2.3 tested devices

Most of the data presented in this work were performed using a single testchip 
(Figure 2.3). This testchip embeds three different bitcell architectures, two single 
port (SP) and one dual port (DP). It was manufactured in a 65 nm commercial 
CMOS technology with low-power process option. Main features of tested devices 
are summarized in Table 2.1. Each bitcell was processed with and without the triple 
well (TW) process option.

TW layer consists of either an N+ or P+ buried layer in respectively a p- or n-doped 
substrate. As most devices are processed in a P-substrate, TWs are often referenced 
to as deep N-well or N+ buried layers (Figure 2.4). For years, TW layers have been 
used to electrically isolate the P-well and to reduce the electronic noise from the sub-
strate. The TW is biased through the N-well contacts/ties connected to VDD while 
the P-wells are grounded. The well ties are regularly distributed along the SRAM 
cell array as depicted in Figure 2.5. The TW process option has two main effects on 
the radiation susceptibility. First, it allows for decreasing the SEL sensitivity since 
the PNP base resistance is strongly reduced (Figure 2.1). TW makes accordingly the 
latchup thyristor more difficult to trigger on. In the literature, full latchup immunity 
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is reported even under extreme conditions (high voltage, high temperature, and high 
LET) [25,26]. Second, this buried layer allows for concurrently decreasing the SEU/
SER sensitivity since the electrons generated deep inside the substrate are collected 
by the TW layer and then evacuated through the N-well ties. The improvement of the 
SER using TW is reported in several papers [27–29]. However, other research teams 
have published an increased SER sensitivity due to the TW in a commercial CMOS 
0.15 μm technology [30,31].

Chip name

SPREG
cuts (30)

SPHD
cuts (8)

DPHD
cuts (8)

FIGURE 2.3 Floorplan of the test vehicle designed and manufactured in a 65 nm CMOS 
technology.

TABLE 2.1
Content of the Test Vehicle

Bitcell
Bitcell 

Area (μm2)
Capacity 

(Mb) DNW

Single-port SRAM high density 0.52 2 No

Single-port SRAM high density 0.52 2 Yes

Single-port SRAM standard density 0.62 2 No

Single-port SRAM standard density 0.62 2 Yes

Dual-port SRAM high density 0.98 1 No

Dual-port SRAM high density 0.98 1 Yes

Note: Three different bitcell architectures were embedded. Every bitcell is 
processed with and without triple well layer.
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2.3 EXPERIMENTAL RESULTS

MCUs were recorded during the SER experiments on the 65 nm SRAM, but no 
MBU was ever detected as the tested memory uses bit interleaving or scrambling. 
All the MCU percentages reported in this work were computed in dividing the num-
ber of upsets from MCU by the total number of upsets (single bit upsets [SBUs], plus 
MCUs). Note that, in the literature, events are sometimes used instead of upsets [31]; 
the MCU percentages are in this case significantly underestimated. Otherwise speci-
fied, tests were performed at room temperature, in dynamic mode with checkerboard 

PMOS

PNP

RNW1

RPW1

PMOSNMOS

NPN

N-well tie

N-well

N-well

Deep N-well or triple well (N+)

P-well
RPW2

NPN

P-sub

N+ P+ P+ N+ N+ P+ P+ P+ P+N+ N+ N+
P-well tie N-well tie P-well tie

NMOS

(a) (b)

FIGURE 2.4 Schematic cross section of a CMOS inverter (a) without triple well and 
(b) with triple well. The PNP base resistance RNW1 is lowered by the TW: the PNP cannot be 
triggered. Conversely, the TW layer pinches the P-well and increases the NPN base resistance 
RPW2: the NPN triggering is facilitated.

Number of cells between well taps = D

Well ties

Well ties

Well ties

SRAM bit cell 

FIGURE 2.5 Layout of an SRAM cell array showing the periodical distribution of the well 
tie rows every 32 cells.
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and uniform test patterns. In addition to the usual MCU percentages, we report in 
this work the failure rates due to MCU (also called MCU rate). MCU rates allow 
comparing quantitatively MCU occurrence between different technologies and test 
conditions.

2.3.1 Mcu as a functiOn Of radiatiOn sOurce

The four radiation sources have different interaction modes, which are either directly 
ionizing (alpha and heavy ions) or nonionizing (neutrons and protons). However, it 
is of interest to compare the MCU percentage from these radiations on the same test 
vehicle. The test vehicle chosen is SP SRAM of standard density (SD) processed 
without TW. MCU percentages are synthesized in Table 2.2, which shows that alpha 
particles lead to the lower MCU occurrence. Moreover, heavy ions lead to the higher 
MCU percentages while neutrons and protons are similar. Heavy ions are the harsh-
est radiation MCU-wise.

2.3.2 Mcu as a functiOn Of WeLL enGineerinG: tripLe WeLL usaGe

Table 2.3 synthesizes and compares MCU rates and percentage for the SD SP 
SRAMs processed with and without TW. Table 2.4 indicates first that the usage of 
TW increases the MCU rate by a decade and the MCU percentage by a factor ×3.6. 
Usage of MCU rate is mandatory since MCU percentages can lead to incomplete 
information. As presented in Figure 2.6, devices without TW have lower number 
of bits involved per MCU event (≤8) compared to those with TW. This figure also 
indicates that for SRAMs with TW, 3-bit and 4-bit MCU events are more likely than 
2-bit events.

TABLE 2.2
Percentage of MCU for the Same 
Single-Port SRAM under Several 
Radiation Sources
Radiation source Single-port SRAM

Standard density

CKB pattern

No triple well

Alpha 0.5%

Neutron 21% at LANSCE

Proton 4% at 10 MeV

20% at 40 MeV

25% at 60 MeV

Heavy ions 0% at 5.85 MeV/cm2 · mg

87% at 19.9 MeV/cm2 · mg

99.8% at 48 MeV/cm2 · mg
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TABLE 2.3
MCU Rates and Percentages of a 
Single-Port SRAM Processed with 
and without Triple Well

MCU Rate %MCU

SP SRAM standard density 100 (norm) 21

No triple well

SP SRAM standard density 1000 76

Triple well

Note: MCU rate is normalized to its value without 
triple well.

TABLE 2.4
MCU Percentages and Rates after Neutron 
Irradiation at Nominal Voltage and Room 
Temperature for Two Different Test Patterns

Technology
Bitcell 

Area (μm2)

CKB Pattern

MCU% MCU Rate (au)

Bulk 2.5 16.90 100

SOI 2.5 2.10 10

1.0%

10.0%

100.0%

2 3 4 5 6 7 8 9 >10

Pe
rc

en
ta

ge

No triple well
Triple well

# bits involved per MCU

FIGURE 2.6 Number of bits involved in MCU events for high-density SP SRAM under 
neutron irradiation.
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The effect of a TW layer on MCU percentages under heavy ions is reported in 
Figure 2.7. The SRAM under test is a high-density (HD) SP SRAM. For the small-
est LET, MCUs represent 90% of the events with TW but less than 1% without TW. 
For LETeff higher than 5.85 MeV/cm2 · mg, there is no SBU in the SRAM with 
TW. For LET higher than 14.1, all the MCU events induce more than five errors 
with TW. With TW, the significant increase in MCU amount and order causes an 
increase in the error cross section.

Whatever the radiation source, the usage of TW strongly increases the occurrence 
of MCU. This increase is so high that it can be seen in the total bit error rate for neu-
trons and error cross section for heavy ions.
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FIGURE 2.7 Proportion for single and multiple events for (a) high-density SP SRAM with-
out triple well option and (b) high-density SP SRAM with triple well option. (From Giot, D. 
et al., IEEE Trans. Nucl. Sci., 2007.)



35Complete Guide to Multiple Upsets in SRAMs Processed in Decananometric

© 2010 Taylor & Francis Group, LLC

2.3.3 Mcu as a functiOn Of tiLt anGLe durinG heavy iOn experiMents

Figure 2.6 shows respectively the amount of single and multiple bit fails induced by 
a given ion species (N, Ne, Ar, Kr) whose tilt angle is either vertical (Figure 2.8a) or 
tilted by 60° (Figure 2.8b). Tilt angle from 0° to 60° increases the MBU percentages 
for each ion species. For nitrogen, the MBU% is increased from 0% to 30% with a 
tilt = 60°. For neon and argon, the amount of MBU fails is doubled at 60° compared 
to vertical incidence. For krypton, the increase in MBU% with the tilt is less pro-
nounced (+10% from 0° to 60°) because of the progressive substitution of low-order 
MBUs (order 2, order 3) by higher-order MBUs (order 5, order >5).

On average, the amount of bit fails due to MBU is doubled for 60° tilt compared 
to normal incidence [41].

2.3.4 Mcu as a functiOn Of technOLOGy feature size

Figure 2.9 shows the experimental neutron MCU percentages as a function of 
technology feature size and compares data from this work with data from the litera-
ture. These data show that technologies with TW have MCU percentages higher than 
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FIGURE 2.8 Amount of bit fails due to single and multiple events in 90 nm SP SRAM: 
(a) with heavy-ion beam not tilted and (b) with heavy-ion beam tilted at 60°.



36 Nanoscale Semiconductor Memories

© 2010 Taylor & Francis Group, LLC

50% while technologies without TW have MCU percentages lower than 20%. Data 
from the literature fit either our set of data with TW or without TW. Consequently, 
Figure 2.7 suggests that MCU percentages can be sorted with a criterion of TW 
usage. Moreover, the MCU percentages increase both with and without TW when 
the technologies scale down. This slope is higher without TW since for old technolo-
gies, MCU percentages were very low (∼1% in 150 nm).

2.3.5 Mcu as a functiOn Of desiGn: WeLL tie density

TCAD simulations on 3D structures built from the layout of the tested SRAMs have 
been performed as shown in Section 2.4. Simulation results for the ratio between 
drain collected charge with and without TW are plotted in Figure 2.10. This figure 
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indicates first that the collected charge with TW is higher than without whatever the 
well tie frequency. Second, the charge collection increase ranges from ×2.5 to ×7 
for the highest and the lowest well tie frequency respectively. This demonstrates that 
when TW is used, increasing the well tie frequency mitigates the bipolar effect and 
therefore the MCU rate and SER.

2.3.6 Mcu as a functiOn Of suppLy vOLtaGe

The effect of supply voltage on the radiation susceptibility is well known: the 
higher the voltage, the lower the susceptibility since the charge storing the infor-
mation is increased proportionally to the supply voltage. However, the effect of the 
supply voltage on the MCU rate is not documented. Experimental measurements 
were performed at LANSCE on an HD SRAM processed with and without TW 
option at different supply voltage ranging from 1 to 1.4 V. Results are synthesized 
in Figure 2.11. It shows that when the supply voltage is increased, the device with 
TW MCU rate remains constant within the experimental uncertainty. However, 
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FIGURE 2.11 MCU rate as a function of supply voltage for the HD SRAM processed 
(a) without triple well and (b) with triple well process option. MCU rates are normalized to 
their value at 1 V.
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a different trend is observed for the device without TW layer. When the supply volt-
age is increased, the MCU rate is constant from 1.0 to 1.2 V and then increases from 
1.3 to 1.4 V. The MCU rate increase is 220% for VDD equal to 1.4 V.

2.3.7 Mcu as a functiOn Of teMperature

High-temperature constraint is associated with high-reliability applications such as 
automotive. Some papers have quantified the temperature effect on SER or heavy-
ion susceptibility [34,35]. At the time of this writing, no reference can be found in 
the literature experimentally measuring the temperature effect on the MCU rate. 
Experimental measurements were performed at LANSCE on an HD SRAM pro-
cessed with and without TW option at room temperature and 125°C. Results are 
synthesized in Figure 2.12. It demonstrates that the MCU rate increases by 65% for 
the device without TW and by 45% for the device with TW. Note that the usage of 
MCU percentage would have been misleading since the MCU percentage is constant 
between room temperature and 125°C for the device with TW.
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FIGURE 2.12 MCU rate as a function of temperature for the HD SRAM processed 
(a) without triple well and (b) with triple well process option. MCU rates are normalized to 
their value at room temperature. Figure xb also displays the MCU percentages.
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2.3.8 Mcu as a functiOn Of bitceLL architecture

Figure 2.13 synthesizes MCU rates for HD and SD SP SRAMs as well as a DP 
SRAM (eight transistors). These SRAMs were processed without TW. Figure 2.13 
indicates that the higher the density, the higher the MCU rate. A decrease in the bit-
cell area by a factor ×2 (HD SP SRAM compared to DP SRAM) induces a decrease 
in the MCU rate by a factor ×3.

The effect of bitcell architecture on MCU percentages under heavy ions is reported 
in Figure 2.14. The devices under test are HD SP SRAMs (Figure 2.14a) and SD 
SP SRAMs (Figure 2.14b). Figure 2.4a and b show the respective amount of SBU 
and MCU events for experimental ion LET ranging from 2.97 to 68 MeV/cm2 · mg. 
For the HD SRAM, the first MCU occurs below 2.97 MeV/cm2 · mg, while for the SD 
SRAM, it occurs between 5.85 and 8.30. For higher LET, the amount and the order 
of the MCU events increase while the proportion of single events (SBU) decreases. 
For every LET, the SBU component is the highest for the lowest density memory 
(SD SRAM) while the MCU component is the highest for the highest density SRAM 
(HD SRAM) [32].

2.3.9 Mcu as a functiOn Of test LOcatiOn Lansce versus triuMf

Several facilities around the world provide white neutron beam for SER charac-
terization. An exhaustive list of these facilities can be found in the JEDEC test 
standard [20]. The most known facilities are LANSCE and TRIUMF. Experimental 
measurements on the same testchip embedding an HD SP SRAM processed with 
TW option were performed at these two facilities. The MCU percentages were per-
fectly equal to 76% for both facilities. The MCU rates are reported in Figure 2.15. 
It shows that the MCU rate decreases by 22% at TRIUMF compared to LANSCE. 
This can be explained by the energy cut-off, which is 800 MeV at LANSCE while 
it is 500 MeV at TRIUMF.
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FIGURE 2.13 MCU rate comparison for several bitcell architectures. SP stands for single 
port, DP for dual port (eight-transistor SRAM). The devices under test were processed with-
out triple well.
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FIGURE 2.14 Amount of bit fails due to single and multiple upsets: (a) for high-density SP 
SRAM and (b) for standard-density SP SRAM.
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FIGURE 2.15 MCU rate comparison between LANSCE and TRIUMF white neutron beam 
sources. The device under test is a high-density SRAM processed with triple well.
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2.3.10 Mcu as a functiOn Of substrate: buLk versus sOi

SRAMs were manufactured with a CMOS 130 nm commercial technology either 
bulk or SOI. For comparison purposes, both SRAM designs are strictly identical. 
The testchip contains in 4 Mb of SP SRAMs in which two different bitcell designs 
were embedded. In this work, only the SD SRAM will be reported. The bulk tech-
nology was processed without TW layer. Table 2.4 therefore synthesizes the failure 
rates due to MCU (also called MCU rate) and MCU percentage for a single test pat-
tern (CKB). It is noteworthy from Table 2.3 that SOI SRAMs have much lower MCU 
rate and percentage compared to bulk. More parameters (pattern, bitcell area, and 
supply voltage) were studied in the following article [36].

2.3.11 Mcu as a functiOn Of test pattern

An HD SRAM was measured at LANSCE with several test patterns using a dynamic 
test algorithm. Results are synthesized in Figure 2.16, which shows that uniform 
patterns have higher MCU rate than the CKB. To understand the reason of this dis-
crepancy, it is necessary to plot the topological shape of experimental 2-bit MCU 
events as a function of pattern filling the memory during the testings (Figure 2.17a 
and b). The prevailing shape for 2-bit MCU and a checkerboard pattern is “diagonal 
adjacent” while it is “column adjacent” with uniform pattern (as observed in [37]). 
Three-dimensional TCAD simulations have shown that 2-bit MCU threshold LET is 
the lowest for two bitcells in column (see in [41] and in Section 2.4.2). It is therefore 
consistent that uniform patterns have higher MCU rate since their error clusters are 
the easiest to trigger.

It is also noteworthy from Figure 2.17a and b that TW usage did not modify the 
prevailing shape of MCU neither for a checkerboard nor for a uniform pattern.
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FIGURE 2.16 MCU rate comparison for several test patterns. CKB stands for  checkerboard, 
ALL0 and ALL1 for uniform of 0 and 1 respectively. Note that test patterns are physical. The 
device under test is a high-density SRAM processed without triple well.
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2.4 3D TCAD MODELING OF MCU OCCURRENCE

Previous part has clearly highlighted the importance of TW in the MCU response. In 
this part, 3D TCAD simulations are set up to analyze the increased MCU occurrence 
when TW is used. All 3D SRAM structures in this part were built using a methodol-
ogy described in [38] and the tool suite v10.0 of Sentaurus Synopsys package [39]. 
Cell boundaries are defined from the CAD layout and technological process steps. 
One-dimensional doping profiles are precisely modeled from secondary ion mass 
spectrometry profiles. Cell boundaries are defined from the CAD layout and techno-
logical process steps. One-dimensional doping profiles are included to define N-well, 
P-well (with a 4 μm epi layer thickness), and active regions of transistors. Mesh 
refinements are included in regions of interest: channels, LDD, junction boundaries 
(to tackle short channel effects), and a round ion track (to allow accurate generation 
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without triple wells after neutron irradiation when the test pattern is (a) a checkerboard or 
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of carriers in silicon). Wire connections between the different electrodes of the cell 
are modeled in the SPICE domain (mixed-mode TCAD simulations) to reduce the 
CPU burden. The parasitic circuit capacitances due to metallization layers are also 
taken into account.

Device simulations with ion impacts are performed using the Sentaurus device sim-
ulator. For this purpose, several physical models are activated: drift diffusion for car-
riers’ transport, Shockley–Read–Hall and Auger for recombination, electric field and 
doping-dependent models for mobility, and heavy-ion module for carrier deposition 
along the particle track. The heavy-ion generation model uses a Gaussian radial distri-
bution of charges with a fixed characteristic radius of 0.1 μm and a Gaussian time dis-
tribution centered at 1 ps. An additional assumption consists of taking a constant LET 
along the track because of the low diffusion depth of transistor active areas (∼0.2 μm). 
Properties of boundaries are defined by the Neumann reflective conditions [38,39].

2.4.1 bipOLar effect in technOLOGies With tripLe WeLL

For an in-depth analysis of the MCU phenomenon, 3D device simulations were per-
formed on full SRAM bitcells. Ion strikes were located in the most sensitive MCU 
location (source of the SRAM) for different distances from the well taps, with and 
without TW. It is noteworthy that Osada et al. [40] already tried to model the effect 
of the parasitic bipolar amplification on the MCU. A more simple mix of device (2D 
uniformly extended) and circuit simulations was used but not for the worst sensitive 
location for MCU occurrence [41].

2.4.1.1 Structures Whose Well Ties Are Located Close to the SRAM
Figure 2.18 presents the 3D SRAM bitcell made up of six transistors (6T), two 
P-wells, one N-well, and three well ties. The well ties are as close as possible 
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FIGURE 2.18 Full 3D structures of the 65 nm 6T SRAM located as close as possible to the 
well ties (a) without triple well and (b) with triple well. Two NMOS are embedded per P-well 
(one is a part of the inverter, and the other is an access transistor).
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to transistors. The simulation results of these structures are presented in Figure 2.19, 
which compares source and drain currents after an ion impact in the source at 1 ps. 
The charge collected at the N-off drain is slightly higher with TW when well 
ties are located close to the SRAM transistors. With TW, a limited bipolar effect 
(see next part for details on bipolar triggering) is observed for structures close 
to the ties. These simulation results are consistent with the experimental results 
presented in [22,30], which have shown that MCU occurrence is less likely close 
to well ties.

2.4.1.2 Structures Whose Well Ties Are Located Far from the SRAM
A second set of 3D structures were built to model the effect of the spacing between 
well ties and SRAM cells with and without the TW doping profiles. Figure 2.20a and 
b illustrates four structures dedicated to well tie frequency modeling. The simulation 
results are presented in Figure 2.21 for ion features (LET and strike location) identi-
cal to those used in Figure 2.19. The charge injected by the source and the charge 
collected at the N-off drain are much higher with TW when well ties are located 
away from the SRAM transistors.

Injected carriers by the source are forerunners of the bipolar transistor trigger-
ing. Ion-deposited majority carriers flow toward the well ties. The well resistance 
causes a voltage drop beneath source diffusion. If enough carriers are deposited 
or if there is enough distance between well ties and ion impact (the higher the 
distance, the higher the voltage drop), the source–well junction will therefore be 
turned on, and additional carriers will be injected in the well (Figure 2.22). Most 
of these additional carriers will be collected at the drain junction and thus increas-
ing the collected charge at the drain. The additional charge collection due to the 
source injection and due to the parasitic bipolar action is responsible for the bitcell 
upset. Moreover, voltage drop in the well can turn on several sources along the well, 
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FIGURE 2.19 Full 3D TCAD simulation results on the structure presented in Figure 2.9 (6T 
SRAM very close to the well taps) show a limited bipolar effect due to the presence of the 
triple well layer. Heavy-ion LET is 5.5 fC/μm.
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which will upset several bitcells and be responsible for MCU pattern experimen-
tally reported in Section 2.3.11.

The simulations have shown that with TW, a strong bipolar effect (electron injec-
tion from the sources) is observed for the structure away from the ties. These simula-
tion results are consistent with the experimental results presented in [22,30], which 
have shown that the MCU occurrence is more likely away from well ties.
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FIGURE 2.20 Full 3D structures of the 65 nm 6T SRAM whose well ties are located 
(a) 32 cells and (b) 64 cells away from the well taps without triple well. Same structures with 
triple well are shown in the upper right inserts.
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FIGURE 2.22 Illustration of the carrier injected by the source and triggering of the parasitic 
bipolar transistor after an alpha particle strike in the drain. Insert is from device simulation 
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2.4.2 refined sensitive area fOr advanced technOLOGies

This part aims at showing that by means of 3D TCAD simulations, bitcell SEE 
sensitive area is not restricted to the area of reverse-biased junctions. Figure 2.23 
shows the 3D TCAD final structures of two SP bitcells arranged in “column” (a) and 
“row”  (b). These continuous TCAD domains include respectively 710,000 and 
580,000 elements. The double bitcell structures are dedicated to double MBU stud-
ies. CPU burden is respectively around 1 week to simulate a double SRAM structure 
with up-to-date high-performance workstations.

Figure 2.24 shows an area of four SP bitcells. Two bitcells of the same column 
share the sources of their MOS transistors whereas two bitcells of the same row do 
not share any P/N junction and are isolated with shallow trench isolation (STI). At 
first order, an MBU of two adjacent cells is horizontal, vertical, or diagonal (con-
figurations 1, 2, and 3 in Figure 2.24). The third case of diagonal double MBU was 
not simulated. Indeed, diagonal MBU would provide a higher MBU LETth than one 
computed for row MBU because of the longer distance between the adjacent SEU 
sensitive areas (both are separated with STI) (Table 2.5).

(a) (b)

FIGURE 2.23 SRAM 3D structures (STI not displayed for clearness): (a) double 6T bitcells 
in column and (b) double 6T bitcells in row.

N-well N-wellP-wellP-well P-well

1

3 2

FIGURE 2.24 Four contiguous SRAM bitcells: dashed rectangles are bitcells. Connected 
striped and white squares are respectively drains of NMOS and PMOS transistors. Single 
gray and white squares are gates and sources of NMOS and PMOS transistors.
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2.4.2.1 Simulation of Two SRAM Bitcells in Row
The most efficient memory pattern to trigger a double row MBU is to reverse-bias 
neighboring drains. This is obtained with the logical pattern “01” (Figure 2.25). 
In row configuration, PMOS cannot trigger MCU since they are separated by two 
reverse-biased N-well/P-well junctions. MCU threshold LET were computed for two 
ion locations shown in Figure 2.25. Table 2.6 synthesizes these LETth and shows 
that an ion crossing an NMOS drain requires at least an LET of 13.5 MeV · cm2/mg 
to create an MCU, while an ion at mid-distance between two NMOS drains requires 
a lower LET (8.5 MeV · cm2/mg). Gray area in Figure 2.25 shows the extrapolated 
spread out of the sensitive area for row MBU until a LET of 13.5 MeV · cm2/mg.

2.4.2.2 Simulation of Two SRAM Bitcells in Column
For the configuration depicted in Figure 2.26, the most efficient memory pattern to 
induce MBU is “11” or “00” because the transistors of adjacent bitcells (particularly 
SEU sensitive areas) share the same well region and are separated by the same dis-
tance. Note that MCU can be triggered by NMOS as well as PMOS.

TABLE 2.5
Simulated MCU Threshold LET for Two Single-Port SRAMs 
Arranged in Row and in Column

TCAD Structure Ion Location
LETth 

(MeV · cm2/mg)

Double row MBU NMOS drain 13.5 ± 0.5

Mid-distance between NMOS drains 8.5 ± 0.5

Double column MBU NMOS drain 11.5 ± 0.5

Mid-distance between NMOS drains 3.75 ± 0.25

Mid-distance between PMOS drains 5.25 ± 0.25

N-wellN-wellP-well

1 1

00

yy

P-well

FIGURE 2.25 Scheme of the layout for two SRAM bitcells arranged in row. Plain circle 
is an ion impact in the NMOS drain (most sensitive single bit upset location) while dashed 
circles are an impact at mid-distance between two NMOS drains. Gray area is the spread of 
MCU sensitive area at a LET of 13.5 MeV · cm2/mg.
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MCU threshold LET were computed for three ion locations schematized in 
Figure 2.26. MCU LETth values are synthesized in Table 2.6. As already observed 
for row configuration, the lowest LETth is obtained for an ion impact at mid-distance 
between NMOS drains (3.75 MeV · cm2/mg). MCU LETth for an impact at mid-
distance between PMOS drains is however slightly higher (5.25 MeV · cm2/mg). Gray 
areas in Figure 2.9b shows the extrapolated spread out of the sensitive area for col-
umn MCU until a LET of 11.5 MeV · cm2/mg.

TABLE 2.6
Relative Neutron MCU Rate Variation as 
a Function of Several Parameters

Parameter
Details in 
Section

Relative 
MCU Rate

SOI substratea 3.10 10

Bitcell architecture 3.8 30

Reference 65 nm single-port 
SRAM without triple well

— 100

Test location 3.9 125

Test pattern 3.11 145

Temperature 3.7 165

Supply voltage 3.6 230

Triple well usage 3.2 1000

a Experimental results in 130 nm technology.
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FIGURE 2.26 Scheme of the layout for two SRAM bitcells arranged in column. Plain circle 
is an ion impact in the NMOS drain (most sensitive single bit upset location) while dashed 
circles are an impact at mid-distance between two NMOS or PMOS drains. Gray area is the 
spread of MCU sensitive area at a LET of 11.5 MeV · cm2/mg.
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2.4.2.3 Conclusions and SRAM Sensitive Area Cartography
Despite a lower distance between two adjacent SEU sensitive areas, the row MCU 
LETth is twice higher compared to column MBU LETth. This is explained by the 
incidence of the ion that crosses through 0.3 μm of STI in the first case (dashed circle 
in Figure 2.25), whereas it directly strikes the active area of NMOS transistor in the 
second case (dashed circle in Figure 2.26). As a consequence, there is less silicon 
volume for carrier deposition in the case of row MBU. Row and column LETth show 
that the layout of the memory cells (STI regions and silicon regions) strongly impacts 
their sensitive area.

SEE sensitive area cartography as a function of ion LET can be drawn from 
TCAD results shown in Sections 2.4.2.1 and 2.4.2.2. This cartography is shown in 
Figure 2.27. It is noteworthy that double MBU sensitive area extends beyond a single 
bitcell area.

2.5  GENERAL CONCLUSION: SORTING 
OF PARAMETERS DRIVING MCU SENSITIVITY

SEE testings carried out with alpha, neutrons, heavy ions, and protons on 
several SRAMs are reported in this work. These SRAMs were processed by 
STMicroelectronics in a CMOS 65 nm technology and embedded in several test 
vehicles. MCU percentages and MCU rates were given as a function of a dozen of 
parameters. These parameters are either technological (feature size, process option, 
etc.) or design (bitcell architecture, well tie density, etc.) or related to experimental 
test conditions (supply voltage, temperature, test pattern, etc.). Table 2.6 synthesizes 
the relative neutron MCU rate variations as a function of these parameters. It is 
noteworthy that the use of SOI substrate is as the solution decreasing the most MCU 
rate by taking benefit from its fully isolated transistors. Parameter which worsens the 
more the MCU rate is the usage of TW layer process option. On the other hand, it has 
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FIGURE 2.27 SEE sensitive area cartography as a function of ion LET.
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to be remembered that the usage of TW allows suppressing the single event latchup 
occurrence even in harsh environment (high temperature, high voltage, heavy ions).

Full 3D structures were built from a layout of 65 nm SRAM bitcells. The use 
of TCAD structures whose SRAM bitcells are located away from the well ties was 
mandatory to confirm that the bipolar effect enhances the collected charge with 
TW. The simulations have additionally confirmed that bipolar effect is reduced by 
increasing the well tie frequency and therefore efficiently mitigate MCU and SER.

Other 3D structures embedding two SRAM bitcells were built. Bitcells were 
arranged either in column or in row to reproduce the actual SRAM array. Simulation 
of these structures has allowed building a SEE sensitive area cartography as a func-
tion of ion LET. This cartography shows that sensitive area extends beyond a single 
bitcell area.

2.6 ANNEX 1

After radiation testing with a static algorithm, bitmap error can have thousands of 
SEUs. With such a high density of SEUs, the key question is therefore how many 
upsets are “true” MCU (i.e., several SEUs simultaneously created by a single ion), 
and how many are “false” MCU (i.e., sequentially created in the same vicinity by 
different ion strikes)?

MCU rates and shapes depend on the test pattern filling the memory. It was exper-
imentally verified that checkerboard, All1 and All0 test patterns have similar MCU 
rates. The following analyses and MCU counting are given for CKB pattern. A cell 
spacing (CS) criterion (k) is chosen when analyzing a postirradiation error bitmap for 
MCU detection. This criterion corresponds to the upset-to-upset spacing (maximum 
number of cells between two SEUs in the X and Y directions to count an MCU). The 
effect of this criterion on the number of counted MCU is illustrated in Figure 2.28. 
This figure points out that the MCU number (zero or one bitflip) and type (two or 
three cells) are a function of the CS criterion value: the larger this value (5, 6…), the 
higher the MCU number. However, large k value would lead to count two single SEU 
in neighboring cells created by two different events as an MCU, that is, not simul-
taneously generated. This would lead to a large overestimation of the MCU rates.

For this reason, formula (2.1) is proposed for quantifying the rates of “false” 
MCU in order to correct raw experimental data to count only the “true” MCUs. 
The formula is further detailed in Annex 1. We believe that this result should 

Cell 
spacing 
criterion MCU detected

k = 1

k = 2

k = 3

No MCU

1 MCU of 2 cells

1 MCU of 3 cells

FIGURE 2.28 Illustration of the impact of cell spacing criterion on the MCU detection 
efficiency.
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be useful in hardness assurance processes: for the total number of fails to target 
before stopping the irradiation and for the choice of the radiation source intensity 
(here a radioactive alpha source).

 false MCU e E AdjCell/NbitSRP  % = - - ¥1 ( )
 (2.1)

where
ESRP is the number of SEU recorded after irradiation
AdjCell is the number of cells around each SEU, which are inspected to detect 

an MCU
Nbit is the size of the memory array

The probability to count a “false” MCU is given by

 
P E AdjCell

NbitSRP= ¥
 

(2.2)

where
ESRP is the number of SEU recorded after irradiation (from a single readout period)
AdjCell is the number of cells around each SEU, which are inspected to detect an 

MCU; this number is a function of the CS criterion (Table 2.7)
Nbit is the total number of bits in the memory array

The probability that an MCU occurred is the complementary probability that no 
MCU occurred (n = 0) is given using the cumulative Poisson probability by
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(2.3)

Multiplying this probability by the total number of SEU gives the number of 
MCUs. This number divided by the total number of SEU is the percentage of MCU. 
Using formulas (2.1) and (2.2), the percentage of “false” MCU (SEUs from two dif-
ferent events are counted as an MCU) is

TABLE 2.7
Number of Adjacent Cells Inspected for MCU 
around Each SEU as a Function of the Cell 
Spacing Criterion

Cell Spacing Criterion k = 1 k = 3 k = 5 k = 8

No. of adjacent cells = AdjCell 8 48 120 288
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 false MCU % 1 e E AdjCell/Nbit)SRP= - - ¥(
 (2.1)

In order to double-check the relevance of this model, MCU percentages obtained 
from formula (2.1) are compared to MCU percentages counted from randomly gen-
erated error bitmaps (Figure 2.29). This figure shows that whatever the CS criterion, 
the MCU percentages match perfectly.

Formula (2.1) is very convenient as it is easy to use, and it can be used for different 
devices (SRAM, DRAM, etc.) and many radiation sources (alpha, neutrons, heavy 
ions, etc).
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3.1 CHAPTER OVERVIEW

3.1.1 eMbedded sraMs in ic desiGn

Static random access memory (SRAM) is ubiquitous in modern system-on-a-chip 
integrated circuits (ICs). Due to its value in programmable systems, providing fast 
scratchpad memory in embedded and real-time applications, and providing space 
for large working sets in microprocessor designs, IC SRAM content continues to 
grow. As ICs surpass 1 billion transistors, and given the high relative design and 
power efficiency of memory arrays compared to random logic, SRAM was pro-
jected to comprise as much as 90% of the total die area in 2013 [1]. For instance, 
the Itanium processor has progressed from 6 and 9 MB L3 caches on 130 nm fabri-
cation processes, to 24 MB caches on the 65 nm technology generation [2–4]. The 
Xeon processors include 16 MB caches [5]. Consequently, ICs designed for space 
and other radiation environments require robust SRAM designs if they are to track 
the size and performance of commercial ICs.

3.1.2 radiatiOn space envirOnMent and effects

The earth’s radiation environment consists of electrons, protons, and heavy ions. 
The former two are trapped by the earth’s magnetic field where they follow the field 
lines, where these particle fluxes are the highest. Eighty-five percent of galactic cos-
mic ray particles are protons with the rest composed of heavy ions [6]. Cosmic ray 
flux is essentially omnidirectional, so microelectronics may be affected by particles 
impinging at any angle. Importantly, this means that ions can transit an IC parallel 
to the device surface, since there is no practical level of shielding that can stop all 
protons and heavy ions. Solar cycles also strongly affect the radiation environment. 
Ordinarily the helium ions in the solar emitted particle fluxes comprise 5%–10%, 
and heavier ion fluxes are very small, well below the galactic background. During 
major solar events, some heavy ion fluxes may increase by up to four orders of mag-
nitude above the galactic background for as long as days at a time.

The dominant radiation effects on microcircuits in space are due to deposited 
charge from ionization tracks produced by single particles. These produce two pri-
mary effects: First, collected charge from a single particle can upset circuit state, 
referred to as a single event effect (SEE). Second, changes in the charge state of 
dielectrics due to total accumulated ionization can alter device characteristics, 
referred to as total ionizing dose (TID) effects [7].
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3.3.7.1 130 nm SRAM Design with RBB+SC Support 
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Both protons and heavy ions can deposit charge that can upset the circuit state. 
Upsetting a feedback (state storage) node such as a memory bit is defined as a single 
event upset (SEU). Heavy ions affect the circuit state through direct ionization due 
to columbic interaction with the substrate material, producing about 10 fC of charge 
per μm of track length per LET. Memory cells are often characterized for SEU by 
the total charge Qcrit that is required to upset their state. Charge that temporarily dis-
rupts a logic node results in an incorrect voltage transient of a magnitude and dura-
tion determined by the node capacitance and the driving circuit’s ability to remove 
the charge. These are referred to as a single event transient (SET). An SET can only 
affect the IC architectural state (the state that is visible to the surrounding system) if 
sampled by a latch whose output is subsequently used.

Protons interact with the silicon through multiple mechanisms, predominantly 
by direct ionization, but also through secondary nuclear particle emission due to 
Si recoil. The former generates relatively small amounts of charge, but the latter can 
upset circuits hardened to high LET. Approximately 1 in 100,000 protons imping-
ing will produce a nuclear reaction. Moreover, the multiple secondary particles 
may interact with the circuit after moving in multiple directions. A single parti-
cle produces charge in linear tracks. Charge is collected by diffusion and by drift, 
with the latter due to the device depletion regions. Charge collection is enhanced 
by “funneling,” which is a third field-driven collection mechanism that extends the 
field-driven collection by the redistribution of the deposited carriers. Parasitic bipolar 
action can also increase the current collected at a specific node, greatly increasing 
the upset rate and extent.

Impinging particles can also permanently disable the microcircuit by excessive 
displacement damage or by rupturing the gates. Such permanent effects are not per-
tinent to the discussions in this chapter.

3.1.3 chapter OutLine

This chapter focuses on SRAM design using RHBD techniques. Both TID and SEE 
hardening are covered. The latter approaches described assume that error detection 
and correction (EDAC) is used to mitigate individual SEU, as RHBD hardened cell 
approaches have diminishing value in modern highly scaled fabrication processes. 
Small, dense geometries make simultaneous upset of multiple circuit nodes from a 
single particle strike increasingly likely. A primary focus, therefore, is on mitigating 
SETs that can cause upsets that confound the EDAC, or otherwise cause incorrect 
SRAM operation. All of the approaches examined in this chapter have been fabri-
cated and tested—measurements quantifying their effectiveness are also described 
and discussed.

The last section briefly outlined the space radiation environment. Subsequent sec-
tions include a discussion of basic SRAM cell design, which is tutorial in nature. 
Test structures to characterize SRAM cells are then described. This is important, 
particularly for RHBD SRAM cells, which do not undergo the same rigorous testing 
and validation during the fabrication process development that the foundry-provided 
cells do. The TID response of SRAM cells hardened by various techniques and that 
of an unhardened version are examined, as are the tradeoffs in cell size and hardness 
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for various TID hardening approaches. Heavy ion beam testing results show the 
importance of multiple bit upset (MBU) and SET response. The design of an SET 
hardened SRAM is then described, as well as its response in ion beam testing, which 
is compared to that of an unhardened device. We then briefly summarize the results 
to conclude the chapter.

3.2 RADIATION HARDENING

All hardened designs should mitigate four issues: first, single event latch-up (SEL) 
due to ion-strike-induced substrate currents; second, single event logic upset due to 
the capture of SETs in sequential circuits, for example, latches and flip-flops; third, 
SEUs of storage nodes, which include storage latches in registers and SRAM memo-
ries; the fourth issue is the TID, which can affect the individual device and isolation 
characteristics. These device changes, in turn, may deleteriously affect the circuit 
behavior.

There are two basic approaches to fabricate radiation-tolerant ICs—hardening 
by process [8] and hardening by design [9]. Hardening by process uses a special-
ized fabrication process that has features specifically added to mitigate radiation 
effects, such as SOI substrates, special body-ties, and dense high-value resistors 
[10–12]. Radiation hardening by design (RHBD) allows radiation-tolerant circuits 
to be fabricated on commercially available state-of-the-art CMOS manufacturing 
processes [9,13] to reduce cost and improve circuit performance. It relies exclu-
sively on special circuit topologies and layouts rather than specialized process fea-
tures and devices to provide hardening. For example, P-type guard rings around 
NMOS diffusions, similar to those used for I/O ESD protection, provide increased 
SEL immunity. Of course, actual designs may utilize a combination of approaches. 
For instance, SOI substrates are available on commercial unhardened processes. 
Furthermore, specific rad-hard circuits and layouts are still required when using 
rad-hard fabrication processes.

3.2.1 Total Ionizing Dose Effects
In modern processes with sub-3 nm thick gate oxides, TID primarily increases leak-
age under isolation oxides and at the gate edges, that is, at the thin gate oxide to isola-
tion oxide interfaces. This slowly increases leakage from a parasitic transistor at the 
transistor edge as its threshold voltage (Vth) decreases with TID. Since the trapped 
charge is positive, only NMOS transistors suffer from increased leakage due to these 
parasitic devices along the gate edges. Similarly, leakage between N-type diffusions, 
for example, between the N-well and NMOS drains, can be increased by reduction of 
the field oxide Vth. [14,15]. These increases in leakage are manifest in a given IC as 
increased IDD measured in the quiescent state, commonly referred to as standby cur-
rent (ISB). TID has been shown to cause functionality loss in SRAMs [16]. Increased 
leakage currents can interfere with proper precharging or small swing bit-line signal 
development. Leakage within the cell can also affect the read stability by changing 
the cell static noise margin (SNM) [17].

TID is mitigated by higher doping at the oxide interfaces or, when using RHBD 
approaches, by using annular or edgeless NMOS transistor gates. The standard 
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RHBD technique for mitigating TID increased leakage in the parasitic edge transis-
tors is to use “edgeless” or annular transistor geometries. The annular transistor fully 
encloses the drain or source, so the same potential is at both sides of the transistor 
edge to isolation oxide interface.

3.2.2 Single Event Effects in SRAMs
SRAMs are prone to both SEU and SET generated errors. The former has been 
addressed by the use of the dual interlocked storage cell (DICE) or other approaches 
that add transistors to the storage-cells [18]. The DICE circuit adds redundant storage 
nodes and a self-correction mechanism, which allows three correct storage nodes to 
correct one incorrect node. Other approaches generally attempt to limit the ability 
of collected charge to affect the latch feedback state. It is important to realize that 
at any critical node separation errors may occur in space, where particles can be 
incident at any angle. In any of these approaches, the cell storage (critical) nodes 
must be spaced sufficiently far apart to minimize the probability, by increasing the 
incident ionizing radiation particle track angle required to upset multiple latch nodes 
with a single ionizing particle strike [19,20]. This becomes more difficult as process 
dimensions are scaled down, as this naturally places critical nodes closer together. 
Temporal latches mitigate both types of upset [21] but with so much added circuit 
area and path delay that they are impractical for high-speed, high-density memory 
arrays.

Easily the most common approach in hardened processes is the addition of resis-
tors in the SRAM cell latch feedback path [10,22]. Since charge can only be collected 
at a PN junction, the series RC produces a delay that allows the collected charge to 
be removed by the latch feedback transistors before the feedback node can transi-
tion, thus restoring the original cell state. Since undoped polysilicon conductivity is 
constant, it becomes increasingly difficult to produce resistors providing sufficiently 
long time constants as fabrication processes scale. Thus, more modern versions use 
special high-resistivity vias or via layers [12]. Hardened processes often use SOI 
substrates or special implants to limit the track length of the collected charge from 
impinging ionizing radiation particles [23]. Limiting the track length reduces the 
required RC time constant by attenuating the collected charge and thus the duration 
of an upset. Similarly, it mitigates SET durations [12].

SRAMs are not only susceptible to cell state upset (SEU). It has also been long 
known that an SET on word line (WL) signals [24,25] can cause improper opera-
tion, by asserting the wrong, or more than one of the normally one-hot WLs high. 
Similarly, any SET in the control, clocking, or decode paths may cause the wrong 
operation or the wrong address to be accessed. In the worst case, for example, when 
the wrong memory address is read, the parity or ECC may be correct. Referring 
to Figure 3.1a, WLs act as selects that allow a row of SRAM cells to discharge the 
appropriate precharged bit lines (BL and BLN) in each column. In the event of a WL 
SET, a number of circuit-level behaviors may occur. If two WLs are asserted high 
simultaneously during a read operation, for example, WLn and WL0 in Figure 3.1a, 
then the BLs will logically OR the values, as a BL is a dynamic NOR multiplexer. 
If the SET occurs late in the read or write phase, and one of the BL pairs in each 
column has discharged to VSS, a subsequent WL misassertion may write the BL 
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state into the row controlled by that misasserted WL. When this value inadvertently 
enters the IC architectural state and is subsequently read, this undetected error is 
termed a silent data corruption (SDC).

The “column group,” which is the basic design unit that can read or write 1 bit, 
generally contains many SRAM cell columns. There are eight SRAM cell column, 
labeled SRAM000–SRAM007 in the leftmost column group in the examples 
in Figure 3.1, sharing one sense amplifier and associated write circuitry through 
the column or “Y” multiplexer. By convention WLs are the X multiplexer selects. 
Multiple SRAM cell columns per sense/write circuit are required primarily by the 
fact that the former are large. Thus, the layout is eased by not trying to fit large sense 
circuits into the tight SRAM cell pitch. It also forces spacing between individual 
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cells containing data from the same word, assuming a given word is read in one 
cycle. This separation due to Y multiplexing makes it less likely that an MBU will 
upset multiple bits in a single protected codeword, as has been common knowledge 
in the SRAM design community since the 1980s. Commercial designs have tended 
to use at least four SRAM columns per group, but that may need to increase in the 
future as SRAM cells scale to smaller dimensions [26].

Figure 3.1b shows a technique that has been employed to mitigate such control 
and WL SET-induced errors. Each column group again contains multiple SRAM 
cell columns, but each WL (and control line, not shown) is individually buffered. 
Thus, an SET on the local WL, for example, LocalWLn0 in Figure 3.1b, will affect 
only that local column group. This scheme was applied, and errors due to local WL 
ion strikes were recorded [27]. Since only 1 bit can be read at a time from a col-
umn group, EDAC can correct such an error, whether on a read or write operation. 
However, the global WLs (WL0–WLn in Figure 3.1b) are not so protected. Sufficient 
WL capacitance and drive will provide some SET immunity, but in general, large 
array sizes are required to raise the threshold LET sufficiently [28].

One approach that has been put forward to mitigate this issue is the so-called 
bit per array architecture, where each bit in an EDAC protected word is stored in 
a separate SRAM bank. Conventionally, a “bank” is a stand-alone unit contain-
ing clocking, control, decode, and array circuits. However, this in itself is insuffi-
cient to protect against such errors in all cases. An example of this case is shown in 
Figure 3.2a. Here, all bits in an EDAC protected codeword reside in separate SRAM 
banks, providing excellent critical node separation and greatly limiting the prob-
ability of a single ionizing particle strike upsetting multiple nodes in a single EDAC 
word. Referring to Figure 3.2, note that all addresses and control signals fan out from 
single registers, which we may assume are protected against errors on the inputs or 
clocks, for example, by the use of temporal or other techniques [18,21]. However, the 
output node, or one of the inverters that provides fan up to drive the heavily loaded 
address bus, is not so protected. Consequently, an SET on one of these nodes propa-
gates to all arrays, which can manifest as an SDC by having all the arrays perform the 
wrong operation or access the wrong memory location. The way to protect against 
this, albeit small cross section, failure scenario is to place the SET mitigating latches 
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FIGURE 3.2 (a) SRAM bit per bank architecture. A SET may still affect all banks by mis-
asserting the address or (b) control signals unless mitigating latches are placed at each bank 
input as in (b).
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in each memory array or subarray, as shown in Figure 3.2b. However, the address 
setup time, measured at the array input, increases commensurately, as it must be 
greater than 2 tSET, where tSET is the SET duration [29]. Consequently, such retiming 
must be comprehended by the overall micro-architecture. Power dissipation obvi-
ously increases with the bit per array architecture, as many SRAM banks must be 
activated in a single clock cycle, where otherwise only one might be. The SRAM 
caches in embedded commercial microprocessors account for as much as 43% of the 
total power dissipation [30]. This can be driven down to 15% by fine-grained clock 
gating, that is, activating only the necessary smaller banks [31]. Thus, the designer 
is faced with a number of circuit and micro-architectural challenges that  may 
profoundly affect the speed and power dissipation, when implementing radiation-
hard SRAMs.

3.3 RADIATION HARDENING BY DESIGN IN SRAMs

As mentioned earlier, edgeless NMOS transistors effectively mitigate a major TID-
induced leakage current increase component. The drawback of using annular NMOS 
transistor gates is that the topology imposes a relatively large minimum transistor 
width, since a contact must be placed within the edgeless gate. The necessary gate 
to contact spacing sets the inside perimeter, while the gate length, which must usu-
ally include extra margin on the 45° angle gate edges, sets the outer perimeter. For 
the 130 and 90 nm processes used in most examples in this chapter, the minimum 
widths are increased by 11.1 times and 9.1 times, respectively. For high drive gates, 
for example, inverters driving clock or large control nodes, the RHBD penalty is 
negligible [32].

In SRAM cells, RHBD using conventional techniques imposes a significant 
increase in size. To avoid a significant area impact for RHBD SRAMs, more clever 
TID mitigation techniques must be found. Furthermore, commercial foundries offer 
smaller SRAM cells that violate the standard process layout design rules. These tighter 
SRAM cell layouts are optimized by fabricating large numbers of cells and optimiz-
ing the required “array rules” during the process technology development. Essentially, 
which rules can be “cheated” for these highly regular SRAM layouts is determined 
experimentally. This makes the RHBD impact even greater, since no RHBD design 
will be able to similarly validate the use of such aggressive design rules.

3.3.1 sraM ceLL read and Write MarGins

The commonly used six-transistor SRAM cell is shown in Figure 3.3a. The figure 
also illustrates the layout of the SRAM cells, designed on a 130 nm foundry technol-
ogy. The key SRAM cell design requirements are to ensure write-ability and read 
margin. To this end, the SRAM cell device sizes are a compromise between those 
that result in the smallest cell but still provide adequate read and write margins. 
When sizing the transistors, all process, voltage, and temperature corners must be 
considered. The SRAM transistors are small enough that random dopant fluctuations 
have a considerable effect on the actual cell margins [33]. The large on-die memory 
and cache sizes noted in Section 3.1.1 mandate that 10–14 sigma manufacturing 
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variability must be considered. To comprehend the increasing variability and dimin-
ishing cell margins, a number of statistical methodologies for SRAM cell and array 
design have been proposed [34,35]. The difficulty in designing commercial SRAM 
cells with adequate margins points to the importance of advanced techniques for 
RHBD memory cells, since there are less validation resources available for the small 
rad-hard market, and the impact of more difficult to pattern and fabricate annular 
gate geometries must be comprehended.

The cell is written differentially, where one BL is at the high precharge potential 
and the other (BLN) is driven low (or vice versa). During a write, the NMOS access 
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FIGURE 3.3 Hardened and unhardened 130 nm SRAM cell designs. (a) 4-NMOS and 
2-PMOS standard SRAM designs and (b) with body bias capability. (c) Layout type 1 and 
type 1 with guard ring and (d) reach near foundry densities, but using annular NMOS pull-
downs (g) is much larger. (e) Using 4-PMOS and 2-NMOS transistors (f) does not save area 
since the PMOS devices must be very large to overpower the edgeless NMOS transistors to 
write the cell. (After Clark, L. et al., IEEE Trans. Nucl. Sci., 54(6), 2028, 2007.)
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transistor (NP1) must overpower the PMOS pull-up transistor—the cell is a ratioed 
circuit during writes. Adequate write margin requires that the access transistor NP1 
in Figure 3.1 be stronger than the pull-up device P1. The write margin is typically 
defined in one of two ways. The DC approach is to measure the BL voltage required 
to flip the SRAM cell state, by keeping BLN high and lowering BL from VDD toward 
VSS until the cell state is flipped. Alternatively, the delay to write the cell when the 
BL is driven to VSS may be measured [36].

When the SRAM is read, the low storage node rises due to the voltage divider 
composed of the two series NMOS transistors in the read current path (N0 and 
NP0 in Figure 3.3a). The storage node CN is between them, rising above VSS dur-
ing a read. This reduces the SRAM cell SNM as measured by the smallest side of 
the square with largest diagonal that can fit in the small side of the static voltage 
curves [37]. The worst-case SNM, shown in Figure 3.4, is usually determined by 
Monte Carlo simulation or response surface models [38] based on the measured 
process variation parameters. For the unhardened cell simulated here, the SNM 
in Figure 3.4 is quite small at 58 mV, even at the nominal VDD of 1.2 V. The large 
transistor mismatch due to both systematic (die-to-die) and random (within-die) 
variation causes asymmetry in the SNM plot. Other noise margin definitions have 
been developed, based on imbalance created across the cell by disturb voltages [36]. 
Read margin is also ensured by transistor sizing. Typically, the pull-down NMOS 
transistors are drawn wider than the access transistors. The access transistor NP0 
is also frequently drawn with a longer channel than that of the pull-down N0 and 
pull-up P0. Consequently, there is limited design latitude—the PMOS pull-up must 
be weaker than the NMOS access device, which, in turn, must be weaker than the 
NMOS pull-down transistor.
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FIGURE 3.4 SRAM SNM plot. The line depicts the worst case found in a Monte Carlo 
simulation to five sigma variations. Note the severe asymmetry. (After Yao, X. et al., IEEE 
Trans. Nucl. Sci., 55(6), 3280, 2008.)



67Radiation Hardened by Design SRAM

© 2010 Taylor & Francis Group, LLC

3.3.2 reverse-bOdy bias

Reverse-body bias (RBB) with and without simultaneous power supply collapse (SC) 
has been used in commercial integrated circuits for full-chip [39,40] and memory 
[41,42] standby power reduction. RBB is presently used on commercial ICs for low 
standby power (LSP) state retention on processes varying from 250 through 65 nm 
process generations [39,41,43,44]. These modes often combine RBB and SC, here 
termed RBB+SC, since the latter helps to mitigate emerging transistor leakage paths 
such as direct band-to-band tunneling through the gate oxide [44]. RBB electrically 
increases the transistor threshold voltage by the body effect, which is also applied to 
the parasitic edge and field oxide FET. Its use for TID mitigation has been demon-
strated at the transistor level on low Vth 0.35 μm bulk CMOS transistors [45]. RBB 
mitigation of TID on advanced fabrication process technologies allows the use of the 
smallest foundry-optimized cells and thus eliminates RHBD SRAM size penalties.

3.3.3 rhbd sraM ceLL desiGn

A number of RHBD SRAM cell designs have been investigated on 130 and 90 nm 
technologies [46,47]. As mentioned, any SRAM cell must have adequate write mar-
gin and read stability. For a fair analysis, these are constrained to be as good or better 
than that of the baseline two-edge foundry cells when evaluating potential circuit 
topologies and layouts. A number of potential SRAM cell schematics and layouts are 
shown in Figure 3.3, which were used in a 130 nm study [47].

The type 1 cell (see Figure 3.3a and c) is essentially a conventional (commer-
cial non rad-hard) design with two-edge NMOS pull-down transistors and two-edge 
NMOS access devices. Figure 3.3b shows a variation that separates the NMOS source 
from the substrate taps (i.e., allowing RBB). Since in SRAM arrays the well and sub-
strate taps are placed in special tap rows (or columns for vertical well designs), RBB 
support does not add size to the array, as shown in Figure 3.3c. Note, however, that in 
an RHBD IC these tap spacings should be considerably smaller to avoid SEL.

The type 2 SRAM cell employs annular NMOS pull-down transistors and annu-
lar NMOS pass gates. The type 3 SRAM cell uses edgeless NMOS pull-downs and 
two-edge PMOS access transistors (Figure 3.3e and f). The gate bias dependence of 
NMOS transistor TID degradation, where the leakage current increase is suppressed 
when the gate is biased at 0 V so the electric fields do not repel the positive trapped 
charge toward the oxide/Si interface, suggests the type 4 SRAM cell (see Figure 3.3a 
and g). It has annular NMOS pull-down transistors and two-edge NMOS access 
transistors. This variation relies on the fact that most of the time all but one of the 
SRAM WLs are de-asserted at 0 V.

The type 2 through type 4 cells include PMOS guard rings between the NMOS 
transistor drains and the N-well to limit TID-induced leakage between the two. No 
guard rings are used to limit leakage between the NMOS drains at different poten-
tials in any of the cell designs investigated. For instance, in the type 4 cell shown 
in Figure 3.3g, the NMOS pull-down sources, at VSS, are near the access transistor 
drains and not separated by a P-type guard ring. If these guard rings are necessary, 
the cells must grow to accommodate them.
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For each of the designs in Figure 3.3, simulations were used to determine write 
margins and read stability. Since write margin can be increased at the expense of 
read stability, the designs are optimized by minimizing total transistor width at simi-
lar write margin, but forcing read stability to meet the baseline set by the foundry 
SRAM cell. This analysis assumes that the total cell size is proportional to the 
required transistor widths.

3.3.3.1 Conventional Two-Edged Transistor Cell (Type 1)
In a conventional SRAM design where all transistors are two-edged, all devices can be 
drawn at or near minimum width as in the commercial foundry cell. The large NMOS 
to PMOS mobility ratio and use of minimum width PMOS pull-ups provide adequate 
write margin. Adding a guard ring to mitigate SEL and TID-induced NMOS drain-
to-N-well leakage increases the cell size by about 20%, as evident in Figure 3.3d. 
If guard rings are unnecessary, standard production SRAMs employing even tighter 
design rules and smaller cell size can be used—the foundry-supplied 130 nm cell is 
27% smaller than the cell in Figure 3.1c, which is drawn to the logic layout rules.

3.3.3.2 Annular NMOS-Based SRAM Cell (Type 2)
The simple analysis shows that using a conventional cell with four annular NMOS 
and two PMOS transistors results in a total transistor width approximately seven 
times that of the conventional two-edge cell at the same write margin and read 
stability. While annular NMOS layout eliminates the source-to-drain leakage path 
formed at the shallow trench isolation (STI) to channel interface, their greater mini-
mum size increases the preirradiation cell leakage commensurately. One potential 
design is shown in Figure 3.5. This cell, implemented on a 90 nm foundry bulk 
CMOS technology, is 5.1 times the size of the foundry cell, which uses tighter SRAM 
design rules, and 3.6 times the size of a cell drawn to the same (90 nm) logic design 
rules. Of this, about 20% of the size is attributable to providing portability between 
process versions, which have different gate lengths. Thus, the cell could have been 
20% smaller if portability were not a requirement. Another 20% is attributable to 
the guard rings, similar to the impact on the 130 nm cells described earlier. The 
aspect ratio helps this, since the P-type guard rings are oriented vertically. The wide 
cell increases the critical node spacing in the key horizontal dimension, making a 
column group wider, with the same n:1 Y multiplexing.

FIGURE 3.5 Full edgeless 90 nm NMOS SRAM cell layout. This cell is 5.1 times larger 
than the smallest available foundry cell on this 90 nm process, due to compatibility with the 
LSP version with longer gate length, P-type guard rings, and annular NMOS gates.
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The particular RHBD NMOS layout choice also affects the transistor leakage. 
For the “ring” topology used in the NMOS transistors in Figures 3.3f,g and 3.5, 
placing the transistor drain inside the ring and source outside minimizes the area 
used as the sources can be shared between cells or transistors within the cell. Extra 
guard rings are then unnecessary. Transistor IDS vs. VDS measurements of ring gate 
transistors show three times greater IOFF and reduced IDSAT with the source inside the 
ring [47]. The former is due to much higher drain-induced barrier lowering, which is 
a function of the drain/gate vs. source/gate interface widths. It is therefore important 
when determining stability to account for the specific gate geometries used and their 
particular IDS vs. bias characteristics. Standard foundry transistor models do not pro-
vide this level of modeling detail, particularly for the edgeless gate geometries, so 
appropriate test transistor arrays must be used for modeling and validation.

3.3.3.3 PMOS Access Transistor SRAM Cell (Type 3)
The TID immunity of two-edge PMOS transistors on modern processes suggests their 
use as the SRAM access transistors. However, to write the cell, the PMOS pass tran-
sistors must overpower the NMOS pull-downs, which is made difficult by the large 
NMOS/PMOS mobility difference. Consequently, using annular NMOS pull-downs 
implies wide PMOS access transistors as shown in Figure 3.3f. In this cell, an NMOS 
long-channel “ring” gate pull-down transistor is used to make it as weak as possible, as 
the channel comprises only one edge of the NMOS transistor and has a long channel 
length L and narrow width W for a low W/L ratio. The SRAM cell area is still large. 
One advantage of the large NMOS gate area is increased capacitance and thus increased 
Qcrit. For the conventional bulk CMOS processes used here, this cell is very large and 
has sufficient drawbacks that further analysis is unnecessary. Future processes may have 
similar PMOS and NMOS drive currents [48]. For such a fabrication process, this cell 
topology may be very good.

3.3.3.4  Two-Edged NMOS Access Transistor SRAM Cell 
with Annular Pull-Down Transistors (Type 4)

Using two-edge NMOS access transistors (NP0 and NP1 in Figure 3.3a) and annular 
pull-down transistors N0 and N1 is an interesting alternative since the WL is high for 
only the row being accessed. A low gate voltage minimizes TID-induced leakage at 
the transistor edges, and this is the bias condition on access transistors NP0 and NP1 
over 99% of the time. This cell has good stability and write margin even for narrow 
access transistor widths. Cell size is reduced as shown in Figure 3.3g but is still sig-
nificantly larger than the conventional SRAM cell. A drawback to this configuration 
is that depending on the layout, the access transistor source and drain nodes may be 
difficult to shield from the other cell transistors using guard rings. Fortunately, on 
sub-150 nm processes, this TID component may be tolerable or mostly mitigated by 
avoiding polysilicon crossing from N+ to N-well diffusions [49].

3.3.4 snM test structure

Since read stability is so important, and it is unlikely that an RHBD IC designer will 
be able to include RHBD SRAM cells on the process development test chips as the 
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standard foundry cells are, appropriate test structures to rapidly determine the cell 
quality are essential. A test structure that allows direct measurement of the SNM of 
individual SRAM cells is shown schematically in Figure 3.6. It is based on the stan-
dard SRAM array and can be integrated with a production design. To allow accurate 
analog signal propagation, two supply voltages, VDD and VDD_CELL, are used. VDD is 
independent of VDD_CELL allowing the gate overdrive of the cell and access devices to 
be controlled independently. By applying VDD > VDD_CELL, the resistance of the ana-
log signal path multiplexers is reduced, limiting their effect on the measurements. 
During the test, nodes WL and the access multiplexer enables are asserted high. The 
high WL voltage allows single-ended writes of the SRAM cell, unlike the normal 
operating condition, where writes must be differential. The test is DC, so there is 
no time dependence in the measurement. Consequently, the BL and BLN voltages, 
when used as outputs, accurately represent that of the SRAM cell storage nodes C 
and CN, respectively. Thus the circuit allows direct measurement of the as-fabricated 
SRAM cell P/N ratios through observation of the switching points when driving the 
BL (or BLN) high or low.

VDD_CELL

C CN

WL0
WL1

WL63

Row
decoder

Column
decoder

Top bank

Bottom bank

VDD

VDD

VDD

VDD

VDD

Column group 0

BL BLn

BLn_out

Column
group

decoder

Column group 1
Column group 31

BL_out

FIGURE 3.6 Ninety nanometer test array allowing the measurement of individual cell mar-
gins. (After Yao, X. et al., IEEE Trans. Nucl. Sci., 55(6), 3280, 2008.)
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An analog multiplexer under software control is used to connect the test structure 
to a digital to analog converter. The multiplexer allows switching either the BL or 
BLN attached to the FPGA driver, with its complement BLN or BL attached to the 
analog to digital converter to measure the cell state. The measurements can be made 
with the device under test (DUT) inside the Co-60 irradiator so measurements vs. 
TID can be made in situ, allowing the determination of the TID impact on the indi-
vidual SRAM cell read and write characteristics. Measuring the DUT in situ, that is, 
while being irradiated, avoids relaxation of the TID effects that would occur when 
removing the device from the irradiator to make a measurement. Measured TID 
results from unhardened and hardened SRAM cells are presented as follows.

3.3.5 experiMentaL tid testinG resuLts

Test die were fabricated on both 130 and 90 nm CMOS bulk processes at the same 
foundry. The test die included both SRAM arrays and transistor test structures. The 
latter are laid out in the SRAM cell layouts, so that the results are representative of 
the device responses that would occur in the actual SRAM arrays. SRAM test struc-
tures with annular pull-down transistors (type 4) were also fabricated.

A 90 nm 1.2 Mb SRAM design fabricated on a low leakage (LSP) variation of 
the process can provide a baseline for the discussion [17]. This SRAM exhibited a 
131 times increase in ISB after irradiation to 1 Mrad(Si) as shown in Figure 3.7. Note, 
however, that significant leakage increase does not occur until after 300 krad(Si), 
which may be sufficient for many spaceborne IC applications. The design is fully 
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FIGURE 3.7 Ninety nanometer 1.2 Mb conventional (nonhardened) SRAM TID results. 
The increase at 1 Mrad(Si) for the array in the state opposite that when irradiated shows a 
131 times increase in standby IDD (ISB) for this device fabricated on the LSP process version. 
(After Yao, X. et al., IEEE Trans. Nucl. Sci., 55(6), 3280, 2008.)



72 Nanoscale Semiconductor Memories

© 2010 Taylor & Francis Group, LLC

functional despite this large leakage increase after 1 Mrad(Si) dose. While prior 
SRAM designs have failed at relatively low TID levels [16], careful circuit design 
can avoid this. In general, since size scaling requires increasing doping levels, and 
VDD scaling requires lower Vth to maintain gate overdrive, smaller geometry pro-
cesses exhibit less TID-induced ISB increases. The higher IOFF and Igate leakage cur-
rents in more highly scaled processes tend to mask what TID-induced increase there 
is until higher doses.

It is important to know the exact SRAM cell organization in order to apply the 
worst-case TID conditions. In particular, horizontally adjacent cells may have adja-
cent NMOS diffusions biased the same or differently with a solid or checkerboard 
pattern. This is not just a matter of geographic cell location, but also a function of 
whether or not the BL and BLN are stepped or folded in the layout. For example, 
the 90 nm SRAM uses a pattern BL0 BLN0, BL1 BLN1, … BL7 BLN7. However, 
the 130 nm design uses BL0 BLN0, BLN1 BL1, … BLN7 BL7. In the former case, 
a solid array pattern of all 1s or 0s is worst case for TID leakage increase, while in 
the latter, a physical checkerboard is. Finally, the physical and logical organization 
can be quite different, so knowledge of the physical layout is critical here, as it is in 
choosing appropriate production SRAM test patterns.

3.3.5.1 Impact of VDD Bias on TID Response
The 1.2 Mb 90 nm SRAM, fabricated on the foundry LSP process version, irradia-
tion results were described earlier. Additionally, 5 kB SRAM test arrays were fabri-
cated on the standard process version that supports the shorter gate length. The test 
SRAMs include an array without RBB and an array with RBB capability, with the lat-
ter configured with node SOURCE (see Figure 3.3b) biased at VSS during these initial 
irradiations. Two bias conditions, VDD = 1.0 V and 1.3 V, were used (see Figure 3.8). 
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FIGURE 3.8 Measured effect of VDD on the TID-induced standby IDD (ISB) increase in 
90 nm 5kB SRAM array fabricated on the standard process. The 2 Mrad(Si) value is 75 times 
the initial ISB. (After Clark, L. et al., IEEE Trans. Nucl. Sci., 54(6), 2028, 2007.)
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The ISB is normalized to the initial values for each die, which exhibit substantial 
(and expected) die-to-die variations. The VDD = 1.3 V TID-induced ISB increase of 
75 times is 1.8 times the TID-induced increase at VDD = 1.0 V. This indicates that if 
sufficient SEU tolerance can be provided, there is substantial TID response benefit 
to low VDD operation. The TID leakage increase at 1 Mrad(Si) is larger on the LSP 
process is in whole or part due to the substantially lower original leakage.

3.3.5.2 Impact of TID on Cell Margins
Using the test structure described earlier in Section 3.3.4 (see Figure 3.6), a 90 nm 
LSP 4 kB test array of unhardened SRAM cells was exposed to Co-60 radiation at 
an approximate rate of 20 rad/s [17]. During this exposure, the BL switch points were 
measured continuously, and during irradiation (after each measurement switched the 
cells), the cells were rewritten to the state where node C is 0 V and node CN is 1 V. 
The BL switch point response vs. the applied dose is plotted in Figure 3.9, where the 
SRAM node is being pulled high by the BL. It is unaffected until about 300 krad(Si), 
where TID-induced leakage becomes significant compared to the inherent leakage 
components, consistent with the full SRAM results in Figure 3.7. The TID impact 
on the measured switching voltage and hence cell write margins saturates near 
1.5 Mrad(Si).

At doses of 1.5 Mrad(Si) and 3.0 Mrad(Si), both the BL and BLN switch points 
were measured, indicating a strong downward shift in the BLN switch point across 
the cells, again indicative of a shift in the cell effective P/N ratios due to the irradia-
tion. The cells were irradiated with the gate of transistor N0 high, and as expected, 
this device exhibits the most degradation, that is, increased leakage due to TID. The 
SRAM access transistors, NP0 and NP1, are assumed to be largely unaffected, since 
they have 0 V gate bias most of the time. One key observation is a lower BLN voltage 
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FIGURE 3.9 Behavior of sample two-edge (unhardened) SRAM cell trip points vs. TID. 
(After Clark, L. et al., IEEE Trans. Nucl. Sci., 54(6), 2028, 2007.)
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required to write the cell state, indicating diminishing write margin—that greater 
drive is required to write the cell in this direction over time. This result, consistent 
with an increase in the drive of transistor N0, presents a possible failure mechanism 
due to TID.

The impact on the SRAM cell read margins are shown in Figure 3.10, which 
compares the pre- and postirradiation SNM as simulated by changing the leakage 
of transistor N0 to match the TID measurement results. The test structure does not 
allow direct measurement of the SRAM read SNM, which must be inferred from the 
write margin measurement results. To determine the impact of TID on the read mar-
gin response, the NMOS response was modeled from transistor TID measurements 
on the same process. Two responses with the degradation on each NMOS pull-down 
transistor were simulated independently. Immediately evident is the closing of the 
larger “eye” post-TID. In one case (the dashed lines), the initially weaker NMOS 
pull-down transistor is made slightly stronger by the TID-induced leakage, and the 
worst-case read SNM is slightly improved (from 58 to 59 mV). The read SNM on 
the other node is diminished to 53.7 mV (note the smaller “eye” at the top outlined 
by the thin lines) when the TID-induced increased leakage is on the initially stron-
ger NMOS pull-down transistor. Whether TID mitigation is necessary to maintain 
SRAM cell read margins is thus determined by the initial as-fabricated margins—a 
larger cell with large margins may still be smaller than that required by annular tran-
sistor layout and guard rings, as well as the TID environment expected.

The TID switching point response vs. irradiation dose of the RHBD cell of Figure 
3.5 is shown in Figure 3.11. Since the leakage currents are completely mitigated, as 
indicated by ISB measurements vs. TID, the switch points are stable up to 2 Mrad(Si). 
Clearly, allowing sufficient cell size, the RHBD techniques are effective.
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FIGURE 3.10 Simulated worst-case Monte Carlo derived read SNM pre- and postirradia-
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3.3.5.3 Type 4 Cell
In general, a worst-case experiment uses a high NMOS gate voltage to maximize TID 
effects. However, this condition simply cannot occur on the NMOS access transistors in 
an SRAM, as the WL decoder ensures only one can be active, and then only during one 
clock phase. To validate that WL bias at 0 V for all unaccessed cells is sufficient to miti-
gate TID-induced leakage in the NMOS pass devices NP0 and NP1, experiments were 
made using test transistors fabricated on both the 130 nm and 90 nm processes. On the 
former, four 0.28 μm width, minimum-length two-edge NMOS transistors connected in 
parallel with VDS = 1.2 V and VGS = 0 V, the relevant access transistor bias, exhibit TID-
induced increase in IOFF less than three times after exposure to 500 krad(Si). A 1.5 μm 
effective width annular transistor (the minimum for this geometry) has five times 
greater IOFF current preirradiation than this narrower two-edge device. These experi-
ments indicate that 130 nm SRAM cells using annular pull-down NMOS and two-edge 
pass transistors exhibit less total leakage current after exposure to 500 krad(Si), with 
less area than a cell using PMOS access transistors. The same experiments were carried 
out on transistors fabricated on a 90 nm foundry process to 1 Mrad(Si) and indicate that 
for the off-state bias condition, the TID-induced IOFF increase is less than two times [46].

3.3.5.4 Type 1 Cell with RBB: Array Design Considerations
The low WL activity factor makes annular gates less important for the SRAM cell 
access transistors, as shown earlier experimentally, but TID-induced leakage remains 
an issue if two-edge NMOS pull-down transistors are used. This can be mitigated by 
applying RBB or RBB+SC. By setting VDD to be 1.2 V and the external VSOURCE to 
be 0.7 V, the SRAM cells have 0.5 V VDS storing the SRAM cell state. The SRAM 
cell supply voltage can be varied by raising the NMOS sources (cell node SOURCE 
in Figure 3.3b and row by row SOURCE0 to SOURCE63 in Figure 3.12a) while 
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SRAM cell. No variation due to irradiation is measured for this cell.
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FIGURE 3.12 (a) Circuits providing dynamic RBB in the 130 and 90 nm SRAMs for NMOS 
transistor TID mitigation. (b) The connections of the well and substrates for the periphery 
are shown. (c) A triple-well process allows continuous negative NMOS transistor bulk bias. 
These well bias conditions were simulated in the arrays by applying high VDD to the periph-
eral circuits and raising VSS above the bulk voltage in some of the TID experiments. (After 
Clark, L. et al., IEEE Trans. Nucl. Sci., 54(6), 2028, 2007.)
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maintaining the NMOS transistor bulk connection at 0 V. This allows RBB+SC 
to reduce the NMOS transistor leakage in the pull-down transistors N0 and N1 as 
well as significantly reducing IOFF in transistors NP0 and NP1 through negative VGS. 
Alternatively, since the channel surface potential is pinned, that is, the gate fields are 
unaffected by the bulk potential, VDD and VSOURCE can be raised to provide reduction 
in TID-induced leakage without affecting the VDS and hence cell Qcrit.

Low cell voltages during operation reduce TID effects as shown earlier, but mod-
ern SRAM cells are not read stable at low voltages. Consequently, to employ reduced 
biases for TID mitigation, the cell bias must be changed dynamically to full VDD 
during reads. The circuits providing this ability are shown in Figure 3.12. By driving 
the row SOURCE node to 0 V dynamically before the WL is selected, the SRAM 
cells in that row can be read without upset that might otherwise occur since SNM 
diminishes rapidly with decreasing VDD. Sufficient address setup time ensures that 
the row SOURCE node is driven to 0 V before the WL is asserted. The raised source 
structure was chosen since it can apply RBB with power SC. This is applied dynami-
cally to allow full read stability in the selected row. This configuration can also 
simulate a triple-well SRAM by using the appropriate bias conditions as shown in 
Figure 3.12b and c by holding the bulk (P substrate) at 0 V and making VSS and VDD, 
0.7 and 1.7 V respectively.

3.3.5.5 Type 1 Cell with RBB: Transistor-Level Measurements
Four 0.28 μm wide 130 nm minimum-length NMOS transistors connected in paral-
lel were irradiated with VDS = VGS = 1.2 V (VDD = 1.9 V), VS (the transistor source) = 
0.7 V, and Vbulk = 0 V, the worst-case condition for the raised VSS TID mitigation 
scheme. The IOFF was measured preirradiation and after a total dose of 750 krad(Si). 
An operational SRAM will have data that change, so this was applied as 250 krad(Si) 
biased on (VG = VDD), 250 krad(Si) biased off (VG = VS), and then 250 krad(Si) biased 
on (VG = VDD). The 130 nm NMOS transistors exhibit an 8 times increase in TID-
induced leakage, as opposed to over 200 times increase for VDD = 1.2 V and no 
RBB applied as shown in Figure 3.13. The pull-down transistors account for about 
one-third of the total leakage, so when this result is combined with the access tran-
sistor TID response, the SRAM cell will exhibit about three times IOFF increase after 
exposure to 750 krad(Si). The postirradiation IOFF with VSB = 0.7 V and VGS = VDS = 
0.5 V is nearly one order of magnitude less than the preirradiation IOFF at VSB = 0 V 
and VGS = VDS = 1.2 V—by using dynamic source biasing, a conventional SRAM 
cell will exhibit less post-TID leakage than cells employing annular gates preirradia-
tion. The ISB for this condition is lower at 1 Mrad(Si) than the preirradiation annular 
(type 4) SRAM. The voltage-collapsed SRAM with RBB applied has lower ISB at 
1 Mrad(Si) than the conventional two-edge transistor SRAM (type 1) cell has preir-
radiation. We attribute the annular (type 4) SRAM cell ISB increase to leakage under 
the field oxide at the two-edge access transistors, since as mentioned, no cells had 
guard rings between adjacent N-type source and drain diffusions.

3.3.5.6 Test SRAM Designs and Experiments
The 5 kB RHBD test SRAMs implemented in 0.13 μm bulk CMOS contain 4 kB for 
data and 1 kB for EDAC parity bits. A single 40-bit read and write port is organized 
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as 32 data bits plus 8 EDAC bits. EDAC protects against SEU in the array while 
dual-redundant control lines are used to detect and prevent SET data corruption due 
to WL SET, as described later. The 90 nm SRAM design utilizes similar circuits to 
apply RBB and supports the same (40, 32) single error correct and double error detect 
EDAC. Both interleave the storage bits by eight cells to avoid multiple bit error upsets 
in the same EDAC codeword. The 90 nm design does not mitigate SET-induced errors.

In commercial designs, the most important leakage-induced failure is the case 
where during a read operation, a single bit is driving the BL high, but leakage on 
the other cells is driving the same BL low, significantly slowing the BLN–BL volt-
age signal development. If the total BL leakage approaches the cell read current, 
small signal differential sensing may fail. This is even more important in memory 
designs that use single-ended sensing, since the output high BL node may register 
as a logic 0 after being discharged by leakage within the timing window. This 
failure mechanism is avoided in the designs here by using full swing differential 
sensing and relatively short BLs with 64 cells attached, as well as the high ION/IOFF 
ratio of the foundry process.
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FIGURE 3.13 Co-60 irradiation results of different SRAM cell ISB responses. Note that the 
type 4 cell, which has annular NMOS pull-down transistors, has higher ISB preirradiation 
than the type 1 with RBB and full VDS postirradiation. The higher preirradiation leakage of 
the type 4 eliminates much of its advantage over the type 1 (unhardened) cell. The type 4 
cell has leakage increase attributable to the lack of guard rings blocking STI leakage paths. 
The type 1 with RBB+SC has little leakage increase and reduced ISB at all dose levels. (After 
Clark, L. et al., IEEE Trans. Nucl. Sci., 54(6), 2028, 2007.)
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The 90 nm SRAM design uses cross-coupled NAND gate set–reset latches to 
sense. This allows a robust timer-free sense, eliminating one timing signal that could 
otherwise be upset by a SET. The SRAM cell high node provides current through the 
on pass transistor (NP0 in Figure 3.3) clamping the BL reading a logic “1” at approx-
imately VDD − VtN. Meanwhile, the BLN reading a logic “0” discharges completely 
to VSS. The 130 nm design uses BL keepers to hold the nondischarging BL to VDD.

3.3.5.7 Type 1 Cell with RBB: SRAM Measurements
Triple-well processes, which are common, allow RBB to be applied statically without 
collapsing VDS (see Figure 3.12c). Full cell VDS maintains the cell Qcrit, allowing bet-
ter SEU response. The effect of this bias condition on TID response was investigated 
in an experiment comparing the 130 nm SRAM TID performance on a nontriple-
well process with VDD = 1.9 V, VDS = 1.2 V, and VSB = 0.7 V (referring to Figure 3.12, 
VDD = 1.2 V and VSOURCE = −0.7 V) to the case without RBB. The experimentally 
measured SRAM array ISB vs. irradiation level on the 130 nm test chip (Figure 3.14) 
also clearly shows that RBB is a viable approach to mitigate TID-induced increase in 
ISB up to 1 Mrad(Si). Since measuring ISB encompasses all leakage components, both 
IOFF and conduction under the STI field oxide is mitigated by RBB. This allows the 
use of the foundry cells. Both RBB and RBB+SC improve ISB compared to the stan-
dard bias and RBB+SC reduces leakage sufficiently such that the total ISB of the array 
drops below that of the SRAM control logic, indicated by the dashed line at the bot-
tom of Figure 3.14. The control logic was not reverse-body biased. Consequently, 
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FIGURE 3.14 One hundred and thirty nanometer SRAM array ISB vs. TID and irradiation 
bias for chips irradiated with and without RBB, and with RBB+SC. ISB was measured at the 
irradiation bias. Irradiation was performed with the array programmed to a checkerboard 
pattern, and ISB measured with the same (triangles) and opposite (squares) patterns. (After 
Mohr, K. et al., IEEE Trans. Nucl. Sci., 54(6), 2092, 2007.)
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further decreases in SRAM array ISB will not provide significant improvements in 
the overall SRAM static power unless all circuits have RBB applied.

Note that using RBB+SC allows the postirradiation leakage to be less than the 
preirradiation leakage without it. On this 130 nm SRAM, some single bit failures 
were observed for the standard bias condition starting at 725 krads(Si) indicating 
that increased leakage currents had destabilized some of the SRAM cells, presum-
ably those that were least stable to begin with. No failures were observed for the 
RBB+SC bias up to 1 Mrad(Si).

This TID mitigation approach was also investigated on a 90 nm bulk CMOS 
5  kB SRAM using two-edge transistor cells. Test SRAMs were irradiated with 
VDD = 0.9 V (the non-RBB case, i.e., with VSB = 0 V), and with VDD = 1.6 V and node 
SOURCE—the source of the SRAM NMOS pull-down transistors (N0 and N1 in 
Figure 3.3b)—at 0.7 V and the P-type bulk at 0 V (the RBB case). This latter bias 
condition applies a 0.7 V NMOS RBB with the cell VDS = 0.9 V, the same as the 
non-RBB case. The SRAM array SOURCE node (see Figure 3.12a) current was 
measured with all 1s and with all 0s stored in the array to determine the NMOS pull-
down transistor IOFF pre- and postirradiation for both cases. The SRAM was written 
with all 1s during irradiation. The measured results are shown in Figure 3.15 for TID 
up to 1 Mrad(Si) [46]. While the non-RBB SRAM ISOURCE increases by 10 times for 
array data opposite to that during irradiation, no increase is observed in the RBB 
ISOURCE at that irradiation level. Between 0 and 500 krad(Si), the high intrinsic leak-
age delays the onset of noticeable TID impact to higher irradiation.
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FIGURE 3.15 Measured current on the RBB two-edge 90 nm SRAM SOURCE node (IOFF 
through the pull-down transistors) after Co-60 irradiation to 1 Mrad(Si) with VGS = 1.0 V and 
RBB using VSB = 0.7 V in the State = 1 condition. Measurement biases are given in the legend. 
A large increase in IOFF is evident, exacerbated when the measurement is in the opposite state. 
Application of RBB fully mitigates the IOFF increase. (After Clark, L. et al., IEEE Trans. Nucl. 
Sci., 54(6), 2028, 2007.)
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The same measurements with irradiation at VDD = 1.6 V and node SOURCE = 
0.6 V are shown in Figure 3.16 [46]. ISOURCE with RBB of 0.5 V and 0.6 V shows 
the sensitivity to the amount of RBB bias applied. The cell VDS = 1 V for both 
cases. Two key points are evident. First, the applied RBB strongly affects the mea-
sured IOFF. Thus, RBB does not mitigate the trapped charge or TID-induced interface 
traps; it merely raises the parasitic edge transistor Vth sufficiently to alleviate the 
increased leakage. Second, the current required by node SOURCE can decrease with 
TID. This suggests that current can be delivered by another path separate from the 
VSOURCE node. This current path is clearly dependent on the SRAM cell state during 
irradiation, despite its symmetrical nature.

The reduction in ISOURCE at high TID suggests that the cell bias current is being 
fed from another path, other than the test chip pin (see Figure 3.16). This is surmised 
to be due to leakage under the STI from a VSS node to the SOURCE node. The small 
magnitude of the current difference between the two cell states suggests that this 
will not limit chip level ISB. Previous work has reported that the SRAM source can 
be completely floated without the SRAM losing state [50]. This was proven on our 
90 nm SRAM as well—gate leakage is sufficient to maintain the bias in a standby 
mode. ISB measurements of irradiated NMOS transistors suggests that much of the 
large leakage increase in the 5 kB arrays is under the STI between N-type diffu-
sions, for example, between NMOS drains and the N-well. This further validates 
the conclusion that the RBB is effective in mitigating this leakage component in 
the 90 nm process and that this under STI component is responsible for the slight 
ISOURCE at high TID. Figure 3.16 shows higher ISB for arrays measured without RBB 
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IEEE Trans. Nucl. Sci., 54(6), 2028, 2007.)
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but irradiated with it. This response, similar to that of the 130 nm SRAM, indicates 
that the RBB does not mitigate STI interface charging or trap formation, but that the 
net effect is again mitigated by the RBB application.

3.3.5.8 90 nm Transistor-Level Response
Two-edge transistor arrays were also measured pre- and postirradiation to help 
determine details of the TID leakage increase in the SRAMs. These arrays have the 
same narrow-width NMOS transistors as the SRAM cells. The NMOS transistor 
arrays were irradiated with 0.7 V RBB applied and VDS = 0 V, and with no RBB and 
VDS = 0 V, with high transistor gate voltage applied, that is, VGS = 1.0 V to determine 
the worst-case response. The results of measurements with RBB applied during irra-
diation but with VSB = 0 V during the measurement sweeps showed that application 
of RBB during irradiation subtly enhances the increase in transistor IOFF due to TID. 
Since only one SRAM row is accessed at a time, the impact of a higher IOFF in the 
non-RBB condition is negligible, and RBB application reduces the leakage by much 
more than the actual STI oxide degradation.

When irradiated, the measured SRAM cell leakage increase is greater than the 
NMOS transistor IOFF increase experimentally measured on transistors. If the pri-
mary SRAM TID effect was increased parasitic NMOS drain-to-source leakage 
increase, the transistor increase would be higher than that of the SRAM. Since no 
P-type guard rings were used (all SRAM cells use the layout in Figure 3.3c), this sug-
gests that leakage under the STI field oxides is a significant contributor. Subsequent 
work has shown that the field oxide FET formed by the polysilicon bridging from 
the NMOS transistors to the N-well is a dominant TID-induced leakage path [49].

When used to reduce circuit standby leakage, the actual leakage improvement 
can be limited by both gate leakage and drain-to-source leakage at the drain edge, 
either IGIDL or IZENER [51]. All are direct band-to-band tunneling effects—the former 
through the thin oxide and the latter two are due to sharp band bending caused by the 
steep doping profile at the drain-to-bulk transition region. The steep doping profiles 
are from halo implants used to control short channel effects [44,52]. Since the RBB 
bias creates higher drain-to-bulk bias conditions, it is important to determine if this 
leakage component will limit the available improvement that can be provided by 
using RBB. For example, if the IZENER increase with RBB is larger than IOFF, RBB 
application will actually only mask TID-induced leakage by increasing the baseline 
value. Experiments on the 90 nm foundry process showed that this was not the case. 
Since doping increases exponentially as processes are scaled, and the precise fields 
are process dependent, RBB TID mitigation on future processes may be limited by 
this mechanism.

3.3.6 sinGLe event effects in unhardened sraM

SEE was investigated on a 90 nm 1.2 Mb unhardened SRAM using the ion beam at 
the SEE facility at Texas A&M University. Since no SET mitigation techniques are 
used, this design provides a baseline for comparison with a SET mitigated design. 
This design uses small signal sensing and conventional circuits commonly used 
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in commercial SRAMs, with two exceptions. First, tighter well and substrate tap 
spacing to avoid SEL in the beam testing were used. Second, RHBD I/O was used 
to avoid test failures due to the TID-induced I/O failure before the core TID effects 
could be seen.

Figure 3.17 shows some measured SEU patterns for the LET = 59 MeV-cm2/mg 
beam normal to the surface of the die (0° angle) with different stored patterns. 
Each strike is noted by one of eight different shades. The MBU detection algorithm 
assumes that bits more than eight cells apart are from different strikes, as the cycle 
count may not be indicative, since multiple particles may strike between read sweeps 
through the array. Note the prevalence of MBUs. Figure 3.17a shows that for check-
erboard patterns, diagonal upsets predominate. This is due to the cell nodes storing 
the same logic one or zero being on the diagonal—for a hit between them, both can 
collect charge and be upset by one particle strike. Note that this can occur for both 
PMOS and NMOS collection, but referring to Figure 3.3c for strikes at opposite ends 
of the cells. The figure also clearly shows one row completely upset. This is due to 
an SET-induced WL assertion, which wrote the BL values into the cells. Luckily, 
the test pattern had alternating rows of 010101…. and 101010… (since it is a check-
erboard) so this error could be caught. Figure 3.17b shows the pattern measured with 
vertical stripes programmed into the array, while Figure 3.17c shows the resulting 
patterns from a solid 0s pattern. In the latter, since the BLs alternate as BL, BLN, 
BLN, BL, up to four adjacent diffusions may collect charge simultaneously, as evi-
dent. Stripes predominate in the stripes case. The likelihood that a strike generates 
an MBU is thus dependent on the stored data pattern, with the likelihood of a 4-bit 
upset rising from under 5% for the checkerboard and stripe patterns, to over 16% for 
the solid pattern. No 5-bit upsets were detected for the two former cases, but they 
composed over 15% of the strikes in the solid pattern 0° angle tests at the same LET. 
Again, knowing the exact physical organization of the array down to whether cells 
are tiled or folded in the horizontal direction is critical to accurate SEU analysis.

How many bits are upsets by a given strike vs. beam incident angle with the 
checkerboard pattern, again at LET = 59 MeV-cm2/mg, is shown in Figure 3.18. Here, 
1- and 2-bit upsets predominate at normal incidence, while at 42°, the majority of hits 
upset two or more cells. At the higher angles (see Figure 3.18d), most hits are 2-bit 
MBU, with up to 5-bit upset by one particle strike.

Figure 3.19 shows the measured SRAM cell cross section vs. effective LET 
(LETeff) at different VDD voltages. As expected, since increasing VDD raises the cell 
Qcrit, the cross section diminishes with increasing VDD at low LET. However, at high 
VDD, as indicated by the points connected by lines, the cross section rises consider-
ably at LETeff above 70 MeV-cm2/mg. This is due to enhanced charge generation due 
to amplification by parasitic bipolar transistor action, which can cause very large 
MBU extents, particularly down SRAM wells [53].

3.3.7 sinGLe event effect MitiGatiOn

In this section, the SEE mitigation circuits implemented in the 130 nm design and 
their operation are described.
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(a)

(b)

(c)

FIGURE 3.17 MBU extent vs. stored memory patterns observed in testing the unhardened 
1.2 Mb 90 nm SRAM at normal beam incidence for (a) checkerboard, (b) stripes, and (c) all 
zeros patterns, respectively. Note the entire row disrupted, presumably by a SET that in turn 
asserted a WL, which overwrote the contents.
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3.3.7.1 130 nm SRAM Design with RBB+SC Support and SEE Mitigation
As mentioned earlier, the 130 nm 5 kB RHBD SRAM used dual-redundant control 
lines to detect and prevent SET data corruption due to control or WL SET. The 
dual-redundant control logic SET mitigation used here imposes no absolute maxi-
mum clock frequency limits and allows operating frequencies above 500 MHz in 
this implementation.

Each row in the SRAM array is controlled by 1 of 128 dual-redundant WL drivers 
labeled L for left and R for right (see Figure 3.20). Separate decoders provide SelLx 
and SelRx with timing set by WL enable signals RowENLx and RowENRx, respec-
tively. Each left dual-redundant driver for row x controls the WLLNx and, in part, 
the SOURCEx signals for one row. The redundant drivers are spatially separated to 
reduce the probability of a single ionizing particle strike affecting both of them. The 
test array uses RBB+SC (optionally RBB) to determine its value for TID mitigation 
on this 130 nm process.
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FIGURE 3.18 The effect of particle angle on MBUs in the unhardened 90 nm 1.2 Mb 
SRAM: (a) At 0°, 1-, and 2-bit upsets predominate, with few 3- and 4-bit upsets. (b) As the 
angle increases to 42°, a larger number of 3-bit upsets occurs, (c) until at 53° (d) and 65°, 
MBUs predominate.
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As described earlier, when a row is inactive, it is biased to the higher VSOURCE volt-
age that applies the RBB as the NMOS bulks are all at VSS = 0 V. During a read or 
write cycle, SOURCEx is driven to VSS through transistor M1a in order to ensure read 
stability and fast writes. The row drivers must be immune to an SET that could cause 
the SOURCEx node voltage to rise above VSOURCE, which would collapse the SRAM 
cell supply voltage, potentially upsetting the stored state in the entire row. SETs that 
drive the SOURCE node voltage low are not a concern as they momentarily increase 
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that row’s SRAM cell supply voltage magnitude. To avoid a strike raising a row’s 
SOURCE bias node SOURCEx, it is connected to only N-type diffusions. These can 
only collect ionizing radiation-deposited electrons and thus only drive SOURCEx to 
a lower potential. Strikes on upstream logic that controls the bias are also a concern. 
For example, referring to Figure 3.20, enabling transistor M1a in one of the two 
redundant row drivers and M1d in the other creates contention between them. In this 
case, SOURCEx takes on an intermediate voltage between VSS and VSOURCE reducing 
read speed and margin. Two approaches are taken to ensure that this does not affect 
functionality. First, the M1a and M1c transistors are sized wider than M1b and M1d, 
keeping the contention voltage low. Second, this SOURCEx contention condition 
bias value is used as the worst case when determining read margin and speed.

To avoid an ionizing particle strike asserting an inactive WL signal during a read 
operation as discussed in Section 3.2.2, the design uses two redundant active low 
WL signals per row, labeled as WLLNx and WLRNx that in turn control 40 local 
WL (labeled WLlocal) signals in each row (see Figure 3.20). WLRNx is driven by 
the right row driver and signal WLLNx by the left row driver. These two redundant 
signals are combined locally every 8 bits, driving the WLlocal signals, which control 
eight SRAM cells. An SET assertion of a single WLlocal signal corrupts at most 
8 bits. Since each of the 8 bits resides in a different EDAC codeword, all 8-bit errors 
are correctable. Unlike the design in Figure 3.1b, which could still activate all local 
WLs by incorrectly asserting the global WL due to an SET, if either the WLbarL 
or WLbarR signal is corrupted due to an SET, a contention condition is created in 
the local WL driver inverters. The transistor sizing in the local WL drivers ensures 
that under contention, the WLlocal signals will not rise to a high enough voltage to 
write the SRAM cells they control. Consequently, an SET-enabled WL signal in a 
row that is not active cannot cause a false write. This local WL driver circuit was 
chosen over an AND gate because it is smaller. An erroneously disabled WL signal 
is detected, as described in the following text, allowing the write or read operation 
to be repeated. Of course, the controlling circuitry micro-architecture must compre-
hend this condition, by buffering write data for a retry and appropriately rerunning 
the operation as needed.

An SET-induced WL assertion is detected by two additional columns connected 
only to WLLN or WLRN signals, rather than the local WLs. These cells always dis-
charge the BLs in their column and are read on both read and write operations. One 
of WLbarL or WLbarR incorrectly asserted is indicated by either being incorrect. 
In this case, the cycle is repeated. Of course, a “false-positive” error can be induced 
by an ionizing particle strike on the BL itself, in which case the data are correct, but 
rewritten nonetheless. BL development is much faster during a write, owing to the 
stronger write drivers, than during a read. This ensures that a write has successfully 
completed if both WLchk outputs are valid.

3.3.7.2 SRAM Column Circuits
Similar to the WL protection, dual-redundant column decoders generate the Y mul-
tiplexer control signals ColEnLWy and ColEnRWy for each of 16 words y (8 above 
and 8 below the column sense and write circuits). Two decoders—one on the left 
and one on the right form a dual-redundant pair, with one pair for each of the top 
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and  bottom subarrays. There are sense and write circuits in each column of this 
design. The ColEnL and ColEnR signals are combined as shown in Figure 3.21. If 
either control signal is corrupted, an incorrect write cannot be generated, but a valid 
write may be aborted. Such a write abort is detected since the write data are moni-
tored by the read sense circuits as it is being driven on to the BLs. These data are 
sampled at the end of the operation clock phase and compared to the data that were 
to be written. Any difference triggers an error, allowing the write to be repeated.

The read sensing is single ended using full-swing BLs. Both BL and BLN signals 
are sensed by high skew tristate inverters as shown in Figure 3.21. The outputs of 
these tristate inverters form the column (Y) output multiplexer. A SET that asserts 
one inadvertently will upset at most one output bit, which the EDAC will correct. 
Dual-redundant signals ColEnLW0 and ColEnRW0 enable DataOutN and DataOut, 
respectively, if word 0 is being read. If either of the ColEnLW0 or ColEnRW0 sig-
nals is corrupted due to a SET, the DataOut and DataOutN signals in a column will 
match, that is, one not reflecting the discharged BL as appropriate, signaling that the 
read must be repeated. EDAC may also detect this but cannot be guaranteed to do so. 
Other dynamic BL read errors caused by SETs, for example, on the precharge signals 
PrechLN and PrechRN are detected similarly.

Cross-coupled keeper transistors K1 and K2 shown in Figure 3.21 ensure that 
once the bit cell discharges either of the two BLs, the opposite line maintains a full 
rail logic “1.” Dual-redundant precharge circuits preclude SET events from deassert-
ing PrechLN or PrechRN during BL precharge cycles.

BL0

PrechLN P2 P3

P4P1 K1 K2

PrechRN

DataWrN DataWr

ColEnLW0

ColEnRW0

BL7

Write/sense

BLN0

BLN8 BLN9

BLN7

BL8 BL9 BL15

DataOut

DataOutN

BLN15

FIGURE 3.21 BL redundant precharge transistors, cross-coupled keeper PMOS transistors, 
and sixteen-to-one 1-bit column multiplexer with redundant select and write control. If a pre-
charge fails to turn off due to an SET, this condition is detected by the read/write detection 
columns.
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3.3.7.3 SRAM Operation with RBB+SC
Figure 3.22 shows a simulated read cycle followed by a write cycle. The SRAM reads 
and writes in the low clock phase, with BLs precharged in the high clock phase. At 
about 1.5 ns, node C voltage of the storage cell node holding a logic 0 transitions 
from the elevated SOURCE voltage to VSS in preparation for the read cycle. Note 
that this is controlled by the address input, and at lower clock frequencies, this may 
occur much earlier. At 2 ns, node C rises—this is due to the read current, which 
reduces the cell stability during a read as discussed in Section 3.3.1. The first fall-
ing clock signal CLK edge initiates a read of a stored logic 0 resulting in each of the 
40 WLlocal nodes being asserted high, followed by the BL discharging and a logic 
1 driven out on DataOutN. The second falling CLK edge at about 4.2 ns initiates a 
write cycle. Here a logic 1 is written into the SRAM cell, inverting the C and CN 
storage node signals.

3.3.8 experiMentaL see MeasureMents

While both RBB and RBB+SC improve standby leakage, they also reduce the 
SRAM cell drive strength, reducing Qcrit and making the cell more susceptible to 
SEU. The SEU impact of varying the VSS and VSOURCE potentials was quantified by 
cyclotron measurements.

Figure 3.23 compares the standard bias, VSOURCE = 0.0 V, SRAM cell cross sec-
tions to those with RBB with VSS voltages of −0.4, −0.6, and −0.8 V. No increase 
in cross section is observed for VSS = −0.4 V. Measurements with VSS = −0.6 and 
−0.8 V exhibit up to a 15% SRAM cell cross-section increase at high effective LET. 
This is expected due to higher NMOS Vth as well as extended depletion regions, 
which improve funneling efficiency [6]. However, most of the change should occur 

Read cycle

0

RD
WR
CLK
WLlocal
BLN0
BL0

CN

C

DataOut
DataOutN

2 4 6

Write cycle

Time (ns)

FIGURE 3.22 Simulation results showing the SRAM read and write cycles. Note the large 
BL read swing in the read cycle and that in the write cycle, the BL discharge begins to dis-
charge until the cell is written, whereupon it is restored by the BL keeper transistors.
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as RBB is applied, that is, from 0.0 to −0.4 V, where the Vth and depletion depth are 
most affected by the applied back bias, since it increases with the square root of VBS. 
The MBU patterns produced by these tests, where no RBB is applied, are shown in 
Figure 3.24. At these angles, limited by shielding of the package to less than 60°, the 
MBU extent is limited.

Figure 3.25 shows the effect of RBB+SC on the measured SRAM cell cross sec-
tions at VSOURCE biases of 0.4, 0.6, and 0.8 V relative to the standard bias of VSOURCE = 
0.0 V. RBB+SC has a significant effect on bit cell cross section. Cross section 
increases less than 60% for a VSOURCE potential of 0.4 V, while at VSOURCE of 0.8 V, the 
SEU cross section triples. This is easily attributable to the lower VGS and VDS of the 
transistors maintaining the SRAM cell state in these bias conditions, which signifi-
cantly reduce Qcrit. Additionally, due to multi-bit errors (MBEs) at these biases, the 
cell cross section is considerably larger than the physical extent of one SRAM cell.

The bias dependence of MBUs was examined to ensure that increases in the bit 
cell cross section due to changes in VSOURCE bias can be effectively mitigated by 
increasing the EDAC scrub frequency. Required scrub frequencies are quite low [54], 

2-bit upsets 3-bit upsets 4-bit upsets 5–9-bit upsets

FIGURE 3.24 MBU patterns at the standard bias VDD = 1.2 V, VSOURCE = 0.0 V, VSS = 0.0 V, 
that is, no RBB applied. (After Mohr, K. et al., IEEE Trans. Nucl. Sci., 54(6), 2092, 2007.)
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FIGURE 3.23 Measured RBB effect on SRAM cross section vs. effective LET and bias: 
VDD = 1.2 V, VSOURCE = 0.0 V, VSS = 0.0, −0.4, −0.6, and −0.8 V. (After Mohr, K. et al., IEEE 
Trans. Nucl. Sci., 54(6), 2092, December 2007.)
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so small cross-sectional increases can be easily dealt with. MBUs whose extent spans 
across EDAC codewords at these low incident ion angles would result in an increase 
in the uncorrected error rate to unacceptable levels—recall that in space any angle 
is possible, so limiting the angles that can produce large MBU extent is the goal. 
The error cross section with error pattern size as a parameter for the standard bias 
(VDD = 1.2 V, VSS = VSOURCE = 0.0 V) is shown in Figure 3.26. Single bit errors domi-
nate at low LET. Above LET = 30 MeV-cm2/mg, strikes are more likely to result 
in MBUs causing the frequency of single bit upsets to drop and 2-, 3-, and 4-bit 
upsets to increase as shown. The 8-SRAM bit cell codeword interleaving used in this 
SRAM appears sufficient at the incident ion angles below 60°, which was limited by 
shielding of the IC package.

Using RBB+SC produces new MBU phenomena. Figure 3.27 shows that this 
significantly increases the frequency of MBUs with more than 5-bit upsets. Raising 
the VSOURCE voltage to only 0.4 V increases the SRAM cell cross section MBU 
extent and frequency, allowing very large MBUs not observed without RBB+SC. 
The largest MBU observed at this bias, with 0.4 V RBB applied and 0.8 V across 
the SRAM transistors, was 11 bits as shown in Figure 3.28. The large MBUs tend to 
be long and slender, and oriented in the BL direction. Since words on different rows 
of this SRAM are always in different EDAC codewords, all codewords are still cor-
rectable as only one upset bit resides in each. Additionally these upsets cross many 
N-well boundaries. The N-wells should provide favorably biased charge collection 
nodes that collect deposited charge and thus mitigate upsets. We believe that the 
source of such long slender errors is ion strikes on the BL or write driver diffusions, 
causing the BL to glitch below the WL voltage. This is a classical signaling noise 
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FIGURE 3.25 Effects of RBB+SC on bit cell cross section vs. effective LET and biases of 
VDD = 1.2 V, VSS = 0.0 V, with VSOURCE = 0.0, 0.4, 0.6, and 0.8 V. (After Mohr, K. et al., IEEE 
Trans. Nucl. Sci., 54(6), 2092, 2007.)
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FIGURE 3.26 MBU per bit cross section vs. effective LET and number of upsets per par-
ticle strike at the VDD = 1.2 V, no RBB applied. (After Mohr, K. et al., IEEE Trans. Nucl. Sci., 
54(6), 2092, 2007.)
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FIGURE 3.27 Effects of RBB+SC on MBU per bit cross section vs. effective LET and 
number of cells upset per particle strike for VDD = 1.2 V, VSOURCE = 0.4 V, VSS = 0.0 V. The 
cross section of 5 or more bits upset becomes noticeable at LETeff > 50 MeV-cm2/mg. (After 
Mohr, K. et al., IEEE Trans. Nucl. Sci., 54(6), 2092, 2007.)
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scenario that causes the access transistors of multiple cells to be asserted on as their 
gates are at VSS = 0.4 V and sources glitch to 0 V or less, writing multiple cells in 
the same column.

Further reductions in cell storage voltage by raising VSOURCE increase the SEU 
cross section of the SRAM cell and affect the size and shape of single strike MBEs. 
The trend continues, and when VSOURCE is raised to 0.8 V, very long thin errors are 
observed extending over all 64 bits in a column, that is, the entire BL lengths were 
observed. Consequently, while very effective at mitigating TID, RBB+SC must be 
used with caution as it can allow large MBU increases. RBB alone, however, appears 
to be effective at mitigating TID and does not appreciably affect the SEU rate.

3.4 CONCLUSIONS

The SRAM cell designs presented here were designed with similar read and write 
margins to ensure a fair comparison of the size impact of RHBD. Test layouts of 
the more promising designs show that RHBD SRAM cells using annular NMOS 
or PMOS access transistors are at least three times and potentially greater than five 
times larger in area than the foundry-optimized unhardened cells. It is worth noting 
that many tradeoffs are related. For instance, the use of two-edge access transistors 
may make the use of P-type guard rings superfluous, as the guard ring cannot miti-
gate flow between the two-edge transistor source and drain. In Co-60 accelerated 
TID experiments, 130 nm SRAM arrays showed 75 times ISB increases at 2 Mrad(Si), 
and a 90 nm SRAM fabricated on an LSP process, with a fully commercial design 
style, exhibited 131 times ISB increase after 1 Mrad(Si).

These clearly indicate that some form of mitigation is necessary to limit ISB 
increase at high, for example, Mrad level doses. Of course, the narrow SRAM tran-
sistors provide a worst case, and spaceborne ICs with low memory content may find 
such large ISB increases acceptable. Additionally, most satellite requirements are met 
with lower specifications, for example, 300 krad(Si), which modern sub-100 nm pro-
cesses may provide intrinsically. However, such a choice must be made cautiously. 

2-bit upsets 3-bit upsets 4-bit upsets
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FIGURE 3.28 MBU patterns observed for VDD = 1.2 V, VSOURCE = 0.4 V, VSS = 0.0 V, that 
is, 0.4 V RBB bias. The periphery circuits can drive the BLs to 0 V, below the SRAM access 
transistor Vth, which may account for the large vertical MBUs. (After Mohr, K. et al., IEEE 
Trans. Nucl. Sci., 54(6), 2092, 2007.)
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Recall from Section 3.3.5.7 that experiments showed that the cell stability can be 
affected by TID, where the 130 nm unhardened SRAM arrays had TID-induced bit 
failures starting at 750 krad(Si). Using a novel test structure, the switching points of 
SRAM cells using two-edge transistors were shown to change considerably as they 
were dosed to 1.6 Mrad(Si). Conversely, no cell switch point changes or ISB increase 
was observed for a fully annular NMOS P-type guard ringed 90 nm SRAM cell 
design. However, such larger hardened cells do have naturally higher SRAM leakage 
as a consequence of their wider transistors.

Measurements of fabricated 130 nm and 90 nm transistors and SRAM cells 
before and after TID irradiation indicate that two-edge NMOS access transistor 
cells are superior to PMOS access transistor designs at low radiation levels, that is, 
those below 500 krad(Si) and are probably adequate to higher doses. Experiments 
show that increasing SRAM VSS to apply RBB reduces postirradiation leakage at 
1 Mrad(Si) in conventional cells below the preirradiation leakage for the annular 
pull-down cell. At full VDD = 1.2 V, SEE is not adversely affected, and at 1 Mrad(Si) 
at the same bias conditions, the postirradiation two-edge 130 nm SRAM cell ISB is 
below the preirradiation level for the annular design. The measurements show that 
relatively low, that is, on the order of 500 mV of RBB is sufficient to mitigate TID-
induced ISB increase up to 1 Mrad(Si) on a 130 nm process. RBB+SC was shown to 
introduce a novel SEE failure where all cells on a single BL are upset. While the 
bits are all in separate EDAC words in any rational array organization, this may still 
be problematic, as large MBUs affect the required scrub rates. However, the RBB 
scheme appears effective at essentially no SEE penalty.

TID measurements of an operating 90 nm 5 kB SRAM show that RBB is effec-
tive in limiting IOFF increase at least to 1 Mrad(Si) and probably at higher doses, 
where the current increases were still small. High intrinsic IOFF and gate leakage on 
the 90 nm process limit the overall current savings. Concurrently, the high leakage 
floor masks TID-induced IOFF increase until higher, that is, greater than 500 krad(Si) 
irradiation levels, suggesting that two-edge cells without RBB may be acceptable for 
many hardened systems. If RBB is used, the experiments presented here show that 
there is latitude in the choice of VDS magnitude when RBB is applied. This will be 
a function of the required SEE hardness and the impact of VDS on the cell Qcrit. The 
experiments presented here have also shown that band-to-band tunneling at the junc-
tion edge does not limit the use of RBB.

Fabricated line widths have moved considerably beyond the lithographic gen-
eration. For example, 193 nm lithography is used to fabricate 35 nm polysilicon 
gates [55] in production by using resolution enhancement techniques and phase 
shift masks. Consequently, support for the polysilicon shapes required for RHBD 
enclosed geometry gates on sub-90 nm processes has ceased. RBB applied to 
the NMOS transistors promises a potential RHBD approach that is compatible 
with such highly scaled fabrication processes, not just for SRAM, but for logic 
as well.

Simulation studies have shown that the logic delay and active power increase over 
an unhardened design when using NMOS RBB is less than that when using enclosed 
geometry transistors [32]. The former causes less than 5% increase in logic delay, at 
reduced leakage, and similar active power, compared to a commercial two-edge-only 



95Radiation Hardened by Design SRAM

© 2010 Taylor & Francis Group, LLC

design. Nearly all modern ICs use higher I/O voltages for compatibility and lower 
scaled VDD in the core logic transistors. For example, VDDIO = 1.8–2.5 V, VDD = 1.2 V 
(the core VDD), and VSS = 0 V (gnd) are common. RBB can easily be applied to an 
entire IC to provide NMOS transistor TID hardness by placing the core circuits in a 
domain between VDDIO = 1.8 V and VSS(CORE) = 0.6 V. The resulting IC still as three 
power supplies as before. It is straightforward to convert the I/O circuit level shifters, 
which presently convert the upper rail between VDD and VDDIO to convert the lower 
rail between VSS(CORE) and VSS.
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4 DRAM Technology

Myoung Jin Lee

4.1 INTRODUCTION TO DYNAMIC RANDOM ACCESS MEMORY

Since its invention in the early 1960s, the metal oxide silicon field effect transistor 
(MOSFET) [1] has served as the building block of the world’s biggest industry, the 
semiconductor industry. The semiconductor industry has become the most impor-
tant engine driving the world economy and has distinguished itself by the rapid 
pace of improvement in its products over the last four decades. The improvement 
trend at the integration level is usually expressed as “Moore’s law,” as the number 
of components per chip has been doubling every 2 years since about 1980 [2–4]. 
This achievement is attributed to the progress in device scaling that has followed an 
exponential curve. The minimum feature size in recent complementary metal oxide 
silicon (CMOS) technology has dropped to the sub-50 nm range. The most recent 
International Technology Roadmap for Semiconductors (ITRS) forecasts a device 
gate length of as short as about 25 nm by 2015 [2]. Without a doubt, the technology’s 
leading devices in minimum feature size are memory products, such as the dynamic 
random access memory (DRAM).

However, as the device size, especially the device used in the memory cell, is 
scaled-down to the sub-100 nm range, however, numerous challenges have emerged 
from practical and theoretical points of view [5–10].
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The device reliability issue is one of the frequently faced challenges as the scal-
ing progresses [11,12]. If we look at the memory devices in terms of the reliability 
concerns, the two major issues to be taken into consideration are the data retention 
time in the DRAM [13,14] and the device degradation related to the gate dielectrics 
[15]. The former issue becomes more severe as the cell size scales down because 
the data retention time is proportional to the size of the cell capacitor where the data 
are stored. Thus, more advanced technologies are required to make capacitors with 
greater height for stacked type and with greater depth for trench type (compared to 
the former generation of a DRAM chip) to sustain the cell capacitance. One way to 
maintain or improve the data retention time is by reducing leakage currents, since the 
data retention time is inversely proportional to the leakage currents. Therefore, it is 
very important to understand the leakage current mechanism in a DRAM cell. The 
tunneling current through the gate dielectric is another important issue, because the 
electric field between the gate conducting material and source/drain overlap or chan-
nel region increases as the thickness of the gate dielectric scales down. Moreover, 
the gate tunneling current mechanism is rather complicated in the gate structure of a 
three-dimensional (3D) device, such as a recessed channel structure.

From the viewpoint of DRAM circuit technology, the sense amplifier has become 
the most important issue for high-density DRAM chips. The electronics industry 
has continuously demanded lower voltages and higher densities in DRAM chips. In 
order to satisfy this need, it is desirable to use a low VCORE in the DRAM core, even 
though with such low voltage it is difficult to sense the cell signal due to an insuf-
ficient sensing margin in a high-density DRAM. Thus, it is also necessary to develop 
a high-performance sense amplifier for improving the sensing margin.

4.1.1 draM ceLL

In order to meet the requirement of the charge retention time as the storage capaci-
tance tends to decrease in the gigabit DRAM era, the characteristics for a highly 
scalable cell used in the DRAM should have the following conditions.

First, the off current (i.e., source/drain current) and the junction current should be 
maintained at a lower current level than that specified to satisfy the DRAM retention 
operation. Second, other sources of leakage in the current path, such as the tunneling 
current in the gate oxide and the capacitor cell, should also be lower than the speci-
fied level. If we continue to use the planar transistor, it will be difficult to satisfy the 
first condition mainly because the effort for reducing the drain-induced barrier low-
ering (DIBL) effect leads to a higher channel doping concentration, which increases 
the gate-induced drain leakage (GIDL) current.

Figure 4.1 shows a schematic illustration of a plane and cross-sectional view of recent 
stacked-capacitor structural DRAM cells to explain various leakage current paths from 
a cell capacitor. The first leakage current path is for the junction leakage, which can 
become worse with the increasing doping concentration. In addition, the second and third 
paths are for the cell-to-cell leakage current and the subthreshold leakage current, respec-
tively. The fourth leakage current path (GIDL) is the most important path that leads to bad 
data retention operation. Finally, the fifth, sixth, and seventh paths are for the capacitor 
dielectric leakage, interlayer oxide leakage, and insulator leakage current, respectively.
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In order to overcome these kinds of limitations, many new structures based on the 
nonplanar structure have been proposed [16–20]. But each structure still has a limita-
tion when the DRAM cell device is further scaled. Thus, it is important to analyze 
the limitations of the established cell structure and propose a new cell structure that 
may guarantee superior electrical characteristics.

4.1.2 sense OperatiOn

Next, we examine sense operations. We begin by assuming that the cells connected to 
BL1, in Figure 4.2, have logic “1” levels (+VCORE/2) stored on them and that the cells 
connected to BL0 have logic “0” levels (−VCORE/2) stored on them. Next, we form 
a BL (bit-line) pair by considering two BLs from adjacent arrays. The bit-line pair, 
labeled BL0,/BL0 and BL1,/BL1, are initially equilibrated from the VCORE/2 [V].

All word-lines are initially at 0 V, ensuring that the cell transistors are off. Prior 
to a word-line firing, the bit-lines are electrically disconnected from the VCORE/2 bias 
voltage and allowed to float. They remain at the VCORE/2 precharge voltage due to 
their capacitance.

To read cell data, word-line WL0 changes to a voltage that is at least on transistor 
VTH above VCORE. This voltage level is referred to as VPP. To ensure that a full logic 
“1” value can be written back into the cell capacitor, VPP must remain greater than 
one VTH above VCORE. The cell capacitor begins to discharge onto the bit-line at two 
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different voltage levels depending on the logic level stored in the cell. For a logic “1,” 
the capacitor begins to discharge when the word-line voltage exceeds the bit-line 
precharge voltage by VTH. For a logic “0,” the capacitor begins to discharge when the 
word-line voltage exceeds VTH. Because of the finite rise time of the word-line volt-
age, this difference in turn-on voltage translates into a significant delay when reading 
ones, as seen in Figure 4.3.

Accessing a DRAM cell results in charge sharing between the cell capacitor and 
the bit-line capacitance. This charge sharing causes the bit-line voltage either to 
increase for a stored logic “1” or to decrease for a stored logic “0.” Ideally, only the 
bit-line connected to the accessed cell will change. In reality, the other bit-line volt-
age also changes slightly, due to parasitic coupling between bit-lines and between the 
firing word-line and the other bit-line. Nevertheless, a differential voltage develops 
between the two bit-lines. The magnitude of this voltage difference is a function of 
the cell capacitance (CCELL), bit-line capacitance (CBIT), and voltage stored on the cell 
prior to access (VCORE) (see Figure 4.4). Accordingly,
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After the cell has been accessed, sensing occurs. Sensing is essentially the ampli-
fication of the bit-line signal or the differential voltage between the bit-lines.

Sensing is necessary to properly read the cell data and refresh the cells. Figure 4.5 
presents a schematic diagram for a simplified sense amplifier circuit: a cross-coupled 

BL0 BL1

Data 0

/Data 0

Data 1

/Data 1
Sense ampli�er

Word-line

Word-line
driver

/BL0 /BL1

FIGURE 4.2 Open bit line array structure in DRAM.
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NMOS pair and a cross-coupled PMOS pair, whose UP and DN provide power and 
ground. The NMOS latch has a common node labeled DN.

Similarly, the PMOS latch has a common node labeled UP. Initially, DN and 
UP are biased to VCORE/2. When the cell is accessed, a signal develops across the 
bit-line pair. While the “1” bit-line contains charge from the cell access, the other bit-
line does not but serves as a reference for the sensing operation. The sense amplifiers 
are generally fired and lead to the development of the charge-shared voltage from 
cell data into the difference of VCORE between the bit-line pair.

4.2 SENSING MARGIN IN DRAM

We treated the sensing operation and cell transistor in the DRAM chip. In the limited 
operating time for the high-speed DRAM, the insufficient charge-shared voltage 
should be developed into the VCORE level by the sense amplifier circuit. For the large 
charge-shared voltage, the cell transistor should show excellent performance in the 
driving current and the leakage current. These electrical characteristics in the cell 
transistor guarantee sufficient charge-shared voltage, resulting in the success of the 
sensing operation. Beyond the cell transistor operation, it is necessary to obtain a 
sensing circuit immune to the several sensing noises to guarantee the successive 
operation of the bit-line sense amplifier (BLSA). Several factors guarantee sensing 
success. These factors are the elements for the sensing margin, which need to be 
clearly defined for the low-power and high-density DRAM chip.

4.2.1 definitiOn Of sensinG MarGin

When the BLSA operates to detect the data stored in the activated cell, this circuit 
amplifies the charge-shared voltage determined by both the core voltage (VCORE) and 
the ratio of the cell capacitance to the bit-line capacitance. Because VCORE and cell 
capacitance need to be small for a low-power and high-density DRAM operation, the 
charge-shared voltage becomes insufficient for guaranteeing success in the sensing 
operation. Moreover, the offset voltage of latch transistors in the BLSA becomes 
an important factor when considering a small area for these transistors. The dopant 
fluctuation phenomenon is related with the noise immunity in the BLSA including 
latch transistors with the threshold voltage (VTH) mismatch. However, the sensing 
noise also induces a serious problem in the BLSA when starting the sensing opera-
tion. Therefore, we should take into account all the components affecting the sensing 
operation.

After all, the sensing margin can be defined as the following expression consider-
ing the charge-shared voltage, the BLSA offset, and the sensing noise:
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• BLSA offset (latch transistor VTH mismatch)
• Sensing noise (coupling noise)
• Cell leakage
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This sensing margin voltage level means a minimum voltage enough to guarantee 
success in detecting the data stored in the cell capacitance, even though there are 
several noise sources affecting the ideal stored charge.

4.2.2 nOise effect On the sensinG MarGin

In Section 4.2.1, we briefly discussed several factors affecting the sensing margin. 
In circumstances of low-voltage and high-density DRAM, the charge-shared volt-
age should be smaller due to a low VCORE and a small cell capacitance. But the noise 
effects of the BLSA and the cell transistor become more serious as the DRAM 
technology develops further. In this section, the detailed noise effect on the sens-
ing margin will be taken into account. From the viewpoint of the noise factors in 
the cell, the most important factor is the DRAM cell leakage, which is caused by a 
high electric field. Moreover, it is also important to improve the write-performance, 
which is determined by the current drivability of the cell transistor. On the other 
hand, the threshold voltage (VTH) mismatch of the latch transistors and the sensing 
noise becomes worse and more important from the viewpoint of a sensing operation 
using the BLSA.

4.2.2.1 DRAM Cell Performance (Leakage and Current Drivability)
The leakage in the DRAM cell transistor has been the most important noise factor 
for high-performance DRAM. As the device feature size shrinks, the channel dop-
ing concentration should be higher for guaranteeing a better short channel effect 
(SCE) of the cell transistor. It leads to a better off-state leakage current. But the high 
channel doping process induces a high electric field in the drain junction region of 
the cell transistor. It induces gate-induced drain leakage (GIDL) current in the active 
area nearby the storage node. As the gate oxide thickness becomes thinner for a 
better gate controllability, the GIDL effect may be a much more critical issue. On 
the other hand, the current drivability of the cell transistor should be better because 
of the narrow width of a high-density DRAM cell. The poor current drivability of 
the cell transistor leads to a failure in the write operation. This poor write opera-
tion induces a weak charge-shared voltage, which is an important factor in the read 
operation. Overall, both the leakage current and the current drivability are important 
requirements for the high performance of a cell transistor. In the DRAM industry, 
several DRAM cell transistors have been developed for high performance in the 
previously mentioned cell characteristics. In the next section, recently developed 
3D cell transistor structures will be introduced with reference to cell leakage and 
current drivability.

4.2.2.2 High-Performance DRAM Cell Structures
Recently, nonplanar device structures [16,19–24], such as FinFET, recess channel-
array transistor (RCAT), and S-Fin, have been applied to the DRAM cell to sup-
press the junction leakage and the SCE due to the high electric field at channel edge 
regions as the feature size shrinks [25–27]. Especially, S-Fin, a FinFET device with 
a recessed channel structure [21], shows improved characteristics on the SCE, the 
driving current, the subthreshold slope (SS), and the drain-induced-barrier-lowering 
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(DIBL), compared with the conventional recessed channel structures. However, even 
though the S-Fin structure has such excellent characteristics owing to the tri-gate 
effects, it still has some critical problems that need to be resolved from the viewpoint 
of the drain leakage and the threshold voltage control.

In this section, the representative recessed channel devices, such as the RCAT and 
the S-Fin, are experimentally analyzed. In these analyses, we considered the follow-
ing factors: on current, leakage, SCE, and reliabilities as they are the most impor-
tant determinants of the DRAM cell performance. Based on the measurements, the 
mechanism and source of the leakage current will be discussed. An optimal recessed 
channel structure is proposed, and a simulation is conducted by a 3D device simula-
tor, which is well tuned to predict the DRAM leakage distribution, to compare it with 
conventional structures [28–30].

As the feature size of the DRAM cell shrinks, the RCAT suppresses the SCE by 
increasing the effective channel length [19,20]. However, since it has poor current 
drivability, the S-Fin has been developed to enhance current drivability by using 
the tri-gate technology [21]. While the recessed channel of the RCAT is controlled 
by a single gate filling the recessed region, the recessed channel of the S-Fin is sur-
rounded by a tri-gate. The 3D views of the RCAT (a) and the S-Fin (b) are illustrated 
in Figure 4.6. This figure is based on the TEM profile of the S-Fin device (Figure 4.7).
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The entire recessed channel can be divided into two parts, a bottom channel and a 
vertical channel in the bit-line side. In this study, all the devices adopt the asymmet-
ric channel doping profile where the channel doping concentrations are much higher 
in the bit-line side than in the bottom and storage node sides [31–33]. It makes it pos-
sible for the DRAM cell to maintain a high threshold voltage as well as suppress the 
leakage current. The tri-gate structure in the S-Fin structure brings about remarkable 
improvements in the electric performance compared with the RCAT structure.

First of all, the leakage characteristics, which are probably the most important 
factor that determines the performance of DRAM cells, have been analyzed through 
measurements of cell arrays containing about 1 K cells.

The measurement results in Figure 4.8 clearly show the mechanisms of the leak-
age current in the RCAT and the S-Fin devices. The test bias conditions shown in 
Figure 4.8a can be grouped into two groups: case 1 (VD − VB = 0.8 V) and case 2 
(VD − VB = 1.6 V) according to the bias between the storage node and the bulk; in 
other words, the results of drain to bulk junction leakage current. In addition, both 
cases (cases 1 and 2) contain two figures that illustrate bias conditions to clearly 
analyze leakage current mechanism for low and high drain biases.

These bias conditions exclude the junction leakage current from the comparison of 
drain current by maintaining the same junction voltage (VD − VB) for each drain bias, 
respectively. Figure 4.8b shows the drain leakage currents according to VD − VB in the 
1 K array cells for the RCAT and the S-Fin. Since the junction leakage is dependent 
only on VD − VB value, the differences of the drain leakage between the high VD and 
low VD are ascribed not to the junction but to other regions for each case, that is, the 
gate-to-channel and the gate-to-drain. Because keeping VD − VB constant leads to the 
same junction leakage current in both cases, that is, high VD and low VD, in the case 
of using high VD bias, VB has to be lower in order that junction leakage would be no 
reason for drain leakage current difference between high VD and low VD. Therefore, 
the leakage current is contributed mainly by the gate-to-drain region. On the other 
hand, for using low VD bias, the leakage current mainly originates from the gate-to-
channel region. By comparing the differences in current as described at the bottom 
part of Figure 4.8, we can see which regions are the main causes of the leakages.
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FIGURE 4.7 Illustration of TEM profile in S-Fin. Cross section of S-Fin: (a) perpendicular 
to word line; (b) parallel to word line.
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FIGURE 4.8 Mechanism of leakage current for VD − VB = 0.8 V (case 1) and VD − VB = 
1.6 V (case 2) in RCAT and S-Fin, respectively. (a) Bias conditions of low- and high-drain 
voltages for each case (cases 1 and 2), respectively, and (b) drain leakage currents according 
to VD − VB. In the case of fixed VD − VB, we can expect the same junction leakage current for 
high VD and low VD. Therefore, the difference of leakage current for high and low VD is due 
to two kinds of regions, that is, gate-to-channel and gate-to-drain. Finally, we can distinguish 
which region is dominant leakage source; gate-to-drain or gate-to-channel region in RCAT 
and S-Fin. At the same VD − VB, 1.6 V (0.8 V), for RCAT, the leakage current for VB of 1.6 V 
(0.8 V) is larger than that for VD of 1.6 V (0.8 V). It is because RCAT is dominated by the gate-
to-channel leakage. On the other hand, for S-Fin, the leakage current for VB of 1.6 V (0.8 V) 
is lower than that for VD of 1.6 V (0.8 V). It is because S-Fin is dominated by the gate-to-drain 
leakage. Therefore, the leakage current in RCAT is dominated by the gate-to-channel region, 
while that in S-Fin is mainly controlled by the gate-to-drain region.
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In view of the results so far investigated, we can conclude that the RCAT leak-
age mainly originates from the bottom channel region. Because the gate oxide of 
the recessed channel is usually thinner in the hollow bottom region (tox = 41 Å) 
than in the vertical channel region (tox = 57 Å) [21], there is more leakage genera-
tion in the bottom region where strong field takes place. Therefore, it is necessary 
to lower the doping level of the bottom channel so as to relax the electric field for 
all kinds of recessed channel devices.

On the other hand, the S-Fin is a slightly different case from the RCAT. The elec-
tric field in the bottom channel is mitigated due to the depletion charge sharing by 
the side gates in the S-Fin channel, so it is essential to lower the doping level of the 
bottom channel to fully deplete the bottom channel for the S-Fin structure. Instead, 
the widened gate–drain overlap area and the strong field in that region enhance the 
leakage generation in the gate–drain overlapped region. Therefore, we can conclude 
that the main leakage source in the S-Fin structure is the gate–drain overlapped region 
that is surrounded by the tri-gate. This fact, despite the fact that shows the merit of 
lower leakage in the bottom channel region, makes the S-Fin less effective in terms of 
suppressing the off-state leakage. Moreover, considering the statistical retention time 
distribution, which is the most important factor in the DRAM cells, the strong field dis-
tribution in the gate–drain overlapped region formed by the side gate and the main gate 
would constitute a serious problem for the retention fail cells. Such an insight from both 
the analyses of leakage characteristics and the expectation of statistical retention prob-
lems will be a basis for the proposal of an optimized recessed channel type structure.

On the other hand, the S-Fin drives more on current than the RCAT thanks to the 
tri-gated channel. The measurements of on current have been done with discrete test 
patterns. Figure 4.9a and b shows the measured RCAT and S-Fin I–V characteristics 
with similarly reproduced results by the 3D device simulator.

Comparative analyses between the RCAT and the S-Fin provide valuable insights on 
the improved device structure for the DRAM cell transistor. Based on these results, we 
were able to develop an optimized design of the DRAM cell transistor with the recessed 
channel (RFinFET), which adopts only the positive aspects of the RCAT and the S-Fin. 
Figure 4.10 shows the 3D view of the proposed RFinFET, which has a tri-gate only in 
the bottom region so that the whole transistor may have planar gate structures effec-
tively in the S/D region and a tri-gated FinFET structure in the bottom channel region.

Note that the RFinFET does not have the side gates in the S/D overlapping region. 
Figure 4.11 includes the layout and the cross-sectional views of the RFinFET, reveal-
ing the side-gates formation and a possible manufacturing sequence, respectively. 
After the recessed channel is formed by silicon etch processes [19,20], the oxide 
surface in the STI region is exposed by second silicon etch (isotropic) for the round 
channel shape [20]. Then, the isotropic oxide etch is done, followed by the gate oxi-
dation and the gate-material deposition, building the proposed structure [24].

We expect a smaller gate capacitance and lower leakage from the shape of the 
proposed device that the side-gate and the S/D regions do not overlap. The threshold 
voltage of the RFinFET can be maintained high enough to reduce off-state current, 
owing to the existence of the planar-like vertical channel in the bit-line side. 3D 
device simulations using the frames in Figures 4.6 and 4.10 have been done to com-
pare the RFinFET with the other recessed devices, especially S-Fin. The RFinFET 
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is designed to have the same channel shape as the S-Fin, whose channel is recessed 
to a depth of 250 nm and a width of 70 nm. For a fair and thorough comparison, 
many design splits of the S-Fin were simulated with various side-gate widths, that 
is, S-Fin-57, 00, 60, 90, and 190 whose width difference between main gate and side 
gate are 0, 114, 234, 294, and 494 Å, respectively. Therefore, the gate–drain overlap 
region in S-Fin-57 is similar to that of RCAT and RFinFET. But it also has a differ-
ence from the viewpoint of the existence of side gate. The S-Fin and the RFinFET 
were also split by the source junction depth, such as 160 and 200 nm. In the case of 
the 200 nm source junction, the source diffusion region and the side gate were over-
lapped so that the whole recessed channel was tri-gated. The channel was doped 
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FIGURE 4.9 Comparison of current characteristics for (a) RCAT and (b) S-Fin. To analyze 
and investigate the feasibility of RFinFET, measurement results of RCAT and S-Fin were fitted 
by NANOCAD 3D device simulation [28–30], and these are very close to simulation results.
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asymmetrically in all the devices so that the junction would always be formed in the 
tri-gated region in the storage node side.

Simulations were performed on the drift-diffusion models with Lucent mobil-
ity  [34], Caughey–Thomas expression [35], and Phillips unified mobility [36,37]. 
The simulations of leakage current levels were done accurately using the TAT (trap-
assisted-tunneling) model [38,39].

Figure 4.12 shows the simulation results for the RCAT, the S-Fin, and the RFinFET 
devices with 160 nm junction depth. The results show that the RFinFET has a much 
higher threshold voltage than the S-Fin with the same asymmetric channel doping 
profile (3.5 × 1018/cm3) (Figure 4.12d). This means that adequate threshold voltage 
can be achieved with even lower channel doping concentrations. In the case of the 
200 nm source junction depth, the threshold voltage of the RFinFET is not higher 
than that of the S-Fin as shown in Figure 4.13d since the whole channel is tri-gated. 
The RFinFET and the S-Fin 190 have the same on-current level because they have 
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the same side-gate width. However, the RFinFET has a lower leakage current than 
any other device structure as shown in Figure 4.13c.

Assuming that each device has an optimized doping profile, the best on/off cur-
rent ratio can be obtained by the RFinFET regardless of the source junction depth as 
shown in Figure 4.14. The optimized doping profiles correspond to very low doping in 
the bottom region and 2 × 1018/cm3 and 3 × 1018/cm3 in the source side channel region 
for the case of structures with source junction depths of 160 and 200 nm, respectively. 
In terms of the on-current defined as the drain current (Ion) at VG = VTH + 0.7 [V], 
where VTH is obtained from gm max method, the S-Fin 190 is the best choice except 
for the RFinFET owing to the increased effective channel width. The RFinFET with 
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a source junction depth of 160 nm assures the highest threshold voltage with the same 
doping, implying good current drivability due to low channel doping concentration 
when the same threshold voltage is assumed, as shown in Figure 4.12c and d.

In addition, in the simulation on the RFinFET, it was found to show less leakage 
than the S-Fin under the off-state condition. The simulation of the off-state leakage 
was done with the trap-assisted-tunneling model, and off-state leakage was defined 
as the drain current (Ioff) at VG = VTH − 1.3 [V], where VTH is VG value at ID = 10−8A. 
The S-Fin trades off the on-current and the leakage level as shown in Figures 4.12c 
and 4.13c because the extended side gate increases the area of the gate–drain over-
lapped region and enhances electric field intensity in the corner region while contrib-
uting to increase in the on current. However, the RFinFET has less leakage than any 
type of S-Fin, even with the highest on-current level. It is because the side gate does 
not overlap with the drain region in the RFinFET.

Figure 4.15 shows the retention time distribution of the RCAT, the S-Fin, and the 
RFinFET through an in-house 3D device simulation tool especially fit for DRAM 
simulations including the statistical leakage current distribution, that is, NANOCAD 
[28–30]. From the viewpoint of the retention time distribution, the RFinFET and 

102

101

100

10–1

10–1 100 101

RFinFET

RCAT

S–Fin–57

S–Fin
00/60/90/190

T = 85°C, VG = 0 V, VBB = –0.8 V

Cs = 25 fF, Vmin = 1 V, VCC = 1.5 V

102

El
ec

tr
ic

 �
el

d 
[V

/c
M

]
El

ec
tr

ic
 �

el
d 

[V
/c

M
] 15

× 105

× 105

12.5
10
7.5

5
2.5

0
0 100 200 300

Drain region

S–Fin 190

RFinFET

Drain region
400 150

0

15

12.5
10
7.5

5
2.5

0
0 100 200 300 400 150

0

103

10–2

10–3

Cu
m

ul
at

iv
e p

ro
ba

bi
lit

y (
%)

10–4

10–5

10–6

10–7

Retention time (s)

FIGURE 4.15 Cumulative probability versus retention time for RCAT, RFinFET, and S-Fin 
groups. 3D electric field distribution also shows the cause of retention tail difference between 
S-Fin groups and RFinFET. For a fair and thorough comparison, many design splits of S-Fin 
were simulated with various side-gate widths, that is, S-Fin-57, 00, 60, 90, and 190, whose 
width differences between main gate and side gate are 0, 114, 234, 294, and 494 Å, respec-
tively. Therefore, the gate-drain overlap region in S-Fin-57 is similar to that of RCAT and 
RFinFET; however, it also has a difference in the viewpoint of existence of side gate.



120 Nanoscale Semiconductor Memories

© 2010 Taylor & Francis Group, LLC

the RCAT show the best performances as the simulation results. The region with 
the greatest leakage in the recessed channel structure is the gate–drain overlapped 
region due to the high electric field profile there [40]. In the S-Fin device, the gate–
drain overlapped region is tri-gated so that the electric field intensity is much higher 
than the RFinFET, especially in the edged region (see the inset in Figure 4.15).

Since the edged part in the gate–drain overlapped region is limited, there is very 
little probability that a trap exists in the edged region. Therefore, the cell leakage 
currents are mainly generated in the vicinity of the junction and the gate–drain/
channel overlapped regions for most cell transistors, resulting in greater leakage with 
the wider side gates as shown in Figures 4.12c and 4.13c. However, cell transistors 
with a trap in the edged region give rise to the tail distribution of the retention time 
tests, and the leakage currents from the edged region become the dominant factor 
restricting the chip data-retention time in the real DRAM with giga-level cells.

4.2.2.3 VTH Mismatch in BLSA
After the true bit-line voltage is developed into the charge-shared voltage of ∆V, it can 
be detected as a logic level of “0” (or “1”) by the bit-line sense amplifier (BLSA) cir-
cuit. Therefore, the sensing circuit should be able to detect a small voltage difference 
between true-bit line (BL) and bar-bit line (/BL). As explained in Section 4.1.2, the 
conventional BLSA type is based on the latch operation. The paired N/PMOS transis-
tors are triggered by the voltage differences between gate (BL, or/BL) and common 
source (sensing enabled signal), respectively. When the MOS transistors are allowed 
to operate by the sensing enabled signal, the drain nodes would follow the common 
source node (sensing enabled signal). Overall, the latch circuits develop the differen-
tial voltage between BL and/BL into the VCORE level, based on the relative amplitude 
of the gate node (BL,/BL) voltages. Therefore, the charge-shared voltage, the dif-
ference between BL and/BL, was the key factor for the successful operation of the 
sensing circuit, when not taking into account the threshold voltage mismatch of latch 
transistors. However, the small area of the latch transistor induces dopant fluctuation, 
resulting in the threshold voltage mismatch. The threshold voltage mismatch has the 
same meaning as the charge-shared voltage, the gap between BL and/BL, with refer-
ence to the sensing margin. The dopant fluctuation is a natural phenomenon based on 
the probability theory. In order to overcome the negative effect of the dopant fluctua-
tion, it is inevitable to adapt low-doped channel engineering to the fabrication of the 
latch transistors. But it leads to a bad SCE, resulting in a large off-state leakage. There 
are several solutions for a better threshold voltage mismatch. The 3D transistor such as 
SOI and a multi-gate structure can be a good candidate for a better latch circuit perfor-
mance. Thanks to the research on this phenomenon, it is possible to expect a threshold 
voltage mismatch, analytically and experimentally. It depends on the channel doping 
concentration, the channel length, and the gate width of the latch transistor. And the 
gate oxide thickness and temperature also affect the VTH mismatch. The well-known 
numerical formula for the threshold voltage mismatch is expressed as follows:

 
sV N
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4.2.2.4 Sensing Noise in Accordance with Data Pattern
In DRAM, the key solution to high-density chips has been to obtain a large enough 
cell capacitance to store weak voltage data [41–43]. However, as the DRAM technol-
ogy develops further it is more difficult to sustain a high cell capacitance. It leads to 
a small sensing margin due to the small ratio of the cell capacitance to the bit-line 
capacitance. Therefore, the sensing margin becomes the most important factor in 
these circumstances. Also what is worse, the margin problem becomes more serious 
as the core voltage (VCORE) decreases. Therefore, improvement of the sensing mar-
gin is inevitable, which consists of a natural threshold voltage mismatch in the latch 
transistor and the sensing noise in the cell array in accordance with the data pattern. 
Because the threshold voltage mismatch becomes worse due to the dopant fluctua-
tion, it will be more important to improve the sensing noise in accordance with the 
data pattern.

The sensing noise is directly related to the DRAM refresh time, which is a key 
factor for determining the performance of the DRAM. The DRAM refresh time also 
shows a similar dependence on the type of data pattern to the sensing noise, which 
changes in accordance with the data pattern [44–46]. Therefore, the focus in this 
section is on the sensing noise in BLSA. As a result, it is also possible to investigate 
the DRAM refresh time, dependent on the type of data pattern.

A DRAM cell array consists of a repeated unit cell structure nearby a bit-line, 
word-line, and storage node. Therefore, it has a very complicated coupling capaci-
tance. Figure 4.16 shows an illustration of the representative sensing noise mecha-
nism in the cell array, which depends on the data pattern. During the early stage 
of the sensing operation, the transition of the majority of BLs affects the potential 
of the WL in the cell array, which leads to noise in the target BL. The coupling 
effect is sufficiently large to deteriorate the target bit-line, when the target BL data 
are weak. Especially, an open bit-line structure shows a very strong sensing noise 
due to the plate noise and well noise, and so on [47–49]. Figure 4.17 shows that the 
sensing operation of the majority of the bit-line affects the transition of the target bit-
line. When the polarity of the majority of BL data is opposite to the target BL data, 
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FIGURE 4.16 Sensing noise mechanism in cell array. Majority bit lines affect sensing of 
weak target bit line through coupling effect in cell array.
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the sensing of the target BL can be interfered with, as shown in Figure 4.17a. This 
interference occurs through the already mentioned coupling relationship in the cell 
array. On the other hand, when the polarity of the majority of BLs is the same as that 
of the target BL, this coupling effect in the cell array could give assistance to the 
sensing of the weak target BL data, as shown in Figure 4.17b. As a result, this data 
polarity determines the type of sensing noise.

From the type of data polarity, four kinds of data patterns can be defined [44,50]. 
These representative data patterns determine both the best sensing noise and the worst 
sensing noise. This will be called a solid data pattern in which all the BL data have 
the same polarities. In addition, the island pattern is formed when the minority of the 
BLs has opposite data polarity to the majority of the BLs. Because margin failure 
occurs most frequently while sensing the island data pattern, the sensing noise needs 
to be improved in the island data pattern, even though solid data could be sacrificed.

4.2.3  reLatiOn betWeen refresh tiMe and sensinG 
nOise in accOrdance With data pattern

Generally, the DRAM refresh time is determined by the cell leakage characteristics. 
However, as cell data patterns vary, the refresh time (tREF) of a specific cell transis-
tor also shows different values and trends. Figure 4.18 illustrates two representative 
kinds of data patterns, which comprise (a) all one data bits and (b) only one data 
bit with background data bits of all zero. We measured chip 1, chip 2, and chip 3 
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fabricated with 54 nm technology. Especially, chip 3 has a different type of cell 
structure, that is, buried word-line scheme [46], as shown in Table 4.1.

Figure 4.19a shows the dependency of tREF on these data patterns for several 
types of DRAM chips fabricated with different technologies. The figure shows not 
only the variation of tREF but also the different dependencies on data patterns for 
several DRAM chips. We found that the x-axis in Figure 4.19a represents BLSA off-
sets, which are dependent on data patterns. In addition, we discovered that various 
cell leakage characteristics determined the slope of this graph.

tREF is determined not only by cell leakage but also by BLSA offset. To clarify 
the meaning of the x-axis in Figure 4.19a, we measured the BLSA offset accord-
ing to the data pattern for three kinds of DRAM chips, as shown in Figure 4.19b. 
By changing the quantity of charge stored in the cell capacitor, we can examine the 
sensing failure voltage, which is the BLSA offset [47]. When a BLSA is fixed and 
its own offset is constant, the condition of cell data patterns causes the offset to vary 
due to the sensing noise in the cell array. This also affects the tREF. The condition of 
data patterns determines the strength of coupling noise between the bit-line (BL) and 
word-line (WL) in the cell array [47,50]. Figure 4.20 illustrates the noise mechanism 

TABLE 4.1
Chip Information Related to Cell Type, Capacitance 
between Bit Line and Word Line, and Cell Leakage 
Characteristics for Chips 1, 2, 3, and 4

Chip 1 Chip 2 Chip 3 Chip 4

Cell type Recessed Recessed Recessed Recessed

Fabrication technology 54 nm 54 nm 54 nm 54 nm

BIT-WL cap. [a/u] 1 1 0.1 1

Cell leakage Better Worse Worst Best

Cell leakage screen Without Without Without With

Background cell Target cell

SASA

WLWL

1 1 1 1 1 1 0 0 1 0 0 0

(a) (b)All cell data Only target cell data1 1

FIGURE 4.18 Two representative kinds of data patterns, which comprise (a) all one data 
bits and (b) only one data bit with background data bits of all zero.
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FIGURE 4.19 (a) Dependency of tREF on two kinds of data patterns for several DRAM 
chips fabricated with different technologies; (b) measured BLSA offset according to data pat-
tern for three kinds of DRAM chips.
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FIGURE 4.20 Noise mechanism in cell array during sensing operation of BLSA. Coupling 
capacitance between BL and WL is the main origin of sensing noise.
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in a cell array during the sensing operation of a BLSA. The majority of BL becomes 
the aggressor and induces noise in the WL. This occurred noise in m pieces of WL 
induces secondary noise in the target BL. This noise effect can be reduced by shrink-
ing the capacitance between the BL and WL (CBL-WL). In chip 3, CBL-WL is 10 times 
smaller than the other 2 DRAM chips [46], so chip 3 has improved offset variation 
of data patterns.

If a specific BLSA including a target cell is selected, then the tREF variation 
according to data patterns is determined by the relationship between its own offset 
variation and cell leakage characteristics, as shown in Figure 4.21. The remaining 
charge in the cell for successful sensing becomes the BLSA offset including data pat-
tern noise. The cell-discharging curve determines the tREF difference between the 
data bit pattern (all one) with a small offset and the data bit pattern (only one) with 
a large offset. For the cell with superior leakage (curve A in Figure 4.21) when the 
offset variation is the same, its tREF variation must be larger than the worse leakage 
cell (curve B in Figure 4.21).

Figure 4.22 shows the tREF variation according to offset change. Chip 3, which 
has the smallest variation of tREF, shows the best offset variation and the worst cell 
leakage characteristics. On the other hand, chip 1, which has the largest variation 
of tREF, shows the best cell leakage characteristics. In order to confirm our expla-
nation, we measured the slope of the tREF variation for several cells with various 
refresh times in three kinds of chips. Chip 1 and chip 2 seemed to demonstrate a 
different dependency of tREF on offset variation, as shown in Figure 4.22.

However, Figure 4.23 shows that chips 1 and 2 have precisely the same trend of 
tREF slope versus offset variation for various refresh times, which were measured 
for a tREF probability range of [1 × 10−4, 1][%]. From our analysis, we concluded 

Normal data

Large o�set

Small o�set

tREF

tREF1

tREF2
B
A ΔV2

ΔV1
ΔV1 = large

o�set

ΔV2 = small o�set

Sensing fail with small o�set

Sensing fail with large o�set

Normal data
VSN tREF2

tREF1

tREF2

tREF1

FIGURE 4.21 tREF variation according to data patterns is determined by the relationship 
between its own offset variation and cell leakage characteristics. A and B curves represent 
cell discharging voltage for cells showing a better and worse leakage, respectively. Because 
data pattern determined offset by sensing noise, it is one of the factors affecting refresh time. 
When fixing offset according to data pattern, discharging curve determined the refresh time 
variation (tREF2 − tREF1), which is smaller in the cell with worse leakage, representing 
curve B. ΔV1 and ΔV2 denote large offset and small offset voltage, respectively. At the same 
time, they denote sensing failure voltages in the corresponding large and small offsets. tREF1 
and tREF2 denote refresh time under condition of large offset and small offset, respectively. 
Thus, normal data become ΔV1 and ΔV2 after tREF1 and tREF2, resulting in data sensing 
failure, respectively. Therefore, tREF2-tREF1 means refresh time variation according to data 
pattern determining offset.
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that it is not necessary to improve cell leakage characteristics for cells with average 
tREF; we only need to improve offset variation according to data pattern, in order to 
reduce tREF variation.

In the tREF distribution range [1 × 10−7, 1 × 10−3][%], we measured the slope depen-
dency for three kinds of chips. We found that chips 1 and 2 revealed an extraordinary 
trend in this range, as shown in Figure 4.24. In this range, chips 1 and 2 comprised 
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FIGURE 4.22 (a) tREF variation according to offset change. (b) Relationship between cell 
leakage characteristics and tREF variation. (b) x-axis denotes offset variation according to 
data pattern and y-axis denotes tREF variation (see explanation in Figure 4.21); because chip 
1 has better refresh characteristics, it shows larger refresh time variation compared to chip 2. 
In particular, chip 3 shows best refresh time variation because it has the worst leakage char-
acteristics and the best offset variation according to data pattern.
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FIGURE 4.23 Chips 1 and 2 have precisely the same trend of tREF slope versus offset 
variation for various refresh times, which were measured for a tREF probability range of 
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cells with a gate-induced drain leakage mechanism such as trap-assisted tunneling 
(TAT) [30,39]. The main distribution groups [1 × 10−4, 1] %] usually comprise cells 
with junction leakage by the SRH mechanism and showed the trend of decreasing 
slope variation. However, the tail distribution group showed an increasing trend after 
a decreasing one. Because the cells with TAT were eliminated in chip 4 based on 
redundancy cells, this shows a trend of continuously decreasing slope variation.

Figure 4.25 shows the measured offsets of three different kinds of cells, which 
share the same BL. Cell 3 shows an extraordinary offset, even though all cell transis-
tors are sensed by the same BLSA. This is because the TAT leakage current occurred 
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FIGURE 4.24 Chips 1 and 2 reveal an extraordinary trend in range (1 × 10−7, 1 × 10−3) (%) 
compared with chip 4. This phenomenon provides an intuitive explanation of tREF depen-
dency on cell leakage.
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FIGURE 4.25 25 Offsets measured in three kinds of cell sharing same BL. Although they 
have the same BLSA offset, they show different offsets because of different cell leakage current.
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for a very short duration (less than 10 ns) during offset measurement. Figure 4.26 
illustrates the discharging curve of cell potential for the main and tail cells, respec-
tively. This curve explains the extraordinary trend of the tREF slope.

4.2.4 hOW tO iMprOve sensinG MarGin

We have offered the definition of a sensing margin in the DRAM chips. There are 
several important elements for the sensing margin. Therefore, as the sensing margin 
problems become serious, it is necessary to guarantee the sensing margin enough to 
succeed in the sensing operation. The easiest solution to enough sensing margin is 
surely to obtain a large ratio of cell capacitance to bit-line capacitance. But, as the 
DRAM technology develops further, it is more difficult to keep the same amount of 
cell capacitance to the past technology. DRAM industries have not been concerned 
about the sensing noise in the cell array. Therefore, it remains to improve the sensing 
noise in the cell array by using a new BLSA.

4.2.4.1 Offset Compensation Sense Amplifier
Figure 4.27 illustrates the (b) proposed BLSA scheme, named H-SA (HYNIX-Sense 
Amplifier), compared with (a) conventional BLSA. The remarkable difference is in 
whether the driving signal is separated or not. The H-SA has two kinds of pull-
up driving lines, that is, UP_T, UP_B, and pull-down driving lines, that is, DN_T, 
DN_B. Majority BL data polarity determines the choice of driving lines used for 
data sensing, as shown in the Figure 4.28. The majority of BLs with high data are 

Mechanism by strong field and trap

Mechanism by SRH generation Good refresh cell

Large offset by sensing noise

Small offset

tREF

Bad refresh cell
Better leakageWorse leakage

Worst leakage

Tail cells

Lo
g 

(V
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)
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FIGURE 4.26 Discharging curve of cell potential for main and tail cells, respectively. While 
the main cells show a similar straight discharging curve as denoted by the dotted lines, the tail 
cells show a different curve as denoted by the black solid line. Leakage mechanism in tail cell 
is trap assisted tunneling (TAT). TAT leakage current occurs during early stage of retention, 
so its tREF variation can be larger than other SRH leakage cells, even though main cells with 
better SRH leakage must show larger tREF variation. tREF variation for three kinds of cells 
is indicated on x-axis as worst leakage (black), worse leakage (red), and better leakage (blue).



129DRAM Technology

© 2010 Taylor & Francis Group, LLC

developed by UP_T and DN_T, as shown in Figure 4.28b. On the other hand, UP_B 
and DN_B are used when the H-SAs sense the majority of BLs of low data, as shown 
in Figure 4.28a.

The principle of H-SA is illustrated in Figure 4.29. As mentioned previously, 
when the majority of BLs data is high, the H-SA almost uses the UP_T and DN_T. 
This means that there is a large amount of current flow in the path of UP_T and 
DN_T. Therefore, the power drop should be large in these driving lines, as shown in 
Figure 4.29. But, in the path of UP_B and DN_B, there is small power drop due to a 
small amount of current flow. This difference between the T and B lines becomes the 
amount of offset compensation. In H-SA, a charge-shared voltage can be determined 
as the expression including the offset compensation term, as shown in Figure 4.30. 
Especially, the island zero pattern shows the offset compensation term of positive 
value, so the charge-shared voltage should be larger by the amount of the compensa-
tion term. As a result, H-SA always shows an improved sensing margin in the island 
data patterns, even though there is a sacrifice we are willing to endure in the solid 
data pattern. In Figure 4.30, wave forms of UP and DN illustrate the difference 
in potential between separated driving lines, which means an offset compensation 
term, when the data polarity of the majority of bit-lines is high.

BL_T BL_T BL_BBL_B
UP

UP_T

DN_B

Difference

DN_T

UP_B

DifferenceDN
(a) (b)

FIGURE 4.27 Illustration of (b) proposed BLSA, named H-SA, compared with (a) conven-
tional BLSA. The main difference is in the separation of pull-up driving lines and pull-down 
driving lines.
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FIGURE 4.28 (a and b) Choice of driving lines used for sensing bit line data. BL_B indi-
cates the reference bit line, whereas BL_T denotes bit line having stored data.
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H-SA makes use of the voltage drop phenomenon from the current flow in the 
resistance in favor of suppressing the sensing noise. Therefore, the magnitude of 
the resistance in the current path becomes the most important factor in noise 
compensation.

Figure 4.31 illustrates three kinds of H-SA, which are named (a) semi-H-SA, 
(b) H-SA 1 and 2 in accordance with the existence of connecting metal for decreas-
ing a too large potential gap between the T and B lines. Both H-SA 1 and 2 are 
fabricated with 68 nm technology, whereas the semi-H-SA is only simulated. The 
big difference between (a) semi H-SA and (b) H-SA types is in whether the T and B 
lines share the contact resistance, or not. In the case of semi-H-SA, the difference in 
the potential between the T and B lines should be determined by only the amount of 
driving line resistance. Therefore, it is expected that the difference in potential will 
be too small to compensate for the total amount of sensing noise.

Figure 4.32 shows the simulated potentials of the UP_T, DN_T, and the UP_B, 
DN_B signals in the early stage of sensing an island data pattern for three kinds of 
H-SA types. These H-SA types show their own potential difference between the 
T and B lines, which means that the amount of noise compensation can be controlled 

Major BL_T
high(1)

Pull down driver

Pull up driver
UP_B

UP_T
BL_T

BL_B
DN_T

SA SA SA
DN_B

: Large current flow Large power drop

Small power drop: Small current flow

FIGURE 4.29 Situation when majority BLs pose high data. The pull-up and pull-down 
drivers provide the H-SAs with power using UP_T and DN_T, respectively. This leads to a 
large amount of current flow in path of the UP_T and DN_T driving lines, resulting in a large 
power drop.
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FIGURE 4.30 Illustration denoting the amount of offset compensation in the H-SA. The 
difference in potential between UP_T and UP_B (or DN_T and DN_B) shows the amount of 
offset compensation.
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differentiated in accordance with the existence of connecting metal.

1.41

1.40

1.39

1.38
31 mV

UP

20 mV

27 mV
4 mV

22 mV

6 mV

Time [A/U](a)

B in
T in

H-SA2

B in
T in

B in
T in

H-SA1

H-SA
Semi1.37

1.36

1.35

D
riv

in
g 

lin
e v

ol
ta

ge
 [V

]
D

riv
in

g 
lin

e v
ol

ta
ge

 [V
]

0.28

0.27

0.26

0.25

0.24 DN

(b) Time [A/U]

FIGURE 4.32 Simulated voltage results of (a) UP and (b) DN driving lines for semi H-SA, 
H-SA 1, and H-SA 2.



132 Nanoscale Semiconductor Memories

© 2010 Taylor & Francis Group, LLC

by several sense amplifier (SA) driver types. In the case of the H-SA 2, there is 
∼30 mV difference between the T line and the B line. H-SA 1 and semi-H-SA show 
∼20 and ∼5 mV difference, respectively. If this difference is used in the voltage as 
a compensation method for the sensing noise found in the data patterns, the total 
amount of the BLSA offset almost disappears.

Figure 4.33 shows the amount of the measured sensing noise in the fabricated 
DRAM chips including the conventional BLSA, H-SA 1, and H-SA 2. There are four 
representative data patterns, each with distinctive BLSA offsets. In the conventional 
BLSA, the offset due to the sensing noise in the island pattern is ∼30 mV larger than 
that found in a solid pattern.

However, in the H-SA 1, island and solid patterns show almost the same offset, 
so the difference is 5 mV in the one data pattern and 12 mV in the zero data pattern. 
As a result, the H-SA 1 displays around 18.5% of the total sensing noise measured 
in conventional SA, as shown in Figure 4.34. Although this voltage drop effect helps 
the offset in the island pattern data, it has a disadvantage in the offset in the solid pat-
tern data. However, it is more important to guarantee that the maximum offset value 
is small enough to be able to sense any kind of data pattern. Therefore, the mostly 
negligible offset in the solid data pattern is not worth consideration.

However, the sensing noise in the solid data pattern can be much larger (by around 
13–30 mV) than that in the island data pattern in the H-SA 2, which has a slightly 
different driver shape than does the H-SA 1. The H-SA 2 shows too large an opposite 
noise to compensate for the data pattern noise, as shown in Figure 4.34. Therefore, 
the solid data pattern noise is larger than the island pattern noise in this type. This 
is not the solution for minimizing the data pattern noise, because of a large solid 
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FIGURE 4.33 Measured sensing noise for the several BLSA types. The potential gap 
between island and solid patterns denotes sensing noise in accordance with data pattern. 
Normal BLSA shows the sensing noise of ~30 mV.
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pattern noise. Therefore, it is necessary to precisely control the difference in voltage 
between the T and B driving lines, in accordance with four kinds of data patterns.

The proposed chip has an area penalty for the additional driving lines. It is about 
less than 1% of the total chip size, as shown in Figure 4.35. This result is due to the 
additional UP and DN driving lines. In the fabricated 68 nm DRAM chip, it pays 
the penalty of the narrow line width.
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5 Concepts of 
Capacitorless 
1T-DRAM and Unified 
Memory on SOI

Sorin Cristoloveanu and Maryline Bawedin

5.1 INTRODUCTION

While the scaling of MOS transistors is going on, the miniaturization of the DRAM 
storage capacitor reaches a critical limit. A novel and responsible strategy consists 
of attempting to suppress the capacitor. Silicon-on-Insulator (SOI) technology offers 
the opportunity to store the charges directly in the floating body of a MOSFET, 
which is also used to read the memory states. These memories, named floating-body 
1T-DRAMs, use only one transistor and take advantage of floating-body effects that 
are usually regarded as parasitic phenomena.

In the last decade, several competing 1T-DRAM variants have been pro-
posed: partially depleted (PD) or fully depleted (FD), planar, vertical or 
semivertical (FinFET), single gate or double gate, etc. In this chapter, the most prom-
ising 1T-DRAM structures will be reviewed by focusing on MSDRAM, ARAM, 
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and Z2-RAM concepts. The device architecture, scaling issues, and different options 
for memory programming and reading will be addressed.

The “unified” memory is another advanced and exciting paradigm. The SOI 
MOSFET is still the ideal candidate as it features two (or more) independent gates: 
each gate can be assigned distinct tasks (program, store, or read the charge). Solutions 
are proposed for combining, within a single SOI transistor, volatile and nonvolatile 
memory (NVM) functionalities as well as for reaching multiple memory states (≥4).

5.2 1T-DRAM OPERATING MECHANISMS

The body of SOI transistors is fully isolated (Figure 5.1) providing a suitable storage 
volume. 1T-DRAMs benefit from floating-body effects and coupling mechanisms 
that are often viewed as undesirable properties. In all 1T-DRAM versions, state “1” 
(high drain current) reflects an excess of majority carriers in the body, which causes 
the potential and the drain current (I1) to increase (Figure 5.1). Reciprocally, state 
“0” features lower current (I0) and higher threshold voltage due to the removal of 
majority carriers from the body. In SOI n-MOSFETs, the threshold voltage strongly 
depends on the amount of majority carrier charge in the body. The holes injected 
into or extracted from the body produce a substantial body potential increase (Figure 
5.2a) or decrease (Figure 5.2b). This yields a threshold voltage decrease or increase, 
hence a drain current enhancement or reduction.

PD SOI 1T-DRAMs are single-gate operated (with grounded back gate VG2 = 0). 
Excess carriers are stored in the neutral region of the body. In FD SOI, there is 
no neutral region, and back-gate biasing is required to accommodate the majority 
carriers in the accumulated back channel (negative VG2 in Figure 5.1). The front 
and back interfaces are electrostatically coupled, which enables sensing the front-
channel drain current for memory reading. The magnitude of the front inversion 
current reflects the condition at the back channel: depletion (memory state “0”) or 
accumulation (state “1”). 1T-DRAMs can be classified according to the mechanism 
serving to generate the majority carriers:

• Impact ionization. A large drain–voltage bias VD is applied while the 
front interface is in inversion mode (VD > |VG1 – VTH1|). The electric field 
at the pinch-off region is sufficiently high to generate electron–hole pairs 
by impact ionization. The holes move toward the back interface and are 
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FIGURE 5.1 Schematic configuration of SOI n-MOSFET used as 1T-DRAM memory cell 
and current–voltage characteristics in “0” and “1” states.
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accumulated in the PD body [1–5]. In FD devices (thinner silicon film 
thickness), a negative back-gate bias holds the hole charge inside the body. 
The impact ionization allows fast 1-state writing but leads to high power 
consumption and reliability issues (hot-carrier degradation).

• Bipolar junction transistor (BJT). The floating-body SOI MOSFET uses 
the source N+, body P, and drain N+ regions respectively as emitter, base, 
and collector [1]. To turn on the BJT, a hole current has to be generated in 
the floating base in order to increase the base (or body) potential. A nega-
tive VD pulse forward biases the body/drain (here emitter) junction, and a 
negative VG1 bias is applied to keep the excess of generated majority car-
riers inside the base. As the source/body junction is reversed biased, the 
electrons flowing from the drain to the source trigger the electron/hole pair 
generation by impact ionization at the body/source junction; the generated 
holes are stored inside the body under the gate, which is negatively biased. 
According to a more effective BJT programming variant [6–8], positive 
pulses are applied on the gate and drain terminals in order to enhance the 
body potential increase. The gate switches from a negative bias (required 
for the majority carrier storage) to zero (or a less negative bias), increasing 
the body potential and turning on the source/body (emitter) junction. Holes 
are generated by impact ionization in the body through the reverse-biased 
body/drain junction. Programming and reading in BJT mode are fast and 
power efficient but require high drain voltage.

• Band-to-band (B2B) tunneling. The majority carriers (holes) are created 
at the gate-to-drain (or source) overlap region [9–12]. Negative gate and 
positive drain pulses are applied to enhance the local electric field and 
enable the band bending in the gate overlap region. At the programming 
onset (negative gate voltage, VG1 ≪ VFB1), the body potential decreases by 

“1”-writing

“1”-state

Steady-state
“0”-writing

“0”-state

Steady-state

Source Body Drain DrainSource Body
(a) (b)

FIGURE 5.2 Front-surface potential variations during (a) the “1”-state and (b) the “0”-state 
writing and reading in a 1T-DRAM. The “1”-state writing is performed by impact ionization 
or B2B tunneling and the “0”-state by drain forward biasing or capacitive coupling. Although 
the potential evolves between programming and reading, the final potential of “0”-state dur-
ing reading is lower than that in “1”-state (solid lines) resulting in an increase in the threshold 
voltage and a lower drain current.
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dynamic gate coupling and becomes negative. The holes are gradually fill-
ing the body and cannot escape through the source because the body poten-
tial is negative. Therefore, the carrier storage and the deeper body potential 
well are more efficient compared with other programming methods. When 
the gate returns to a less negative value (hold and read), the hole concen-
tration becomes larger than that at equilibrium. A temporary excess drain 
current (overshoot) is observed during the reading. As the MOSFET lies in 
off-state mode during the programming, this generation mechanism is very 
attractive from a power consumption viewpoint.

• Gate tunneling current. The direct tunneling current through ultrathin 
gate oxides is used to inject the majority carriers into the body [13]. In 
the specific p-MOSFET configuration of Figure 5.3c, there is an N+ body 
contact left floating. The polysilicon gate covering the body contact is N+ 
doped in order to improve the injection of electrons (here the majority 
carriers) by tunneling from the polysilicon conduction band into the body. 
As electron tunneling is more efficient, a p-MOSFET was used instead of 
the standard n-MOSFET for the 1T-DRAM application. To program the 
“1”-state, a negative gate bias is applied, and the resulting electron tunnel-
ing current induces the body potential decrease. As the n-type body poten-
tial becomes negative, a higher drain current can be observed. The main 
advantages of this method are low bias and power consumption reduction 
as compared with the 1-state programming by impact ionization.

• Photo-generation. If optical interconnections succeed in CMOS technol-
ogy, they could also serve for memory devices. 1T-DRAM programming 
assisted by optically generated holes was proposed and demonstrated 
experimentally [14]. The “1”-state programming method is based on the 
BJT conduction, which is triggered by a source of light. The gate voltage 
pulse used to switch on the bipolar latch is replaced by the carrier photo-
generation. During the memory operations (read, hold, program), the 
gate voltage is kept at a constant negative value. Although the worst case 
(disturbance for “0”-state holding) has not been investigated yet, the pro-
posed programming method is an interesting candidate for electro-optic 
hybrids in memory applications.

The programming of the 0-state requires the hole removal by

 1. Forward biasing the drain– or source–body junction.
 2. Dynamic coupling between front and back gates in FD, where the sudden 

increase in the gate bias increases the body potential above equilibrium and 
naturally turns on the junctions.

The 1T-DRAM reading is nondestructive because the drain voltage is low (except 
for BJT method) and does not alter the memory states.
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FIGURE 5.3 1T-DRAM variants: (a) triple-gate Z-RAM (From Okhonin, S. et al., Int. 
Electr. Dev. Meet., 925–928, 2007), (b) 45 nm node FD 1T-DRAM (From Avci, U.E. et al., 
IEEE International SOI Conference, 29–30, 2008), (c) 1T-DRAM programmed by gate tun-
neling current (From Guegan, G. et al., Sol. State Dev. Mater., 2010), and (d and e) vertical 
double-gate 1T-DRAM with independent gates and common source (From Jeong, H. et al., 
IEEE Trans. Nanotechnol., 6, 352, 2007; Ertosun, M.G. et al., IEEE Electron Dev. Lett., 
29, 615, 2008). (f) Floating junction gate (FJG) cell. (From Wang, P.F. and Gong, Y., IEEE 
Electron Dev. Lett., 29, 1347, 2008.)
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5.3 1T-DRAM ARCHITECTURES

Figures 5.3 through 5.7 present the protagonists of the 1T-DRAM family. These 
devices combine special architectural features with the programming methods 
exposed earlier.

5.3.1 z-raM variants

The first generation of 1T-DRAMs, called Z-RAM, was demonstrated on PD-SOI 
MOSFETs with 100 nm design rules. Impact ionization and forward drain bias-
ing were initially used for programming the “1” and “0” states, respectively [1]. 
Improved performance was achieved with the second generation where the BJT 
effect and the capacitive coupling proved to be more efficient [6]. Underlapped 
gate structure was implemented for reaching longer retention time (70 ms at 
85°C). The advantage is that the maximum electric field is lowered, hence reduc-
ing the B2B leakage current during holding and reading. Devices with 55 nm 
gate length and 80 nm thick Si film, tested in cell array configuration, showed a 
threshold voltage shift larger than ∆VTH = 500 mV and a very high I1/I0 current 
ratio (104–106) [7].

The Z-RAM principles, namely, the BJT action for programming and read-
ing [6], were extended to FD SOI and FinFET/SOI devices. Figure 5.3a shows a 
Triple-Gate Z-RAM with 50 nm gate length and 11 nm fin width [8]. Advanced 
Z-RAMs, fabricated with 45 nm node CMOS, demonstrated that intentional 
asymmetry of the source and drain terminals is beneficial for longer retention and 
lower-voltage operation.
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FIGURE 5.4 Innovative 1T-DRAMs with engineered body structure: (a) Si/SiGe/Si body 
stack and (b) convex channel structure filled with SiGe. The diagrams on the right show the 
potential well used for majority carrier storage. 1T-DRAMs with engineered source/drain 
terminals: (c) dopant-segregated Schottky contacts and (d) block-oxide junctions.
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5.3.2 fuLLy depLeted 1t-draM

Early variants used the impact ionization and the forward drain bias techniques, 
together with a negative back-gate voltage, for programming the “1” and “0” states. 
The memory was read in strong inversion (VG1 > VTH1, Figure 5.1). To enhance the 
retention time (25–100 ms) and the threshold voltage shift (∆VTH = 420 mV), the 
CMOS/SOI process included LDD, moderate channel doping (3 × 1017 cm−3), and 
negatively biased P-doped field plate located below the BOX [4]. The device of 
Figure 5.3b featured a high-K gate dielectric, a 22 nm thick film, and a thin (10 nm) 
BOX suitable for further lowering the back-gate voltage [5].

5.3.3 1t-draMs With nOncOnventiOnaL MOsfet architectures

While any standard SOI MOSFET can be operated in 1T-DRAM mode, structural 
modifications of the transistor can bring enhanced retention time and memory win-
dow. More or less exotic transistor architectures have been proposed, as discussed in 
the following. In order to become viable on the memory market, there is a tradeoff 
between performance gain and the complexity of the technology needed for such 
nonconventional devices.

Vertical 1T-DRAM (Figure 5.3d and e), with double-gate or gate-all-around 
configurations, has been demonstrated [15–17]. In a vertical transistor, the channel 
length is no longer an area-limiting factor, hence the goal of reaching 4F2 feature size 
for ultimate integration density seems feasible. The volatile memory operation has 
been investigated with 2-D numerical simulations as well as with fabricated proto-
type devices. Majority carriers were generated either by impact ionization or by B2B 
tunneling. For a sensing margin of 40 μA/μm, the retention time at room temperature 
was 4 ms, needing further improvements. An interesting solution is to make use of 
the independent biasing of the two lateral gates (Figure 5.3e).

The floating junction gate (FJG) device [18] has a floating gate with “U-shape” 
connected to the drain via a gated p–n diode (Figure 5.3f). The U-shape gate 
increases the storage volume and extends the channel length. “1”-state is pro-
grammed by injecting positive charges into the floating gate through the gated p–n 
diode. The resulting potential increase enhances the electron density in the channel. 
High-positive drain voltage and negative MOS gate voltage are applied. The hole 
current is enhanced, thanks to B2B tunneling in the reversed-biased p+/n+ junction. 
“0”-state is written by forward biasing the diode, which removes holes from the gate. 
Numerical simulations predict 300 μA/μm sensing margin and 6 s retention time.

The quantum well (QW) 1T-DRAM variant uses an engineered body adding in 
the Si film a thin-layer semiconductor with narrower bandgap (SiGe). The SiGe 
layer serves as storage well for holes (Figure 5.4a). According to simulations, this 
QW memory has the capability to efficiently store the holes closer to the front gate 
(as compared with the storage at the film–BOX interface), so improving the VTH shift, 
current sense margin, and retention time.

Another QW [19] has a convex channel in the SiGe layer located just underneath 
a raised gate oxide (Figure 5.4b). During the “1”-state programming, the holes are 
stored in the SiGe layer. As the junction potential barrier is lowered, holes easily 
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diffuse through source and drain filling the SiGe region. If the bandgap is further 
reduced, a deeper potential well will be formed in the heterostructure for benefit in 
sensing margin and retention time.

An alternative strategy for increasing the retention time aims at reducing the leak-
age current through the junctions. The 1T-DRAM with band-gap engineered source 
and drain was proposed to form a deeper potential well in the body [20]. SiC source 
and drain make the body-to-junction potential barrier significantly higher. The 
potential well being deep, due to valence band offset, more holes can be stored in the 
body. The programming mechanisms are impact ionization for writing “1”-state and 
forward-biased drain–body junction current for “0”-state. Based on 2-D simulations, 
the sensing margin may reach 100 μA/μm, which is three times larger than that for 
conventional all-silicon 1T-DRAM. The hole leakage during the “1”-state program-
ming was predicted to be two to three orders of magnitude lower.

Dopant-segregated Schottky contacts and FinFET configurations were also 
envisioned for improving the hole storage (Figure 5.4c) [21]. Dopant segrega-
tion with partial S/D silicidation enables the holes to flow into the body, which 
would be impossible with plain-metal Schottky contacts. By assuming a mini-
mum sense margin of 100 μA/μm, the simulated retention time reached 70 ms. 
A competing variant, shown in Figure 5.4d, features self-aligned block oxide, 
which again attenuates the leakage-induced degradation of the stored charge, 
thanks to the reduced junction depth [22]. The processing seems to be complex 
so a more technology-friendly approach would be an SOI MOSFET with thinned 
junctions (as opposed to the current trend of raised source and drain terminals 
in CMOS/SOI).

5.3.4 MsdraM MeMOry ceLL

MSDRAM principles exploit the MSD hysteresis effect (Figure 5.5a), which appears 
in regular FD SOI MOSFETs [10]. A moderately inverted back channel is formed by 
applying an appropriate positive bias on the back gate (VG2 ≥ VTH2). The front gate 
VG1 is swept from strong accumulation (VG1 < −4 V) to nearly 0 V. The drain voltage 
can be low (VD ∼ 100–200 mV). For high negative VG1, B2B tunneling occurs and 
efficiently fills the front channel with holes. The transistor is at equilibrium, and high 
current flows at the back channel when reading state “1” (VG1 ≈ −3 V). By contrast, 
for reverse VG1 scan from 0 to −3 V, the device does not reach equilibrium and oper-
ates in deep depletion. Since there are no holes immediately available to fill the front 
channel, the body potential drops, temporarily suppressing the back-channel current 
(state “0”).

MSDRAMs have two distinct advantages: very wide memory window 
(−4 < VG1 < −2 V) and outstanding current ratio I1/I0 exceeding six orders of mag-
nitude. The MSDRAM takes full advantage of double-gate operation mechanisms 
and features low-power consumption and superior reliability. Customized source and 
drain architectures and thin BOX allow enhancing the retention time while reduc-
ing the programming voltage (≤2 V) and back-gate bias. For example, front-gate 
overlap increases B2B tunneling rate during programming whereas back-gate under-
lap reduces the parasitic B2B hole generation during “0”-state hold. A single-gate 
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MSDRAM version (Figure 5.5b) is possible by replacing the positive bottom gate 
bias (VG2 ≥ 0) with a nonvolatile positive charge trapped in the BOX [23].

The MSDRAM scalability was demonstrated by 2-D simulations of 25–50 nm 
channel lengths. Figure 5.6a shows 14 s retention time for I1/I0 = 10 and fast program-
ming time (5 ns). Recent measurements confirm that MSD effect is maintained in 
small-area MOSFETs (0.1 μm2) [24]. Additional experiments revealed the superior-
ity of the MSD programming mechanisms (B2B tunneling and capacitive coupling) 
compared with conventional programming based on impact ionization and forward 
drain biasing (Figure 5.6b).
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5.3.5 araM MeMOry ceLLs

The 1T-DRAMs presented earlier all require the coexistence of electrons and 
holes  in a thin body. But in ultrathin SOI films (Tsi < 10 nm, needed for digital 
CMOS/SOI circuits), the so-called super-coupling effect forbids the formation of 
accumulation and inversion layers facing each other [25]; the corresponding electric 
field (≥2ΦF/Tsi) would indeed be too large for the body or gate oxide to sustain it. 
In  sub-10 nm thick films, the body potential tends to become quasi-flat (even for 
VGF > 0 and VGB < 0), being controlled by the “stronger” gate, so that only electrons 
or only holes are available in the body.

ARAM concept solves the super-coupling rule by physically isolating, with a mid-
dle oxide (MOX), the holes and electrons in two dedicated semibodies [26]. The upper 
semibody is used for majority carrier storage and the lower semibody for electron 
current sense (Figure 5.7). The MOX isolation offers the advantage of maintaining 
electron and hole layers very close to each other (on both sides of the dielectric layer) 
even in ultrathin SOI films (<10–15 nm) fit for CMOS scaling. To write “1” (Figure 
5.7a), the excess of holes is generated, as in regular 1T-DRAMs, by impact ionization 
or B2B tunneling in the upper semibody. The positive hole charge induces a dynamic 
increase in the upper semibody potential, which enables by electrostatic coupling an 
electron current to flow in the lower semibody (state “1”). By contrast, if no holes are 
stored, the lower semibody is FD, and no current flows (state “0,” Figure 5.7b).
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FIGURE 5.7 Configuration of ARAM cells: (a) In state “1,” the holes stored in the upper 
semibody enable a large electron current in the lower semibody. (b) In state “0,” both semi-
bodies are fully depleted, and the current is zero. MOX and semibodies are typically 3–5 nm 
thick. (c) ARAM implementation in FinFETs. (d) A2RAM device (without MOX) in bulk 
or SOI.
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The ARAM structure and operation remind the HRAM memory device proposed 
earlier in GaN/AlGaN heterostructures [27]. ARAM operates with a single gate, 
which makes simpler the programming and reading signals. ARAM architecture 
is also more realistic than the floating-junction gate (FJG, Figure 5.2f) in terms of 
scaling and process complexity. The proof of concept has been extended to DG 
and FinFETs (Figure 5.7c) but still needs to be verified at the experimental level. 
Nonvolatile functionality can be added by using oxide/nitride/oxide (ONO) stack 
for the MOX dielectric. The MOX is easily deposited on the initial Si film (lower 
semibody), after which epitaxial growth of the upper semibody layer completes the 
ARAM structure.

A second-generation device (A2RAM) was devised in order to suppress 
the MOX. The body is now composed of an FD P-layer on top of an N+ layer 
(Figure 5.7d). The source and drain are short-circuited by the N+ bridge. The top 
semibody stores the holes whereas the N+ bridge serves for current sensing. When 
holes are accumulated at the surface (due to the negative VG1), they screen the verti-
cal electric field so that the electron current flows through the undepleted bridge. 
Conversely, if the top P-body is temporarily depleted of holes, the gate field is 
no longer screened and fully depletes the bridge, naturally canceling the drain 
current. Retention time over 100 ms was predicted at 85°C in optimized 22 nm 
node SOI cells. Preliminary measurements have validated the A2RAM concept on 
both SOI and bulk-Si wafers [28].

5.3.6 z2-raM MeMOry ceLL

The Z2-FET is an FD PIN diode [29], where the body is partially covered by the gate 
(Figure 5.8a). Although the diode is forward-biased, the current is initially blocked 
by gate-induced barriers. The front and back gates are biased such as to form two 
potential barriers preventing the injection of electrons from N+ drain and of holes 
from P+ source into the body. The gate biasing actually emulates a virtual PNPN thy-
ristor configuration despite the body is undoped. The current remains low until VD 
increases enough to slightly lower the electron injection barrier. Electrons injected 
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from N+ contact into the channel flow to the P+ source where they reduce the hole 
barrier. A few holes able to flow from source to drain further reduce the electron bar-
rier. This positive feedback turns the device on and completely eliminates the injec-
tion barriers. The feedback mechanism results in a strong ID(VD) hysteresis (Figure 
5.8b), the amplitude of which is gate controlled and useful for capacitorless memory. 
Alternatively, the feedback can be triggered by slightly increasing the gate bias (at 
constant VD). In this case, the device shows steep transition between off and on 
states: for ∆VG < 1 mV, the current changes by eight orders of magnitude [30]. These 
unrivaled features explain the device name: Z2-FET for zero subthreshold swing and 
zero impact ionization (unlike a standard thyristor).

To program the “1” or “0” states, holes are stored or not stored under the nega-
tively biased gate. Memory reading merely consists of discharging this stored charge 
[29]. In “0”-state, there is no discharge current, hence the diode remains blocked 
(negligible read current). In “1”-state, the discharge current ∆QG/∆t is sufficient to 
turn on the Z2-FET and the read current is high. The read pulse should be very fast 
(1 ns or less) in order to take advantage of a minimum amount of stored charge ∆QG 
for triggering the device. It is worth underlying this key advantage: the memory state 
is defined by the transient current ∆QG/∆t, not by the stored charge ∆QG as in other 
1T-DRAMs, so that the number of holes to be stored is no longer a critical limitation. 
Besides excellent speed capability, the Z2-FET memory shows scalability down to 
30 nm gate length and offers long retention, ∼1 V operating voltage, and regenerative 
(nondestructive) reading.

5.3.7 unified MeMOry

An ideal memory is expected to comply with three requirements: high density, high 
speed, and nonvolatility. Such “universal memory” has not been conceived yet, so 
these three different targets have been pursued independently: DRAM, SRAM, and 
flash. A more realistic paradigm shift from “scaling” (more Moore) to “multifunc-
tion” (more than Moore) is envisioned by assigning the transistor different memory 
tasks. The “unified memory” (URAM) aims at combining the functionalities of 
NVM and volatile DRAM in a single transistor.

The URAM concept consists of implementing an NVM charge-trapping layer 
within the 1T-DRAM (Figure 5.9a). Several materials can serve for the NVM core 
region, including nanocrystals or ONO stacks. For example, electrons are injected 
and trapped in the silicon nitride layer like in a standard SONOS memory. The pro-
gramming and erasing steps are performed with either Fowler–Nordheim or hot car-
rier injection through a thin tunnel oxide above the MOSFET channel. For volatile 
memory operation, the floating body is the storage volume as in 1T-DRAMs. This 
URAM idea is attractive and demonstrated by preliminary results [31–33]. Excess 
holes, generated by impact ionization for the 1T-DRAM “1”-state programming, 
were accumulated in the body region with lower potential. For “0”-state, the excess 
holes were swept out of the body by forward biasing the junctions. The FinFET 
shown in Figure 5.4c featured Schottky contacts and specific gate stack. This par-
ticular URAM cell was designed to speed up the flash memory programming while 
attenuating the FinFET short-channel effects.
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Additional FinFETs with ONO BOX and implanted junctions have been fabri-
cated and tested in URAM configuration (Figure 5.9c) [34]. The buried nitride layer 
stores the NVM charge, which is detected by the current flowing at the front gate. 
The physical separation of the back and front interfaces, respectively used for pro-
gramming and reading, avoids the disturbance of the stored charge during read-
ing. Combined with enhanced scalability and CMOS compatibility, this feature is a 
clear benefit of ONO FinFETs. According to the polarity of the back-gate voltage, 
electrons (VG2 > 0) or holes (VG2 < 0) can be injected into the buried ONO layer by 
Fowler–Nordheim tunneling. The front-channel current reflects the variation of the 
stored charge via the “vertical” coupling effect, as shown in Figure 5.10a. Reducing 
the fin width below a critical size alters the sensitivity because the lateral gates tend to 
govern the back-surface potential (“lateral” coupling), gradually masking the effect 
of the trapped nonvolatile charge. However, in short FinFETs, the fringing field from 
source/drain through the BOX and substrate (“longitudinal” coupling) opposes the 
lateral gate action and restores the impact of the nonvolatile ONO charge. As a result, 
in shorter devices, the memory margin is extended [34].

An alternative programming method uses the drain bias, so eliminating the need 
for substrate bias (Figure 5.10b). For VD = +3 V (with VG2 = VGF = 0), holes are 
injected and trapped into the ONO. Reciprocally, for VD = −3 V, electrons are trapped. 
The drain current at the front channel is very sensitive to the type and amount of 
charge stored (Figure 5.10b), and the retention time exceeds 10 years. When VD is 
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used for programming, the charge is actually localized near the drain, leading to 
a net difference between ID(VD) characteristics measured in direct mode (source 
to drain) and reverse mode (drain to source). This asymmetry opens the avenue to 
“multiple bit” URAM. It has been experimentally demonstrated that positive or neg-
ative charge can be trapped near the drain or near the source. The four NVM states 
are easily discernible: the charge polarity is deduced from the current magnitude 
(increased or decreased level), whereas the charge localization is unambiguously 
resolved from the difference between direct and reverse currents [34].

Planar SOI-like MOSFETs have also been fabricated and tested for URAM fea-
sibility. The transistor featured ONO BOX and Si back gate (ground plane), both 
localized underneath the transistor body [23]. When the ONO layer is not charged, 
multiple dynamic memory states are programmable by varying the back-gate bias 
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(Figure 5.11a). A positive charge trapped in the ONO acts like a positive back-gate 
voltage. It was demonstrated that the MSD effect subsists even at VG2 = 0 (Figure 5.11b), 
which means that the MSDRAM becomes virtually single-gate-operated. In addi-
tion, the MSD current level depends on the polarity and concentration of nonvolatile 
stored charges, confirming capability for multi-bit operation.

The combination of NVM and 1T-DRAM features within the same cell is prom-
ising for higher integration density and reduced cost per bit, but is still challenging 
in several respects. For example, interference between the programming voltages 
of 1T-DRAM and NVM must be avoided [35,36]. Also the threshold voltage shift 
resulting from volatile and nonvolatile storage must be decorrelated. The reading 
procedure has to be revised in particular for the multi-bit operation.
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5.4 CONCLUSIONS

The floating-body capacitorless DRAM memory is a very attractive device. There 
are several competing 1T-DRAM options, the principles of which have been dis-
cussed and critically compared. While brilliant, some of these solutions are not 
likely to be adopted by the technology. B2B tunneling appears to be very efficient for 
“1”-state programming, and capacitive coupling is suitable for “0”-state. 1T-DRAM 
volatile capability can be enriched by adding nonvolatile charge storage. Preliminary 
demonstrations with SOI transistors and FinFETs indicate that unified and multi-
bit memory cells are manufacturable. The main concerns are the retention time for 
volatile operation in very short cells and the addressing/discrimination of volatile 
and NVM states.
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6 A-RAM Family
Novel Capacitorless 
1T-DRAM Cells for 22 nm 
Node and Beyond

Francisco Gamiz, Noel Rodriguez, 
and Sorin Cristoloveanu

6.1 INTRODUCTION

Semiconductor memory market represents more than 30% of the total semi-
conductor market in the world; in particular, dynamic random access memory 
(DRAM) industry revenues are around 35 billions of U.S. dollars every year, and 
it is expected to continue to grow in the coming years. In addition, emerging sili-
con and package technologies will further drive lower cost and new applications. 
However, the difficulty of scaling and developing new technologies and invest-
ments to build new factories is increasing at about the same rate as the memory bit 
growth in the world. At the same time, the industry is becoming aware that we are 
facing physical and electrical scaling limitations. As we close in on scaling limits, 
the use of new materials, new structures, manufacturing processes, and circuit 
design, mostly related to the capacitor scalability, will become unavoidable. In this 

CONTENTS

6.1 Introduction .................................................................................................. 157
6.2 Floating-Body Memories .............................................................................. 160

6.2.1 Partially Depleted FB/1T-DRAM ..................................................... 160
6.2.2 Fully Depleted FB/1T-DRAM .......................................................... 164
6.2.3 Scaling Limits of FB/1T-DRAM ...................................................... 165

6.3 Multibody Memories: Advanced-RAM Family ........................................... 167
6.3.1 Advanced-RAM Memory Cell ......................................................... 167
6.3.2 Second Generation Advanced-RAM (A2RAM) .............................. 170

6.4 Conclusions ................................................................................................... 177
Acknowledgments .................................................................................................. 177
References .............................................................................................................. 177



158 Nanoscale Semiconductor Memories

© 2010 Taylor & Francis Group, LLC

chapter, we will review some of the solutions recently introduced to solve the 
problem, and we will discuss in detail one of these solutions, the A-RAM family.

The profitable semiconductor memory business is strongly based on a very 
simple concept, the 1-transistor–1-capacitor (1T–1C) DRAM cell introduced by 
Robert Dennard (IBM) many years ago [1]. The device cell comprises an access 
transistor and a storage capacitor as shown in Figure 6.1. To hold the “1” binary 
state, a certain amount of charge is stored in the capacitor, while the capacitor 
is left uncharged to represent the “0” state. The basic principle of operation has 
remained unaltered for more than three decades [1], although the cell has evolved 
to complicated three-dimensional structures, including high-k materials and cor-
rugated capacitor surfaces [2]. The demand of DRAM constitutes one of the most 
vivid markets of the semiconductor industry. The basic cell has evolved during the 
years, even more aggressively than high-performance systems, as can be observed 
in Figure 6.2, where we represent the number of transistors per die in integrated 
circuits of memory and in microprocessors. As seen, the number of transistors in 
memory chips quadruplicates every year, as a consequence of the scaling of the 
transistor, but also thanks to the use of innovative structures to build the storage 
capacitor. However, serious constraints are at present threatening the DRAM 
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survival, as industry continues pushing the dimensions of the semiconductor 
devices toward the decananometer range [3]:

 I. The cell capacitor should be able to store enough charge to allow the dis-
crimination, immune to noise, between the two memory states. Increasing 
or maintaining the capacitance size is in contradiction to scalability because 
of the high area consumption.

 II. The charge must be transferred with a minimum delay from and into the 
capacitor.

 III. Both the capacitor and the transistor junction should have a very low leak-
age current to avoid a degradation of the retention time.

The most challenging constraint is the minimum size of the capacitor: 25/30 fF per 
cell is required, regardless of the technological node, to safely distinguish between 
the “1” and “0” states in logic circuits. In order to preserve this minimum capaci-
tance, we have (1) to keep the area of the capacitor, what it is against the essence of 
the scaling; (2) to develop complex processes to produce corrugated surfaces [4]; or 
(3) to use dielectrics with very high permittivity to build the capacitor, but frequently 
these materials are not stable or compatible with CMOS process. Several solutions 
adapted to build the capacitor of the cell are shown in Figure 6.3. Figure 6.3a shows 
a stacked capacitor in the front end of the chip, while Figure 6.3b shows trenched 
capacitors in the back end [5].

Insulation,
conductors

Transistor

Capacitors

2 μm

1T1C DRAM
trenched capacitor 

1T1C DRAM
stacked capacitor 

(b)(a)

FIGURE 6.3 (a) TEM cross section of a DRAM cell using stacked capacitors. (After Lewis, J., 
Scaling the challenge of memory at 45 nm and below, http://chipdesignmag.com/print.
php?articleId=1695?issueId=0, Chip Design Magazine, 2002.) (b) SEM cross section through 
a 64 Mbit DRAM using trenched capacitors. (University of Kiel, http://www.tf.uni-kiel.de/
matwis/amat/semitech_en/kap_3/backbone/r3_1_2.html.)



160 Nanoscale Semiconductor Memories

© 2010 Taylor & Francis Group, LLC

These solutions are becoming very complicated; they are high-cost processes and 
not easily CMOS compatible. If memory makers continue to rely on a 1T + 1C (one 
transistor, one capacitor) design, at some point, the capacitor will become so tall or so 
deep that it will not be possible to cost-effectively manufacture it in volume. Already, 
more than 30% of the DRAM manufacturing cost is accounted purely for the capacitor. 
This percentage will increase as smaller and smaller process geometries are used.

The external storage element is a limitation for the DRAM survival. The step for-
ward that each technology node requires in terms of technological, material, and design 
advances represents a paramount challenge for the integration of the capacitor inside 
the cells. This is the main reason of the increasing research activity during the last 
decade around new memory cells, free of capacitors. 1T-DRAM is a vast concept that 
includes a set of memories intended to be potential substitutes of the standard DRAM 
technology. All of them have a common feature: they avoid using any external storage 
element. The memory cell is composed of a single device (transistor or transistor-like) 
where the information is stored, that is, the same device is used to store the informa-
tion and to read it. Within the 1T-DRAM family, a large collection of devices has been 
accommodated: from single transistors to more complicated multi-gate or thyristor-
like structures [6]. In this chapter, we are going to focus on a particular set belonging 
to the 1T-DRAM family: the so-called floating-body (FB) 1T-DRAM cells.

6.2 FLOATING-BODY MEMORIES

FB memories take advantage of, in principle, a harmful effect that appears in partially 
depleted (PD)-SOI transistors: the kink effect [7]. If we represent the output characteris-
tics (ID–VD curve) of a PD-SOI transistor as in Figure 6.4, we observe that at a particular 
drain voltage, a change in the slope of the curve occurs. This increase in the drain current 
is produced by the accumulation of holes in the body of the transistor: when the drain 
voltage is large enough, impact ionization (II) occurs at the drain edge of the channel, 
generating electron–hole pairs. While electrons are drifted to the drain, holes are pushed 
to the isolated body of the transistor where they cannot escape due to the presence of the 
buried oxide (BOX) and the reversed channel–drain and channel–source P–N junctions. 
The accumulation of holes in the body of the transistor increases the body potential, 
decreasing at the same time the threshold voltage of the transistor, which produces the 
current increase and the change in the slope. Kink effects worsen the differential drain 
conductance of the device and are strongly dependent on the operating speed, which 
affects the performance of analog circuits. For an amplifier, the gain at low frequency 
is substantially degraded with the kink effect. While kink effect or FB effect presents a 
problem in logic and analog applications of PD-SOI devices, it could be exploited as the 
underlying principle for alternative 1T-DRAM cells (known as floating-body DRAMs, 
FB-DRAM). For this reason, the effect is sometimes called the Cinderella effect in the 
context of these technologies, because it transforms a disadvantage into an advantage [8].

6.2.1 partiaLLy depLeted fb/1t-draM

How can we take advantage of FB effect to build a memory cell? Let’s consider a 
PD-SOI transistor (as the one shown in Figure 6.4).
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Initially we applied a low voltage to the drain, VDS = 0.1 V, and a ramp voltage to 
the gate, for example, VGS = 0–2 V (Figure 6.5a). We obtained then the typical ID–VG 
curve for the transistor. As the drain voltage is low, no II phenomenon appears at the 
drain edge of the channel, and the population of holes in the body is quite low. At that 
point, if we apply a high voltage pulse to the drain for some time, the II produced at 
the drain edge of the channel triggers the accumulation of holes in the body of the 
transistor as seen in the third column of Figure 6.5b, which modifies the threshold 
voltage of the transistor. If we apply now the same voltage ramp to the gate, we 
obtain a higher drain current as shown in Figure 6.5b. The difference in the drain 
current for the same value of drain and gate voltages allows us to define a “0” state 
and a “1” state. To come back to the initial situation, that is, the “0” state, we need 
to eliminate the hole excess in the body of the transistor. To do so, we could apply, 
for example, a negative bias pulse to the drain. Doing so, we are forward-biasing the 
drain-body P–N junction, and the excess holes scape through the drain (Figure 6.5c).
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Figure 6.6 summarizes the operation of a PD-SOI transistor as 1T-DRAM cell. 
The top side of the figure shows an example of the bias pattern used to demonstrate 
the 1T-DRAM functionality of the PD-SOI MOSFET. In the bottom side, the driven 
current is monitored. Initially, the holes are injected in the FB by II due to the large 
current driven by the device (“W1” in Figure 6.6): the highly energetic electrons at 
the drain edge of the channel knock valence electrons out of their bound state to a 
state in the conduction band, creating electron–hole pairs. Electrons are evacuated 
through the drain, while holes are accumulated into the neutral body of the silicon 
film. The hole overpopulation of the body of the device leads to a decrease in the 
threshold voltage and therefore a transitory increase in the drain current. The cell 
can be purged of charge by forward-biasing the drain-to-body junction (negative 
drain bias, “W0” in Figure 6.6). In this process, holes are evacuated from the FB 
through the channel-to-drain P–N junction. If the cell state is read again, the current 
level remains in the stable level (lower current).

6.2.2 fuLLy depLeted fb/1t-draM

Although, theoretically, PD-FB/1T-DRAM cells scale much better than 1T–1C-
DRAM cells because of the lack of the storage capacitor, if we want to scale fur-
ther these devices, we have to reduce the silicon thickness (Ref. 22); in such a case, 
PD devices become fully depleted (FD) devices, where we do not have an floating 
body. However, the storage of holes inside the body of the transistor can also be 
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FIGURE 6.6 Simulation results for the operation of a PD-1T-RAM. The picture shows the 
bias pattern (top) and the driven current (bottom). For simplicity, the gate bias is maintained 
constant (VG > VT). The floating body is initially charged with holes generated by impact 
ionization (W1), and the cell state is read four times by using a small drain bias. At t = 10 μs, 
the cell is purged (write “0” state: W0) and read again four times reflecting difference with 
respect to the previous “1” states. L = 1 μm, TSi = 300 nm, Tox = 3 nm, TBOX = 400 nm, 
NA = 1017 cm−3.
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achieved in FD-SOI transistors by applying a negative bias to the back-gate (below 
the BOX). The negative bias creates an electrostatic potential well where holes can 
be accumulated leading to a storage node.

To illustrate this effect, we show, in Figure 6.7, simulation results corresponding to 
a relatively thin (film thickness TSi = 70 nm, BOX thickness TBOX = 50 nm) SOI tran-
sistor with (Figure 6.7a) and without (Figure 6.7b) negative substrate bias. Because 
of the undoped thin body, the unbiased device (VB = 0) lacks from FB effect, and the 
holes generated by II recombine so quickly that the difference between states is not 
noticeable (Figure 6.7a).

By contrast, if a negative back-gate bias is applied to the device (emulating a 
second gate with the substrate and BOX), the potential well allows the accumula-
tion of holes (Figure 6.7b), that is, the potential well acts as the storage node for the 
positive carriers. Holes can be injected and removed in the same way as in Figure 
6.6. Note then in this case, both “1” and “0” current levels become unstable: for the 
“1” state, the potential well becomes overpopulated with holes, and equilibrium is 
recovered by recombination (current overshoot); purging the cell by forward-biasing 
the drain to body junction leads an underpopulation of holes; for the “0” state, the 
back interface is driven into depletion, but the holes are restored by junction leakage, 
gate-induced drain leakage (GIDL) and thermal generation, tending to corrupt the 
“0” state and convert it to the “1” state.

Different groups have tried to exploit the concept of FD-1T-DRAM, proposing 
different structures and different mechanisms to write “1” and “0” states, attempting 
to improve the states margins, retention times, and power consumption during the 
operation of the cell [9–21].

6.2.3 scaLinG LiMits Of fb/1t-draM

One of the most questioned drawbacks of FB/1T-DRAM has been their scalability. 
The scalability of FD-SOI transistors requires a decrease in the film thickness in 
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body effects, the memory effect is not manifested. (b) A back-gate bias is applied, creating a 
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order to have a good control of short channel effects (SCEs). Figure 6.8 shows the 
silicon thickness needed to have a good SCE control (measured as a drain-induced 
barrier lowering of 100 mV/V as a function of the channel length) [22].

As shown in Figure 6.8 (TBOX = 50 nm), for a channel length of 35 nm, we need 
a silicon thickness of TSi = 9 nm, but if we reduced the channel to 20 nm, we 
need a silicon thickness of 6 nm, that is, the film thickness of the device should 
be around four times thinner than the gate length (this condition can be relaxed if 
we use thinner BOXs, a ground plane, or double-gate devices). This “scaling rule” 
entails that FB-DRAMs should be compatible with body thicknesses below 10 nm 
in order to be competitive in future technology nodes, which represents a challenge 
for the FB/1T-DRAM family. Several studies have revealed severe degradation in 
the readout current margin between states of 1T-DRAMs when the body thick-
ness decreases below 30 nm [23]. This limitation, also known as super-coupling 
effect [24], is basically an electrostatic result: the thinner the body, the more dif-
ficult to generate the potential difference in order to accommodate a high concen-
tration of electrons at one surface and a high concentration of holes at the opposite 
surface of the same silicon layer.

In order to beat this paramount limitation while maintaining enough performance 
in terms of sensing margins and retention time despite the scaling of the film thick-
ness, several architectures and material combinations have been envisaged. The idea 
behind all of them is the effective separation of the stored carriers and the sensing 
carriers by creating dedicated volumes (potential wells) inside the transistor body 
(multibody devices).
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6.3 MULTIBODY MEMORIES: ADVANCED-RAM FAMILY

Different structures have been proposed during last years sharing the concept of 
multibody memories, that is, the electrostatic and physical separation of stored car-
riers and sensing carriers:

 1. The single transistor quantum well 1T-DRAM [25]
 2. Convex channel 1T-DRAM [26]
 3. A-RAM family [27,28]

6.3.1 advanced-raM MeMOry ceLL

In 2010, researchers at the University of Granada in Spain and Minatec in Grenoble 
(France) proposed a totally new concept of 1T-DRAM cell, called advanced RAM 
or A-RAM [29], using some of the 1T-DRAM fundamentals but featuring a novel 
architecture and electrostatic properties. A-RAM cell has been designed to physi-
cally separate majority and minority carriers even in ultrathin FD SOI layers [30] by 
eliminating the super-coupling effect.

The essence of the A-RAM is an FD-SOI transistor, which features two ultrathin 
semibodies physically isolated by a middle oxide (MOX) but sharing the source and 
drain regions (Figure 6.9). When this device is operated as a memory cell, the top 
semibody is used to store for majority carriers (holes), while the bottom semibody 
serves to sense the logic state of the device through an electron current. The MOX 
constitutes the key element of the A-RAM cell: electron and hole populations can be 
brought very close to each other, unlike in an ultrathin single-body 1T-DRAMs [24]: 
the low-k insulator amplifies the electrostatic potential difference in the transistor 
body. The A-RAM structure can be fabricated by local oxidation (MOX) of the bot-
tom semibody, followed by epitaxial regrowth of both the upper semibody and source/
drain regions. The shorter the device, the better the quality of the epitaxial layer. 
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FIGURE 6.9 Schematic configuration of an A-RAM cell.
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The SON process can also be considered: growth of a sacrificial SiGe layer, Si epi-
taxy, and SiGe etch leaving a cavity to be refilled with the MOX dielectric [31].

If there is no charge accumulated in the top semibody (storage channel, holes), the 
electron concentration in the bottom semibody (sense channel) remains extremely 
low, defining state “0” (Figure 6.10a). Source and drain regions are electrically iso-
lated: even raising the drain voltage results in a negligible current (Figure 6.10b). 
Memory state “1” is programmed by charging the top semibody with holes (Figure 
6.10c) via II or band-to-band (BTB) tunneling [32]. A volume inversion electron 
channel is then activated, via electrostatic coupling, in the ultrathin bottom semi-
body, establishing electrical continuity between source and drain regions.  In “reten-
tion” phase, negative gate bias and zero drain voltage are used to maintain the 
potential well for the holes in the storage channel (Figure 6.10d). If the drain voltage 
is increased, a substantial current flows through the transistor (Figure 6.10d).

Up to date, A-RAM operation has been validated only by numerical simulations. 
Poisson and continuity equations were solved in transient mode by accounting for 
the most relevant mechanisms (BTB tunneling, II, and generation–recombination 
processes) using Silvaco ATLAS. Figure 6.11a shows a possible bias sequence 
for writing and reading the transistor states; the sensed drain current is shown in 
Figure 6.11b.

At the starting time (t = 0), the “0” bit has been written, and therefore the upper 
semibody of the cell is discharged. The cell state, read by slightly increasing the 
drain voltage (0.1 V), shows a negligible drain current. Next, “1” state is programmed 
by II (a gate voltage pulse is embedded in a drain voltage pulse). This makes sure that 
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FIGURE 6.10 A-RAM schematic operation: (a) Holding “0” state. (b) Reading “0” state by 
increasing drain bias: no current flow. (c) Writing “1” state: gate voltage is increased over the 
threshold voltage to switch on the channel, and a high drain voltage is used to produce impact 
ionization in the drain edge of the channel. (d) Holding “1” state: hole overpopulation in the 
top semibody. (e) Reading “1” state: current flow between the source and the drain.
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when the gate voltage decreases back to the negative retention value, hole recombina-
tion is inhibited. During the gate bias transient, the lateral field remains high enabling 
more holes to be generated. In Figure 6.11, “1” state has been sensed 10 times, show-
ing large enough current (80 μA/μm) with no degradation of the current level.

Reading is nondestructive: the refresh is needed only to compensate for temporal 
charge derive. The “0” state is written by pulsing the gate bias to a positive value 
(typically, 1 V for Tox = 1.5 nm). Holes are rapidly eliminated (ns) by the junctions 
that become forward-biased due to the sudden increase in the body potential (with 
respect to the source and drain potentials). The electron concentration in the bottom 
semibody decreases, and the readout drain current returns to a subthreshold value. 
This capacitive coupling enables the “0” state writing without applying any drain 
bias (typical procedure in 1T-DRAMs is to forward-bias the drain–channel junc-
tion to eliminate the charge). The temporal evolution of the “1” and “0” states has 
been simulated for a device with a total thickness of 20 nm. MOX thickness was 
considered to be 4 nm (Figure 6.12). The negative gate bias controls the concen-
tration of holes. If the amount of generated holes is larger than the value that can 
be accommodated in the potential well supported by the gate bias, temporary hole 
recombination occurs leading to an exponential current decay in “1” state as shown 
in Figure 6.12; for longer periods of time, equilibrium is achieved, and the current 
reaches a saturated constant value. The slow derive of the “0” state is caused by the 
progressive repopulation of the upper body with holes resulting from thermal gen-
eration, GIDL, and leakage current in the source and drain junctions. After 0.1 s, the 
margin between states is maintained, showing a large difference between “0” and 
“1” levels. The drain voltage must be kept reasonably low when testing the cell state; 
otherwise, II in the sense channel may be triggered destroying the information. For a 
given total device thickness, increasing the MOX thickness (i.e., thinner semibodies) 
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benefits the cell “1” state and slightly improves retention time. The full device opti-
mization implies a tradeoff between coupling, electrostatic potential difference, and 
quantum limitations (threshold voltage increase and phonon confinement in ultrathin 
bodies) [27].

In summary, A-RAM cell exploits a dedicated body partitioning for charge stor-
ing and current sensing in an FD-SOI transistor. The cell features easy discrimina-
tion of “1” and “0” states, defined by the concentration of majority carriers stored in 
the upper body. Numerical simulations demonstrate competitive programming and 
retention times, which result from the physical separation of the two types of carri-
ers. The A-RAM is operated in single-gate mode and achieves low-power operation 
and enhanced scalability. The A-RAM concept is versatile, its architecture being 
amenable to structural (FinFET) and doping (P/N) modifications.

6.3.2 secOnd GeneratiOn advanced-raM (a2raM)

As an alternative to the physical isolation (MOX), the electrical isolation of the two 
types of carriers could also be carried out by a vertical P–N junction, originating a 
new cell architecture named A2RAM as illustrated in Figure 6.13 (which is compat-
ible with SOI substrates (a) and with Si-bulk substrates (b)) [33]. To do so, a conven-
tional MOSFET is modified by connecting the n+ source and drain regions through a 
buried N-type layer (named N-bridge), underneath the P-channel.

Figure 6.14 shows an example of a realistic doping profile at the middle of the 
device, perpendicular to the gate, and obtained from process simulations with 
ATHENA [34]: a 1018 cm−3 N-type layer is located in-between the low-doped P-type 
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body and the P-type substrate. The P–N stack was formed with high-vacuum chemi-
cal vapor deposition to epitaxially deposit the two layers of silicon at 900°C. The 
total device thickness that can be achieved is very thin (typically in the range of 
15–30 nm). Since the source and the drain have the same doping polarity as the 
N-bridge, the source and drain regions are, in principle, electrically short-circuited 
through the bridge. The basic idea for memory cell operation is to suppress/enable 
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FIGURE 6.13 Schematic configuration of A2RAM cell (a) on an SOI substrate and (b) on 
bulk substrate. A buried N-layer (N-bridge) connects the source and the drain.
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this short-circuiting by fully depleting/no-depleting the N-bridge through the 
accumulation/emptying of holes in the upper channel somehow.

The top P-body is used as a storage node, whereas the lower body (i.e., a relatively 
high-doped N-bridge) serves for current sense discriminating the two memory states. 
The simplified sequence of states is shown in Figure 6.15. The upper body (P-type) is 
charged with holes generated either by BTB tunneling [32] or by II [35] (in the MOS 
transistor). These holes can be retained in the top body with negative gate bias (see 
Figure 6.15a). In this situation, the vertical electric field, originated from the negative 
gate bias, is screened by the positive hole charge of the P-body and has a minor effect 
on the majority carriers of the N-bridge. The bridge is partially-depleted, and a small 
drain bias leads to an electron current, I1, flowing through the bridge (no current 
flows through the P-body) reading the “1” state (Figure 6.15b). When the top body is 
discharged of holes (state “0”), the gate field is no longer screened, and the N-bridge 
is FD (Figure 6.15c). The lack of holes in the N-bridge causes a very low current, I0, 
if the drain bias is increased (Figure 6.15d).

The differences with conventional FB/1T-DRAMs are threefold:

 1. The drain current, defining the cell state, is due to electrons (majority car-
riers) flowing or not in the volume of the bridge.

 2. The use of an insulator substrate is optional.
 3. The super-coupling effect is suppressed because the coexistence of elec-

trons and holes in the same silicon slab is ensured by the vertical P–N 
junction.

We have used numerical simulations to demonstrate the functionality, as the memory 
cell, of the A2RAM device; Poisson and continuity equations were solved self-con-
sistently in 2-D.

First, we studied the steady-state operation of the cell: the combination of the 
parallel P and N channels results in unconventional ID–VG curves (Figure 6.16). In 
steady state, the N-bridge is always nondepleted regardless of the gate voltage. For 
negative VG, the potential difference is basically absorbed by the accumulated holes 
in the upper P-region: the more negative the gate voltage, the more holes accumu-
late screening the field. The current is weakly dependent on VG. For positive gate 
bias, the current flow comes from the parallel combination of the majority carriers 
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FIGURE 6.15 Schematic memory cell operation: (a) Holding “1”: the P-body is charged, 
screening the gate field. (b) Reading “1”: majority carrier (electron) current flows through the 
N-bridge. (c) Holding “0”: the P-body is discharged (deep depletion), and the N-bridge is FD. 
(d) Reading “0”: the current through the N-bridge is negligible.
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(electrons) of the N-bridge (which behaves like a resistor) and the minority carri-
ers (electrons) of the top MOSFET. As the gate bias is increased, the top inversion 
channel becomes dominant. Notice that this behavior is different from that of a 
depletion-mode NMOSFET, where the conduction can be effectively cut at a certain 
negative gate bias.

The transient behavior is analyzed in Figure 6.17:

 1. From A to B, a positive voltage is applied to the gate. The upper channel 
becomes inverted with electrons, and the behavior of the device is similar 
to the behavior of a MOSFET transistor.

 2. From B to C, a negative voltage is suddenly applied to the gate. The chan-
nel becomes depleted of electrons, and as there are no sources of holes, 
the upper channel becomes empty of carriers. The negative electric field 
induced by the negative gate voltage also depletes the N-bridge, and as a 
consequence, there is no current at all at the device.

 3. If the gate voltage is decreased to even more negative values (C–D), BTB 
tunneling starts to appear in the source–channel and drain–channel over-
lapped regions. This process injects holes into the channel that screen 
the negative electric field induced by the gate. As the negative gate elec-
tric field is now weaker, the N-bridge becomes partially undepleted and 
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the drain current starts to increase. The greater the hole injection, the 
higher the drain current.

 4. If the gate voltage is reduced to zero (D–A), BTB tunneling stops, no more 
holes are injected in the channel, and the drain current becomes constant.

As observed in Figure 6.17, under negative gate voltages, there is a current window 
for the same values of gate and drain voltages, which, depending on the population 
of holes in the upper channel, allows the definition of two memory states:

 1. “1” state: Upper channel is populated with holes that screen the negative 
electric field. Drain current flows through the buried N-bridge.

 2. “0” state: Upper channel is fully depleted of carriers, that is, there are no car-
riers at all in it. The negative electric field induced by the negative gate voltage 
depletes the N-bridge, and no current flows between drain and source. This 
state is a transient effect. After a long time, thermal carrier generation will 
restore the hole population in the channel, and the “0” state will disappear.
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undepleted. (d) If the gate voltage is reduced to zero (D–A), band-to-band tunneling stops, no 
more holes are injected in the channel, and the drain current becomes constant.
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Figure 6.18 shows the memory operation of the cell. The gate is biased well below 
the threshold voltage of the transistor to generate an accumulation of holes in the 
channel in steady-state conditions, which will determine the current level of the “1” 
state. Initially, the cell is purged by writing a “0” state. To do so, a positive volt-
age pulse is applied to the gate. This pulse forward-biases the channel–source and 
channel–drain P–N junctions, and holes are evacuated from the channel. If the gate 
suddenly comes back to the negative value, the channel becomes empty of carriers.

We propose two alternative mechanisms to write the “1” states (restore the hole 
population in the P-body): BTB tunneling [36] by means of an overbias pulse of the 
retention gate voltage, or II by applying a positive gate voltage in the gate activating 
the MOSFET. Nevertheless, BTB tunneling is best suited for low-power embedded 
applications since the writing current is typically several orders of magnitude lower 
than that with the II mechanism (during the writing time, there is an additional con-
tribution of current coming from the MOSFET, which is not present when using 
the BTB mechanism). Waveforms demonstrating the cell functionality are shown 
in Figure 6.18 using the BTB alternative. As observed, the “0” state corresponds to 
zero drain current.

Figure 6.19 shows the transient evolution of the two states in a 22 nm-channel 
length cell under continuous reading condition. In spite of the use of a very low drain 
voltage to read the state of the cell, parasitic BTB tunneling (GIDL) at the drain 
edge of the channel generates holes in the channel, degrading the “0” state, which is 
unstable. In addition to BTB tunneling, other mechanisms contribute to the stability 
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of the “0” state, such as junction leakage, thermal generation, or even II if the drain 
reading bias becomes large. Figure 6.20 shows the evolution of the “0” state current 
at 85°C for a 32 nm channel length device (TSi = 18 nm), showing a retention time 
around 2 μs. This retention time can be improved to 120 μs by using an underlap 
between gate oxide and drain and source extensions or even to 400 ms if low-doped 
tips are added to drain and source. A2RAM cells have successfully been fabricated 
on both SOI and bulk-Si substrates.
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6.4 CONCLUSIONS

The FB 1T-DRAM family has grown exponentially during the last decade aim-
ing to develop innovative memory cells and replace the standard 1T+1C DRAM, 
which, after more than 30 years of unchallenged success, shows signs of exhaus-
tion. Each particular approach has its own advantages and drawbacks in terms 
of CMOS compatibility, scalability, power dissipation, and performance. Some of 
them have stand-up featuring promising characteristics, but no one is yet competi-
tive enough to beat the DRAM supremacy. One of these promising alternatives, 
fully compatible with CMOS technology, is the A-RAM family. This new con-
cept of 1T-DRAM cell features N/P body partition, which enables the physical 
separation of the hole storage and sense electron current. The hole concentration 
controls the partial or full depletion of the N-body, modulating the sense majority 
carrier current. The cell is compatible with single-gate operation and ultimate scal-
ing down to the 22 nm node. As confirmed by recent measurements, the A2RAM 
cell features attractive performance (long retention, wide memory window, simple 
programming, nondestructive reading, and low-power operation) for embedded 
systems on bulk and SOI substrates.
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7 Quantum Dot-Based 
Flash Memories

Tobias Nowozin, Andreas Marent, 
Martin Geller, and Dieter Bimberg

7.1 INTRODUCTION

Some of the main technological achievements in the past decades are the capabilities 
to process and store increasing amounts of data. Such capabilities represent the foun-
dation of the modern information society and depend on the success of the semicon-
ductor industry to increase the performance of micro- and nanoelectronic devices. 
The key strategy since the invention of the integrated circuit has been “simply” down-
scaling the feature size, which has been coined as Moore’s law. Downscaling will 
lead to feature sizes of just 10 nm as projected by the ITRS for 2020 [1]. Obviously, 
the feature size is reaching dimensions, in which quantum mechanics starts to domi-
nate the physical properties of the underlying material. A growing number of diffi-
culties in realizing such small structures are expected, and very little progress based 
just on downscaling is feasible beyond that limit. Therefore, considerable research 
effort is devoted to the search for alternative memory technologies.

One promising approach is the use of self-organized nanomaterials in future 
memories. In particular, self-organized quantum dots (QDs) based on III–V materials 
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provide a number of advantages, as billions of them can be fabricated simultaneously 
with a high area density (1010–1012 cm−2) without any lithography in a bottom-up 
approach. In addition, they show extremely fast carrier capture and relaxation in the 
sub-picosecond range [2]. By properly designing the barrier/QD material combina-
tion, the retention time of charges in the QDs can be tuned, potentially up to 106 years 
at room temperature [3]. Hence, a QD-based memory could exhibit ultrasmall size, 
long retention times, and a fast write/read access.

7.2  CONVENTIONAL CHARGE-BASED SEMICONDUCTOR 
MEMORIES (DRAM AND FLASH)

The market for semiconductor memories is divided mainly between two memories: 
the dynamic random access memory (DRAM) and the flash memory. Being essen-
tially different in design, both have their advantages and disadvantages in terms 
of performance. The DRAM is fast with a typical access time of 10 ns, but vola-
tile with retention times in the range of some 10 ms, requiring periodical refresh 
of the information, consuming energy. In contrast, the flash is nonvolatile (with a 
retention time of more than 10 years), but suffers from a slow write time of some 
microseconds.

The basic cell structures of the DRAM and flash are schematically shown in 
Figure 7.1. The standard DRAM cell (Figure 7.1a) consists of one transistor and one 
capacitor (1T–1C) per cell [4]. The information bit is stored in the form of charges 
on the capacitor plates while the transistor controls the write and read access to the 
cell. The transistor itself is activated via a bit-line and word-line array. The main 
shortcoming of this design is charge leakage in the capacitor, which leads to short 
retention times.

The flash cell (Figure 7.1b) consists of a metal–oxide–semiconductor field-effect 
transistor containing a storage node that acts as additional gate (floating gate) [4]. The 
floating gate is isolated by a dielectric (such as SiO2 or HfO2), which acts as a barrier 
to restrain the charge carriers within the storage node. Depending on the charge state 
of the floating gate, the channel charge varies and the turn-on voltage of the transistor 
shifts. A typical barrier height of about 3.2 eV leads to retention times of >10 years. 
Writing and erasing charges from the floating gate are slow as the carriers have to 
overcome the barrier by either hot-electron injection or Fowler–Nordheim tunneling. 

Bit-line

Word-line

Capacitor

Transistor

SiO2 barriers

~3.2 eV
Channel

(b) Si-Floating gate(a)

FIGURE 7.1 Schematics of conventional semiconductor memories: (a) 1T–1C cell of the 
DRAM and (b) flash memory cell.
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This writing/erasing mechanism also leads to the successive destruction of the barriers 
and low endurance of the flash.

7.3 MEMORY BASED ON SELF-ORGANIZED QUANTUM DOTS

The QD-based flash memory (QD-flash) [5,6] is a charge-based memory in which 
charge carriers are confined within a heterostructure made out of III–V compound 
semiconductors with large band offsets. There are five key advantages of the QD-flash 
as compared to the conventional flash memory based on the Si/SiO2 material system:

• The barrier height can be designed. By combining various materials, the 
band structure of the device can be designed. The properties of the memory 
can be tailored to be either very fast with infrequent refresh, or slower but 
nonvolatile, or anywhere in between. The wide variety of different material 
combinations is a decisive advantage as compared to the Si/SiO2 material 
system.

• Defect-free interfaces. Although technologically advanced and abundant, 
the Si/SiO2 material system is far from being perfect. Defects and dangling 
bonds at the Si/SiO2 interface are a major issue and present a limit when the 
structures are scaled down to the nanoscale. In contrast, III–V interfaces 
can be ideal: free of any defect, atomically almost abrupt, even if moderate 
strain is present due to lattice mismatch.

• Voltage tunability. The effective barrier height in the QD-flash memory is 
voltage-tunable and can be reduced to zero, which should allow very fast 
write times on the sub-picosecond time scale.

• Writing/erasing does not damage the structure. Unlike in the flash mem-
ory, where extremely large fields are necessary [7], the QD-flash does not 
require high fields, which increases the endurance and the reliability.

• Hole-based charge storage can be used. Hole-confining type-II systems 
(such as material combinations based on GaSb) create huge confining 
potentials for holes while being repulsive for electrons. This way, storage 
times of 106 years might be realized [3], a prerequisite for nonvolatility.

The following sections will give an overview of the QD-flash memory concept, start-
ing with some basics about III–V semiconductors and heterostructures (Section 7.3.1), 
self-organized QDs (Section 7.3.2), followed by the QD-flash memory concept 
(Section 7.3.3), and what has been achieved so far experimentally concerning stor-
age times (Section 7.3.4), charge detection (Section 7.3.5), write times (Section 7.3.6), 
and a first fully functional demonstrator (Section 7.3.7). The last section (7.3.8) will 
discuss the problems that still need to be solved.

7.3.1 iii–v seMicOnductOr cOMpOunds and heterOstructures

Molecular beam epitaxy (MBE) and metal–organic chemical vapor deposi-
tion (MOCVD) are epitaxial growth techniques to deposit defect-free semicon-
ductor heterostructures with atomically abrupt interfaces. In a device based on a 
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heterostructure, the optical and electronic properties can be tailored by selecting 
chemically different materials and geometric dimensions for the individual layers.

The band gap of the most important III–V semiconductors and their ternary alloys 
is shown in Figure 7.2 vs. their lattice constants. In a heterostructure, besides the 
band gap, the relative positions of the valence and conduction bands are of critical 
importance, which is referred to as the band alignment. The band gap and the band 
alignment determine the band offsets of the valence and conduction bands. Three 
different band alignments are distinguished (see inset of Figure 7.2). If two semicon-
ductors are aligned as type-I, the valence and conduction bands of the semiconductor 
with the smaller band gap lie completely within the band gap of the other semicon-
ductor (i.e., InAs/GaAs). Both carrier types, electrons and holes, are localized in 
the narrower gap material. In a type-II staggered heterojunction, the band gaps of 
the two materials show only partial overlap (i.e., GaSb/GaAs), while for a type-II 
broken-gap alignment, the band gaps of the two semiconductors do not overlap at all.

The band gaps of many III–V semiconductors lie within the range of the photon 
energy of UV or visible light and the near infrared and have hence found numerous 
applications as LEDs, semiconductor lasers, and detectors.

7.3.2 seLf-OrGanized QuantuM dOts

Self-organized QDs are low-dimensional heterostructures, which confine electrons 
and/or holes within all three spatial directions [8]. As the dimensions of the QDs are 
below the de Broglie wavelength of the charge carriers, discrete energy levels form 
within the confinement potential, a property that has coined the term artificial atom 
for QDs.

Semiconductor QDs are typically grown by MBE or MOCVD in the Stranski–
Krastanow [9] growth mode. Dome- or pyramid-shaped QDs form on an initially 
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FIGURE 7.2 Band gaps of III–V compound semiconductors and their ternary alloys vs. 
the lattice constants at zero temperature. The inset shows three possible interfaces of double 
heterostructures. (After Vurgaftman, I. et al., J. Appl. Phys., 89(11), 5815, 2001.)
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two-dimensional (2-D) layer as a result of self-organization effects, which take 
place due to total energy minimization of lattice-mismatched semiconductors at 
the heterointerface [10]. The resulting ensembles of small islands are coherent and 
defect-free and can be very regular and homogeneous in size, shape, and composi-
tion (called self-similarity). A typical QD has a diameter of some 10 nm, a height of 
about 2–5 nm and area densities of 1010–1012 cm−2 can be obtained. By changing the 
growth parameters, the size and shape of the QDs can be modified, enabling to tailor 
the optical and electronic properties.

7.3.3 MeMOry ceLL based On seLf-OrGanized Qds

Due to the large confinement of charge carriers within the QDs, they can be used as 
storage units in a memory device. Schematics of the band structure for a hole-based 
QD-flash memory and its basic operation principles are shown in Figure 7.3 [5,6,11]. 
The idea is to embed a layer of self-organized QDs in a modulation-doped field-
effect transistor (MODFET). The QDs are used to store the information, while the 
MODFET is used to control the charge state of the QDs and to perform the memory 
operations. In the vicinity of the QD layer, a 2-D carrier gas is placed, which is used 
for the read-out of the stored information.

In order to store a logic “1” (here defined as QDs filled with charge carriers), 
an emission barrier is needed to prevent the charge carriers from unwantedly leav-
ing the QDs. The emission barrier is formed by the binding potential of the QDs 
(Figure 7.3a). To store a logic “0” (empty QDs), a capture barrier is needed to prevent 
charge carriers from being captured into the QDs. The capture barrier is formed 
by the band bending of the Schottky diode, which acts as gate in the MODFET 
structure.

The write process is shown in Figure 7.3b. When a gate bias is applied in forward 
direction, the capture barrier can be completely eliminated. The holes get captured 
by the QDs and relax down to the lowest hole state. This carrier capture and relax-
ation process is extremely fast for QDs and was predicted to be on a sub-picosecond 
time scale at room temperature [2,12]. Hence, the great advantage of the QD-flash 
concept as compared to the conventional flash memory is its ability to completely 
eliminate the capture barrier, which can be tuned by the gate voltage.
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FIGURE 7.3 Schematic depiction of the basic memory operation of the QD-flash based on 
hole storage. (a) Storage, (b) writing, and (c) erasing operations.
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The erasing principle is shown in Figure 7.3c. A gate bias in reverse direction 
leads to a larger electric field, which increases the band bending. This narrows 
the triangular emission barrier and increases its transparency, hence increasing 
the tunneling probability. The holes tunnel out of the QDs into the valence band 
continuum.

The read-out of the information stored in the QDs is done by a conductance mea-
surement in the 2-DHG. Holes inside the QDs decrease the carrier density in the 
2-DHG due to the field effect and lower the mobility due to increased scattering (see 
Section 7.3.5). Both effects can be directly measured as a reduction of the conduc-
tance of the 2-DHG.

The structure of a QD-flash for holes is shown in Figure 7.4. A layer of self-
organized QDs is inserted into a MODFET structure. Underneath the QD layer, 
a quantum well or a heterointerface facilitates the formation of a 2-DHG. The holes 
are provided by δ-doping, while the rest of the device is nominally undoped. The 
2-DHG is contacted via two ohmic source/drain contacts, and a Schottky contact 
acts as control gate.

7.3.4 stOraGe in seLf-OrGanized Qds

The storage time in self-organized QDs is limited by the carrier emission and capture 
processes. The key parameter is the barrier height yielding the localization energy 
of the QDs. The localization energy depends on both the III–V material combination 
and the size of the QDs. In general, a larger localization energy leads to a longer 
storage time. Hence, material combinations must be searched for, which have a large 
band offset either in the conduction or preferably the valence band, where carriers 
have a larger effective mass.

Three basic carrier emission mechanisms exist and are observed in QDs: tunnel-
ing, thermally assisted tunneling, and thermal activation (see insets of Figure 7.8). 
For pure tunneling emission, the charge carriers tunnel directly through the 

s.i. GaAs substrate

i-Al0.9Ga0.1As

i-Al0.9Ga0.1As

i-Al0.9Ga0.1As
2DHG

Source DrainGate

GaAs cap

InAs
QD layer

δ-Doping

FIGURE 7.4 Schematic device structure of the QD-flash based on hole storage. A layer of 
self-organized QDs is inserted into a MODFET structure and acts as additional gate. The 
charge state of the QDs is detected via a measurement of the conductance of the 2-DHG.
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triangular barrier. For thermally assisted tunneling, the charge carriers are acti-
vated to an intermediate energy level thermally for ∆E ∼ kT and successively tun-
nel out of the QDs through a barrier that is now effectively smaller and narrower 
than that for the initial level. For thermal activation, the charge carriers are emitted 
from the QDs across the barrier. The process with the highest emission rate will 
dominate. For a memory, the device must be designed in such a way that thermal 
activation is the limiting factor to the storage time. For pure thermal emission, the 
emission rate ea is [13]

 
e T E
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-Ê
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ˆ
¯̃

•g s2 exp a

 
(7.1)

where
Ea is the activation energy
T is the temperature
k is the Boltzmann constant
σ∞ is the capture cross section for T = ∞
γ is a temperature-independent constant

Based on Equation 7.1, deep-level transient spectroscopy (DLTS) [13,14] is used to 
determine the localization energy for various QD material systems. Table 7.1 shows 
the measured localization energies and the resulting storage times at room tempera-
ture. Indeed, QDs with a larger localization energy have a longer storage time for 
the same carrier type. Figure 7.5 shows the storage times of various material sys-
tems vs. the measured localization energies on a semilogarithmic scale [3]. As a 
rule of thumb, the storage time increases by about one order of magnitude for every 
50 meV additional localization energy. An extrapolation yields a localization energy 
of ∼1.14 eV to reach 10-year storage time. Using 8-band-k·p theory [15,16], the local-
ization energy for QDs of various material combinations can be calculated. Based 
on the extrapolation of the experimental data in Figure 7.5, the storage time can 

TABLE 7.1
Experimental and Theoretically (Marked with an Asterisk) 
Predicted Localization Energies and Storage Times in Various 
QD Heterostructures

Material System
Charge 

Carrier Type
Localization 

Energy
Storage Time 

at 300 K

InAs/GaAs [34] Electron/hole 290 meV/210 meV ∼200 ns/∼0.5 ns

GaAs0.4Sb0.6/GaAs [30,31] Hole 450 meV 1 μs

InAs/Al0.6Ga0.4As [32] Hole 560 meV 5 ms

InAs/Al0.9Ga0.1As [3] Hole 710 meV 1.6 s

GaSb/GaP [33] Hole ∼1.4 eV* >106 years*

GaSb/AlAs [3] Hole ∼1.4 eV* >106 years*
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be predicted. A very promising material system is based on antimony (Sb), which 
has type-II properties with exclusive hole localization, and the difference of the band 
gaps goes almost completely into the valence band offset. When combining GaSb 
with either GaP or AlAs, a localization energy of ∼1.4 eV should be reached, much 
beyond 1.14 eV and sufficient for nonvolatility.

7.3.5 charGe detectiOn in Qds usinG a 2-deG/2-dhG

The QD layer couples to an adjacent 2-D carrier system, a mechanism that is used 
to detect the logic state in the QDs. Charges inside the QDs can couple in two ways 
to the 2-D carrier gas [17]. In the Drude model of a 2-D gas, the conductance is [18]

 
s t= n e

m2

2

-D *  
(7.2)

where
n2-D is the area density of the charges in the 2-D gas
e is the elementary charge
m* is the effective mass
τ is the inverse of the sum of the individual scattering rates of all processes 

involved (following Matthiessen’s rule)

The first coupling mechanism influences the scattering time τ. The charges inside 
the QDs act as scattering centers for the free moving charges inside the 2-D gas 
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and hence contribute to the total scattering rate 1/τ. The QDs can be described like 
remote impurities that lead to a scattering rate in the 2-D gas of [18]
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where
N is the number of charges per QD
nQD is the area density of the QDs
m* is the effective mass
kF is the wave vector at the Fermi energy
d is the distance of the 2-D system to the QD layer

The scattering rate induced by the charges inside the QDs must be higher than 
that of any other scattering mechanism in order to be the control parameter of the 
conductance.

As phonon population increases with increasing temperature, the coupling by 
scattering can be neglected at room temperature [19,20].

The second coupling mechanism influences the area density n2-D of the carriers. 
The 2-D gas is depleted of free carriers by the field effect induced by the charges in 
the QDs. In a simple model where the gate contact, the QDs, and the 2-D channel 
are capacitively coupled, the effect of charges inside the QDs on the channel charge, 
commonly expressed as threshold voltage shift ∆Vth, which is necessary to keep the 
channel charge constant, can be approximated as [21,22]
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where Cgate/QD = (εsε0A)/d is the capacitance between the QD layer and the gate con-
tact with the permittivity εs, the vacuum dielectric constant ε0, the gate area A, and 
the distance d between the gate and the QD layer. It is assumed that the QD layer 
distance to the channel is much smaller than the distance to the gate. The field effect 
is independent of the temperature if the carriers remain localized at all temperatures.

Due to the localization of the carriers within two dimensions, the 2-D gas is also 
perfectly suited to detect single- and many-particle states inside the QDs [23,24], 
which has been demonstrated up to temperatures of ∼77 K [25]. If the Fermi func-
tion is steep enough (low temperature) and the gate voltage is swept in such a way 
that the system can relax into thermal equilibrium for each voltage step, the charge 
carriers in the 2-D gas tunnel into the QDs. This lowers the carrier density within 
the 2-D gas and increases the scattering. Both effects can be detected via the conduc-
tance. Whenever the Fermi level passes a peak (valley) in the density of states of the 
QD ensemble, the conductance will decrease (increase) as more charge carriers from 
the 2-D gas tunnel to the QDs and do not contribute to the source/drain current any-
more (i.e., lowering n2-D in Equation 7.2). Figure 7.6 shows the capacitance–voltage 
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curve of a hole-based MODFET structure with an embedded layer of QDs, similar 
to the one shown in Figure 7.4. Whenever the tunneling probability is increased 
between the QDs and the 2-DHG, at voltages where the Fermi level is aligned with 
a peak in the density of states within the QD ensemble, the capacitance rises. Due to 
many-particle effects, such as Coulomb repulsion (Coulomb blockade) and exchange 
interaction, the peaks represent the many-particle density of states within the QD 
ensemble. Individual hole levels could be distinguished up to a temperature of about 
∼77 K. Above that temperature, the Fermi function in the 2-DHG detector broad-
ened and the peaked structure vanished. Nevertheless, the charge state in the QDs 
can still be detected at room temperature (although the energy levels cannot be dis-
criminated individually anymore). With a slightly adapted capacitance model, the 
individual-level splittings of the many-particle hole states were extracted [25].

7.3.6 Write and erase tiMes in Qds

One figure of merit for a memory is the time that is needed to write the informa-
tion to the memory cell. We separate now the processes of writing and erasing of 
information. Writing means charging the QDs, while erasing stands for discharging 
the QDs.

In a QD-based memory, the carrier capture and relaxation times to the QDs limit 
the possible write times. Electron capture has been investigated by interband-pump 
intraband-probe measurements [12], while hole capture has been studied in DLTS 
experiments [2]. Both studies revealed a capture and relaxation within picoseconds 
at room temperature, three orders of magnitude faster than that in a DRAM cell. 
This extremely fast carrier capture should enable fast write times in a QD-based 
memory (<ns), which are independent of the storage time.
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To study the limits of the write time in QD-based memories, a pn-diode structure 
with a layer of QDs embedded into the p-doped region was studied [26]. Figure 7.7 
shows the results for a diode with type-I InAs/GaAs QDs and a diode with GaSb/
GaAs QDs. The measurement principle is the following and is illustrated in the inset 
of Figure 7.7. It shows the C–V hysteresis curve of the GaSb QDs, in which the mem-
ory effect due to the carrier confinement in the QDs can clearly be seen as hysteresis. 
Around a bias voltage of 0 V, the QDs are above the valence band of the surrounding 
GaAs and are filled with holes, whereas at higher reverse bias, the QDs are below 
the Fermi level and the holes are emitted, leading in equilibrium to empty QDs. 
The measurement cycle is the following: first, the diode is set to high reverse bias 
(∼16 V) to discharge the QDs (step 1), then the larger capacitance is measured at the 
measurement voltage Vmeas (step 2). After that, a short write pulse to 0 V is applied 
to fill the QDs with holes (step 3), and at last, the lower capacitance is measured at 
Vmeas (step 4). The difference in the two measured capacitance values gives the maxi-
mum hysteresis opening ∆Cmax. For each measurement cycle, the write pulse width 
is successively reduced from 10 μs to 300 ps, resulting each in a measurement point 
for ∆Cmax. At some point in the measurement, the write pulse width is too short to 
completely fill the QDs with holes, and ∆Cmax will drop. This drop can be seen in 
both curves in Figure 7.7. We define the write time limit as the point where ∆Cmax has 
decreased to 50%. This gives a value of 6 ns for the InAs/GaAs QDs and 14 ns for the 
GaSb/GaAs QDs. Hence, a write time in the range of DRAM values is demonstrated. 
These write time limits do not yet reveal the intrinsic properties of the QDs (capture 
and relaxation of carriers), but are controlled by the RC parasitics of the diode struc-
ture, which had not been designed for high-speed measurements. With an optimized 
device design, much faster write times, close to the physical limit, should be possible.

The erase process is essentially different, as the underlying process is not capture 
and relaxation but tunneling, where the barrier shape and the barrier height have to 
be taken into account. To study the erase process, the same pn-diode structure that 
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was used in the write time measurements, was studied at different temperatures and 
different bias voltages. The measurement principle was the same as for the write 
time measurements, with the reversed sequence of the steps in the duty cycle. Figure 
7.8 shows the emission rates vs. the inverse electric field of a sample with GaSb QDs 
embedded in a pn-diode. In this depiction, a pure tunneling emission process appears 
as a straight line [27]. A clear transition from pure thermal emission via thermally 
assisted tunneling to pure tunneling emission can be observed when the reverse bias 
voltage and hence the electric field are increased (decreasing inverse field). From the 
linear dependence observed in the tunneling regime, the electric field that would be 
necessary for 10 and 1 ns erase time limits can be extrapolated, and we get ∼500 and 
∼650 kV/cm, respectively. These values are small as compared to the 8–10 MV/cm, 
which are used in conventional flash memories [7], but are expected to increase as 
soon as the carrier localization energy in the QDs is increased.

7.3.7 LOW-teMperature deMOnstratOr

To demonstrate the feasibility of the QD-flash memory concept, a first prototype was 
fabricated as a demonstrator [6,11]. A schematic structure is shown in Figure 7.9. 
It uses InAs/GaAs QDs to store holes. The design is based on a GaAs-MODFET 
structure, in which a 2-DHG is formed inside a QW in the vicinity of the QD layer. 
First, a 1 μm thick GaAs buffer layer is deposited on top of a semi-insulating sub-
strate. Then, a 40 nm thick p-doped layer is grown, followed by a 7 nm GaAs 
spacer layer. On top of the spacer, an 8 nm wide In0.25Ga0.75 As layer is deposited, 
followed by 20 nm of undoped GaAs and the InAs/GaAs QDs layer. Finally, the 
structure is completed by 180 nm undoped GaAs. The device is processed into 
Hallbar mesas with an active gate area of 740 × 310 μm2 using conventional chemical 
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wet-etching  techniques. The  source/drain contacts are metalized using Ni/Zn/Au 
and annealed at 400°C for 3 min. The Schottky gate contact was made by Ni/Au.

To study the influence of the holes stored inside the QDs on the conductance 
of the 2-DHG, the drain current ID was measured while simultaneously sweeping 
the gate bias VG from −0.5 to 1.5 V. The resulting hysteresis curve can be seen in 
Figure 7.10a. At a gate bias of −0.5 V, the QDs are above the Fermi level and capture 
holes until they are fully charged. In contrast, at a gate voltage of 1.5 V, the QDs are 
well below the Fermi level and all holes are emitted. If the sweep time between these 
two values is smaller than the storage time of the holes in the QDs at a given tem-
perature, a hysteresis curve can be seen. At a temperature of 50 K, the hole storage 
time in InAs/GaAs QDs is much longer than the sweep time of 1 ms. When the tem-
perature is increased, the relative hysteresis opening (with respect to the upper value) 
decreases since the storage time becomes shorter. This can be seen in Figure 7.10b, 
where the effect of the temperature and the sweep time is shown.

To determine the write and erase times of the demonstrator, we used a method 
similar to the one described in Section 7.3.6, substituting the capacitance mea-
surement by the measurement of the drain current. The write times are shown 
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in Figure  7.11a for two different temperatures and different write pulse voltages. 
Starting with a write pulse at 0 V, the write times decrease by three orders of mag-
nitude when increasing the write pulse voltage to −1.75 V, where the Schottky diode 
of the MODFET structure is extremely forward biased. The write times then stay 
nearly constant at around 80 ns. This value is in good agreement with the cutoff 
frequency of the RC parasitics of the device. A dependence of the write time on the 
temperature could not be observed here since the carrier capture process is expected 
to be temperature independent. The erase times are shown in Figure 7.11b for dif-
ferent erase pulse voltages and two different temperatures. Here also, a decrease 
with the pulse voltage can be observed as the band structure is further tilted by the 
increased electric field, and hence the tunneling probability of the holes in the QDs 
is increased. The erase time is about 350 ns for an erase pulse of 2.5 V and a tem-
perature of 50 K. In contrast to the carrier capture, the carrier emission process does 
show a temperature dependence as the underlying emission process can also involve 
thermally assisted tunneling.

7.3.8 chaLLenGes tO be sOLved

The use of self-assembled QDs as storage units has produced extremely promising 
results so far. The storage time at room temperature was increased by nine orders 
of magnitude from 0.5 ns up to 1.6 s by using a variety of III–V material systems. 
Write times in the range of the DRAM access time were demonstrated, and a first 
demonstrator was fabricated and successfully tested. Still, considerable challenges 
remain. These are mainly the following:

• The storage time needs to be increased to reach nonvolatility. To reach a 
storage time of 10 years at room temperature, an increase in the localization 
energy up to at least ∼1.14 eV is necessary (see Figure 7.5). The challenge 
is here mainly related to the growth of high-quality heterostructures that 
combine materials with a larger difference in the band gaps than hitherto, 
facilitating a larger band offset in either the conduction or the valence band. 
Unfortunately, band gaps are inversely connected to the lattice constant 
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(see Figure 7.2), making it more difficult to combine these materials. The 
most promising candidates are GaSb on AlxGa1–xAs and GaSb on GaP due 
to the type-II properties of these heterostructures.

• The read-out efficiency must be improved. The transfer characteristics and 
the hysteresis opening of the demonstrator are still too small to be used in a 
memory application. The transfer characteristic can be optimized by alter-
ing the MODFET design, whereas the hysteresis opening (i.e., threshold 
voltage shift usually denoted as ∆Vthr) can be increased by a stack of QD 
layers, which increase the number of charges stored in the storage unit. 
Also, the number of charges that a QD can store increases with increasing 
localization energy.

• The write times need to be decreased to reach the physical limit. To achieve 
write times closer to the physical limit of carrier capture and relaxation 
(∼ps), the RC parasitics of the device must be optimized. In the MODFET 
structure, this can be achieved by scaling the gate area and the device size 
down. If the gate area is scaled down, while the gate aspect ratio is kept 
constant, the sheet resistance stays constant while the capacitance scales 
linearly with the gate area, reducing the overall RC value. Thus the write 
time will be reduced.

• The erase time needs to be decreased. In contrast to the write times, the 
limitations for the erase times are not related to device size or design, but 
are a result of the tunneling emission. One solution might be to increase 
the electric field during the erasing process by applying a higher bias volt-
age. This increases the band bending and narrows the triangular emission 
barrier, enhancing the tunneling rate [27]. Another option would be the 
implementation of a resonant tunneling structure where the tunneling rates 
are enhanced [28], if the energy levels of a superlattice structure are in 
resonance with each other. This poses a challenge to the band design of the 
superlattice in order to be able to repeatedly switch between a high tunnel-
ing probability and a very low tunneling probability.

• A fully integrated device design of the QD-flash needs to be developed. To 
facilitate QDs as storage units within a commercially available memory 
device, such as USB sticks and flash cards, a fully integrated device design 
must be developed similar to the established Si-CMOS technology. This is 
no fundamental problem, since high-performance computers fully based on 
III–V technology were demonstrated more than a decade ago.

7.4 CONCLUSION

We have presented a memory concept (QD-flash) based on self-organized QDs as 
storage units. A QD-flash will be able to realize fast write times, while being at the 
same time nonvolatile. The key of the concept is the use of III–V compound semi-
conductor heterostructures that offer a vast flexibility for detailed band structure 
design. The use of self-organization effects are used in a bottom-up approach to 
form nanometer-sized structures that act as a confining potential for charge carriers. 
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These QDs offer extremely fast carrier capture times (∼ps) independent of the stor-
age time. Write times in pn-diodes with embedded QDs were measured and are 
already identical to DRAM access time, at the moment limited only by the RC para-
sitics of the diode structure. The storage time in QDs scales exponentially with the 
confining potential (localization energy). We have increased the storage time at room 
temperature from nanoseconds in InAs/GaAs QDs to seconds in InAs/Al0.9Ga0.1  As 
QDs. From an extrapolation based on 8-band-k · p calculations, material combina-
tions with larger localization energy, reaching longer storage times, were predicted. 
Heterostructures based on Sb in combination with AlxGa1–xAs or GaP are found to 
be very promising candidates to reach nonvolatility. A 2-DHG used as charge detec-
tor proved to be a very sensitive detector, with which even many-particle hole states 
in QDs could be detected up to a temperature of ∼77 K. A first demonstrator memory 
was fully functional, and storage of holes inside the QDs was shown up to a tempera-
ture of ∼80 K with write times of ∼80 ns and erase times of ∼350 ns.

Despite enormous progress achieved so far, big challenges still exist. Structures 
exhibiting longer storage times need to be epitaxially grown with a high material 
quality, the read-out efficiency needs to be increased, the write times have to be 
decreased down to the physical limits by downscaling the device size, the erase 
times have to be decreased, and the successful integration of the QD-flash concept to 
a technology similar to CMOS has to be accomplished.
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8 Spin-Transfer-Torque 
MRAM

Kangho Lee

8.1 INTRODUCTION

8.1.1 MOtivatiOn fOr eMbedded stt-MraM: appLicatiOn perspectives

As silicon industry is moving toward the end of technology roadmap, providing 
cost-effective and power-efficient system-on-chip memory solutions has become 
ever more challenging. While there are increasing demands for embedded memory 
capacity, conventional embedded working memories such as embedded SRAM and 
DRAM have been facing scalability challenges along with increasing static leakage 
power. The static leakage power consumption of embedded working memories, par-
ticularly in case of high-performance mobile chips, accounts for a substantial portion 
of total power consumption, which is expected to exacerbate at future technology 
nodes. Considering that embedded memory occupies more than 50% of the total 
chip area of commercial state-of-the-art mobile chipsets, it is important to develop 
an alternative embedded memory technology that can improve energy efficiency and 
reduce cost without compromising the benefits of conventional working memories.
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Novel memory devices such as phase-change RAM, ferroelectric RAM, and 
resistive RAM have actively been investigated; however it has been challenging to 
meet two essential requirements for working memories: unlimited endurance and 
fast read/write speed (10 ns or less). None of the emerging memory technologies 
except for spin-transfer-torque magnetoresistive random access memory (STT-
MRAM) has not demonstrated more than 1012 write endurance combined with good 
scalability and fast read/write operations. This positions STT-MRAM as a promis-
ing emerging memory technology that has a potential to replace the conventional 
working memories.

Embedded STT-MRAM may provide additional benefits, particularly for 
futuristic low-power wireless applications. There have been growing demands for 
ultralow-power wireless solutions for implantable medical devices, wireless health-
care monitoring devices, etc. Typically, these applications do not require high-speed 
operations; however, the power requirement is expected to be very stringent, possibly 
sub-mW. In this case, static leakage power from conventional memory arrays may 
occupy a significant portion of the total power consumption. Nonvolatility of STT-
MRAM can eliminate a substantial portion of the static leakage power. Small form 
factor and low cost would be critical factors as well. A typical STT-MRAM bitcell 
consists of one MTJ cell and one access transistor connected in series (1T–1MTJ). 
The size of a 1T–1MTJ bitcell can be much smaller than that of embedded SRAM 
or DRAM bitcells. Since an MTJ module can also be integrated into a CMOS back-
end-of-line (BEOL) without substantial process overheads, decreased bitcell size 
leads to cost reduction. Finally, STT-MRAM can simplify a system architecture. 
Due to nonvolatility of STT-MRAM, flash memory for code storage can be removed 
from the system. This also minimizes IO transactions and helps reduce the total cost 
as well as the form factor.

Depending on target applications, desirable attributes of embedded STT-MRAM 
can be different. However, the common key challenge for the success of embedded 
STT-MRAM is to minimize energy per write operation within proper voltage head-
rooms. This chapter covers magnetoelectric properties of magnetic tunnel junctions 
(MTJs), memory operations of STT-MRAM bitcells, and recent advances and pros-
pects of STT-MRAM technology.

8.1.2 recent industriaL effOrts fOr MraM deveLOpMent

Before diving into technical details of STT-MRAM, it would be good to briefly 
review recent industrial efforts for MRAM development. In 1990s, semiconductor 
industry started MRAM development. It was Freescale Semiconductor that shipped 
the first 4 Mb MRAM product in 2006. The MRAM module was integrated into 
a 180 nm CMOS logic platform. Freescale Semiconductor spun off its MRAM 
business to a new company called Everspin Technologies. By 2008, over 1 million 
MRAM chips were sold. In 2010, Everspin introduced new 16 Mb MRAM chips. All 
the MRAM products from Everspin are conventional MRAM based on field-induced 
switching, not STT-MRAM. Currently, Everspin is the only company shipping 
MRAM products. MagIC, IBM, and NEC have also been working on conventional 
MRAM. NEC reported a high-speed 32 Mb MRAM macro suitable for embedded 
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systems in 2009 [1]. However, conventional MRAM has a fundamental scalability 
problem because scaling down MTJ cells entails a substantial increase in switching 
fields, and thereby more power consumption. In addition, the programming current 
to generate the switching field is too high to be integrated into a low-power logic plat-
form at advanced CMOS technology nodes. For these reasons, conventional MRAM 
has not made a significant impact on memory industry, serving only niche markets.

In contrast, STT-MRAM is a scalable technology. Critical switching current den-
sity (Jc) is proportional to the magnitude of the STT effect, which is largely deter-
mined by the material property and the film structure of a free layer. Scaling down 
MTJ cells leads to smaller critical switching current (Ic) because Ic is simply Jc times 
MTJ area. Hence, for a given Jc, the write power of STT-MRAM scales down as the 
size of MTJ cells shrinks. Since Sony reported the first chip-level demonstration 
of STT-MRAM in 2005 [2], semiconductor industry has actively been exploring 
STT-MRAM technology. MTJ was integrated into a 180 nm CMOS platform. This 
milestone was followed by Hitachi and Tohoku University that presented a 2 Mb 
STT-MRAM integrated into a 200 nm CMOS platform in 2007 [3]. The MTJ size 
was 50 × 100 nm2. Operations of 40 ns read and 100 ns write were demonstrated. 
IBM and MagIC reported statistical behaviors of MTJs using a 4 kb STT-MRAM 
test chip and suggested that a 64 Mb STT-MRAM chip at the 90 nm node would be 
feasible [4]. In 2009, Qualcomm and TSMC presented 45 nm STT-MRAM embed-
ded into a standard CMOS logic platform that employs low-power transistors and 
Cu/low-k BEOL [5]. Grandis reported a 256 kb STT-MRAM integrated into a 90 nm 
CMOS platform in 2010, demonstrating Jc as low as ∼1 MA/cm2 [6]. Fujitsu demon-
strated improved bitcell switching yields using MTJs with reversed MTJ film stacks, 
so-called top-pinned structures [7]. Samsung investigated feasibility of STT-MRAM 
as next-generation nonvolatile memory to replace DRAM and NOR Flash, showing 
that the STT-MRAM bitcell size can be scaled down to sub-30 nm technology node 
[8]. Hynix and Grandis also reported fully integrated 64 Mb STT-MRAM using 
modified DRAM processes at the 54 nm technology node [9]. The bitcell size was 14 
F2, and the MTJ size was ∼54 × 108 nm2.

All the previous works mentioned earlier utilized in-plane MTJs whose magne-
tization lies in the film plane. However, it is questionable whether deeply scaled in-
plane MTJs will be able to serve future CMOS technology nodes (28 nm or beyond). 
In 2010, Toshiba reported 64 Mb STT-MRAM using perpendicular MTJs [10]. In 
perpendicular MTJs, the free layer is magnetized perpendicular to the film plane due 
to strong crystalline anisotropy or surface anisotropy, which provides more rooms 
for scaling down MTJ. This will be discussed later in Section 7.4.1. IBM and MagIC 
also presented 4 kb STT-MRAM based on pMTJs, demonstrating superior MTJ per-
formances that may be sufficient to yield a 64 Mb chip [11].

8.2  MAGNETIC TUNNEL JUNCTION: STORAGE 
ELEMENT OF STT-MRAM

MRAM defines binary states (states “0” and “1”) by two discrete resistance values 
of an MTJ. Figure 8.1 illustrates a typical MTJ film stack that consists of multiple 
metallic films separated by a thin (∼1 nm) MgO tunnel barrier. The layers with 



206 Nanoscale Semiconductor Memories

© 2010 Taylor & Francis Group, LLC

arrows (free, fixed, and pinned layers) are ferromagnetic metals (FMs). Soft fer-
romagnetic alloys such as NiFe and CoFeB have been used for the free layer whose 
moment direction can be switched by external excitations as indicated by the dou-
ble-ended dotted arrow. Due to thin-film shape anisotropy, the moment typically 
resides in the film plane. The cap layer is inserted between the top electrode and the 
free layer to protect the free layer from the following process steps and/or tune the 
magnetoelectric properties of the free layer. The layers between MgO and the seed 
layer are to achieve reliable reference layers (reference to the free-layer moment) so 
that the fixed-layer moment does not change in the presence of the external excita-
tions. The antiferromagnetic pinning layer, typically PtMn or IrMn, is deposited on 
the seed layer. The moment direction of the pinned layer is biased via the exchange 
bias effect during magnetic annealing following film depositions. The fixed-layer 
moment is antiferromagnetically coupled to the pinned layer moment via a nonmag-
netic Ru spacer, which is known as interlayer exchange coupling. This scheme, called 
synthetic antiferromagnetic (SAF) reference layers (typically CoFe/Ru/CoFeB), has 
been widely adopted since it provides means to achieve reliable reference layers and 
control magnetostatic coupling between the free layer and the reference layers. The 
seed layer is to provide smooth surface and preferable crystallographic orientation 
for subsequent film depositions. All the films can be grown by a physical vapor depo-
sition system. However, the MgO tunnel barrier can also be produced by oxidation 
of a thin Mg layer, which is desirable from a manufacturing standpoint. The MTJ 
film stacks can be integrated into CMOS BEOL and patterned by either ion milling 
or reactive ion etching. An individual patterned MTJ cell typically represents 1 bit. 
In this section, essential physics of MTJs are explained in conjunction with key MTJ 
performance metrics for STT-MRAM: tunneling magnetoresistance ratio (TMR), 
thermal barrier (EB) for data retention, critical switching current (Jc).

8.2.1 MaGnetizatiOn dynaMics in ferrOMaGnetic MetaLs

Strong ferromagnetism commonly observed in FMs such as Co, Ni, Fe, and their 
alloys originates from spontaneous alignment of microscopic magnetic moments 
associated with electron motions (orbital motion and spin). The orbital motion of 

Top electrode

a b

Cap layer
Free layer

MgO barrier
Fixed layer

Ru
Pinned layer

AF pinning layer

Seed
Bottom electrode

Free layer
(storage layer)

SAF reference
layer

FIGURE 8.1 Illustration of a typical MTJ film structure.
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a single electron forms a current loop, exhibiting magnetic dipole moment (Mob) 
associated with its angular momentum (L). Classical electromagnetism tells us that

 
M Lob

e

e
m

=
2

,
 

(8.1)

where
e is the electron charge
me is the electron mass

The magnetic moment corresponding to the first Bohr orbit, called Bohr magne-
tron (μB), is 0.927 × 10−20 erg/Oe in cgs unit. The electron spin, a purely quantum-
mechanical phenomenon, also shows the magnetic moment exactly equal to μB. 
Hence, μB is considered a natural unit of electron magnetic moment. In general, 
electron magnetic moment (m) is given by

 
m S S= = -ge

me2
g ,

 
(8.2)

where
g is a spectroscopic splitting factor (g = 1 for orbital motion and g = 2 for spin)
S is the spin angular momentum
γ is called the gyromagnetic ratio

Note that γ is positive. Energy felt by an electron in the presence of a time-dependent 
external magnetic field (B) is −m · B (Zeeman energy), hence the Hamiltonian is 
given by γS · B. The time derivative of the expectation value of S, denoted as <S> in 
the following equation, can be computed using Schrödinger’s equation:

 

d
dt i
< >= < >= - < >¥S S H S B1

�
[ , ] g

 
(8.3)

From Equations 8.2 and 8.3, the motion of an electron in magnetic fields can be 
described by

 

d
dt
m m B= - ¥g

 
(8.4)

In a typical ferromagnet, electron spins in the 3d orbitals are spontaneously aligned 
due to strong quantum-mechanical exchange forces among adjacent spins. The 
exchange energy (Eex) between two spins (σi, j ) is given by

 
E Jex ij= - ◊2 ss ssi j  

(8.5)
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where Jij is the exchange integral. With the exchange energy for individual electrons 
considered, the Hamiltonian for a ferromagnet can be approximated as

 

H S Bi i j= ◊ + - ◊Â Âg
i

ij
i j

J2 ss ss
,  

(8.6)

Assuming that all the adjacent spins are aligned in the ferromagnet, the magnetiza-
tion (M) of the ferromagnet can simply be described by

 

d
dt
M M B= - ¥g

 
(8.7)

where M is defined as the total electron dipole moment per unit volume.
In a static magnetic field, Equation 8.7 tells us that the magnetization precesses 

around the applied field at an angular frequency of γB (known as the Larmor fre-
quency) as illustrated in Figure 8.2a. However, we know from magnetic hysteresis 
measurements that with a sufficiently large field, the magnetization becomes satu-
rated to its maximum, saturated magnetization (Ms), and aligned to the field direc-
tion. The precession motion alone does not explain this. Adding damping torque can 
make the magnetization spiral into the field direction after a finite time (order of 
nanoseconds) as illustrated in Figure 8.2b. Hence, a damping term has been added 
into Equation 8.7 by introducing phenomenological damping parameter, often called 
Gilbert damping constant (α), which leads to the following equation, known as 
Landau–Lifshitz–Gilbert equation:

 

1
g

ad
dt M
M M B M M B= - ¥ - ¥ ¥( )

 
(8.8)

Physical origins of the damping torque have been attributed to energy relaxations 
due to interactions with s-electrons, spin–orbit interactions, etc. Damping can be 
characterized from ferromagnetic resonance measurements, and α values reported 
with typical free-layer materials is ∼0.01 or less.

Damping

(a) (b) (c)

Damping

Spin
torque

BBB

M M θθ

FIGURE 8.2 Precession of magnetization (a) without considering damping, (b) in the pres-
ence of damping torque, and (c) with spin torque opposing damping torque.
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While energy is dissipated by the damping motion, it may also be possible to 
transfer energy to electrons in the 3d orbitals (d-electrons) by external excitations. 
In 1996, Slonczewski [12] and Berger [13] theoretically predicted that spin-polarized 
currents, primarily carried by electrons in the 4s orbitals (s-electrons), can transfer 
spin angular momentum of s-electrons to d-electrons, exerting spin torque to d-elec-
trons. Another term is added to Equation 8.8 to account for such current-induced 
magnetic excitation:

 

1
g

ad
dt M

a
M

JM M B M M B M M ns= - ¥ - ¥ ¥ + ¥ ¥( ) ( )
 

(8.9)

where
ns is the direction of spin polarization of the incoming current
aJ is given by h̄JP/2eMst
J is the current density
P is the spin polarization factor
t is the film thickness

The last term can be viewed as spin torque opposing damping torque as illustrated 
in Figure 8.2c. When the spin-torque excitation balances out damping, the mag-
netization can precess without being damped. This has been utilized to produce 
high-frequency oscillators. Also, as the spin-torque excitation becomes large enough 
to overcome damping, the magnetization can be switched to another energetically 
favorable orientation. Current-induced magnetization reversal will be explained 
more in detail in Section 8.2.4.

8.2.2 tunneLinG MaGnetOresistance ratiO

Due to the spin-dependent tunneling effect, the angle (θ) between the free-layer and 
the fixed-layer moments determines the MTJ resistance, resulting in the minimum 
(maximum) resistance when the two moments are parallel (antiparallel) to each 
other. In general, the MTJ resistance (R) can be described by

 
R R

TMR
=

+
^

1 2( )cos/ q  
(8.10)

where R⊥ is the resistance measured in the perpendicular magnetic configuration 
(θ = π/2). R can have any values between antiparallel-state resistance (Rap) and paral-
lel-state resistance (Rp). The TMR, defined as (Rap − Rp)/Rp, is often used as a figure of 
merit for the read operation. The read operation of STT-MRAM is to sense the differ-
ence between MTJ cell resistance and predefined reference cell resistance. Although 
the reference cell scheme and MTJ resistance distributions also affect the read mar-
gin significantly, it is critical to achieve large TMR for high-speed read operations.

Since TMR has been an essential element for MRAM development, it would be 
beneficial to briefly review the history of TMR development. Since Jullière discovered 
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TMR (14% at 4.2 K) in an Fe/Ge/Co junction in 1975 [14], many researchers have 
contributed to the enhancement of TMR. Miyazaki et al. at Tohoku University and 
Moodera et al. at MIT demonstrated the TMR ratio over 10% at room temperature, 
using amorphous AlOx as a tunnel barrier. Amorphous AlOx has been used in con-
ventional MRAM, providing the TMR ratio of ∼70%. The next milestone was the 
introduction of polycrystalline MgO. Following the theoretical predictions that 
the TMR ratio can be increased to more than 1000% using Fe/MgO/Fe junctions 
[15,16], many research groups have reported enhanced TMR using MgO. Recently, 
TMR ∼ 600% at room temperature has been reported using CoFeB/MgO/CoFeB 
junctions annealed at high temperature (550°C) [17]. More detailed history of TMR 
development can be found elsewhere [18].

8.2.3 enerGy barrier fOr data retentiOn

When the MTJ film is patterned into an elliptical shape, shape anisotropy allows 
the free-layer moment to have only two energetically favorable directions along the 
easy-axis as shown in Figure 8.3 (i.e., θ = 0 or π). For a single-domain nanomagnet, 
the energy barrier (EB) between these two states in the presence of external magnetic 
field (Hext) is given by

 
E M H V H

HB
s k ext

k
= -Ê

ËÁ
ˆ
¯̃2

1
2

 
(8.11)

where
Ms is the saturation magnetization of the free layer
V is the free-layer volume
Hk is the effective uniaxial anisotropy field
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FIGURE 8.3 Changes in energy landscape when an external field is applied along the easy-
axis. The magnetization (M) rotates coherently as indicated by the magnetization curve.
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In Figure 8.3, the magnetization is initially oriented at θ = π. When Hext is applied to 
the opposite direction of the magnetization along the easy-axis, the energy barrier 
seen from the magnetization state decreases, resulting in switching of the magneti-
zation when this energy barrier becomes comparable to thermal energy. Note that 
the magnetization remains to be at θ = π with an insufficient magnetic field, hence 
magnetization switching occurs coherently as illustrated in the magnetization-field 
curve. The switching field is often called coercivity field (Hc ).

Since scaling down MTJ cells leads to volume reduction, it is important to have 
sufficient Ms − Hk product to meet the target standby data retention requirement and 
ensure adequate thermal stability for patterned MTJ cells. Nonswitching probabil-
ity, F(t), of a single MTJ cell is commonly described by the Néel–Brown relaxation 
time formula, F(t) = exp(−t/τ), with the relaxation time constant τ = τ0 exp(EB/kBT). 
τ0 is typically assumed to be 1 ns. To retain a single bit for 10 years, this formula 
requires EB to be at least 40kBT. The EB requirement increases with increasing mem-
ory capacity; however, 60kBT has been suggested to be a good target for reliable 
operations. The EB requirement can also be alleviated by adding error-correction-
code circuits. However, one should be careful when measuring EB that represents 
realistic standby data retention. The most accurate method would be to directly mea-
sure dwell times of magnetization states at elevated temperatures and extract EB 
using Néel–Brown relaxation time formula. However, for MTJ cells with reasonable 
EB, this measurement takes too much time. Assuming that thermally activated mag-
netization reversal follows the same path as field-driven switching, one can estimate 
EB by characterizing dependence of Hc on field pulse width (tp) or temperature and 
fitting the data with Sharrock’s formula:
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where c can be considered a fitting parameter and typically ranges between 0.5 and 1. 
This method has been used to estimate EB of recording media for hard disk and MTJs 
for STT-MRAM as well as conventional MRAM.

8.2.4 spin-transfer-tOrQue sWitchinG

To program MTJ cells, one can apply external magnetic fields as illustrated in a 
resistance–magnetic field hysteresis loop (Figure 8.4a). The MTJ resistance is mea-
sured at a small read bias while sweeping static magnetic fields along the easy-axis. 
The MTJ cell has only two resistance states. Switching fields in both antiparallel-to-
parallel (AP–P) and parallel-to-antiparallel (P–AP) directions are ∼220 Oe, showing 
nearly zero offset field (Hoff). Conventional MRAM has utilized magnetic fields for 
the write operation. Magnetic fields are generated by currents flowing through metal 
lines located near an MTJ cell to be programmed. The polarity of magnetic fields is 
controlled by changing the current direction. However, decreasing an MTJ cell size 
tends to increase switching fields, resulting in more write power consumption, hence, 
conventional MRAM does not provide good scalability.
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Another way to switch the free-layer magnetization is to apply spin-polarized cur-
rents directly through an MTJ cell without applying external magnetic fields. Current-
induced magnetization switching was theoretically predicted by Slonczewski [12] 
and Berger [13] in 1996. The first experimental evidence was reported with metallic 
spin valves that have a nonmagnetic metallic spacer instead of the tunnel barrier [19]. 
Figure 8.4b shows a resistance–voltage hysteresis loop of an MTJ cell with no exter-
nal magnetic fields applied. Positive voltages correspond to conduction electrons 
flowing from the fixed layer to the free layer, and vice versa for negative voltages. 
The initial MTJ state is Rap, and the arrows indicate the direction of voltage sweep-
ing. It is noteworthy that Rap shows a strong bias dependence, whereas Rp is nearly 
independent of bias. AP–P switching occurs at about 0.6 V. Positive voltages produce 
parallelizing current, hence the MTJ state remains in the parallel configuration as 
the applied voltage increases further. Negative voltages produce antiparallelizing 
current, and P–AP switching occurs at about −0.6 V.

This phenomenon, called STT switching, is a result of interaction between spin-
polarized conduction electrons and magnetization. In a simplified picture, STT 
switching can be understood using illustrations shown in Figure 8.5. First, assume 
that initial magnetization of the free layer is antiparallel to that of the fixed layer 
(Figure 8.5a). Free electrons in normal metals have equal populations of up-spin 
and down-spin. When the free electrons enter a ferromagnet, a substantial portion of 
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FIGURE 8.5 Simplified illustration of STT switching in an MTJ structure. (a) Parallelizing 
current and (b) antiparallelizing current.
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conduction electrons are polarized to the magnetization direction of the ferromagnet, 
resulting in imbalanced spin populations. Hence, as conduction electrons pass 
through the fixed layer, the electrons are spin-polarized to the magnetization direc-
tion of the fixed layer. Substantial portion of these spin-polarized electrons, mostly 
residing in the 4s orbitals, tunnel through the insulating barrier without losing their 
polarization and exert torque on the free-layer magnetization. Since electrons in the 
3d orbitals are responsible for magnetic moments observed in ferromagnetic materi-
als, this interaction is essentially based on momentum exchange between electrons 
in the 3d orbitals and conduction electrons in the 4s orbitals. When sufficiently large 
currents are applied, the spin torque flips the free-layer magnetization. The threshold 
current is called critical switching current (Ic). On the other hand, substantial por-
tion of the minority spin electrons are reflected at the barrier interfaces and exert 
torque on the fixed-layer magnetization. However, the fixed-layer magnetization is 
not switched because it takes a lot more energy to switch the SAF reference layers. 
For P–AP STT switching, conduction electrons are injected into the free layer first 
and polarized to the magnetization direction of the free layer (Figure 8.5b). Majority 
spin electrons tunnel through the barrier more easily because the free-layer mag-
netization is parallel to that of the fixed layer. Minority spin electrons, polarized to 
the opposite direction of the free-layer magnetization, are reflected at the barrier 
interfaces and then exert torque on the free-layer magnetization, eventually leading 
to P–AP switching.

According to the Slonczewski’s model [12,20], intrinsic critical switching current 
(Ic0), defined as Ic at zero temperature, is described by the following equation:

 
I e M At H H Mc

eff s
off k s0

2 2= + +( )a
h

p
�

||
 

(8.13)

where
e is the electron charge
αeff is the effective damping constant
A is the MTJ area
t is the free-layer thickness
h̄ is the reduced Planck’s constant
Hk∥ is the uniaxial anisotropy field in the film plane
Hoff is the magnetostatic offset field
η is the STT efficiency

With typical CoFeB-based free layers, αeff is ∼0.01 and Ms is ∼1000 emu/cc. To a first-
order approximation, η can be estimated by (p/2)/(1+p2cos θ), where p is the tunneling 
spin polarization of incident spin-polarized currents and θ is the angle between the 
free-layer and the fixed-layer moments. For symmetric MTJ junctions (e.g., CoFeB/
MgO/CoFeB), p can be extracted from the Jullière formula, TMR = 2p2/(1 − p2). Hk∥ 
is typically less than 0.5 kOe although it is affected by the aspect ratio (AR) and size 
of an MTJ cell, sidewall roughness, passivation, etc. Hoff originates from interfacial 
roughness and dipolar coupling fields between the adjacent ferromagnetic layers; 
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however, it is much smaller than Hk∥ and can be tuned to nearly zero by adjusting the 
thickness of reference layers. The 2πMs term (typically larger than 6 kOe) originates 
from thin-film shape anisotropy and is a dominant factor that increases Ic0. This will 
be explained in detail in Section 7.4.1.

Ic measured as a function of current pulse width (tp) typically shows two regimes 
of STT switching as shown in Figure 8.6a. When tp is relatively long (>10 ∼ 100 ns), 
thermal activation plays an important role in STT switching. In particular, Joule 
heating can increase the effective MTJ temperature. In the thermally activated 
regime, it has experimentally been shown that Ic increases linearly with exponen-
tially decreasing tp:
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Ic0 and EB can be extracted from the y-intercept and the slope as indicated by the 
dotted extrapolated line in Figure 8.6a. EB can also be obtained by analyzing the 
statistical nature of STT switching. At a finite temperature, switching probability 
(Psw) of a single MTJ is given by
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Figure 8.6b shows Psw calculated for two different EB values (solid line for 60 kBT and 
dotted line for 25 kBT) when tp is 100 ns. EB can be estimated by fitting measured Psw 
with Equation 8.15. However, it should be noted that the EB values extracted using 
either Equation 8.14 or 8.15 do not represent the thermal barrier for standby data 
retention due to Joule heating and are much smaller, often by a factor of 2 or more, 
than those from Equation 8.12.
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For sub-10 ns STT switching, Ic increases nonmonotonically. In this regime, mag-
netization reversal is dominated by precessional switching. The measured Ic typi-
cally follows the relationship:
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where
τrelax is the relaxation time
θ0 is the root square average of the initial angle of the free-layer magnetization 

determined by thermal fluctuation

8.3 1T–1MTJ STT-MRAM BITCELL

Figure 8.7 shows a typical STT-MRAM array schematic with 1T–1MTJ bitcells. In 
1T–1MTJ bitcell architecture, one MTJ is serially connected to an access transis-
tor, which is an n-type metal oxide semiconductor device. To read a cell, the word 
line (WL) of the selected cell is turned on, and small read bias is applied to either 
the selected bit line (BL) or the source line (SL) while the other end of the cell is 
grounded. A sense amplifier (SA) determines the data of the cell by sensing the dif-
ference between the cell resistance and predefined reference resistance. The write 
operation is dependent on how an MTJ is connected to the access transistor in the 
1T–1MTJ bitcell. In Figure 8.7, the fixed-layer side of an MTJ is connected to the 
access transistor. In this case, driving the BL with the SL grounded corresponds to 
AP–P switching (positive direction) and vice versa for driving the SL. In this section, 
the read/write margins and reliability of the 1T–1MTJ bitcell are discussed.
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FIGURE 8.7 A typical STT-MRAM array schematic along with 1T–1MTJ bitcell.
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8.3.1 read MarGin

Figure 8.8a shows a typical read circuitry for STT-MRAM. The reference cells are 
typically designed to average the currents through two MTJs, one in a parallel state 
and another in an antiparallel state. It is critical for these reference MTJs not to 
change their states in any circumstances. The SA detects the voltage difference (∆V) 
between the voltage of the selected BL and the reference voltage, denoted as Vref 
in Figure 8.8. High TMR is essential to develop ∆V in a very short time (∼5 ns). 
However, this seemingly simple operation can be very challenging when one needs 
to ensure sufficient read margins across an entire memory array. Figure 8.8b shows 
typical distributions of Rp and Rap that follow the normal distribution. Variations of 
MTJ size and uniformity of MgO barrier are primary factors that determine 1σ of 
these distributions. Covering 6σ from each distribution means that TMR must be 
larger than 12σ. With optimized MTJ patterning process, it has been shown that 1σ 
of Rp distribution can be as small as ∼1%. Since scaling down MTJs tends to increase 
1σ, MTJ patterning would be critical to achieve high-yielding STT-MRAM.

Usually, reference cells are inserted in a memory array, let’s say, every 32 data 
bits, in order to track local variations of MTJ resistance. However, this means that 
reference cells themselves would exhibit some distributions. Ensuring enough sep-
arations among the distributions of Rp, Rap, and reference resistance can be quite 
challenging, which may increase the TMR requirement. Decreasing the total num-
ber of reference cells or using a fixed number of predefined reference cells may 
help mitigate this problem. Toshiba recently showed that adopting a novel reference 
cell scheme can considerably relax the TMR requirement [10]. In addition to MTJ 
resistance distributions, transistor variations, particularly transistor mismatch in SA, 
can affect the read margin and need to be carefully examined. All the transistors 
connected in series with an MTJ as well as parasitic resistances from interconnect 
metals also decrease the effective TMR seen from SA. Considering all the factors 
listed earlier, it is not a simple task to analytically estimate the TMR requirement 
for 100% die yield because ∆V does not tend to follow the normal distribution. 
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Hence,  it  is  recommended to run Monte Carlo circuit simulations with final read 
circuitry to ensure sufficient read margins at the worst-case operation corner.

TMR is dependent on temperature because Rap decreases with increasing tem-
perature while Rp does not nearly change. It has been reported that zero-bias TMR 
can decrease by more than 20% as temperature increases from 25°C to 125°C [21]. 
Such reduction in TMR can significantly decrease the read margin. As a conse-
quence, the worst-case corner for read operations is positioned at the “hot” condi-
tion. However, a more challenging problem in read operations is read disturbance 
at elevated temperatures because MTJ becomes more susceptible to thermal distur-
bance. In particular, thermal reversal of reference cells could be detrimental, result-
ing in soft errors across WL. In the presence of read current (Iread), the effective EB 
has been known to decrease by a factor of (1 − Iread/Ic0). At future technology nodes, 
Ic0 is expected to continuously decrease due to reduced MTJ size and recent progress 
in material engineering for Jc reduction. However, Iread may not be reduced further 
because high-speed read operations require a certain amount of Iread. This means 
that preventing read disturbance may become very challenging at future technology 
nodes. One possible way to get around this problem is to optimize read circuitry 
and biasing conditions for ultrahigh-speed sensing operations. Since the switching 
probability is dependent on current pulse width, reducing read pulse width substan-
tially lower than write pulse width will help prevent read disturbance, particularly 
when the effective read pulse width is shorter than 10 ns (boundary for precessional 
switching regime).

8.3.2 Write MarGin

The maximum current available for MTJ switching is limited by the current-driving 
capability of the access transistor. For a given technology, the width of the access 
transistor must be carefully determined to provide sufficient current for MTJ switch-
ing at the worst-case corner. The output current from the access transistor becomes 
much lower when the transistor drives the MTJ at the source side, which is known as 
the source degeneration effect. In addition to this asymmetry of the transistor output 
current, it is typically more difficult to switch MTJ from a parallel state to an antipar-

allel state than vice versa. Additional parameter β, defined as b = - -I Ic
P AP

c
AP P/ , can be 

introduced to describe the Ic asymmetry. The intrinsic Ic asymmetry (β0) is similarly 
defined as b0 0 0= - -I Ic

P AP
c
AP P/ . Prior work attributed the fundamental origin of β0 to the 

asymmetric voltage dependence of the fixed-layer polarization factor (Pfixed) because 
the voltage-driven torque on the free-layer moment is proportional to Pfixed  [20]. 
When electrons flow from the fixed layer to the free layer, Pfixed remains substantial 
with increasing voltages. However, Pfixed significantly decreases in the opposite case. 
This may lead to reduced STT efficiency for P–AP switching (ηP) in comparison to 
that for AP–P switching (ηAP). Assuming that thin-film shape anisotropy dominates 
in Equation 8.13, β0 can be correlated to TMR by β0 ≈ ηAP/ηP ≈ 1 + TMR. This indi-
cates that MTJs with higher TMR may show stronger Ic asymmetry.

β is a critical parameter in designing an STT-MRAM bitcell. When the fixed-
layer side of an MTJ is connected to the access transistor as shown in Figure 8.7, 
the transistor is subjected to the source degeneration effect when switching the MTJ 
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from a parallel state to an antiparallel state. When this is coupled with β > 1, the 
P–AP switching is much more difficult to achieve than the AP–P switching. This 
problem can be mitigated by connecting the free-layer side of an MTJ to the tran-
sistor as shown in Figure 8.9a. In this case, driving the SL corresponds to AP–P 
switching, and vice versa for driving the BL. Loadline analysis (Figure 8.9b) clearly 
illustrates the benefit of reversing the connection between the MTJ and the transis-
tor. Transistor output characteristics were transformed to a coordinate of MTJ cur-
rent–voltage loop. The blue solid lines were obtained from the reversely connected 
1T–1MTJ bitcell, and the dotted lines are from the conventional bitcell shown in 
Figure 8.7. The orange solid lines are the MTJ current–voltage loop, and Ic for AP–P 
and P–AP switching are indicated on the y-axis. While the conventional connection 
provides only a small margin in P–AP switching and a large margin in AP–P switch-
ing, the operating points of the reversely connected bitcell are well separated from 
the MTJ switching voltages in both AP–P and P–AP switching as indicated by solid 
red circles. The rule of thumb is to use the reversed connection when the output cur-
rent asymmetry is larger than β.

Designing an STT-MRAM bitcell for robust write operations requires a bit more 
attention to parasitic resistances from interconnect metals and additional resistances 
from periphery transistors (write drivers, address decoders, etc.), particularly in case 
of a large-size memory array. Since STT-MRAM is a resistive memory, these addi-
tional resistors consume voltage headrooms, decreasing the transistor output current. 
Hence, when the write margin is tight, circuit designers are forced to increase the 
size of periphery transistors, which degrades array efficiency. In addition, PVT vari-
ations of the access transistor need to be considered to achieve a high-yielding mem-
ory array. Since thermal activation affects the STT switching process, Ic increases 
with decreasing temperature. The transistor output current also increases at low tem-
peratures. Hence, the relative temperature sensitivity of Ic and transistor output cur-
rent determines the worst-case temperature corner for write operations. The width of 
the access transistor must be determined to achieve a target write error rate (WER) 
at the worst-case PVT corner. For write pulse widths in the range of 20–100 ns, 
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WER is commonly fitted with the complementary error function, following a normal 
distribution. For relatively long write pulses, WER tends to deviate from the normal 
distribution and follow the Weibull distribution.

In addition to the switching margin, it is also important to secure a sufficient 
write reliability margin between switching voltages (Vc) and MgO breakdown volt-
age (Vbd). Vbd is also a function of pulse width and temperature. Longer pulse width 
and/or higher temperatures decrease Vbd. Since Vbd tends to increase faster than Vc 
with decreasing write pulse width [21], it is easier to secure the write reliability 
margin with shorter write pulses. With typical MgO thickness for STT-MRAM, 
the write reliability margin more than 13 σ(Vc) has been demonstrated [22]; hence, 
securing this reliability margin is often considered less challenging than the read 
disturbance margin.

8.4 SCALABILITY OF EMBEDDED STT-MRAM

STT-MRAM provides good scalability in terms of write power. For a given Jc, 
scaling down MTJ size proportionally reduces switching energy. However, it is not 
trivial to obtain sufficiently large EB from deeply scaled MTJs suitable for 20 nm 
CMOS technology node or beyond. Assuming that a patterned MTJ cell is a single-
domain nanomagnet, Equation 8.11 predicts that the product of uniaxial anisotropy 
and free-layer thickness, Ku − t = (Mst)Hk /2, should be increased to compensate 
for the reduced MTJ area and thereby maintain EB. For example, to achieve EB of 
60 kBT from a circular MTJ cell with the diameter of 40 nm, the free-layer mate-
rial should be engineered to provide Ku − t of ∼0.2 erg/cm2. For a CoFeB-based 
free layer typically used in in-plane MTJ cells, it is reasonable to assume that Mst 
is ∼0.2 memu/cm2. This means that the Hk requirement is 2 kOe. As explained ear-
lier, in-plane MTJs are patterned into elliptical shapes, and Hk is governed by shape 
anisotropy. Hence, increasing the AR of in-plane MTJ cells tends to enhance Hk. 
However, when the AR becomes larger than 3.0–3.5, Hk and EB tend to saturate 
as the domain wall starts to appear and nucleation-driven switching dominates the 
magnetization reversal process. Therefore, it is very challenging to achieve Hk > 1 
kOe for typical in-plane MTJs. In addition, as MTJ size scales down, it becomes 
more difficult to achieve good uniformity control.

For the 20 nm node, the MTJ size of 40 × 40 nm (corresponding to 25 × 62 nm 
for AR ∼ 2.5) with a 40 nm pitch limits the minimum bitcell size to about 16 F2. 
This is too large for STT-MRAM to compete with stand-alone DRAM (typically 
8  F2 or less), which means that the MTJ size must be decreased further to be 
cost-competitive. This, in turn, increases the Hk requirement. On the other hand, 
the bitcell size is not a dominant constraint for embedded STT-MRAM. This is 
partly because the SRAM bitcell size (in F2) has been increasing as the technol-
ogy node continues to shrink. It is expected to be more than 200 F2 at the 20 nm 
node. Obviously, MTJ cells with a 40 nm or larger diameter can be used for 
embedded STT-MRAM as long as the access transistor can provide sufficiently 
large switching currents for reliable write operations. This essentially provides 
more rooms for scalability of embedded STT-MRAM technology in comparison 
to stand-alone applications. However, other factors such as read/write speeds and 
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ultralow soft error rates are more important for embedded STT-MRAM. These 
factors are usually determined by system requirements.

All these challenges can be overcome by adopting perpendicular materials whose 
magnetization is perpendicular to the film plane. Various perpendicular magnetic 
materials such as L10-ordered FePt, Co/Pd, or Co/Pt multilayers, rare-earth/transi-
tion metal alloys, etc., have been examined for optimizing MTJ performance met-
rics. The thermal barrier of perpendicular MTJs is provided by crystalline or surface 
magnetic anisotropy, not shape anisotropy. Hence, perpendicular MTJs can be pat-
terned into a circular shape. Here we briefly introduce the basic concept of per-
pendicular magnetic anisotropy (PMA) and review challenges for high-performance 
STT-MRAM.

8.4.1 perpendicuLar MaGnetic anisOtrOpy

Magnetization in nanomagnets with thin-film geometry normally lies in the film 
plane due to thin-film shape anisotropy. When an external field is applied perpen-
dicular to the plane, magnetization linearly increases until it saturates to its max-
imum value, Ms. The saturation field (Hsat) represents the magnitude of thin-film 
shape anisotropy, and the uniaxial anisotropy energy (Ku) is given by Ku = MsHsat/2. 
Figure  8.10a illustrates out-of-plane magnetization curves of thin ferromagnetic 
films with and without PMA. In the absence of PMA (solid line), Hsat is identical 
to a demagnetizing field (4πMs). For typical CoFeB-based free layers with an Ms of 
∼1000 emu/cc, Hsat is ∼12 kOe. In this case, Ic0 and EB are given by
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In Equation 8.17, the 2πMs term originates from thin-film shape anisotropy, often 
called a demagnetizing field term. Since the spin-torque-driven switching process 
involves precessional oscillation of magnetization, thin-film shape anisotropy makes 
this oscillatory motion confined in the direction perpendicular to the film plane, 
resulting in an elliptical precession. Since 2πMs is larger than Hk∥ by an order of 
magnitude, Jc0 is nearly proportional to a heff sM t2 / . This means that using low-Ms 
material for a free layer is the most efficient way for Jc reduction. However, Hk∥, 
in-plane shape anisotropy term resulting from the AR of an elliptically patterned 
MTJ cell, is proportional to Mst, which leads to EB ∼ (Mst)2. Therefore, EB is traded 
off as much as we gain from Jc0 reduction when controlling Ms.

When PMA is introduced into the free layer of an in-plane MTJ with the free-
layer magnetization remaining in the film plane, Hsat can be substantially reduced 
as shown in Figure 8.10a. The difference between 4πMs and Hsat corresponds to the 
effective out-of-plane anisotropy field (Hk⊥), and the effective demagnetization field 
(4πMeff) is defined as 4πMs − Hk⊥. In the presence of partial PMA, Jc0 decreases with-
out affecting EB, particularly when Hk⊥ cancels a substantial portion of the demag-
netization field (4πMs):

 
I e M V H H M H
c

eff s
off k

s k
0

2 4
2

= + + -Ê
ËÁ

ˆ
¯̃

^a
h

p
�

||
 

(8.19)

There are a number of experimental data that confirmed the existence of PMA in 
thin CoFeB films. Guan et al. showed 4πMeff ∼ 6 kOe with Co40Fe40B20(2)/Ta/Ru 
(free layer/capping layers) MTJs, which corresponded to ∼50% reduction in 4πMs 
(thickness in nm) [23]. Yakata et al. investigated the effect of CoFeB compositions on 
4πMeff and Jc0 with (CoxFe1−x)80B20(2)/Ta/Ru MTJs and found that significant reduc-
tion (∼80% with Co20Fe60B20) in 4πMeff was more pronounced with Fe-rich CoFeB 
while Co-rich CoFeB showed negligible Hk⊥ [24]. This trend in 4πMeff was also well 
correlated with Jc0. All these results imply that Jc0 can be considerably reduced by 
introducing PMA without trading off EB. Although the physical origin of Hk⊥ is still 
ambiguous, Ikeda et al. claimed that surface anisotropy from the MgO–Co20Fe60B20 
interface is responsible for PMA [25].

In general, when PMA in thin magnetic films results from surface anisotropy, 
the effective magnetic anisotropy energy (Keff) can be phenomenologically separated 
into the volume anisotropy (Kv) and the surface anisotropy (Ks) from the interfaces, 
obeying the following equation:

 
K K K

teff v
s= +

 
(8.20)

where t is the film thickness. This relation is commonly used to extract Kv and Ks 
by plotting the product Keff − t vs. t. A typical illustration of this plot expected from 
CoFeB films with strong surface anisotropy is shown in Figure 8.10b. The positive 
portion of the Keff − t axis corresponds to perpendicular magnetization. Kv is obtained 
from the slope of the linear portion of the curve. For typical in-plane free  layers, 
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Kv is ∼ 2 2pMs  as expected from thin-film shape anisotropy. Ks is extracted from the 
y-intercept of the line extrapolated from the linear portion of the curve. Positive Ks 
indicates the presence of PMA. Figure 8.10b shows that below a certain film thick-
ness (tc), the surface anisotropy exceeds the demagnetizing field (i.e., Hk⊥ > 4πMs), 
resulting in perpendicularly magnetized films. tc values have been reported for a 
couple of different CoFeB films. For MgO/Co20Fe60B20/Ta films, tc was ∼1.6 nm [25]. 
For Ta/Co60Fe20B20/MgO films, tc was ∼1.1 nm [26]. Furthermore, perpendicular 
MTJs have been demonstrated utilizing perpendicularly magnetized CoFeB as a free 
layer [25,26]. Perpendicular MTJs do not rely on in-plane shape anisotropy to define 
magnetization states, hence can be patterned into a circular shape. For perpendicular 
MTJs with the effective perpendicular anisotropy field (Hk,eff) of Hk⊥ − 4πMs, Ic0 and 
EB are given by
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Note that Ic0 is proportional to EB. For a given target MTJ size, Equation 8.22 
tells us that EB is determined by the product Keff − t. As shown in Figure 8.10b, 
the product Keff − t increases with decreasing film thickness until it reaches the 
maximum at a certain film thickness (tm). Hence, the maximum EB achievable 
is simply given by (Keff − tm)A. As the film thickness is decreased further, the 
product Keff − t starts to roll down. This deviation has been commonly observed 
in most of PMA systems and attributed to changes in magnetoelastic anisotropy, 
interdiffusion after annealing, and nonconformal films forming islands at a small 
film thickness. For example, for a circular MTJ with its diameter of 40 nm, EB of 
60 kBT requires the product Keff − t of ∼0.2 erg/cm2, which can be achieved with 
thin CoFeB films. However, patterned MTJs often suffer from sidewall damages 
or edge roughness, particularly when the MTJ size is small. These can decrease 
EB of patterned MTJs considerably. In addition, as the film thickness decreases, 
αeff tends to increase. Hence, it is desirable to maximize Ks and achieve the target 
Keff − t value with the film thickness below tm. With the top and bottom interfaces 
of a free layer carefully engineered, it seems feasible to increase Ks more than what 
has been reported to date.

8.4.2 MtJ MateriaL enGineerinG fOr Write pOWer reductiOn

To compete with conventional embedded memory at the advanced technology nodes, 
it is critical to reduce write energy per bit. In this sense, capturing product opportuni-
ties to replace state-of-the-art embedded memory would require more aggressive Jc 
reduction. Considering that the performance requirements for conventional embed-
ded memory have been ever increasing, it is desirable to reduce the operating fre-
quency of embedded STT-MRAM at least below 100 MHz, which requires reliable 
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STT switching in the precessional switching regime. Jc reduction would allow faster 
write speed. Also, for a given target write speed, decreasing Jc leads to reduced bit-
cell size, and thereby less cost.

Regardless of PMA in the film structures, it is always beneficial to optimize αeff 
and η because Jc0 can be reduced without trading off EB. For bulk-type materials, 
damping is an intrinsic material property; however, damping in thin (∼nm) magnetic 
films is also affected by adjacent nonmagnetic layers. For CoFeB-based MTJs, αeff 
can be tuned by optimizing material compositions of the free layer (intrinsic contri-
bution) or the capping layers adjacent to the free layer (extrinsic contribution). For 
the intrinsic contribution, it has been reported that Fe-rich Co20Fe60B20 exhibits lower 
damping constant in comparison to Co40Fe40B20, contributing to Jc0 reduction [27]. 
The thickness and crystalline states of a free layer are also known to affect αeff [28]. 
For the extrinsic contribution, αeff of a thin ferromagnetic layer adjacent to a normal 
metal layer can be greatly increased, particularly when the normal metal layer has a 
short spin relaxation time (e.g., Pt), which is known as the spin pumping effect. This 
implies that optimization of the capping layer may reduce αeff when the spin pump-
ing effect is suppressed. Insulating capping layers may be suitable for this purpose. 
However, the capping-layer optimization is often not trivial because it also affects 
the crystallization process of the free layer underneath and modifies other MTJ prop-
erties such as TMR. In addition, it is not clear whether there is room for reducing αeff 
further. αeff value reported from Co20Fe60B20 is ∼0.007, which is close to its intrinsic 
damping of CoFeB.

η represents the efficiency of spin-polarized current driving magnetization rever-
sal. To the first-order approximation, η is a function of spin polarization factor and 
can be increased by enhancing TMR. However, for MTJs with sufficiently high 
TMR (∼150%), it has been predicted that enhancing TMR further would not result 
in considerable Jc0 reduction because increased spin polarization would not lead to 
significantly stronger spin torques [29]. Recently, it has been suggested that η can 
also be increased by enhancing out-of-plane spin torques generated by a spatially 
nonuniform spin current within a tapered nanopillar spin valve [30]. Adding a per-
pendicular polarizer in an MTJ film stack may introduce additional out-of-plane 
spin torques and enhance η [31]. While the out-of-plane spin torques are negligible 
in metallic spin valves, it has recently been found that the out-of-plane spin torques 
play a significant role in MTJs. In general, the spin torque (Γ) has both in-plane and 
perpendicular components and can be written as
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where aJ and bJ represent the in-plane spin torque and the perpendicular spin torque, 
respectively. Note that the second term acts as a field-like torque and needs to be 
added to Equation 8.9 to consider the effect of bJ on magnetization dynamics. The 
magnitude, polarity, and voltage dependence of bJ have been investigated using vari-
ous measurement techniques [29,32–35]. However, clear experimental evidence for 
the benefits of enhancing bJ for Jc reduction is yet to be explored.
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8.4.3 bit errOr rates Of stt-MraM

Since STT switching is inherently probabilistic, it is imperative to secure sufficient 
read/write margins to meet bit error rate requirements that are typically determined 
by a system specification. There are three types of bit error rates that need to be con-
sidered for STT-MRAM: thermal disturb rate (TDR), read disturb rate (RDR), and 
WER. For an MTJ array, the TDR is determined by the population of tail bits with 
relatively small EB. Hence, to minimize the TDR of an STT-MRAM chip, it is criti-
cal to tighten the distributions of MTJ size and Hk while ensuring the typical MTJ 
cell to have sufficiently large EB.

Figure 8.11 illustrates the typical RDR and WER characteristics of an MTJ device. 
For typical read voltage (Vread), RDR can be estimated by performing a Taylor expan-
sion of Equation 8.15 with current replaced by voltage [36]:

 
ln( ) lnRDR = Ê

ËÁ
ˆ
¯̃
- -Ê

ËÁ
ˆ
¯̃

t E
k T

V
V

p B

B

read

ct0 0
1

 
(8.24)

where
Vc0 is the intrinsic critical switching voltage
Vread is assumed to be much smaller than Vc0
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FIGURE 8.11 Read disturb rate (RDR) and write error rate (WER) of an MTJ device. Read 
voltage (Vread) and time-dependent dielectric breakdown voltage (VTDDB) are usually prede-
termined. Vread and VTDDB set the limits for WER and RDR targets. Steep slopes in RDR 
and WER characteristics are critical for meeting ultralow bit error rates. This is particularly 
important for high-speed write operations because WER slopes degrade with decreasing 
write pulse width.
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RDR decreases exponentially with decreasing Vread, and the RDR slope is determined 
by EB. As MTJ scales down, Ic proportionally decreases. For example, assuming Jc 
of 2 MA/cm2, Ic of a perpendicular MTJ device with the diameter of 20 nm would 
be only 15 μA. However, read current cannot be reduced below a certain threshold 
because faster read operations typically require more current. Hence, the read dis-
turb margin is squeezed with deeply scaled MTJ. Hence, for a given Vread, it is desir-
able to increase EB to meet the RDR target at advanced technology nodes. However, 
from the energy-scaling perspective, the fundamental problem is that read energy 
does not scale down with conventional SA schemes while write energy continues to 
decrease with MTJ size shrinking. This implies that fully enabling high-speed STT-
MRAM may require innovations in read circuitry to sense resistance differences 
with lower energy and faster speed.

For in-plane MTJs, the WER tends to follow a Gaussian CDF for tp of 20–200 ns 
[37]. Above 500 ns, the WER tends to fall off faster and is often described by a 
Weibull CDF. Since the maximum write voltage is limited by time-dependent dielec-
tric breakdown of the MgO barrier, it is imperative to obtain steep WER slopes to 
meet an ultralow WER target. However, as illustrated in Figure 8.11, WER slopes 
tend to degrade with decreasing tp. This means that for faster write operations, one 
needs to increase write voltages to meet the WER target. This is particularly chal-
lenging for in-plane MTJs because of their inefficient magnetization reversal dynam-
ics that involves preswitching oscillations prior to magnetization reversal [38,39]. 
At the moment, it doesn’t seem feasible to achieve an ultralow WER target (<10−12) 
below 20 ns using in-plane MTJs. This challenge can be substantially mitigated by 
utilizing perpendicular MTJs. Recently, significantly improved WER characteristics 
of perpendicular MTJs (at 10 ns) have been reported, demonstrating error-free write 
operations (WER < 10−11) at 10 ns below 0.5 V [40]. Therefore, it is inevitable to 
enable perpendicular MTJ technology in order to realize reliable high-speed STT-
MRAM at advanced technology nodes.

REFERENCES

 1. R. Nebashi, N. Sakimura, H. Honjo, S. Saito, Y. Ito, S. Miura, Y. Kato et al., A 90 nm 
12ns 32 Mb 2T1MTJ MRAM, ISSCC Tech. Dig., 462–463, February 2009.

 2. M. Hosomi, H. Yamagishi, T. Yamamoto, K. Bessho, Y. Higo, K. Yamane, H. Yamada 
et al., A novel nonvolatile memory with spin torque transfer magnetization switching: 
Spin-RAM, IEDM Tech. Dig., 459–462, December 2005.

 3. T. Kawahara, R. Takemura, K. Miura, J. Hayakawa, S. Ikeda, Y. Lee, R. Sasaki et al., 
2 Mb Spin-Transfer Torque RAM (SPRAM) with bit-by-bit bidirectional current write 
and parallelizing-direction current read, ISSCC Tech. Dig., 480–481, February 2007.

 4. R. Beach, T. Min, C. Horng, Q. Chen, P. Sherman, S. Le, S. Young et al., A statistical 
study of magnetic tunnel junctions for high-density spin torque transfer-MRAM (STT-
MRAM), IEDM Tech. Dig., 1–4, December 2008.

 5. C. J. Lin, S. H. Kang, Y. J. Wang, K. Lee, X. Zhu, W. C. Chen, X. Li et al., 45 nm low 
power CMOS logic compatible embedded STT MRAM utilizing a reverse-connection 
1T/1MTJ cell, IEDM Tech. Dig., 1–4, December 2009.

 6. A. Driskill-Smith, S. Watts, V. Nikitin, D. Apalkov, D. Druist, R. Kawakami, X. Tang 
et al., Non-volatile Spin-transfer Torque RAM (STT-RAM): Data, analysis and design 
requirements for thermal stability, Symp. VLSI Tech. Dig., 51–52, June 2010.



226 Nanoscale Semiconductor Memories

© 2010 Taylor & Francis Group, LLC

 7. Y. M. Lee, C. Yoshida, K. Tsunoda, S. Umehara, M. Aoki, and T. Sugii, Highly scalable 
STT-MRAM with MTJs of top-pinned structure in 1T/1MTJ cell, Symp. VLSI Tech. 
Dig., 49–50, June 2010.

 8. S. C. Oh, J. H. Jeong, W. C. Lim, W. J. Kim, Y. H. Kim, H. J. Shin, J. E. Lee et al., 
On-axis scheme and Novel MTJ structure for sub-30 nm Gb density STT-MRAM, 
IEDM Tech. Dig., 12.6.1, December 2010.

 9. S. Chung, K.-M. Rho, S.-D Kim, H.-J. Suh, D.-J. Kim, H.-J. Kim, S.-H. Lee et al., Fully 
integrated 54 nm STT-MRAM with the smallest bit cell dimension for high density 
memory application, IEDM Tech. Dig., 12.7.1, December 2010.

 10. K. Tsuchida, T. Inaba, K. Fujita, Y. Ueda, T. Shimizu, Y. Asao, T. Kajiyama et al., 
A  64  Mb MRAM with clamped-reference and adequate-reference schemes, ISSCC 
Tech. Dig., 258–259, February 2010.

 11. D. C. Worledge, G. Hu, P. L. Trouilloud, D. W. Abraham, S. Brown, M. C. Gaidis, 
J. Nowak et al., Switching distributions and write reliability of perpendicular spin torque 
MRAM, IEDM Tech. Dig., 12.5.1, December 2010.

 12. J. C. Slonczewski, Current-driven excitation of magnetic multilayers, J. Magn. Magn. 
Mater., 159, L1–L7, June 1996.

 13. L. Berger, Emission of spin waves by a magnetic multilayer traversed b a current, Phys. 
Rev. B, 54, 9353–9358, October 1996.

 14. M. Jullière, Tunneling between ferromagnetic films, Phys. Lett. A, 54, 225–226, 
September 1975.

 15. W. H. Butler, X.-G. Zhang, T. C. Schulthess, and J. M. MacLaren, Spin-dependent tun-
neling conductance of Fe/MgO/Fe sandwiches, Phys. Rev. B, 63, 054416, January 2001.

 16. J. Mathon and A. Umerski, Theory of tunneling magnetoresistance of an epitaxial 
Fe/MgO/Fe (001) junction, Phys. Rev. B, 63, 220403, May 2001.

 17. S. Ikeda, J. Hayakawa, Y. Ashizawa, Y. M. Lee, K. Miura, H. Hasegawa, M. Tsunoda, 
F. Matsukura, and H. Ohno, Tunnel magnetoresistance of 604% at 300 K by suppression 
of Ta diffusion in CoFeB/MgO/CoFeB pseudo-spin-valves annealed at high tempera-
ture, Appl. Phys. Lett., 93, 082508, August 2008.

 18. S. Ikeda, J. Hayakawa, Y. M. Lee, F. Matsukura, Y. Ohno, T. Hanyu, and H. Ohno, 
Magnetic tunnel junctions for spintronic memories and beyond, IEEE Trans. Electron 
Dev., 54, 991–1002, May 2007.

 19. J. A Katine, F. J. Albert, R. A. Buhrman, E. B. Myers, and D. C. Ralph, Current-driven 
magnetization reversal and spin-wave excitations in Co/Cu/Co pillars, Phys. Rev. Lett., 
84, 3149–3152, April 2000.

 20. J. C. Slonczewski, Currents, torques, and polarization factors in magnetic tunnel junc-
tions, Phys. Rev. B, 71, 024411, January 2005.

 21. K. Lee and S. H. Kang, Development of embedded STT-MRAM for mobile system-on-
chips, IEEE Trans. Magn., 47, 131–136, January 2011.

 22. Q. Chen, T. Min, T. Torng, C. Horng, D. Tang, and P. Wang, Study of dielectric break-
down distributions in magnetic tunneling junction with MgO barrier, J. Appl. Phys., 105, 
07C931, March 2009.

 23. Y. Guan, J. Z. Sun, X. Jiang, R. Moriya, L. Gao, and S. S. Parkin, Thermal-magnetic 
noise measurement of spin-torque effects on ferromagnetic resonance in MgO-based 
magnetic tunnel junctions, Appl. Phys. Lett., 95, 082506, August 2009.

 24. S. Yakata, H. Kubota, Y. Suzuki, K. Yakushiji, A. Fukushima, and S. Yuasa, Influence of 
perpendicular magnetic anisotropy on spin-transfer switching current in CoFeB/MgO/
CoFeB magnetic tunnel junctions, J. Appl. Phys., 105, 07D131, April 2009.

 25. S. Ikeda, K. Miura, H. Yamamoto, K. Mizunuma, H. D. Gan, M. Endo, S. Kanai et al., 
A  perpendicular-anisotropy CoFeB-MgO magnetic tunnel junction, Nat. Mater., 9, 
721–724, July 2010.



227Spin-Transfer-Torque MRAM

© 2010 Taylor & Francis Group, LLC

 26. D. C. Worledge, G. Hu, D. W. Abraham, J. Z. Sun, P. L. Trouilloud, J. Nowak, S. Brown 
et al., Spin torque switching of perpendicular Ta|CoFeB|MgO-based magnetic tunnel 
junctions, Appl. Phys. Lett., 98, 022501, January 2011.

 27. J. Hayakawa, S. Ikeda, K. Miura, M. Yamanouchi, Y. M. Lee, R. Sasaki, M. Ichimura 
et al., Current-induced magnetization switching in MgO barrier magnetic tunnel junc-
tions with CoFeB-based synthetic ferrimagnetic free layers, IEEE. Trans. Magn., 44, 
1962–1967, July 2008.

 28. C. Bilzer, T. Devolder, J.-V. Kim, G. Counil, C. Chappert, S. Cardoso, and P. P. Freitas, 
Study of the dynamic magnetic properties of soft CoFeB films, J. Appl. Phys., 100, 
053903, September 2006.

 29. J. C. Sankey, Y.-T. Cui, J. Z. Sun, J. C. Slonczewski, R. A. Buhrman, and D. C. Ralph, 
Measurement of the spin-transfer-torque vector in magnetic tunnel junctions, Nat. Phys., 
4, 67–71, January 2008.

 30. P. M. Braganca, O. Ozatay, A. G. F. Garcia, O. J. Lee, D. C. Ralph, and R. A. Buhrman, 
Enhancement in spin-torque efficiency by nonuniform spin current generated within a 
tapered nanopillar spin valve, Phys. Rev. B, 77, 144423, April 2008.

 31. H. Liu, D. Bedau, D. Backes, J. A. Katine, J. Langer, and A. D. Kent, Ultrafast switching 
in magnetic tunnel junction based orthogonal spin transfer devices, Appl. Phys. Lett., 97, 
242510, December 2010.

 32. S. Petit, C. Baraduc, C. Thirion, U. Ebels, Y. Liu, M. Li, P. Wang, and B. Dieny, Spin-
torque influence on the high-frequency magnetization fluctuations in magnetic tunnel 
junctions, Phys. Rev. Lett., 98, 077203, February 2007.

 33. H. Kubota, A. Fukushima, K. Yakushiji, T. Nagahama, S. Yuasa, K. Ando, H. Maehara 
et al., Quantitative measurement of voltage dependence of spin-transfer torque in MgO-
based magnetic tunnel junctions, Nat. Phys., 4, 37–41, January 2008.

 34. Z. Li, S. Zhang, Z. Diao, Y. Ding, X. Tang, D. M. Apalkov, Z. Yang, K. Kawabata, and 
Y. Huai, Perpendicular spin torques in magnetic tunnel junctions, Phys. Rev. Lett., 100, 
246602, June 2008.

 35. S. C. Oh, S. Y. Park, A. Manchon, M. Chshiev, J. H. Han, H. W. Lee, J. E. Lee et al., 
Bias-voltage dependence of perpendicular spin-transfer torque in asymmetric MgO-
based magnetic tunnel junctions, Nat. Phys., 6, 898–902, October 2009.

 36. R. Heindl, W. H. Rippard, S. E. Russek, M. R. Pufall, and A. B. Kos, Validity of the ther-
mal activation model for spin-transfer torque switching in magnetic tunnel junctions, 
J. Appl. Phys., 109, 073910, 2011.

 37. D. D. Tang and Y. J. Lee, Magnetic Memory: Fundamentals and Technology, 1st edn., 
Cambridge University Press, New York, pp. 136–138, 2010.

 38. M. D. Stiles and J. Miltat, Spin-Transfer Torque and Dynamics. Spin Dynamics in 
Confined Magnetic Structure III Springer, Berlin, Germany, p. 255, 2006.

 39. T. Devolder, J. Hayakawa, K. Ito, H. Takahashi, S. Ikeda, P. Crozat, N. Zerounian et al., 
Single-shot time-resolved measurements of nanosecond-scale spin-transfer induced 
switching: stochastic versus deterministic aspects, Phys. Rev. Lett., 100, 057206, 2008.

 40. J. J. Nowak, R. P. Robertazzi, J. Z. Sun, G. Hu, D. W. Abraham, P. L. Trouilloud, 
S.  Brown et al., Demonstration of ultralow bit error rates for spin-torque magnetic 
random-access memory with perpendicular magnetic anisotropy, IEEE Magn. Lett., 2, 
3000204, 2011.





229

© 2010 Taylor & Francis Group, LLC

9 Magnetic Domain Wall 
“Racetrack” Memory

Michael C. Gaidis and Luc Thomas

CONTENTS

9.1 Elements of Racetrack Memory ...................................................................230
9.1.1 General Description of Racetrack Memory ......................................230
9.1.2 Domain Wall Storage in a Nanowire ................................................ 231

9.1.2.1  Material Considerations: Perpendicular versus 
In-Plane Magnetic Anisotropies ........................................ 231

9.1.2.2 Domain Wall Structure and Width .................................... 232
9.1.2.3 Scaling and Storage Density Considerations ..................... 233

9.1.3 Domain Wall Writing .......................................................................234
9.1.4 Readout .............................................................................................234

9.1.4.1 Methods of Electrical Domain Wall Detection .................234
9.1.4.2 Readout with a Magnetic Tunnel Junction ......................... 236

9.1.5 Domain Wall Shifting....................................................................... 236
9.1.5.1 Spin-Polarized Current and Spin-Transfer Torque ............ 236
9.1.5.2 Adiabatic and Nonadiabatic Spin Transfer Torques .......... 237
9.1.5.3  Critical Current Density for Depinning: Intrinsic 

versus Heterogeneous Pinning ........................................... 237
9.1.5.4 Spin–Orbit Torques ............................................................ 238
9.1.5.5 Current-Driven Domain Wall Velocity and Clock Speed .....238
9.1.5.6 Domain Wall Positioning ................................................... 239
9.1.5.7 Motion of a Series of Domain Walls by Current Pulses .....239

9.2 Manufacturing Considerations .....................................................................240
9.2.1 Evolutionary versus Revolutionary ...................................................240
9.2.2 Horizontal (In-Plane) versus Vertical (3-D) Structures .................... 241
9.2.3 Overview of In-Plane Fabrication..................................................... 243

9.2.3.1 Base Copper Wiring ..........................................................244
9.2.3.2 Shallow via Nanowire Connection ....................................244
9.2.3.3 Nanowire and MTJ Formation ...........................................244
9.2.3.4 Encapsulation and Top Contact ......................................... 247

9.2.4 Integration with CMOS ....................................................................250



230 Nanoscale Semiconductor Memories

© 2010 Taylor & Francis Group, LLC

9.1 ELEMENTS OF RACETRACK MEMORY

9.1.1 GeneraL descriptiOn Of racetrack MeMOry

The concept of racetrack memory (RTM) was invented and patented by Dr. Stuart 
Parkin in 2004 (Parkin 2004). It has been described in several review articles (Parkin 
et al. 2008) and book chapters (Thomas and Parkin 2007, Parkin et al. 2011) in 
the past few years. The following sections provide an updated overview of progress 
made in materials and device fabrication for RTM.

The typical RTM cell comprises three elements: (1) a magnetic racetrack 
nanowire (RTNW) in which data bits are stored in the form of magnetic domains 
or domain walls (DWs); (2) a write element that is used to inject one or two DWs 
in the RTNW, for example, by reversing the magnetization direction locally; 
and (3) a readout element (typically magnetoresistive), which can transduce the 
local orientation of the magnetization in the racetrack into an electrical signal. 
A schematic view can be found in Figure 9.1. RTM can be designed with RTNWs 
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FIGURE 9.1 The components involved in an RTM cell element. The magnetic nanowire 
stores the bits as multiple magnetic domains in the wire. An injection element such as a field-
producing wire is used to set bits in a desired state at a particular location in the nanowire. 
The shift element provides current needed to move the domain walls along the nanowire. 
Finally, an MTJ readout mechanism is placed on or near the nanowire, and a small current 
through the MTJ can generate a voltage for comparison against a reference element. The 
asterisked elements each require a select transistor for the isolation of the memory cell from 
others in an array, although the injector can be shared to some extent. The key driver for 
RTM as a high-density memory alternative is the use of only a few (two or three) transistors 
to control a hundred or more bits in the magnetic nanowire.
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fabricated parallel to the plane of the silicon wafer or perpendicular to the wafer. 
These architectures are called horizontal RTM (HRTM) and vertical RTM 
(VRTM), respectively (Parkin et al. 2008). Note that these terms refer to the 
physical layout of the RTNW and not to the direction of the magnetization within 
the nanowire.

9.1.2 dOMain WaLL stOraGe in a nanOWire

9.1.2.1  Material Considerations: Perpendicular versus 
In-Plane Magnetic Anisotropies

Whether bits of data are coded using magnetic domains or DWs, data manipulation 
in the RTM is based on the motion of DWs along the racetracks. Both the static and 
dynamical properties of the DWs depend strongly on the class of material used to 
fabricate the racetrack (see, e.g., Hubert and Schäfer (1998) for a review of the phys-
ics of magnetic domains and DWs). There are two main classes of materials suit-
able for RTM. The first class comprises materials with small intrinsic anisotropy, 
which are usually referred to as magnetically “soft” materials. The most widely 
used material is permalloy, a metallic alloy made of 20 at% Fe and 80 at% Ni. 
Current-driven DW motion has also been studied in other soft materials, but the 
results are usually inferior to that of permalloy devices. In such soft materials, 
the magnetostatic energy plays a crucial role. Magnetostatic interactions lead to 
the well-known shape anisotropy, which causes the magnetization to be parallel 
to the longest dimensions of the device. For a thin magnetic film, the magnetization 
lies in the plane of the film, leading to an effective in-plane magnetic anisotropy 
(IMA). In the case of a racetrack shaped as an elongated wire or a strip, the mag-
netization is aligned along the length of the racetrack. As we will see later, because 
of this shape anisotropy, many of the DW properties depend on the physical dimen-
sions of the racetrack.

On the contrary, the second class of materials has a very large anisotropy, which 
is perpendicular to the plane of the wafer. If it is strong enough, this so-called per-
pendicular magnetic anisotropy (PMA) causes the magnetization to be aligned in 
the direction perpendicular to the plane of the wafer, despite the increase in mag-
netostatic energy thus caused. The PMA in materials relevant for RTM is usually 
caused by surface anisotropy arising from the interfaces between the different lay-
ers of a multilayered structure (Johnson et al. 1996), although the magnetocrystal-
line anisotropy in a single crystal or an epitaxial film can also be strong enough. 
One of the first examples of PMA caused by interface anisotropy was found in Co/
Ni multilayers. Even stronger PMA has been found in Pt/Co or Pd/Co interfaces. 
Most of the work on DW motion in PMA materials has been done in multilayered 
structures including Pt, Co, and Ni layers. Other very promising structures are very 
thin CoFeB/MgO bilayers, which are widely used in perpendicular spin-transfer-
torque (STT)-MRAM cells (Ikeda et al. 2010, Worledge et al. 2011). Contrary to 
IMA materials, the structure and properties of DWs in PMA materials are mostly 
determined by material properties and are thus much less dependent on the physical 
dimensions of the device.
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9.1.2.2 Domain Wall Structure and Width
The DW structure is very different for IMA and PMA materials. For IMA materi-
als, since the shape anisotropy forces the magnetic domains to be aligned along the 
racetrack length, these domains are separated by head-to-head or tail-to-tail DWs. 
The competition between exchange energy and shape anisotropy can lead to complex 
wall structures. For a racetrack shaped as a strip, that is, having a width w much 
larger than its thickness t, there are two stable DW structures called vortex (V) and 
transverse (T) DWs (Thiaville and Nakatani 2006) (Figure 9.2a). Which of these two 
structures has the lowest energy depends on w and t. The complete phase diagram 
in the (w,t) space has been calculated by micromagnetic simulations. The boundary 
between separating these two states is given by t × w = Cδ2, where C is a numerical 
constant (C ∼ 128) and δ is the exchange length determined by the material param-
eters A (exchange stiffness) and MS (saturation magnetization): d m= ÷ ( )A/ MS0

2 . 
Note that both structures can coexist for dimensions close to the boundary. For very 
large devices, more complex DW structures including several vortices can be stable. 
However, these structures are usually not stable for dimensions suitable for device 
applications (less than a few 100 s of nm in width). As shown in Figure 9.2a, V and 
T walls are two-dimensional structures for which it is difficult to define an actual 
width. However, an effective width can be estimated by fitting the two-dimensional 
profile to a simpler one-dimensional Bloch DW. The width parameter ∆ is propor-
tional to the racetrack width w, and the scaling factor is different for V and T walls: 
∆ ∼ w/π for T-DWs, and ∆ ∼ 3w/4 for V-DWs. Note that the physical width of the 
DW over which most of the magnetization change takes place is given by π∆.

In the case of PMA materials, DWs have an almost ideal Bloch (B) or Néel (N) 
profile (Malozemoff and Slonczekwski 1979). The magnetization within the DW can 
rotate either in the plane (B type) or perpendicular to the plane (N type) (Figure 9.2b). 
Since the difference in energy between these two states is due to magnetostatic inter-
actions, which of these configurations has the minimum energy also depends on the 

(a)

V-wall

T-wall

(b) B-wall N-wall

FIGURE 9.2 (a) Micromagnetic simulations of vortex and transverse DWs in IMA RTNWs. 
(b) Cartoon of the magnetization configuration for Bloch and Néel DWs in a PMA RTNW.
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width and thickness of the RTNW. For the B-DW, the magnetostatic energy arises 
from the edges of the nanowire, where the magnetization in the DW is perpendicular 
to the surfaces of the nanowire (creating what is often called “surface magnetostatic 
charges”). On the contrary, for the N-DW, the magnetostatic energy comes from the 
nonzero divergence of the magnetization within the DW (called “volume magneto-
static charges”). A phase diagram in terms of nanowire width and thickness can be 
calculated numerically, but a simple rule of thumb to estimate the boundary between 
the two configurations is to equate the physical width of the DW π∆ with the RTNW 
width w. This rule holds except for very thin and wide RTNWs. Contrary to the 
IMA case, the magnetostatic contribution to the DW energy is weak for PMA. To 
first order, N and B walls have the same width, given by ∆ = √(A/Keff). The effective 
anisotropy energy is equal to the PMA constant K reduced by the demagnetizing 
energy term m0

2 2M /S . Note that the demagnetizing energy is slightly different for 
B and N walls, thus leading to slightly different widths. In most cases, this is a very 
small effect that can be neglected.

9.1.2.3 Scaling and Storage Density Considerations
The fundamental difference between IMA and PMA materials leads to different 
scaling properties. Scaling considerations differ also greatly for horizontal or verti-
cal RTM designs. Let us first discuss the case of HRTM, which is more challenging 
in terms of storage density. For IMA RTNWs, the DW width is directly proportional 
and always larger than the RTNW width w. This limits the use of IMA materials in 
RTM and makes V-DWs unsuitable for high-density application. Indeed, the physi-
cal width of V-DWs is about 2.4w. If we assume that the minimum distance between 
adjacent DWs is the same as the DW physical width (an aggressive assumption as 
we will see later), the minimum cell size along the RTNW is about 5w. If we further 
assume that w is the minimum lithographic feature at the current technology node F, 
and that two adjacent RTNWs are also separated by a distance F, the cell size for a 
V-DW is 10F2, which is very large for storage applications. Another key limitation 
of V-DWs is that they are only stable for relatively wide RTNWs and would not scale 
down to small dimensions. For permalloy, V-DWs are stable only for RTNWs wider 
than ∼100 nm. However, it is possible that material engineering would allow using 
V-DWs for much smaller devices, for example, by reducing the exchange length. 
Density and scaling are much more favorable for T-DWs. First, the physical width of 
a T-DW is w, leading to a minimum cell size of only 4F2. Second, T-DWs are stable 
down to arbitrarily small values of F.

In the case of PMA materials, the DW width is independent of F, but depends only 
on the magnetic properties of the RTNW material. Widths as small as ∼10 nm have 
been reported in high-anisotropy materials (remember that the relevant dimension is 
the physical width π∆ and not the width parameter ∆). Thus, PMA materials allow 
for a minimum cell size smaller than 4F2 down to the 20 nm node.

The density can of course be increased by stacking RTNWs on top of one another 
in the HRTM design, in an approach similar to that used, for example, for FLASH 
memory devices. However, RTM reaches its full potential only when the RTNWs are 
oriented perpendicular to the plane of the wafer, in what we call the VRTM design. 
In the VRTM design, the density is essentially given by the diameter of the RTNW 
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divided by the number of DWs in the RTNW. Since the vertical dimension is essen-
tially free, the only limit in the density comes from circuit considerations rather than 
limitations in the magnetic properties. Assuming a square network of RTNWs of 
diameter F, each of which contains N DWs, the density is simply 4F2/N.

9.1.3 dOMain WaLL WritinG

Writing data bits in RTM requires injecting one or two DWs in the RTNW. This 
can be done either by reversing the magnetization direction in a small portion of the 
RTNW or by moving a DW located in a reservoir into the RTNW. The first method is 
very similar to the writing of an MRAM cell. It requires overcoming the energy bar-
rier associated with the reversal of magnetization of a small volume of the RTNW. 
This can be done in several ways, for example, by applying a local magnetic field or 
by using the STT from a reference layer. The second method is related to the propa-
gation of a DW, and in many aspects, the energentics are very similar to that of DW 
shifting, which will be discussed later in more detail.

The easiest method to implement to inject DWs in the RTNW is to use the Oersted 
field from the current passing in a metallic line perpendicular to the RTNW. Since 
the Oersted field has both in-plane and out-of-plane components, this method can be 
used for both IMA and PMA racetracks. However, this method requires large cur-
rents, and the magnetic field created is not only at the write site but also all along the 
injection line. Moreover, even though the magnetic field decreases rapidly away from 
the injection line, the tails extend over long distances. This can be very significant 
if DWs are weakly pinned in the RTNW, as is the case for permalloy RTNWs. For 
example, we have shown that the field from the injection line can reach several gauss 
micrometers away from the injection and affect the motion of V-DWs in a permalloy 
RTNW (Hayashi et al. 2008).

DWs can also be written by the STT from a magnetic tunnel junction (MTJ) fab-
ricated above or below the RTNW. Although this method has not been demonstrated 
experimentally, it is conceptually similar to the writing of an MRAM cell and thus 
could take advantage of the rapid development of this technology.

9.1.4 readOut

9.1.4.1 Methods of Electrical Domain Wall Detection
Reading data in RTM is done electrically by taking advantage of the magnetoresis-
tance of the device. In a lab environment, several magnetoresistive effects can be 
harnessed to probe the presence and the position of DWs in an RTNW. Even though 
many of these effects are too small to be useful in an actual device, it is useful to 
understand their advantages and limitations.

The first phenomenon is the anisotropic magnetoresistance (AMR), which exists 
in many ferromagnets such as permalloy, Co, Ni,… AMR is a bulk effect arising 
from the spin–orbit interaction, whereby the resistance of the material is slightly 
dependent on the angle between the current and the magnetization (McGuire and 
Potter 1975). The AMR ratio (R// − R⊥ )/R can reach a few% at room temperature. 
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Note that AMR is only sensitive to the direction of the magnetization and not to its 
orientation. AMR detection is particularly suited to IMA materials (Thomas and 
Parkin 2007). Indeed, since the magnetization is constrained along the RTNW in 
the domains, the current is parallel to the magnetization everywhere but in the DWs. 
Thus, AMR is extremely sensitive to the volume of the DW, which itself is directly 
related to its structure (Hayashi et al. 2006). It is easy to show that the AMR con-
tribution of a DW is directly proportional to its width. If several DWs are present 
in the RTNW, the total AMR signal is simply the sum of the signals from the indi-
vidual DWs. However, AMR is not sensitive to the position of the DWs along the 
RTNW because it does not depend on the orientation. The typical AMR signal of 
V- and T-DWs in permalloy is ∼0.1–0.5 Ω. Note that the RTNW resistance is usually 
reduced in the presence of DWs in the IMA case. AMR can also be used to probe 
N-DWs in PMA materials. The signal is reversed compared to the IMA case because 
the magnetization is perpendicular to the current in the magnetic domains and par-
allel to the current in the DW. In the case of B-DWs, the magnetization remains 
perpendicular to the current in the DW, and no AMR signal is expected. Indeed, 
the onset of the AMR from B-DW to N-DW has been used to probe the transition 
between these two configurations as a function of the wire width in Co/Ni multilay-
ers (Koyama et al. 2011a). The signal due to N-DWs in PMA materials is also of the 
order 0.1 Ω. Note that additional contributions due to spin-dependent scattering at 
the DW can also contribute to this signal.

The giant (GMR) and tunnel (TMR) magnetoresistance can also be used to probe 
DW dynamics in RTNWs. GMR and TMR are observed when two magnetic layers 
are separated by a nonmagnetic metallic layer such as Cu (for GMR) or a tunnel bar-
rier such as AlOx or MgO (for TMR) (there is an extensive literature on these topics, 
see, e.g., Tsymbal (2011) for recent reviews). Even though the microscopic origin of 
TMR and GMR is different, they are very similar in terms of DW detection. Both 
GMR and TMR are proportional to the relative orientation (parallel or antiparallel) 
of the two magnetic layers. The GMR and TMR ratios are defined as (RAP − RP)/RP. 
Both GMR and TMR require that the RTNW also include not only a layer in which 
DWs are located (the free layer) but also a fully magnetized reference layer. When a 
DW is moving along the free layer, the device resistance varies monotonically and is 
simply given by the difference between portions of the RTNW parallel or antiparal-
lel to the reference layer. Thus, contrary to AMR, GMR and TMR are sensitive to 
the position of the DWs if the RTNW contains an odd number of DWs. No signal 
is expected for an even number of DW move in lockstep. Note that GMR and TMR 
can be measured with the current being applied either within or perpendicular to 
the plane of the layers, in the so-called current in-plane or current perpendicular 
to the plane (CPP) geometries. The signal from GMR or TMR can reach tens of Ω 
(or even hundreds of Ω in the case of CPP-TMR). It is large enough to enable single-
shot measurement of the DW dynamics with a subnanosecond time resolution.

All the aforementioned methods are global detection techniques, which are sen-
sitive to the full extent of the RTNW. In the case of PMA RTNWs, the anomalous 
Hall effect (AHE) gives an easy way of probing the local magnetization direction. 
The Hall voltage created across the width of the RTNW can be measured readily 
either attaching contacts to the sides of the racetrack or more simply by depositing 
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a resistive line directly in contact and across the RTNW. The second method leads 
to slightly smaller signals due to shunting but is much simpler in terms of nanofab-
rication. In most materials, the Hall resistance is much smaller than 1 Ω, and the 
AHE voltage is of the order of a few μV for small read currents (note that extremely 
large Hall resistance of ∼60 Ω has been recently reported in Ta/CoFeB/MgO 
devices (Kim et al. 2013)). Moreover, Hall voltage measurements at high speed are 
extremely challenging.

9.1.4.2 Readout with a Magnetic Tunnel Junction
The most promising readout method for RTM relies on a local TMR measure-
ment. In this approach, the RTNW is the free layer of the MTJ, and the tun-
nel barrier and reference layer are patterned in contact with the RTNW. This 
approach allows for a large readout signal because the TMR in the CPP geometry 
can be very large (>100%). Moreover, lateral resolution is achieved by patterning 
the reference layer down to a size comparable to the bit length (typically the DW 
width). This method of readout has been demonstrated by NEC Corp (Fukami 
et al. 2009). The device described in this paper is a three-terminal MRAM cell in 
which the free layer is written by using the current-driven motion of a DW. It is 
essentially a single DW RTM.

9.1.5 dOMain WaLL shiftinG

The unique characteristics of RTM rely on the ability of shifting series of DWs 
in lockstep to and fro along the RTNWs. Indeed, while both writing and reading 
operations share many similarities with STT-MRAMs, the concept of shifting bits of 
information is specific to RTM. While it is possible to shift series of DWs with mag-
netic fields, this requires the use of complex sequences of space and/or time-varying 
fields. Nonetheless, device concepts based on the motion of DWs by varying mag-
netic fields have been proposed in the past, the most prominent example being the 
bubble memory (Malozemoff and Slonczewski 1979). Similar devices have also been 
discussed very recently (Allwood et al. 2005, Franken et al. 2012). Besides the com-
plexity of design inherent to the use of field gradients, scaling is also a major issue 
of this type of devices. Indeed, as lateral dimensions shrink, it becomes increasingly 
difficult to address single devices with localized magnetic field, and the energy effi-
ciency worsens significantly.

For all these reasons, the motion of DWs in RTM is not based on magnetic fields 
but rather on electrical current passing directly though the RTNWs.

9.1.5.1 Spin-Polarized Current and Spin-Transfer Torque
The STT (Berger 1996, Slonczewski 1996) responsible for current-driven DW 
motion arises for the spin polarization of the electrical current that flows within fer-
romagnetic metals. Indeed, when the current flows through a ferromagnet, scattering 
of the conduction electrons carrying the current is spin dependent. This means that 
electrical conductivity is different for electrons having their spin parallel or antipar-
allel to the magnetization. As a result, the net current becomes spin-polarized, that 
is, it is carried primarily by electrons having one spin orientation. This two-spin 
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channel picture of electrical transport is at the center of spintronic phenomena of 
metal, for example, GMR and TMR. However, the phenomenon relevant to current-
driven DW motion discussed in this chapter is the spin polarization in the bulk of 
the ferromagnet, rather than the interfacial polarization across the tunnel barrier, 
which is key to the properties of MTJs used in STT-MRAMS. The spin polarization 
P varies from 0 in a nonmagnetic metal (e.g., Cu) to 1 in a half metal, for which one 
spin channel is metallic and the opposite spin channel is insulating. Typical values 
for materials in which current-driven DW motion has been reported are typically in 
the range 0.2–0.6.

When current flows across a DW, its spin polarization rotates to follow the change 
of direction of the local magnetization. In most cases relevant to applications, the 
DW width is large enough (>10 nm) so that the polarization remains almost parallel 
to the local magnetization across the DW. This regime is called the adiabatic limit.

The spin-polarized electrons carry a spin-angular momentum, which must be 
conserved in a closed system. Thus, the momentum lost when the polarization direc-
tion reverses from one magnetic domain to the next is transferred to the local magne-
tization. As a result, there is a torque on the local magnetization. STT is proportional 
to the current density, and it can lead to DW motion when the current density J 
is large enough (Berger 1986, 1988, Li and Zhang 2004, Tatara and Kohno 2004, 
Zhang and Li 2004, Barnes and Maekawa 2005, Thiaville et al. 2005).

9.1.5.2 Adiabatic and Nonadiabatic Spin Transfer Torques
Since STT derives directly from an argument of conservation of spin-angular 
momentum, its magnitude can be quantified easily by equating the amount of spin-
angular momentum carried by the current per unit time and per unit cross-sectional 
area, P · (J/e) · gμB (μB is the Bohr magneton, g the Lande factor, and e the electron 
charge), to the change in magnetization due to DW motion at velocity u, 2 · MS · u (MS 
is the saturation magnetization). In the context of DW motion, the STT is quantified 
by this quantity u = gμBPJ/(2eMS).

Both experimental and theoretical studies over the last decade have revealed that 
the STT has two components, which are orthogonal to each other. These two com-
ponents are both parameterized by u and both play a key role in current-driven DW 
motion. These two torques are often referred to as adiabatic and nonadiabatic STTs 
in the literature, even though they both coexist even in the adiabatic limit (i.e., for 
wide DWs). The nonadiabatic (or field-like) torque is proportional to βu, where β 
is a dimensionless coefficient, which is of the order of the Gilbert damping constant 
α. In most cases, β ≪ 1, which means that the nonadiabatic torque is much smaller 
than its adiabatic counterpart. Nonetheless, this torque plays a very important role in 
current-driven DW motion.

9.1.5.3  Critical Current Density for Depinning: 
Intrinsic versus Extrinsic Pinning

DW motion only takes place when the current density exceeds a critical value JC. 
Theoretically, the origin of a nonzero value of JC depends on the details of the STT. 
Under the sole effect of the adiabatic STT, JC takes a finite value even for an ideal 
RTNW without any defect. This is quite different from the effect of a magnetic field. 
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Indeed, for an ideal wire, DWs would move under any nonzero applied field, albeit 
at very low velocity. The existence of this so-called intrinsic pining has been widely 
debated in the last decade. When the nonadiabatic STT is present, JC depends on pin-
ning defects along the RTNW, much like the propagation field needed to move DWs.

Experimentally, values of JC reported in the literature are typically in the range 1–2 
108 A/cm2 for IMA materials (Parkin et al. 2008), and between 0.1 and 2 108 A/cm2 
for PMA materials (Koyama et al. 2011a). In the latter case, much smaller values 
(∼105–106 A/cm2) have also been reported in the creep regime, in which DWs move 
under the combined action of current and thermal activation at extreme low speed.

9.1.5.4 Spin–Orbit Torques
Recent experimental studies of ultrathin PMA multilayers show very promising 
results for RTM (Miron et al. 2011, Ryu et al. 2012). In these structures, the RTNW 
comprises atomically thin magnetic layers (typically Co or Co/Ni/Co multilayers) 
in contact with nonmagnetic layers made of heavy metals such as Pt. Extremely 
efficient DW motion has been reported in such systems, with very high velocity 
(>400 m/s) and low critical current density (as low as a few 105 A/cm2 for slow 
motion). These results are inconsistent with conventional STT. Moreover, in many 
reports, the motion direction is along the current flow, opposite to that expected for 
conventional STT. Although the detailed origin of this remarkable behavior is still 
unknown, it appears likely that it originates from the strong spin–orbit interaction 
in the heavy metal or at the interface between this metal and the magnetic layer. 
The spin–orbit coupling gives rise to additional torques on the magnetization due to 
Rashba or spin Hall effects.

9.1.5.5 Current-Driven Domain Wall Velocity and Clock Speed
The velocity of DW driven by current is an important quantity for RTM because it 
is a key component of the RTM clock speed. The typical RTM clock cycle includes 
writing, shifting, and reading operations. Writing and shifting are the most time con-
suming. The writing time depends on the method used to inject DWs. If writing is 
done by magnetic field or by STT using an MTJ, writing times of the order of 1–10 ns 
can be estimated. If writing is done by moving DWs from a reservoir, then both the 
writing and shifting times are directly related to the DW velocity.

A lower bound of the time needed to shift DWs along the racetrack is given by 
the shifting distance (i.e., the sum of the DW width and the spacing between DWs) 
divided by the DW velocity v. Thus, for a given clock speed, the requirements on the 
velocity are more or less stringent depending on the storage density. If, for example, 
the shifting distance is ∼100 nm, a velocity of 100 m/s is sufficient to complete the 
operation in ∼1 ns. Of course, this time increases linearly with the shifting distance.

Theoretically, the velocity of DW driven by STT is given by vDW  =  (β/α)u for 
moderate current density (see Section 9.2.5.2 for the definition of the parameters). 
In  other words, vDW is directly proportional to the current density J and to the 
strength of the nonadiabatic STT. The linear dependence in J is seldom observed 
experimentally because of the limited range of current densities available between 
the threshold for motion due to pinning (at low J) and the onset of Joule heating 
and/or precessional motion, which leads to a saturation of vDW (at high J).
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Experimental values reported in the literatures are of the order of 100–150 m/s 
(Hayashi 2007, Thomas and Parkin 2010) for IMA materials (V-DWs in permalloy) 
and 40–80 m/s (Koyama et al. 2011b, Thomas et al. 2011) for thick PMA materials 
(several repetitions of Co/Ni). The difference between the two cases is attributed to 
smaller values of β/α in the latter case. As mentioned earlier, much faster velocities 
(up to 400 m/s) are observed in thin PMA layers fabricated on a Pt seed layer because 
of additional torques at the Pt interface (Miron et al. 2011, Ryu et al. 2012).

9.1.5.6 Domain Wall Positioning
For RTM to operate successfully, DWs must be moved by a controlled distance for 
each shifting operation. This is in principle nontrivial because the DW velocity 
is in general not constant throughout the application of the current pulse. Indeed, 
DWs have a mass and exhibit inertia. However, we have shown that the net distance 
traveled by DWs in response to a current pulse in IMA materials is directly pro-
portional to the length of the pulse. Indeed, the lag due to the DW acceleration just 
after the pulse onset is compensated by the relaxation that takes place after the end 
of the current pulse (Thomas et al. 2010). Similar results have also been reported in 
PMA materials (Vogel et al. 2012). This allows for the precise positioning of DWs 
along the RTNW.

9.1.5.7 Motion of a Series of Domain Walls by Current Pulses
The key feature of current-driven DW motion is that the motion direction of all DWs 
in the RTNW is solely determined by the current polarity, and not by the magnetic 
charge of the DWs (e.g., head-to-head or tail-to-tail for IMA, or up/down and down/
up for PMA). The reason for this behavior is that the current is repolarized in each 
domain separating consecutive DWs. By contrast, if the STT was generated from a 
fixed polarizer, such as the reference layer of a spin valve of an MTJ, DWs would move 
in opposite directions. The experimental demonstration of the motion of series of DWs 
by current pulses has been the key breakthrough needed to validate the concept of 
RTM. The first demonstration was given in 2008 for two and three DWs in permalloy 
nanowires (Hayashi et al. 2008). More recently, successful shifting of up to five DWs 
has been demonstrated in both IMA and PMA RTNWs (Thomas et al. 2011).

An experimental demonstration of a 6-bit (5 DWs) unidirectional first-in first-out 
shift register is shown in Figure 9.3. This test device comprises a single permal-
loy RTNW made by electron beam lithography. Sensing is done by measuring the 
resistance of the RTNW, which is reduced by a fixed amount for every additional 
DW located within the RTNW. The sequence of injection and shift pulses used in 
the experiments together with the device resistance is shown in the figure. The shift 
pulses used here are 34 ns long. During the first five iterations, one additional DW is 
injected and moved along the RTNW until five DWs are located in the RTNW. For 
subsequent iterations, one DW exits the left end of the RTNW at each shift pulse, and 
one DW is written at the right end of the RTNW at each injection pulse, such that 
the total number of DWs in the RTNW oscillates between four and five. Cartoons of 
the magnetic configuration inferred from the resistance data for the first seven steps 
of the experiment are shown using a color code overlayed on a scanning electron 
micrograph image of the device.
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9.2 MANUFACTURING CONSIDERATIONS

9.2.1 evOLutiOnary versus revOLutiOnary

To bring the RTM out of the research laboratory and into working products requires 
tradeoffs in performance vs. manufacturability, and additional integration complex-
ity for reliable operation and longevity. With NAND flash memory as the gold stan-
dard for high-density memory, an equivalent area of ∼4F2 per bit must be targeted to 
be competitive. One can argue the benefits of speed, nonvolatility, endurance, etc., 
but without competitive density, a memory will be unlikely to capture much market 
share and will be just as unlikely to play a prominent role in “big data” applications.

Conventional semiconductor memories use a randomly accessible matrix config-
uration with a bit line and a word line intersecting at a given memory cell. The area 
of the memory cell is set by the size of the memory element and the additional space 
needed for connecting wires and drive components. A square memory element with 
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FIGURE 9.3 Experimental demonstration of a 5 DW shift register in a horizontal RTM 
device. The RTNW is a 20 μm long, 200 nm wide permalloy nanowire. Writing is done by 
the Oersted field from a metallic contact line. Reading is done by measuring changes in the 
RTNW resistance. The polarity of the shift pulse is such that DWs propagate from right to left 
along the electron flow. The current density is ∼1.2 × 108 A/cm2.
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minimum feature size F equal to the lateral dimension generally requires isolation 
from neighboring elements by at least the minimum feature size as well. This gives 
a 2F × 2F, or 4F2 cell size for the smallest conventional memory cell. Additional 
components, such as wiring connections for a three-terminal transistor, will rapidly 
grow the cell size to the order of 10 F2 for DRAM or 100 F2 for six-transistor SRAM. 
The increasing popularity of two-terminal memory elements such as phase change 
memory or STT-MRAM comes from the ability to create a cell with a reduced num-
ber of additional, space-consuming access connections.

Evolutionary improvements in the conventional structures include sublitho-
graphic patterning to create elements of lateral size below F, or the creation of multi-
state memory elements that can store more than 1 bit per memory cell. Other recent 
work utilizes package stacking, die stacking with multilevel wire bonding, and now 
stacking of chips with through-silicon vias (TSVs) to connect one planar layer of 
memory to another—for perhaps a factor of 4–16 improvement in effective memory 
density (Knickerbocker et al. 2006). Also, through the use of multilayer polysilicon 
or Si/SiGe epitaxial silicon growth techniques, NAND flash has been stacked at the 
device level within a silicon chip (Kim et al. 2012). These modest improvements to 
memory density come at great expense, either in chip manufacturing complexity or 
in test and assembly.

The attraction of RTM is in its ability to increase the number of stored bits per 
transistor used to access the bits. As described in the previous section, each RTM 
nanowire requires a controller to send shifting current through the nanowire to move 
the bits, a controller to multiplex the readout of several RTM array elements into a 
single sense amplifier, and a controller to manage the insertion of DWs when writing 
to the RTM. This third controller can be amortized over several RTM array elements, 
such that we can consider RTM as requiring order of two control units (transistors) 
per RTNW (potentially > 100 bits). Comparing this to the 2 to 16 times improvements 
in memory density with evolutionary techniques, the potential for 50 times with RTM 
is revolutionary.

9.2.2 hOrizOntaL (in-pLane) versus verticaL (3-d) structures

The cost of two-dimensional (planar) memories generally revolves around the areal 
cell size per bit. Figure 9.4 shows a perspective view of the type of HRTM manufac-
tured in IBM’s T.J. Watson Research Center (Annunziata et al. 2011). With reference 
to Figure 9.1, one can see that in the simplest case, the silicon beneath the memory 
is poorly utilized. The RTM’s revolutionary improvement in density is largely lost 
because the area to house the RTNWs is substantially larger than the area required 
of the silicon. One can improve things perhaps a factor of 2 by improving array 
efficiency—placing sense amplifiers, drivers, multiplexers, etc., underneath the 
arrays of nanowires. Shown in Figure 9.5, another factor of two or more can be real-
ized by stacking horizontal RTNW arrays atop one another. Since the RTM elements 
are purely “back-end” devices, the number of stacked layers is limited only by fabri-
cation cost and the ability to connect each RTNW to the control transistors beneath. 
These realizations of RTM can be expected to be competitive with flash memory in 
terms of the effective area per bit, but are not a substantial improvement in density. 
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They may still be desirable if one makes good use of the speed, endurance, reli-
ability, and nonvolatility of the RTM as compared to flash or other novel memories.

A more revolutionary structure is conceptually shown in Figure 9.6. This describes 
the vertical RTM in one potential embodiment. Others can be found in earlier litera-
ture, including direct-coupled MTJ elements and curved RTNW elements that loop 
into a racetrack-like oval shape—giving the name to this particular type of memory 
(Parkin 2004, Parkin et al. 2011). Although not considered impossible, the fabrica-
tion of such a structure will require substantial breakthroughs to achieve the ultimate 
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FIGURE 9.4 Drawing of a horizontal RTM array structure, highlighting the large num-
ber of bits (light vs. dark contrast) per nanowire, and the relatively few driving transistors 
(approx. 2× number of RTNWs). Q1 transistors gate the shifting current that moves DWs. Q2 
is used to direct the desired MTJ readout element to the sense amplifier. Q3 is used to switch 
the current for injecting a domain wall into each of the nanowires and, in this configuration, 
can be amortized over the array.

FIGURE 9.5 Drawing of a two-layer stacked horizontal RTM array. (The crossing nanow-
ires do not touch as they are separated spatially by a suitable insulating film.)
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density predicted for vertical RTM. Of particular concern are the aspect ratio of 
each RTNW (>1 μm tall and <50 nm diameter) and the difficulty in growing an MTJ 
readout element in contact with the vertical wire, or nearby.

9.2.3 OvervieW Of in-pLane fabricatiOn

The fabrication process for a successfully fabricated HRTM array like that shown in 
Figure 9.4 is explained here. Referring to a single element for simplicity in explana-
tion (Figure 9.7), the RTM-specific elements are all fabricated in the back-end of 
line at a level above the underlying silicon-based CMOS driving circuitry. The gray-
colored shapes in Figure 9.7 represent industry-standard damascene copper wiring 
beneath the RTM NW. The elements with herringbone-patterned faces are shallow 
vias that connect the copper to the RTM NW, which is represented in black. The MTJ 
readout element is shown as a white box and resides atop the RTM NW near one edge.

FIGURE 9.7 Drawings of an isolated RTNW to illustrate the fabrication process.

(a) (b) (c)

FIGURE 9.6 One concept for vertical RTM structure. (a) Individual RTM element with 
vertical RTNW. A field-based DW injector is represented as a detached rectangular wire 
near the top of the structure. The readout element in this device is shown as a non-contacting 
MTJ. Although the signal of a field-coupled MTJ will be smaller than a directly contacted 
MTJ, such a configuration can make fabrication simpler. (b) A row of identical vertical RTM 
elements, sharing a common DW injection element. (c) A full array of identical vertical 
RTM elements for memory density approaching that of hard disk drives.
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9.2.3.1 Base Copper Wiring
As illustrated in (Figure 9.7), the damascene copper wiring beneath the RTNW is 
“cheesed” in wide copper regions to assist with across-feature uniformity during the 
damascene polish. The “cheese” refers to holes placed at various locations within 
the copper so that the chemical–mechanical planarization (CMP) will see a roughly 
uniform background combination of copper interspersed with dielectric. Similarly, 
in regions with little copper, dummy “fill” structures are placed so the polish is not 
presented with large regions of one material or another, but instead with a near-
uniform pattern of dielectric and copper.

The majority of the RTNW resides atop a large block of copper, which serves 
the purpose of a heat sink when high currents are used to shift the domain walls in 
the RTNW. Such a heat sink can improve device resistance to burn out by as much 
as an order of magnitude in RTNW shift current density. At the end of the RTNW 
opposite the MTJ readout, there is a narrow uncheesed copper wire perpendicular 
to the RTNW. This is the simple injection wire configuration for IMA RTM, where 
a current passed through the wire will generate a field strong enough to nucleate a 
domain wall within the RTNW and localized above the injection wire.

9.2.3.2 Shallow via Nanowire Connection
The gray structures in (Figure 9.7) represent relatively short (∼50 nm tall) conductive 
vias that connect the underlying copper wiring to the RTNW while allowing certain 
copper features (like the injection wire) to cross beneath the RTNW without contact 
to the RTNW. It is desirable for these vias to be of minimal height so as to maximize 
field coupling from the injection wire for lowest-power operation. In addition, prox-
imity of the RTNW to the underlying heat sink provides greater latitude in terms 
of current density used to shift the domain walls. The vias are best formed with a 
damascene polish process for compatibility with existing CMOS tooling options and 
for optimal RTM operation.

It is seen particularly in IMA RTNWs that domain-wall pinning effects can dra-
matically increase the necessary current for shifting DWs along the RTNW. For suf-
ficiently large pinning, the operation of the RTM is impractical, as the large currents 
needed to overcome the pinning can result in unpredictable formation and annihila-
tion of domains and can even cause fusing of the RTNW. It is therefore quite impor-
tant to create a smooth surface on which to grow the nanowire so that undesired 
imperfections in the surface do not serve as localized pinning sites. Conventional 
CMOS CMP techniques can be slightly modified to provide surfaces with better than 
0.1 nm rms roughness on which to grow the RTNW films. The astute reader will 
notice also the additional gray-colored via features that do not connect to the RTNW. 
These are dummy “fill” elements that are placed throughout the layout to provide a 
more uniform pattern for the polish operation, preventing overpolish or underpolish 
in various regions.

9.2.3.3 Nanowire and MTJ Formation
The blue and green RTNW and MTJ elements in Figure 9.7 are formed in one pre-
ferred method as described here. After shallow-via polish surface smoothing, a mag-
netic film stack is deposited in blanket form over the entire wafer. The magnetic film 
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stack includes (from the bottom to the top) a thin seed layer; the RTNW magnetic 
film; an MgO tunnel barrier; an antiferromagnetically pinned, flux-closed, synthetic 
antiferromagnet (SAF) reference layer; and finally an etch stop/cap layer and a hard 
mask layer. These films are deposited in situ so as to eliminate undesirable inter-
layer interface contamination. Patterning of the structures is more difficult with the 
full-stack deposition technique, but device performance is substantially better than 
that with ex situ multistep deposition and patterning methods. Figure 9.8 gives an 
example of the thin films one would deposit for IMA RTM. The NiFe permalloy 
layer underneath the MgO tunnel barrier will be patterned in nanowire form to house 
the magnetic domains. The layers above the MgO tunnel barrier are patterned into 
a relatively small MTJ top electrode that is used to sense the domain walls being 
shifted along the permalloy by RTNW currents. These top electrode layers are con-
figured in a SAF configuration to minimize fringing fields that could affect DW 
motion. A top PtMn antiferromagnet layer is exchange-coupled to the SAF to pin the 
SAF magnetization for use as an unchanging reference layer. Finally, a conductive 
hard mask is employed for self-aligned contact to the reference layer films.

The patterning of the RTNW and MTJ elements in a conventional sense is done 
by first lithographically defining the reference layer of the MTJ and then etching the 
hard mask and reference layers with a reactive ion etch (RIE) or ion beam etch (IBE) 
technique. Using etch endpoint detection or good etch selectivity, one can realize a 
clean stop on the MgO tunnel barrier. Due to the need for high-density memory at 

Pinned MTJ
Reference layer

Conductive hard mask

20 PtMn
2.5 CoFe
0.9 Ru

0.3 Ta
15 NiFe

3 CoFeB

1.5 CoFeB

MgO tunnel barrier

Active RTNW

2 TaN

FIGURE 9.8 Example layers of a magnetic film stack for IMA RTM. The full stack is 
deposited in situ over the entire wafer after shallow via formation. Numbers refer to thick-
nesses in nm. Exact film stoichiometries are chosen for high magnetoresistance, desirable 
DW characteristics, and manufacturability.
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very fine pitch, it is impractical to consider a via contact to the top of the MTJ, and 
one benefits from utilizing a self-aligned connection to the top electrode of the MTJ. 
This is most easily realized by using a tall conducting hard mask at the MTJ pat-
terning step. After patterning the MTJ, the protruding hard mask can be contacted 
simply with a wiring layer above the MTJ. Figure 9.9 shows an SEM cross section of 
a magnetic stack like that in Figure 9.8, after etching of the reference layer films to 
form a submicron MTJ.

A second lithography step then defines the RTNW, masking the previously pat-
terned MTJ. RIE and/or IBE is used to pattern the NW by removing unwanted 
metal, down to the insulating shallow-via dielectric. Figure 9.10 shows representa-
tive images of the MTJ/RTNW patterning as performed on IMA HRTM. Modified 
patterning techniques requiring substantially greater process control can create a 
self-aligned MTJ/RTNW combination that shows reduced DW pinning as DWs are 
shifted beneath the MTJ readout. Figure 9.11 shows a representative image of the 
self-aligned MTJ after MTJ/RTNW patterning. Such patterning is considered essen-
tial for narrow RTNWs that are to be used in realizing RTM’s greatest potential for 
densely packed memory.

Figure 9.12 shows lower-magnification views of an isolated RTNW structure 
after MTJ and RTNW patterning, corresponding to the drawings of Figure 9.4. 
Underlying copper metal can be seen through the dielectric of the shallow vias, as 
relatively large SEM acceleration voltage was used. This particular device makes use 
of a flared wider RTNW section near the injection wire to reduce the magnetic field 
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FIGURE 9.9 TEM cross-sectional image showing formation of the MTJ reference layer 
using an etch in conjunction with a conductive hard mask. The etch stops on the MgO tunnel 
barrier. At this stage, the NiFe “nanowire” is a blanket film across the entire wafer. The refer-
ence layer has been patterned into submicrometer-sized pillars.
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needed to inject a DW. The self-aligned MTJ readout element is faintly visible in the 
top image, just to the right of the leftmost RTNW-to-shallow via contact.

9.2.3.4 Encapsulation and Top Contact
After patterning the metals and MTJ barrier, a dielectric encapsulant is deposited to 
protect the device during further processing. Essential characteristics of the dielectric 
include good adhesion, low current leakage, negligible effects on magnetic or tunnel 
barrier properties, and resistance to diffusion of impurities through the dielectric or 
along the dielectric interfaces. Industry-standard copper cap films generally provide 
the desirable properties. SiN, SiON, SiCN, etc., are readily available in fab facilities 
and can be deposited at relatively low temperatures (<300°C) to minimize the redis-
tribution of magnetic stack elements during deposition.

Before the formation of the top contact, the surface of the wafer should be pla-
narized for best results in lithographic steps that follow. The encapsulating film can 
itself be used for planarization of the top surface of the structure (e.g., with a CMP 
operation), or additional dielectric layers can be added for desired properties. For 
example, used with chemical vapor deposition (CVD), tetra-ethyl-ortho-silicate pre-
cursor silicon oxide films exhibit very good gap-fill properties and prevent void or 
seam formation near the topography of the NW and MTJ. CVD of silicon oxide films 
with a high-density plasma silane precursor can result in nonconformal topography 

M
TJ

RT
N

W
FIGURE 9.10 SEM image of two adjacent RTNWs with MTJ readout elements (elliptical 
shapes) atop the RTNWs. The RTNW is roughly 175 nm wide, and the MTJ is roughly 90 × 
300 nm in area. Note the bulge in the RTNW near the MTJ. With the aforementioned process 
technique, etching of the RTNW is shadowed by the topography of the MTJ and creates a 
nonlinear edge to the RTNW.
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FIGURE 9.11 SEM image of three adjacent RTNWs with self-aligned MTJ readout ele-
ments faintly visible as rectangular bulges atop the RTNWs. The RTNW is roughly 125 nm 
wide, and the MTJ is roughly 125 × 300 nm in area.

Injector

Nanowire

MTJ viavia

FIGURE 9.12 SEM images of a fabricated RTM NW corresponding to the drawings in 
Figure 9.7. Low mag (top) and higher mag (bottom). NW width is approximately 150 nm for 
this device.
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above the patterned device such that a very brief CMP operation can be used for 
planarization. The shorter CMP process implies improved across-wafer uniformity 
in terms of absolute dielectric thickness. Modern spin-on glasses such as methyl 
silsesquioxane have robust mechanical properties and offer the benefit of planariza-
tion without a costly CMP operation. The spin-on glasses also provide extremely 
uniform coating thickness, which can be essential in the following contact formation 
steps where an etch-stop layer may not be practical.

The wiring above the RTM element in a preferred embodiment uses dual-
damascene copper processing to create a via structure for contact to low-lying 
conductors underneath, and a trench structure for contact to the elevated MTJ top 
electrode (e.g., conductive hard mask). There is a tradeoff in the optimal height of 
the conductive hard mask, as thinner masks will ease the stop-on-barrier etching for 
MTJ patterning, and further integration with aligned NWs. Thicker masks ease the 
top-contact formation procedure by affording more latitude to the depth of the trench 
being etched in the planarizing dielectric to form the wire that contacts the MTJ top 
electrode. If the planarizing dielectric exhibits poor across-wafer uniformity, or if 
the trench etch is nonideal in a similar sense, there may be only a very small process 
window between trench etch exposure of the tops of all MTJ hard masks and trench 
etch exposure of the MTJ barrier and underlying nanowire. These concerns can be 
better understood by studying the TEM cross-sectional image in Figure 9.13.

An alternative technique to contact the top electrode of the MTJ involves using 
a polish-resistant hard mask for the MTJ. In this situation, after deposition of the 

Copper
wiring

via

Dielectric

MTJ

200 nm

Nanowire

Copper
wiring

FIGURE 9.13 Cross-sectional TEM image of the readout end of an RTM NW. The self-
aligned conductive hard mask makes electrical contact between the MTJ reference layer and 
the copper wiring layer above. The dielectric encapsulation serves to protect the magnetics 
as well as planarize for damascene copper wire formation. A shallow via makes contact to 
copper wiring beneath and carries the relatively small read current from the MTJ to ground. 
The via also sinks the much larger DW shifting current from the NW.
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planarizing dielectric, the CMP operation proceeds past simple planarization and 
removes enough dielectric to expose the top of the MTJ hard mask. Relatively high 
selectivity between polish rates of the dielectric and the hard mask can be achieved 
through the use of customized CMP slurries (e.g., ceria-based) or with polish-
resistant MTJ hard masks such as diamond-like carbon. After the polish exposes the 
hard mask and any necessary steps are taken to remove undesired insulating films, a 
blanket metal layer can be deposited and patterned with a subtractive etch technique 
(the inverse of the damascene process technique). Dielectric fill and polish can then 
planarize above this so that additional fine-pitch wiring layers can be created atop 
the RTM devices.

9.2.4 inteGratiOn With cMOs

As a demonstration of the potential of RTM, the group at IBM has integrated RTM 
arrays with CMOS driving circuitry in a product-like configuration. The CMOS cir-
cuitry was fabricated with 90 nm ground rules on 200 mm wafers, and the RTM lay-
ers described in Section 9.3.3 were integrated between the fifth and sixth copper metal 
layers. The additional patterning to create the RTM elements required three nonstan-
dard photomasks: one for the shallow via, one for the MTJ, and one for the RTNW. 
The RTNWs on each die were designed to cover a range of widths from 60 to 240 nm, 
and with lengths varying from 6 to 12 μm. Each array had 256 active racetrack cells 
with a line-to-line pitch of 560 nm, as shown in Figures 9.14 and 9.15. The MTJ read-
out elements were designed to cover the size range 80 × 160 nm to 240 × 400 nm. 
Successful operation of the RTM is described in detail in (Annunziata et al. 2011).

9.2.5 practicaL pitfaLLs

9.2.5.1 DW Pinning
IMA HRTM is plagued particularly by the sensitivity of the DWs in the nanow-
ire to structural or magnetic defects. Such defects can pin the DWs, effectively 

200 mm wafer
CMOS-driven

racetrack memory

256-element
RTM arrays (×6)

Isolated RTNW
test structures

FIGURE 9.14 Wafer image showing CMOS foundry process compatibility for RTM fabri-
cation. The die within the wafer contains various experimental test structures in addition to 
the CMOS-driven arrays.
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increasing the necessary shift current by as much as a factor of 2 or more. In 
extreme cases, the depinning current exceeds the threshold for spontaneous DW 
formation in the RTNW or even exceeds the current-carrying capacity of the 
RTNW. Much effort therefore goes into the fabrication of smooth-sided RTNWs 
and integration of MTJ readout elements with minimal perturbation to the RTNW. 
Misalignment between the MTJ element and the RTNW is a troublesome source of 
RTNW shape nonideality, and testing shows pinning of DWs at the site of the MTJ. 
Refined alignment schemes and masking methods for smooth-sidewall etching are 
effective ways to reduce the pinning problem. Etching the magnetic materials for 
smooth sidewalls is not a trivial procedure, as the RIE by-products created in reac-
tions with the magnetic stack elements are typically nonvolatile and require a sub-
stantial ion-bombardment component to dislodge the atoms. Redeposition of these 
“nonvolatile” elements on the sidewalls of device topography is common and can 
result in veil formation that masks the etch in a nonuniform manner. Figure 9.16 
compares an older process flow with a more advanced flow that results in reduced 
DW pinning as seen at final wafer test as a reduction in required shift current.

In idealized device concepts, the RTNW is well behaved and even the small-
est of applied shift currents or thermal energy can cause DW creep. These ideal 
devices would actually benefit from artificial pinning sites, regularly spaced at 
desired DW-to-DW pitch along the RTNW. Applied shift current would move a 
DW from one pinning site to the adjacent site. The local energy minimum at the 
pinning site keeps the DW from undesirable motion along the RTNW, but is not 
so low an energy as to require excessive shift currents. Examples can be found 
in the patent literature (e.g., Gaidis et al. 2011). PMA nanowires are expected 
to behave better with regard to pinning in that lower currents are required to 
overcome the pinning strength. This, along with the promise of more densely 
packed DWs, makes PMA magnetics arguably the leading candidate for future 
high-density RTM.

560 nm

FIGURE 9.15 Top-down optical microscope view of fully fabricated CMOS-driven RTM 
array (at left) and top-down SEM images detailing portions of the array as seen after RTNW 
and MTJ patterning (at right, outlined by the small box). The full array consists of 8 rows of 
RTNWs, with each row containing 32 RTNWs. There are “dummy” devices surrounding the 
active 8 × 32 array to ensure uniformity of critical areas during processing.
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9.2.5.2 Vertical Racetrack Memory
The ease of planar device fabrication has directed research efforts toward the in-
plane structures referred to as HRTM. However, the ultimate in memory density 
will come when the RTNWs can be arranged vertically atop drive transistors, and 
most efficient use of silicon area is realized. VRTM development is difficult in 
particular because one must adapt conventional (“planar”) processes and tooling 
to a structure that can be an order of magnitude taller than conventional multilayer 
planar circuits. Integration ideas involving self-assembly or superfill plating can 
potentially create vertical nanowires with somewhat desirable magnetic properties. 
The challenge then becomes finding a way to couple a low-noise readout device 
to  the RTNW. Parkin’s original patent (Parkin 2004) suggests an elegant design 
where the RTNW is gently curved to present a planar region for readout and DW 
injection, but the majority of the RTNW is oriented vertically for minimal wafer 
area usage. DW motion along curved wire trajectories has been demonstrated with 
in-plane wires, but it will be more challenging to create a smoothly curved RTNW 
out of plane. It is impractical at this time to consider coupling an MTJ along a verti-
cally oriented RTNW, as the MTJ performance is extremely sensitive to the quality 
and uniformity of the tunnel barrier and other magnetic film thicknesses. We do 
not yet have a good way to create such a perfect structure on a vertically oriented 
topographical structure.

An additional consideration with VRTM is the potential use of PMA magnetics 
for tighter DW packing density. Conventional thin-film PMA magnetics suitable for 
RTM generally would involve strained multilayers (e.g., Co/Ni) to induce the PMA 
character. Such multilayers would likely require atomic-level manipulation of the 
elements during deposition. Atomic layer deposition is a possible solution to this 
quandary, but suitable precursors for the magnetic films must be developed first. 
Such techniques can also be envisioned as suitable for forming near-perfect inter-
faces for interface-mediated, current-controlled DW motion. There is great promise 
in the use of interface effects for lower-current DW shifting.

9.3 CONCLUSION

This chapter has provided an updated overview of the physics and engineering behind 
magnetic domain wall RTM. RTM is a “real” memory in the sense that it has been 
demonstrated in integration with CMOS driving circuitry, with fab-friendly materials 
and processes. However, the promise of ultrahigh density memory remains in the not-
so-near future, as substantial material development is required to demonstrate, for 
example, PMA HRTM with low shift current, adequate thermal stability/retention, 
high-speed DW motion for high-speed device operation, and robust repeatable 
shifting of DWs in lockstep with others on the same RTNW. Vertical RTM for the 
ultimate in memory density requires further development of processing techniques 
unimaginable a decade ago, but perhaps now in the realm of possibility. However, 
even the simpler HRTM promises very high density memory with speed, reliability, 
nonvolatility, and low-power operation. Array efficiency can be quite high as the 
peripheral drive circuitry can be moved beneath the RTM arrays.
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We have taken significant steps toward the realization of this new type of magnetic 
memory. Future materials and process improvements are on the horizon: improve-
ments that should make HRTM practical for common use and eventually VRTM for 
the most challenging of “big data” applications.
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10 Phase-Change 
Memory Cell Model 
and Simulation

Jin He, Yujun Wei, and Mansun Chan

10.1 INTRODUCTION

Nonvolatile memory (NVM) plays an important role in our daily life as data stor-
age for mobile devices, memory cards, and solid-state disks in this information era. 
Flash memory has been the dominating technology for the NVM markets for many 
years due to its high density and low fabrication cost [1–3]. A Flash memory cell is 
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made up of a transistor with a floating gate. Writing to the cell is achieved by chang-
ing the number of electrons trapped in the floating gate by Fowler–Nordheim (FN) 
tunneling or hot electron injection [4]. Due to the trapped electrons, the threshold 
voltage of the device is changed. The reading of the cell is performed by sensing the 
current through the memory cell under a fixed gate voltage. However, Flash memory 
is difficult to scale, especially beyond the sub-50 nm regime. Reduction of the device 
size significantly reduces the number of electrons that can be stored in the floating 
gate, leading to a reliability problem [5]. The small size also results in serious inter-
ference between cells because of the parasitic capacitance [6]. Much research in the 
NVM area is now focused on finding new types of NVM to replace Flash memory 
as the next-generation mainstream NVM.

Phase-change memory (PCM) may be the most promising competitor for the 
next-generation NVM. Compared with Flash or other existing technologies, PCM is 
more advantageous in reliability, high performance, and compatibility with comple-
mentary metal–oxide semiconductor (CMOS) technology [7,8]. The mechanism of 
the PCM is based on the thermal-driven crystal–amorphous reversible phase transi-
tion in PC materials (in particular, chalcogenides), which have different resistivity in 
crystal and amorphous states [9]. Figure 10.1 shows the general structure of a PCM 
cell that can switch between two different states: the set state, which exhibits low 
resistance, and the reset state, which exhibits high resistance. The switching between 
these states can be achieved by applying different programming pulses as shown 
in Figure 10.2 [10]. In the set operation, a current pulse with long duration and low 
amplitude is applied to keep the PC material in between the glass transition point 
and the melting point for crystallization. All the PC materials will be annealed to the 
crystalline phase, which has low resistivity. In the reset operation, a short-duration 
but high-amplitude current pulse is used to heat the cell to a temperature beyond 
the melting point followed by a cool-down process in a very short time to create a 

GST

Top electrode (metal)

Bottom electrode (metal)

Active
region

Insulator
(oxide)

Insulator
(oxide) Heater

FIGURE 10.1 PCM cell configuration with the phase change material, GST, placed between 
the top electrode and the heater.
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portion of the amorphous phase inside the PC material, which has resistivity several 
orders higher than that of the crystalline phase, above the bottom electrode contact 
(BEC). Figure 10.3 shows the I–V characteristics of PCM in both states [11].

Researches and applications of PCM are in the epoch before booming. It has been 
reported that a PCM cell with a μ-trench structure using Ge2Sb2Te5 material [12] 
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FIGURE 10.2 Different temperature responses of the PCM cell under different program-
ming pulses.
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FIGURE 10.3 I–V characteristics of the PCM cell in both set and reset states.
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can achieve low program voltage and high program velocity (erasing time is 100 ns, 
writing time is tens of nanoseconds). Its data retention time can achieve 10 years at 
85°C with 108 programming cycles. In addition, only a few more masks are needed on 
top of a standard CMOS process for PCM integration [24], making it cost-effective 
for manufacturing. By using diodes as driving devices, a high-density array can be 
achieved to improve the yield. It is predicted that PCM can be batch-produced under 
a 25 nm node, while traditional NOR and NAND Flash will face significant chal-
lenges in the 32 nm node.

Although PCM has many attractive features, its adoption also has many challenges 
to overcome, especially in respect to the scaling limit and cell array reliability. One of 
the most important issues is how to reduce the programming currents, which is limited 
by scaling of the memory driver. In fact, compared with NAND Flash, the area of PCM 
cell must be reduced to 4F 2 to keep its competitive advantages in density. In the 25 nm 
node, the driving diode can supply less than 150 μA driven current [13]. Current indus-
trial test results from the 90 nm node show that it requires a programming current of 
several milliamperes for proper function. Therefore, estimating PCM scaling behavior 
and designing low-power PCM cells are some of the important issues for farther research 
[14–21]. On the other hand, to ensure that PCM technology meets the batch production 
requirement, problems of unit and array reliability must be addressed [22], especially 
the cross talk induced by thermal disturbance between adjacent units, unit and array 
data retention, and programming–read cycles. To explain the experimental data of PCM 
samples, designing new cell structure [23], optimizing structure, and predicting scaling 
effects, a physics-based model and numerical simulation tools are required.

Numerical simulations are often employed to predict device performance and opti-
mize device structure [25]. The simulation should be able to predict the performance of 
a PCM cell for different materials and structures, including I–V characteristics, distribu-
tion of electric field, temperature profile, phase distribution, and resistance distribution. 
As for the reliability of a PCM cell, the impact of material fatigue driven by electric–
thermal–stress coupling is involved to predict the lifetime and data. For a complete array, 
cross talk is the most important issue for reliability, which is necessary to evaluate the 
impact of space between the cells. Numerical simulation is established based on solving 
a coupling system, including an electrothermal module and PC dynamics. The numerical 
simulation needs the partial differential equation (PDE) solving process, which requires 
a lot of computational resource for predicting the device performance for the goal of 
structure optimization. However, numerical simulation is not suitable for array simu-
lation including peripheral circuits. Therefore, it is necessary to develop a simulation 
program with integrated circuit emphasis (SPICE) model for array-type simulations with 
peripheral circuits. In the following sections, the numerical model, the SPICE model, 
and the reliability model are discussed based on research work from our group.

10.2 NUMERICAL MODEL

Numerical simulation of a PCM cell can be divided into two parts: (1) ovonic thresh-
old switching (OTS), which is a process in which resistance sharply decreases when 
the electric field of amorphous materials reaches a critical value; and (2) ovonic 
memory switching (OMS), which is a thermal-driven PC process.
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10.2.1 resistance-based nuMericaL MOdeL

Currently, some companies and research institutes are concentrated in developing a 
practical thermal-induced phase transition model. Energy Conversion Devices Inc 
is the first group to develop a numerical simulator for PCM. The simulator includes 
three parts—phase change model, electric model, and thermal model: (1) the phase 
change model is described by the Johnson–Mehl–Avrami–Kolmogorov (JMAK) 
equation and Arrhenius’s law, where the former is used for modeling the set process 
whereas the latter is used for the reset process; (2) the electric model can be obtained 
by Laplace’s equation; and (3) the thermal part is modeled by the heat conduction 
equation. To solve the aforementioned coupled system, the finite difference method 
(FDM) is utilized. The equation system is as follows:

 — ◊ — =( )s V 0  (10.1)
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where Equation 10.1 is the Laplace equation and Equation 10.2 is the heat conduction 
equation; it’s worth noting that the OTS effect is ignored here, while the amorphous 
and crystal germanium–antimony–tellurium (GST) I–V characteristics are approxi-
mately linear in the set state, so the Poisson equation is replaced by the Laplace 
Equation 10.1. The JMAK equation is used here for the PC model:
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where
Vc is a fraction of the crystal volume
Ea is active energy
p is the nucleation rate

After solving the thermoelectric coupled equation, temperature distribution is put 
into the JMAK equation, and a fraction of the crystal volume is obtained; then an 
equivalent resistance is obtained by a fraction of the crystal volume based on the 
percolation theory.

Figures 10.4 through 10.6 show programming current, fraction of crystal vol-
ume, and algorithm scheme obtained by the three respective models. Through the 
algorithm, the electrical field, temperature, and phase distribution are obtained, 
respectively. According to the phase distribution, the corresponding resistance is cal-
culated. Except for using the JMAK equation to model the crystallization process, 
an erasable DVD’s crystallization process is simulated using the nucleation/growth 
(N/G) theory and a good result is achieved. A classic N/G crystallization theory is 
proposed by Turnbull and Fisher based on the Becker–Doring theorem [25], and 
summarized by Kelton [26].
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Stable crystal rate Iss is ensured by Equation 10.4, which represents the nucleus 
number of unit time and volume. Nucleus size is a critical size n obtained by 
Equation 10.5 [27–28]:
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The model is proposed on the assumption that the crystal nucleus is a sphere, 
where ∆g is bulk-free energy difference of two phase molecules, σ is surface energy, 
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FIGURE 10.6 Algorithm scheme of the electrothermal simulation.
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r is bulk radius, and n is number of molecules contained in crystal beam. Assuming 
that the crystal beam is a sphere, the total surface energy is 4πr2σ and the total free 
energy is n∆g. So the total energy of the new phase is

 D DG r n g= -4 2p s  (10.9)

∆g can be ensured by the empirical formula proposed by Singh and Holz:

 

D Dg
Vol

H T T
T

T
T Tmon

f
m

m m
= -

+
È
ÎÍ

˘
˚̇

7
6  

(10.10)

where
Tm is the GST melt temperature
∆Hf is the melting enthalpy

The smaller the bulk energy is, the more stable is the substance; therefore, 
the nucleation critical radius is obtained by making Equation 10.6 take on the maxi-
mum value:
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The critical radius is obtained:
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Using the aforementioned formula, ∆G is obtained as
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The expression of the crystal number of unit time and volume can be obtained by 
using ∆G in Equation 10.4, which is the expression of the nucleation rate. Figure 10.7 
is the curve of the nucleation rate as a function of temperature from 300 to 850 K, 
and from the calculated result, we can see that the nucleation rate achieves a maxi-
mum when the temperature is 710 K.

Nuclei begin to grow after they are generated, as the temperature rises. Growth 
is a reversible process: some nuclei keep growing after they reach their critical vol-
ume if some molecules enter the nuclei; some nuclei disappear if some molecules 
escape from the nuclei. Thereby, the average growth rate is shown in Equation 10.11. 
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It  is  seen from Equation 10.11 that the growth rate is not only a function of the 
temperature, but also a function of the bundle radius r:
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Figure 10.8 is a curve that shows growth rate changes with temperature when the 
bundle radius is 1 nm. From Figure 10.8, we can observe that after the crystallization 
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rate achieves its maximum, the growth rate attains its maximum at about T = 750 K 
as the temperature increases. Figure 10.9 shows curves that demonstrate growth rate 
under different bundle radii. We can thus conclude that growth rate increases as 
bundle radius grows. At the same time, when r = 1 nm and the temperature exceeds 
820 K, the growth rate becomes negative, which means that the nuclei begin to melt. 
According to the results obtained, it is important to choose an appropriate program-
ming pulse to achieve appropriate temperature so that the PCM cell obtains a high 
programming speed.

Samsung’s team [29] as well as the IMEC group [30] obtained PCM cell temperature 
distribution, phase distribution, and reset/set current curve as shown in Figures 10.10 
through 10.12 by combining the N/G theory and the electrothermal model.

10.2.2 nuMericaL MOdeL based On drift-diffusiOn theOry

10.2.2.1 OTS Simulation
In the numerical model, the OMS effect has been modeled by the JMAK equation 
and the N/G theory coupled with the electrothermal model, but the OTS effect has 
been ignored. The OTS effect is performed by the filament effect based on statis-
tics. These researches hold that current passing through amorphous GST material 
produces Joule heat that makes temperature rise; so very few nuclei appear in the 
amorphous material, and these nuclei cause a hot filament effect [31,32] and then 
the OTS effect occurs. But currently, the mechanism of OTS is an open issue. 
Alder [33] considered that OTS can be explained by the generation–recombina-
tion mechanism, ignoring the thermal effect. Pirovano’s group [34] explained and 
verified Alder’s view. This model is based on the impact ionization mechanism 
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and  the Shockley-Read-Hall (SRH) recombination mechanism. For amorphous 
GST, Poisson’s equation and the drift-diffusion equation are
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where Jn and Jp are the current density formed by an electron and hole, respectively, 
and can be expressed by the following equations:
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In Equation 10.14, ϕn and ϕp represent the electron and hole quasi-Fermi potential, 
respectively:
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In Equations 10.12 and 10.13, Gn, Rn and Gp, Rp represent the electron and hole gen-
eration rate and recombination rate, respectively.

The amorphous GST subthreshold characteristics can be explained with the 
generation–recombination mechanism in a semiconductor: the semiconductor car-
rier generation uses the impact ionization model, and the impact ionization carrier 
generation rate is proportional with the electric field strength; carrier recombina-
tion uses the indirect composite model (RSH model), according to the energy 
band structure of A-GST. There are p-type and n-type traps that are formed by the 
defects in the band gap, and these traps form the RSH recombination centers of 
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the RSH recombination  mechanism. When the bias voltage is relatively low, the 
impact ionization generates a small number of carriers, all of which can be recom-
bined, resulting in a balance between generation and recombination; meanwhile, as 
a localized state exists, the carrier mobility rate is relatively low, and thus current 
passing through A-GST is relatively low, although A-GST is in a high impedance 
state. When the voltage increases, carriers generated by impact ionization begin to 
increase gradually, and the current begins to increase as well. When the number 
of carriers generated begins to exceed the density of recombination centers, there 
are not enough recombination centers to keep the balance between generation and 
recombination. The generation rate has to reduce, that is, the voltage must reduce till 
it reaches the threshold voltage in the process of phase change of A-GST. The carrier 
generation rate and recombination rate can be determined by the following formula:
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where αn and αp are electron and hole ionization coefficient, respectively, associated 
with the electric field strength, which can be determined by
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where
E is the electric field strength
An, Ap, Bn, Bp, βn, βp are constants associated with the material

For the following device structure (Figure 10.13 from the Master’s thesis of 
Kailiang Lu of HKUST [35]), we obtain a V–I curve as shown in Figure 10.14.

The material parameters are taken from Pirovano et al. [34], without consideration 
of the electrothermal effect. But from the conclusion of these authors [34] we can 
see that the temperature has little effect on the subthreshold characteristics; thus, the 
threshold switching in the subthreshold region can be seen as a product in the dynamic 
balance of the competing generation and recombination carriers in a semiconductor, 
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which can replace the filament model [31,32], and avoid statistical analysis in model-
ing the A-GST subthreshold region. This model is more intuitive and can explain the 
threshold switching based more on physical characteristics. On the basis of the thresh-
old model, a research group in Milan University of Milano [36] obtained a numerical 
simulator containing the OMS and OTS effects by self-consistently solving the drift-
diffusion equation, the heat transfer equation, and the N/G theory.

10.2.2.2 OMS Simulation
Synopsys Inc. is currently working with Ovonyx Company to launch an TCAD tool 
[37,38] for PCM cell simulation. In Sentaurus Version A-2008.09, a resolution model 
of phase space mode was supplied. This model allows phase change simulation in 
more than two phases.
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FIGURE 10.13 Device structure diagram.
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Suppose that there are N phases in a material; its probabilities s1, s2……sN of 
becoming one certain phase satisfies the following equation:

 

si
i
Â =1

 

(10.19)

For any two phases i and j, it allows any number of phase changes (in the use of 
capture rate and emission rate; i.e., the reaction rate between the various phases), and 
the dynamic equation is
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where Tij represents the phase change between phase i and phase j. In this phase 
change system, c and e represent capture rate and emission rate, respectively, which 
are a pair in the reciprocal process. Following the order c = cij = eji, e = eij = cji, the 
dynamic equation (10.20) can be written as

 s Tsi =  (10.21)

where
T is the total phase change matrix
s is the phase probability of each phase

According to the mechanism of PCM, one can consider that there are three 
phases: crystalline phase, amorphous phase, and liquid phase. The probability of 
their formation is, respectively, sc and, sa, sm; thus

 s c s e s c s e sa ac c ca a am m ma a= - + -  (10.22)

 s c s e s c s e sc ca a ac c mc c cm m= - + -  (10.23)

 s s sm a c= - -1  (10.24)

where the process of amorphous to crystalline phase change can be modeled by the 
N/G theory, the process of change from liquid to amorphous phase can be mod-
eled by a linear relationship associated with a temperature change rate due to its 
fast response, and the liquid to crystalline phase change can be modeled by the 
Arrhenian law [39].

To model the thermal electric coupling effect between crystalline GST and amor-
phous GST, a heat-transfer model is used. Carrier distribution, and temperature dis-
tribution of crystalline GST and amorphous GST are obtained by self-consistently 
solving the Poisson equation, the continuity equation, and the heat conduction 
equation. Substituting the temperature distribution into the analytical phase change 
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model, we get phase distribution and the equivalent resistance. As energy band struc-
tures of crystalline GST and amorphous GST are different, we establish an apparent 
band-edge shift (ABES) energy band model aiming at the crystalline and amorphous 
phase change to determine the carrier concentration.

According to Pirovano et al. [34], GST can be regarded as a p-type semi-
conductor, and the hole concentration can be described by the mobility of the 
valence-band edge:
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where
λ0 is the band gap difference between amorphous and crystalline GST
Tg is the glass transition temperature (about 800 K)

Because hole is the majority carrier in GST, we can only consider the hole current 
[36], and the hole carrier mobility can be described by a linear function:
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Using the algorithm in Equation 10.27, the phase distribution dependence on tem-
perature and the transient response of phase distribution in reset, set, and read pro-
cesses can be obtained.

Figures 10.15 through 10.17 show the steady-state and transient distribution of 
phase and temperature, respectively, when a reset pulse is applied. From Figures 10.15 
and 10.16, we can see that the temperature reaches a maximum value of 1100 K, 
which is above the melting temperature, at the interface between heater and GST. In 
the melting region, the amorphous volume fraction reaches 0.98. Figure 10.17 shows 
the dynamic phase distribution when a 3 mA current pulse has a duration of 20 ns. 
From Figure 10.17, it is seen that the GST liquid phase fraction starts to increase 
at 2 ns, which means the internal part starts to melt and the volume fraction of the 
crystalline phase starts to decline. When the pulse ends and the falling time is 1 fs 
to reach the quenching rate of amorphization, the liquid fraction starts to decline, 
the amorphous phase fraction starts to increase, and the reset process is completed.

Note that because the model assumes that the initial GST is crystalline, even the 
reset process is completed. The volume fraction of the amorphous phase approaches 1 
in the active region but far less than 1 (approaches 0.3 as showed in Figure 10.17) 
for the whole GST as a result of the fact that the active zone is concentrated in the 
interface of heater and GST, where the temperature reaches its maximum.

When the reset process is completed, we use the results (the phase distribution at 
the end of the reset process) as the input to start the modeling process; a pulse with an 



275Phase-Change Memory Cell Model and Simulation

© 2010 Taylor & Francis Group, LLC

amplitude of 1.5 mA and a width of 1 μs is loaded on the top electrode. Figure 10.18 
shows the phase distribution at the end of the pulse. As shown in Figure 10.19, the 
rates of the amorphous phase and crystalline phase decrease and increase, respec-
tively, over time. When the pulse ends, the volume fraction of the crystalline phase 
is slightly smaller than 1 at about 0.925 due to residual amorphous GST in the reset 
process. To transform the GST completely into crystalline GST, a programming 
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pulse with a larger amplitude or width can be applied to increase the temperature of 
the active region to crystallize the residual amorphous GST completely. However, 
even without complete crystallization of the active region, the conductivity distribu-
tion also fully meets the needs of OMS. Figure 10.20 shows the resistance distri-
bution, and 1.5 mA programming current can make a difference of up to two orders 
of magnitude between set and reset conductivity.

After the programming pulse is removed, a read pulse with an amplitude of 
0.1 mA and a width of 1 μs is loaded. Figure 10.21 shows the temperature distribution 
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obtained by applying a read pulse, and we can see that the read pulse is not enough 
to increase the temperature of the PCM cell. As a result, crystallization and error 
induced by the read pulse are avoided. Figure 10.22 shows the I–V feature curves 
in set, reset, and fully crystalline states. Under the same current, the voltage of the 
set state is larger than that of the fully crystalline state, indicating that the residual 
amorphous GST of the set state leads to an increase of resistance. The voltage of the 
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reset state is two orders of magnitude larger than that of the set state, indicating that 
after the reset and set processes, OMS occurs and the difference in resistance meets 
the storage needs.

10.2.2.3 Summary
Based on the discussion in the previous sections, the modeling methods utilized in 
the three core models are summarized in Table 10.1.

The three models, from the electrical and thermal modeling, can be divided into 
two categories: an electrical and thermal coupling model based on electrical conduc-
tivity and a coupling model based on the drift-diffusion theory. The former considers 
the relationship between V and I as approximately linear. As a result, the Laplace 
equation rather than the Poisson equation is utilized. While the electrical and ther-
mal coupling model based on the drift-diffusion theory is in strict accordance with 
the semiconductor theory, and the self-consistent solution to the Poisson equation, the 
current continuity equation and the heat conduction equation are obtained, where the 
latter is more accurate than the former in terms of electrical and thermal model. 
The crystallization model includes the JMAK equation and the N/G theory. However, 
the model does not well reflect the effect of OTS, and is entirely a thermally induced 
crystallization model. OMS is controversial in terms of numerical simulation of the 
current PCM cell, and is one main contribution of our research work.

10.3 PCM CELL COMPACT/SPICE MODEL

The establishment of an accurate and effective cell model is key for PCM to achieve 
the circuit-level design simulation. In recent years, despite many PCM research 
directions, the SPICE models proposed are mostly based on behavior characteristics 
and only a few models are recognized by the industry. Therefore, the research on 
models, especially the analytical model based on physical significance, will be the 
focus of future research.

A practical device model should include both the reading and writing features 
when working and the storage features when out of work. The reading and writ-
ing features include the respective I–V characteristics of crystalline and amorphous 
phases and the phase transition properties, and should cover electrical, thermal, 

TABLE 10.1
Comparison of the Three Models

Models
Electrical and Thermal 

Model
Crystallization 

Model Phase Change Model

Level 1 (Ovonyx) Laplace equation and heat 
conduction equation

JMAK equation Percolation theory

Level 2 (Samsung) Laplace equation and heat 
conduction equation

N/G theory Percolation theory

Level 3 (Synopsys) Drift-diffusion equation and 
heat conduction equation

N/G theory Analytical phase-space 
model
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and crystallization kinetics and other factors. According to the study of mechanism of 
the device, the models can be divided into analytical models and behavioral models.

According to the measured device characteristics curve, behavioral models 
obtain their results from the perspective of behaviors, and only a few parameters 
are related to the device physics, while most depend on the results of a particular 
process, so they do not have good adaptability. However, behavioral models can 
be quickly established, and it is possible to create a high-quality model for indus-
trial applications by adding some physical significance to the following research. At 
present, there is a lot of research on semibehavioral models with a certain physical 
meaning, such as the Italy STMicroelectronics group [40], University of Exeter, UK 
[41], Japan OSAKA University group [42], Taiwan Ilan University group [43], etc. 
We should also recognize that behavioral models must be built on an experimental 
basis, and cannot physically reflect the relationship between the material properties, 
device structures, and electrical characteristics, thus limiting their use.

The analytical models explain the physical behavior of the device, that is, its operat-
ing characteristics including parameters and expression with a real physical meaning. 
The core of these models does not depend on process variation, and consistent models 
with good adaptability can be quickly obtained according to the parameters extracted 
from the relevant process. However, due to the amorphous semiconductor involved in 
PCM, no accurate interpretation of its physical properties has been given, and only 
a few reports are available about analytical models. Intel and STMicroelectronics 
research groups alone have a number of useful studies in this respect [44]. To estab-
lish analytical models, studies on the electrical and thermal properties of crystalline 
and amorphous GST and on the characteristics of the phase transition are necessary.

We can study the characteristics of analytical models from the aspects shown in 
Figure 10.22.

10.3.1 iMpedance MOdeL

The impedance model is mainly used to study the DC and AC IV characteristics of 
a PCM cell. The DC characteristics are the basic characteristics of PCM devices. 
Since Ovshinsky proposed the concept of PCM and gave the basic DC IV charac-
teristics in 1968 [3], study on the DC model of PCM has been in progress. The most 
basic DC feature is the IV characteristics, and the experimental results are shown in 
Figure 10.23.

In the crystalline set state, the resistance is small and the current increases lin-
early with voltage. But in the amorphous reset state, the initial resistance is large. In 
the set state, with lower resistance, current increases linearly with voltage. However, 
in the reset state, when initial resistance is higher, current shows little change with 
varying voltages until the voltage rises to the threshold voltage Vth, when the device 
will undergo threshold conversion. At the same time, the current increases to the 
holding current Ih, and the voltage drops quickly to the keeping voltage Vh to achieve 
stability, and this is the so-called OTS effect. Thereafter, the voltage of the mate-
rial continues to increase, with increasing current, till it reaches the molten state. 
Two conditions of the IV curve can overlap in the molten state. As considered in 
the programming process, controlling the programming pulse amplitude and pulse 
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width can achieve the switching between two states. Because of the clarity of the DC 
characteristic of the crystal semiconductor, we lay emphasis on the switching volt-
age, holding current Ih, and holding voltage Vh of the amorphous state (Figure 10.24).

As for the OTS effect, there are some forming mechanisms that need explanation, 
including the current filament theory [46], collision ionization theory [35], carrier 
generation [47], recombination theory, and deep tunneling in carrier theory [45]. 
But none can interpret the OTS effect perfectly, as most models still remain at the 
numerical simulation level. Only the tunneling mechanism can offer an incomplete 
analytical model. In this theory, with the combination of a high electric field, the 
Poole–Frenkle effect [48], and the carrier hopping theory [49], the threshold I–V 
characteristics are achieved:
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When the OTS effect occurs, as showed in Figure 10.25, carriers at deep levels 
tunnel to the shallow energy level, forming a high carrier concentration conductiv-
ity, which is called the on area. But in the off area, the current is sustained by both 
tunneling current and initial hopping current:
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Based on this conduction theory, the data of device size and parameter, and amor-
phous I–V testing from Shanghai microsystem research institution, we have com-
pleted the reset state DC modeling work. As showed in Figure 10.26, the simulation 
results fit the measured data well.

Although DC characteristics of the mechanism are not clear enough to meet the 
production needs of the industry, the main research has set up a file in the unit 
model’s specific electrical properties, but not at the complex base of the physical 
mechanism, which is too much of a struggle. However, we still have much work to 
do to continue our study of the physical mechanism, and we will need DC-related 
parameters of the actual measurement results as well as the variation trend with the 
physical properties to have a reliable forecast, especially in aspects of AC reading 
and writing characteristics [49].

AC characteristics of the research include the delay time of the threshold switch-
ing td, the switching time ts, and the recovery time after switching tr, as well as the 
noise characteristics interference to the read operation. All these have a very big 
effect on the devices’ work speed.

(a) (b) ua,Off ua,On

FIGURE 10.25 Potential profile and energy distribution in low-current state (a) and high-
current (b).
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As early as Ovshinsky put forward his finding that threshold switching in PCM 
devices undergoes a certain delay time, Adler also described the threshold switching 
delay phenomenon in his research [33]. The experimental results show that the delay 
time td is of inverse proportion function when the outer voltage ∆V is higher than 
the threshold voltage Vth. And td disperses greatly when the outer voltage is removed 
from the threshold voltage. As shown in Figure 10.20, although the outer voltage is 
lower than Vth, it can also trigger the switching.

Lacaita’s group further discussed the physically based delay time in the 
International Electron Devices Meeting (IEDM) recently [43]. They proposed to 
explain the Vth delay phenomenon by the noise statistics theory, and values far higher 
than Vth were explained by load RC delay, thus finally unifying the fittings. As in 
Figure 10.27, switching time τs and recovery time τr still need further investiga-
tion, and we can only provide some experimental parameters obtained from the test 
(Figure 10.28).

Research of transient parameters is helpful to identify devices’ work speed. We 
can see that the order of magnitude of the delay time is small, but as the speed 
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requirements of the device improve, its effects will have more and more influence on 
the whole programming time. Moreover, the switching time and keeping time, which 
affect the relationship between the work and the device’s error correction ability, also 
need much attention in our research.

10.3.2  teMperature distributiOn MOdeL and heat 
GeneratiOn transMissiOn MOdeL

This part is related to the thermal model and focuses on studying devices with the 
electric heat coupling effect and the conduction of temperature distribution.

The calculation of temperature is always done using the joule theory and the 
heat transfer equation, through a numerical analysis for the temperature distribution 
of the device. But, in fact, because the coupling of the electric heat is too complex 
to operate, as especially after involving phase change it brings new crystallization 
and uncertainty factors, there is never an ideal solution. We will divide the ther-
mal model into a temperature distribution model and a heat producing transmission 
model to make the research more effective. The heat producing transmission model 
is just a method to obtain the temperature distribution in the analytical model, which 
is the ultimate goal.

There is generally no dispute in heat generation. As long as we get the current 
and response state of the resistance value, the value of heat can be generated by the 
Joule theory. The problem lies in the quantity of heat conduction, and studies show 
that there is thermal boundary resistance (TBR) between the GST materials and the 
heater and oxide [50], which will affect the conduction of the heat and result in a 
change of temperature distribution, as shown in Figures 10.29 and 10.30.

Obviously, considering the TBR, the temperature distribution changes signifi-
cantly, and this will have a significant impact on the crystal situation. At the same 
time, it will also change the current programming thermal efficiency. At present, 

(a) (b)

FIGURE 10.29 (a) No TBR included (b) including TBR.
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it is known that TBR can decrease the reset current [51]. However, as shown in 
Figure 10.28, the value of the TBR ranges between 1 and 100 m2 · K/GW. The method 
to get the exact TBR values and analysis is to conduct further research into the 
impact factors.

The research methods are mostly based on numerical analysis, but the numerical 
model is still needed in the actual application to achieve higher efficiency, which is 
also one of the ultimate goals. IBM put forward an analytical numerical model aimed 
at the reset process [52], where the model chooses a planar structure and makes a 
semicircle approximation of the phase change area to obtain a three-dimensional 
temperature distribution, as showed in Figure 10.31. It also analyzes the dynamic 
resistance and reset by the influence of the temperature of current. However, this 
model does not include the influence of TBR, so the temperature distribution is not 
reliable enough. A team from the University of Illinois put forward a TBR con-
taining the effect of temperature distribution based on the theory of the nanowire 
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analytical model [53]. As shown in Figure 10.32, they also analyzed the effect of 
relative current and resistance.

Overall, there is still plenty of work to be done on the temperature distribution in 
an analytical model, and the current goal is to combine the generation of heat trans-
mission to get a general structure of the temperature analytical model of the PCM 
unit taking the TBR effect into consideration.

10.3.3 crystaLLizatiOn MOdeL

The crystallization model is included in the heat distribution model on the basis of 
the analysis of the phase transition process of the PCM device, with the aim of get-
ting results of the OMS effect.

As to the crystallization process, we follow the N/G theory and the JMAK theory. 
The N/G theory is the crystal growth theory, where according to the correspond-
ing temperature, one must calculate every change in speed of crystallization and 
nucleation, in order to get a more precise phase change distribution. This kind of 
calculation process is, however, relatively complex, and most of these methods are 
used for numerical analysis. The JMAK equation uses temperature, time, and heat 
to activate energy to calculate the proportion of material crystallization, in order to 
obtain phase change statistical distribution, which is based on the composition of 
amorphous state and amorphous calculated resistance value. The advantage of this 

1000
750

500

∆T
 (K

)

250

0
0

0
100 100

(a)

SiO2

TiN
GST

150
50–100

z (nm) r (nm)–200

∆T
 (K

)

800

(b)

600

400

200

0
0 5

Time elapsed (ns)
10

FE
Analytical

∆T
 (K

)

800

600

400

200

0
0 50

FE

0.5
ns

Analytical

Steady state

100 150

∆T
 (K

)

800

1000

600

400

200

0
0–150 –100 –50

FE

t = 0.5 ns

Analytical
Steady
state

50 100
(d) r (nm)(c) z (nm)

FIGURE 10.32 Temperature distribution of nanowire. (a) 3D temperature profile of nano-
wire structure PCM cell, (b) transient temperature profile at hot point in GST, (c) Axial-
direction temperature profile along the symmetry axis at t = 0.5 ns, and (d) radial-direction 
temperature profile at the GST-heater interface.



287Phase-Change Memory Cell Model and Simulation

© 2010 Taylor & Francis Group, LLC

method is that it can be calculated easily from the overall consideration of getting the 
device’s general crystallization fraction. The principle of the numerical simulation 
has been already stated in the mentioned session, so it is not discussed here.

Most compact models utilize the JMAK theory [54,55]; only the OSAKA univer-
sity found a compact model based on the crystal growth theory [42]. In the current 
models, a common device is recognized as a whole. We process the components 
by the temperature unity, but this method ignores the internal phase change of the 
distribution. Our work focuses on the analytical model of temperature to get the 
distribution of the analytical results by phase change. The influence of resistivity and 
heat resistance conditions will be a feedback to the impedance model and the heat 
transfer model.

This work is related to the physical level of a steady-state solution for crystalliza-
tion while in the practical application of the device, the OMS effect mainly concerns 
the reset current value, the programming process time, and the final resistance. The 
reset current Ireset in the PCM cell is the largest in the current working devices, and 
this value directly affects the device’s power consumption; lowering the Ireset is also 
a requirement for the development of PCM. But reducing the Ireset in general will 
reduce the heat efficiency and extend the programming time. The programming time 
of the device will influence the write speed, which is critical in high-speed applications 
for the near future. At the other end of the programming, the current passes from a 
high value down to 0 in the process of crystallization, causing heavy crystallization of 
GST materials. If the quenching time tq is too long, and the finally formed amorphous 
resistance is insufficient, the value of Rreset/set decreases, which may cause program-
ming failure and also affect the development of multiple values stored for the future.

10.3.4 MeMOry MOdeL

The storage model mainly concerns the device’s data-keeping stability and the prob-
lems about the reliability of the device’s life. Due to the instability of the amorphous 
structure, its resistance can change. The results obtained from a burn-in test at high 
temperature are showed in Figure 10.31 [56]. One can observe that the reset resis-
tance increased slightly in the initial period, and then gradually declined until failure. 
Current research thinks that the change in amorphous resistance is caused by struc-
ture relaxation (SR) and crystal growth (N/G), which work together [50,51,66,67].

SR is the concentration of the trap phenomenon that tends to reduce in amor-
phous GST materials because of the requirements of free energy reduction. Because 
the amorphous current conduction mainly relies on the trap carriers in the jumping 
conduction, reducing the concentration of the trap can cause the concentration of the 
charged carriers to reduce, thus increasing the average distance between traps. As a 
result, the current declines. The relationship between the current and voltage changes 
from the Poole distribution to the PF distribution. [52]. According to Figure 10.33, 
the equation of the resistance is
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The crystal growth (N/G) theory has been discussed in the related part of ther-
mology. During the analysis of data-keeping issues, we mainly focused on the data 
failure mechanism under different growth rates Vg. As shown in Figure 10.34, 
the crystallization is dominated at low vg. Large nuclei are formed in the amorphous 
GST state. The current transmission is carried out abiding the percolation theory; at 
medium vg, the crystallization and growth occur simultaneously; when vg becomes 
higher, growth plays a major part, and the device resistance is equivalent to connect-
ing the crystalline and amorphous states in series as shown in Figure 10.35.

SR and crystal growth are a pair of opposite physical mechanisms: the former 
increases resistance while the latter decreases resistance. Generally speaking, SR 
has lower activation energy and occurs more easily at room temperature, while crys-
tal growth requires higher activation energy and lasts for a long time. Therefore, the 
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device’s initial resistance is increased with the effects of SR, while in the last stage of 
the process, resistance degradation becomes slower. However, when the temperature 
is high, crystal growth will have a stronger offset on SR, as shown in Figure 10.34; 
the SR phenomenon at high temperature is not obvious (as shown in Figure 10.36).

Temperature change in the device under nonphase conditions is mainly caused by 
the read current; the greater the current, the higher is the temperature. According to 
the data-maintaining theory, we need to optimize read current data; while maintaining 
data stability, we should be aware that drift does not occur, and at the same time ensure 
an adequate working life. Therefore, our model should be based on the corresponding 
theory of storage to meet the prediction of the device’s life, and provide methods to 
optimize its lifetime. As the data retention and reliability issues are closely related, 
more in-depth theoretical analysis will be discussed in the reliability model section.
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The models discussed previously are not entirely independent of each other, 
because each model parameter change will affect the results of the other models. 
Our work aims to first establish an analytical model, and then unify its parameters to 
get a self-consistent compact model.

10.3.5 MOdeL descriptiOn and resuLts

The material of the PCM cell is chalcogenide Ge2Sb2Te5 with two different reversible 
states. One is the set state exhibiting low resistance, while the other is the reset state 
exhibiting high resistance. Different programming pulses are able to induce the trans-
formation between the two states by Joule heating. A high and short current pulse forms 
a reset state while a low and long current pulse forms a set state. Hence, the electrical 
model is divided into two parts: set and reset, which are connected to each other in series.

The set state is mainly made up of polycrystalline GST material, whose electrical 
characteristics can be calculated as for a conventional crystalline semiconductor. 
The structure of crystalline Ge2Sb2Te5 is proven to be face-centered cubic (FCC) 
structure, in which 20% of Ge-Sb atomic sites are vacancies, forming accepter-like 
traps. So the material is seen as the p-type semiconductor and the current in the elec-
trical field is dominated by hole transport. The current under a voltage Vc is
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where
Nv is the hole state concentration relative to the vacancies
μh is the mobility of holes
S and L are cross section area and length, respectively

The PCM cell in the reset state is mainly made up of amorphous GST material 
with a high density of defects, for which the Fermi level EF is pinned in the midgap. 
Considering the high density of traps and few free carriers, the hopping theory is 
introduced to explain the transport of carriers in the amorphous state. Ielmini’s work 
has proved [3] that carriers hopping forward and backward under a bias voltage leads 
to a hyperbolic sine I–V relationship:
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where
Pt is the total concentration of traps
R is the average distance between traps
t0 is the free time of located carriers
∆EF is the height of the barrier

The I–V relationship exhibits linearly under low voltage and exponentially under 
higher voltage in the subthreshold region. When the electric field reaches the critical 
field Ft, threshold switching happens and resistance decreases to a small value.
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10.3.5.1 Temperature Model
The temperature model is used to detect the peak temperature of a PCM device. The 
temperature is calculated by the margin of generation and dissipation powers [4]. 
The generation power is the sum of the set part and reset part powers, with an effec-
tive coefficient β, given as
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The dissipation power is calculated by the thermal conduction equation, given as
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where
k is the thermal conductivity
Rt is the average distance from the heating point to room temperature environ-

ment, which is linear to the temperature
St is the thermal cross section relative to Rt

The temperature increment ∆T from the environment is
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where
C is the heat capacity of the GST material
V0 is the volume of the effective heating region

10.3.5.2 Crystallization Model
The crystallization model decides the fraction of crystalline and amorphous region, 
and feeds it back into the electrical model. In this model, the JMA equation is used to 
calculate the fraction of crystalline composition in the active region by temperature 
and time [5]. The crystalline fraction is given as
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where
Ea is the activation energy
t0 is the time constant

The crystallization process takes place only when the temperature is between 
glass point Tg and molten point Tm. The material state remains unchanged when the 
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temperature is lower than Tg, while it changes into molten state when the temperature 
is higher than Tm. As crystallization occurs during the process when the tempera-
ture decreases from higher than Tm to lower than Tg, rapid cooling is needed in reset 
programming in order to form the amorphous state.

10.3.5.3 Model Integration
The complete model is shown in Figure 10.37, combined with each of the modules 
discussed previously and implemented in Verilog-A code. The circuit-level simula-
tion is done by Hspice, and the results are given in the following section.

10.3.5.4 Results
The DC analysis gives out the I–V characteristics of this model shown in Figure 10.38. 
On the conditions of a different crystalline fraction, an ∼0–50 μA current is applied. 
We can see the different threshold voltages in each condition.
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FIGURE 10.37 Complete model of the PCM cell.
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In order to emulate the transient programming operation, the set and reset pulses 
are 1.25 and 2.25 mA, respectively, with the same width 100 ns, and are applied on 
the model in succession. The initial state is set be amorphous. From Figure 10.39, we 
can see the temperature and crystallization rate change as time goes by.

During the set and reset programming processes, the temperature and crystalline 
fraction is shown in Figures 10.39 and 10.40, respectively. In the set process, we can 
see that the temperature is maintained between Tg and Tm, and a higher set current 
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leads to faster crystallization. In the reset process, when the temperature exceeds Tm, 
the crystalline fraction drops to 0, but recrystallization occurs as the dropping tem-
perature crosses the range between Tm and Tg. So a little crystalline material still 
exists in the cell, but does not affect the resistance much (Figure 10.41).

The R–I curve is shown in Figure 10.42. Because of partial crystallization, the 
resistance decreases gradually as the set current increases. The simulation result has 
already been calibrated by experimental data and numerical simulations.
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10.4 RELIABILITY MODEL

Theoretically, PCM has a unique advantage over the traditional Flash in speed, 
power, read and write cycles (endurance), and data retention (retention) because of its 
compatibility with the standard CMOS process and it could be proportionally scaled 
down, thus making it an expected replacement for Flash memory in the discrete and 
embedded NVM market and could gradually enter the mainstream.

Nevertheless, in the actual research process, PCM reliability is indeed a chal-
lenging problem, as it is not yet a practical physics-based reliable model that can 
ensure data retention, read and write reliability, and life prediction, so a strict, pre-
cise (mostly based on physical) reliable model is of great significance.

In general, PCM reliability mainly involves three aspects: (1) data retention; 
(2) read and write reliability (reading and programming disturb); and (3) read and 
write cycles (endurance).

10.4.1 data retentiOn MOdeL

The University of Milan and STMicroelectronics have done a lot of meaningful work 
on the reliability of the PCM [36]. In the field of data retention, they used high 
temperature to accelerate failure mechanisms, and combining the Arrhenius dis-
tribution, they predicted a 10-year life of the working temperature, with favorable 
results. However, for large multimegabit memory cell arrays, it is worth studying the 
statistical distribution of retention [57,58]; we can also use the statistical distribution 
to study the data-holding time.

According to the PCM storage mechanism, we could use different conductivity of 
phase change materials in the crystalline phase and amorphous phase to obtain data 
retention. Take, for example, the GST material. When c-GST’s Gibbs free energy 
is minimum, its structure is the most stable, and according to the principle of mini-
mum free energy, the structure of a-GST is in its metastable state, so when the PCM 
cell is in the reset state, the a-GST will always have a tendency of converting to 
c-GST. Therefore, PCM data retention is actually about the amorphous state phase-
change material’s converting problem under the influence of accumulation time and 
temperature. This research can be divided into two areas: first, the crystallization 
of the a-GST region, that is, at a specific temperature condition, there will be the 
creation and growth of nuclei with the time accumulated. So PCM data retention 
could be studied by the law of percolation theory and statistics [59,60]. The sec-
ond method could be by studying the SR effect and its impact on data retention 
[50,51]. According to the principle of minimum free energy, the atomic arrange-
ment in amorphous semiconductors has gradually fallen into order with the cumu-
lative effect of time, so that the elevated levels of atoms arranged in amorphous 
semiconductors result in a lower internal density of trap states. According to the 
Poole–Franke theory, the decrease in trap density could result in decreased con-
ductivity, and this has also become an influential factor in PCM data retention. The 
impact of crystallization and growth on data retention can be discussed under the 
frame of N/G theory and percolation theory. Ugo Russo [61] has studied the data 
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retention problems caused by crystallization/growth and proposed a physics-based 
data retention model. Crystallization is a process of nucleation and growth of the 
nuclei. Nucleation and growth is a function of time and temperature. At a specific 
temperature, the crystalline phase and amorphous phase change in proportion over 
time, resulting in decreased conductivity; when conductivity drops to a certain point, 
this will lead to 1 bit data failure. The data retention problem is essentially about the 
dynamic calculation of the proportion of the crystalline phase and amorphous phase.

In short, the source of the problem in PCM data retention lies in its metastable 
amorphous properties. Two related continuous changes of mechanism are the crys-
tallization/growth and the SR. The SR is the atomic-level reconstruction resulting in 
short-term order, but long-term disorder. Therefore, the SR effect is reversible atomic 
level transition resulting in a transition from short-term disorder to short-term order, 
and the crystalization is lattice restructure from short-term disorder to long-term 
disorder. Reliability issues caused by crystal growth/SR effect are essentially related 
to the band structure and the material itself; the greater the band gap, the greater is 
the energy required to stimulate the local atomic reorganization, which means crys-
tallization becomes more difficult, indicating that the phase change material is more 
reliable, but this also leads to the corresponding increase in the programmed current. 
By changing the stoichiometry of GST, and appropriately increasing the high activa-
tion energy (band gap can also be considered noncrystalline) components, we can 
extend the data-maintaining life. So we need to compromise between reliability and 
power cost. The development of new materials as well as the modification of existing 
materials have been reported at present [19,63].

10.4.2 read and Write reLiabiLity MOdeL

Read reliability is the relationship between the threshold voltage and the read pulse. 
We need to prevent the misuse of the phase change unit by the read signal such as 
noise-induced threshold conversion. Write reliability is mainly about the program-
ming efficiency affected by delay time and phase transition time. For the reset pro-
cess, the phase change unit, when coupled with a pulse, goes through three periods: 
the delay time (τD), the conversion time (τS), and the recovery time (τR), as shown in 
Figure 10.43.

τD is closely related to reliability; if the reading pulse width is smaller than τD, we 
could avoid the misuse caused by noise, as shown in Figure 10.44 [56]. The relation 
between τD and the voltage applied has been obtained by using statistical laws and 
experiment results. The greater the voltage, the smaller is τD. At the same time, τD 
is also connected with the circuit parasitic parameters; in nonideal circumstances, 
the bit line will have parasitic capacitance, and τD will increase with  parasitic 
capacitance. As shown in Figure 10.45, however, there is no effect of τS on parasitic 
capacitance. τR is the recovery time, which is the required time to reach a steady-
state equilibrium in the phase-change material at the end of the pulse. During this 
time, parasitic capacitance will discharge and read is not allowed. Before the balance 
is reached, a small proportion of the amorphous phase still exists, resulting in a drop 
of threshold voltage and decrease in electrical resistivity, as shown in Figure 10.46. 
If a reading operation is loaded at this moment, the probability of the misoperation of 
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reading is increased. When the bias voltage exceeds the threshold voltage, the PCM 
unit of the bias voltage is suddenly decreased, and the parasitic resistance discharges 
to the memory cell, and then enters the recovery process. Such a repeat leads to the 
oscillation phenomenon of conversion to restore balance, as shown in Figure 10.47.

τS and τD also determine the PCM cell’s programming speed, and therefore the 
study is not only related to reliability but also plays an important role in program-
ming speed optimization in PCM cells. However, the mechanism is still not clear to 
establish a model of τD, so further research is needed in this area. Reifenberg et al. 
[50] describe the reasons for τR and its impact on the reliability of reading, but there 
is no further description of the mechanism. The formation of τR is related to the 
dynamic balance between the crystalline phase and the amorphous phase. Therefore, 
phase space model as well as the N/G model theory and Arrhenius’s law can be used 
to build the model and we could base our discussion on the crystalline/amorphous 
phase/liquid phase equilibrium in phase space.
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The study on read and write reliability was based on PCM cell transient simu-
lation. It is completely possible to integrate read and write reliability models into 
numerical simulation models and achieve an analysis of read and write reliability 
from the structure to the circuit in the PCM cell.

10.4.3 read and Write cycLes MOdeL

Currently, the forecast for read and write cycles is based on experimental data. The 
PCM cell is put through repeated read and write operations, and when the failure 
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rate reaches a certain value, the number of read and write operations is considered 
as the number of read and write cycles. However, this method is based on a large 
number of experiments, which are not only greatly discrepant, but also very time-
consuming. More importantly, there is no effective bridge connecting read-write 
cycles and device materials and structures. Therefore, there is a need to establish a 
model of read and write cycles.

The read and write cycles are mainly associated with material fatigue and related 
processes and structures. In the set and reset processes of PCM, the structure under-
goes high-temperature annealing and quenching, which entails a slow rise in tem-
perature followed by a sharp temperature decline. After these severe temperature 
changes, thermal stress will be produced within the material. There is as yet no 
model simulating the thermal stress–induced fatigue effects on the read and write 
cycles. With regard to the electric–thermal stress coupled simulation, Gille and 
coworkers [68] carried out an electric–thermal stress coupled simulation on the hori-
zontal structure of PCM. The simulation results show the existence of >5% volume 
change during phase transitions, which will introduce 1.5 Gpa stress in theory 
and will continue to increase over time. The trend of volume change is shown in 
Figure 10.48, and the change of stress with time is shown in Figure 10.49. There is 
a large stress and high frequency load for the cell to bear during the PCM life cycle. 
The fatigue issue is an important factor in read–write cycles, so the establishment of 
a thermal stress failure model is the next major task.

While considering the device structure and process, thermal stress also plays an 
important role in the hot electrode heater and the contact quality of the phase-change 
GST material, as well as the GST interdiffusion with neighboring materials to avoid 
instability—in other words, the PCM circuit failure (open-mode failure) and PCM 
device breakdown or short circuit fault (short-mode failure). In addition, read and 
write reliability is mainly related to the thermal cross talk during the writing process 
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(cross talk) and the phase transition caused by local excessive heat in the reading 
stage. Thermal cross talk is mainly affected by technology and feature size. There 
are reports stating that thermal cross talk is negligible under the 65 nm node [64], 
but thermal cross talk could become a prominent issue above the 32 nm node [65].

10.5 CONCLUSION

Though PCM has a bright future as the candidate for next-generation NVM, it faces 
challenges ranging from an understanding of its physics to engineering application. 
From the perspective of device physics, the mechanism of current transport is not 
clearly known, and it relies on an empirical model. Moreover, research has been 
done on individual aspects only. From the point of view of engineering application, 
the instability of the process makes the properties of the materials unstable; as a 
result, the devices and circuits become very unstable and reliability becomes an 
important issue. All these aspects need further research, and the development of a 
model and simulation will decide whether PCM can be marketized and successfully 
replace Flash, thus becoming the new criterion in NVM.
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As for simulation, there have been three different methods whose differences 
mainly lie between an electrothermal coupling model and the kinetics of a phase 
transition model. The electrothermal coupling model relies mainly on the models 
based on conductivity and drift-diffusion. The kinetics of phase transition model 
is based on the JMAK theory, the N/G theory, and the analytical phase transition 
model. Different electrothermal models coupled with different phase transition mod-
els form three different simulation methods. The three methods focus mainly on 
the process of OMS, but simulations for OTS and threshold voltage still remain to 
be made.

The process of OMS can be comprehended as a process of heat-induced phase 
transition, and the process of OTS can only be attributed to an electrical process. 
Amorphous GST contains many traps that are charged or neutral, formed by lone 
pairs; at low bias, the carriers are recombined by traps. As the bias increases, the car-
rier concentration increases gradually, and when the bias reaches the critical electric 
field, it begins the process of impact ionization. The carrier concentration is expo-
nentially dependent on the bias, and the traps are filled, resulting in a sharp increase 
in current. At the same time, the recombination rate cannot balance generation any 
more, and the only way to reach a new steady-state condition is by decreasing the 
voltage drop across the device, causing a snap-back effect. The numerical models 
discussed focus mainly on OMS and don’t apply to OTS, so we need to set up a com-
plete numeric simulator that contains the effects of OTS.

With the aim of solving some defects in the numerical simulation, we introduce 
the concept of classification simulation. Classification simulation in microelectronic 
devices is a methodology that is mainly useful for different choices of equations in 
different areas with different points of focus that have not received enough attention. 
For example, it contains only the hole continuity equation or electrical continuity 
equation, in which we divide the threshold into two levels: a subthreshold area and an 
overthreshold area. In the threshold area, we have a self-consistent solving method 
for the Poisson equation and a current continuity equation, so we can import the 
indirect composite theory and collision ionization theory to simulate the OTS effect. 
Then we can obtain a full bias range of I–V characteristics.

There are already some SPICE models for the macro model behavior level. These 
models can produce the phase-change behavior characteristic curve, but cannot 
reflect key size or give material parameters dependent on the electrical characteris-
tics of the device. The model is commonly based on the characteristics of a measured 
curve on the general device, from the point of view of producing relevant results of 
behavior. The device physics are related to only a few parameters, as it depends more 
on the results of the specific process, which does not have very good adaptability. 
Therefore, it is necessary to set up a model with strong adaptability based on the 
physical reaction to the device key size and material parameters.

The aim of our research is to develop a perfect SPICE model, which includes work-
ing and nonworking hours of storage in the read and write characteristics. The read 
and write characteristics include the amorphous state and the amorphous state under 
their current voltage characteristics, as well as switching between the two phases. We 
need to cover electrical, thermal, and crystallization kinetics and also factors that exist 
in SPICE models and the impedance model. On the basis of all this work, we need 



302 Nanoscale Semiconductor Memories

© 2010 Taylor & Francis Group, LLC

to further develop the thermometer heat transfer model, the crystal model, and the 
storage model, and study their mutual influence and effect to obtain a combined and 
efficient compact model. At present, we have a conductivity model of amorphous GST 
based on the Poole–Franke theory, and an OTS effect of the analytical model based 
on FN tunneling and the use wear theory. We hope to obtain an OMS model in the 
future. The OMS model poses difficulty in obtaining an analytical solution for tem-
perature distribution. At present, the solutions for the model consider phase change 
as isothermal, with the aim of getting isothermal temperature according to energy 
conservation laws. But, in fact, there was a big temperature gradient in the internal 
phase-change area, so the assumption of an isothermal body could introduce many 
errors. Most of the time, OMS is a process for thermally induced phase switching, in 
which temperature plays an important role. Therefore, the modeling of the tempera-
ture distribution in a PCM cell will be a significant step for the whole model, and this 
will be the main content of our research. For the foundation of the whole model, only 
after establishing the temperature model, the impedance model, and the phase change 
dynamics model, can we use Verilog-A to realize the whole model.
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11 Phase-Change 
Memory Devices and 
Electrothermal Modeling
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11.1 CURRENT STATUS OF DATA STORAGE

Demand for data storage is increasing along with computational power, accessibility 
to high-speed Internet, availability of high-resolution video and mobile devices, and 
high volume of data generated in 3-D medical imaging. Currently, the main data 
storage media are the following:

• Magnetic tapes: highest volume and lowest cost, no random access, typi-
cally used for backup

• Magnetic hard drives: high density, high volume (∼2 TB), low cost, com-
mon main storage for PCs
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• Optical storage: medium density, low cost, 50 Gb chalcogenide-based 
rewriteable disks available

• Flash memory1: charge-based storage, very high density (∼128 Gb/chip), 
moderate cost, highest speed, no moving parts, lightweight, typically used 
for mobile applications

Innovations in fabrication processes and devices are continuing to fuel all com-
peting technologies. Increased storage capability with reduced costs, significantly 
higher-speed random access, and lightweight have pushed flash memory into com-
petition with hard drives for notebook computers and high-performance systems 
and has been one of the enabling technologies for lightweight low-power tablet PCs. 
Advances in lithography, materials, and device engineering have been enabling the 
scaling of flash memory. Intel/Micron has announced products using high-density 
NAND flash using 20 nm node technology,2 and Hynix has announced 15 nm proto-
types.3 NAND flash memory, using a single-transistor cross bar array of gate-stack 
lines (word) and active region lines (bit) in ∼15 nm length scale, is one of the smallest 
devices (of any sort) that can be made using today’s technology. Scaling of charge-
based storage to these dimensions had been deemed questionable in past decades 
due to reliability concerns, and this had sparked investigations into alternative tech-
nologies. Currently, any competing solid-state memory technology has to either out-
perform flash memory in its own memory segment—which is difficult in terms of 
density unless multi-bit per cell operation is achieved—or offer higher performance.

Among the current alternative technologies, phase-change memory4–7 (PCM, or 
PRAM) and other resistive RAM (RRAM) technologies (such as electrolyte memo-
ries and metal-oxide memories8,9) are seen as the most promising candidates for 
future storage-class memory (nonvolatile, high density, low cost, high speed).10,11 
RRAM approaches, relying on reversible resistance changes in a material, have been 
demonstrated to operate at significantly higher speeds and can potentially be scaled 
to <10 nm. There is therefore strong interest in exploring RRAM concepts to replace 
DRAM (the main computer memory), which typically uses a one-transistor–one-
capacitor cell (1T–1C) to store one bit of information and requires periodic refreshing 
of the cells. Successful implementation of RRAM as main computer memory would 
significantly reduce the energy requirements for computation but requires extremely 
high endurance (>1016 cycles) and high speed (<10 ns).10

As device-level research progresses toward future resistive memories, significant 
research at the architecture level is also taking place to take advantage of these new 
high-density, two-terminal memory devices.12,13 It is believed that RRAM tech-
nologies may replace NOR flash memory (for significantly higher speed) as well 
as DRAM (for significantly lower power). There is still no potential candidate to 
replace SRAM, which currently delivers sub-ns programming times, and it is rather 
challenging to achieve densities higher than NAND flash (1T cell). Nevertheless, 
NOR flash and DRAM are very large memory segments, and improved technologies 
that can replace these would have significant impacts.

PCM is currently the most mature of the RRAM technologies.6,14 Samsung has 
announced 8 GB PCM chips on 20 nm technology node15 and introduced PCM to the 
mobile phone market. Micron has started volume production of 1 GB PCM modules 
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using 45 nm technology node (July 2012)16 as high-performance nonvolatile memory 
for tablet PCs and smart phones. PCM benefits from single-bit alterability (no need 
to erase or initialize before write) resulting in higher-speed operation and no need for 
a buffer. These advantages enable faster and more energy-efficient architectures that 
can handle power interruptions with minimal loss of data. Hence, PCM has entered 
the market as a potential replacement for NOR flash as of 2012. The requirement of 
relatively large current levels, resulting in constraints on the access devices and higher-
than-desired energy consumption, as well as endurance and reliability concerns, limit 
PCM density (module capacities) and the possibility of DRAM-like usage at this point.

Scaling down to ∼10 nm regime significantly reduces the current requirements 
but may worsen reliability and endurance. Rigorous device models are needed for 
significant improvements in device performance, energy consumption, and reliability 
and endurance. Modeling of PCM devices at these scales is rather challenging, while 
being very interesting, since some of the electrothermal processes at these extreme 
length scales—which give rise to extreme thermal gradients (>1 K/nm) and heating 
rates (>100 K/ns)—are not well understood yet. PCM may turn out to be one of the 
first mainstream technologies that truly utilize physical phenomena that become sig-
nificant at nanometer scale and is also a unique system for such fundamental studies.

11.2 PHASE-CHANGE MEMORY

The operation of PCM is based on the reversible phase transition of a material (typi-
cally a chalcogenide) between the resistive amorphous and conductive crystalline 
states through self-heating. Depending on the chalcogenide material used and the 
cell geometry, a resistance contrast of a few orders of magnitude can be realized 
between the different states5,6; such contrast is the key for reliable data storage. 
Ge2Sb2Te5 (GST) is the most studied PCM material due to its stability and high 
resistivity contrast between the crystalline (c-) and amorphous (a-) phases.7 In terms 
of device structure, mushroom cells (and their variations) are the most common 
PCM cell geometries due to high packing density and relatively easy process inte-
gration (though recent array demonstrations use the more confined pore6 or dash-
type cells17–19). Each individual PCM cell in the memory array is addressed through 
an access device, usually a field effect transistor (FET), bipolar junction transistor, 
or a diode, depending on the density and power requirements.20 The reset current 
requirements determine the dimensions of the access device, as well as the power 
consumption, with the access device size typically determining the array density.

The mushroom device consists of a narrow bottom contact—the heater, a thin film 
of phase-change material, and a shared planar top contact (Figure 11.1). A nanoscale 
semispherical volume over the bottom electrode (mushroom) is amorphized (reset) by 
rapid cooling after melting (melt-quenched) with a large-amplitude short-duration elec-
trical pulse (Tmelt ∼ 873 K for GST). The rapid cooling prevents rearrangement of the 
atoms in a crystalline structure. Crystallization (set) is achieved by heating the amor-
phized mushroom above the crystallization temperature (Tcryst ∼ 425–625 K for GST) 
for a sufficient period of time (∼crystallization time) using a longer-duration, lower-
amplitude pulse; alternatively, a melting pulse with a longer fall time that allows for 
slower cooling can be used for crystallization. Since the resistivity of amorphous GST 
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(a-GST) is very large, self-heating for set requires sufficiently high-amplitude pulses 
that initiate electrical breakdown (threshold switching of the amorphous material into 
a conductive state21,22). The mushroom size (hence energy required for the switching) 
is determined by the bottom electrode (heater) area, which must be covered to achieve 
reset, and by the electrical pulse conditions. Various sub-lithographic techniques for 
the definition of the heater have been proposed, including side-wall spacer approaches,6 
use of carbon nanotubes as heaters,14 and formation of a nanoscale conductive filament 
in an oxide layer atop the heater via electrical breakdown (rupture oxide).23–26

The phase-change materials used in PCM cells dynamically transition between 
the amorphous, nanocrystalline (nc-) (nanoscale crystalline grains embedded in an 
amorphous matrix), and polycrystalline phases (adjacent crystalline grains). The 
crystallinity of the material is determined by the nucleation and growth dynamics, 
which depend on how long the material experiences any given temperature as well 
as on element size, interfaces, mechanical stress, and possibly electric field condi-
tions. The temperature-dependent material parameter functions of the phase-change 
materials strongly depend on crystallinity, the amorphous phase being the most sen-
sitive to temperature. The deposition process conditions determine the initial phase 
of the materials. The subsequent set/reset operations (or any initializing electrical or 
thermal stresses applied) determine the phase of the active region of the device and 
its surroundings, which experience most heating and largest current densities. Hence, 
the pulse conditions to achieve a successful reset operation are determined in part by 
the cell history, with the most recent set pulse being the most dominant contributor. 
A  successful set operation requires dielectric breakdown of the amorphous region 
(plug) that isolates the bottom contact. The thickness of the amorphous region is 
determined by the last reset. Hence, the set voltage requirements of a reset cell also 
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FIGURE 11.1 PCM mushroom cell schematic. A small volume of GST above the heater is 
switched between crystalline (set) and amorphous (reset). The top electrode contact (TEC) 
and bottom electrode contact (BEC) are both TiN in these simulations. Temperature bound-
ary conditions of 300 K are applied on the top of the TEC and bottom of the Si substrate, and 
electrical boundary conditions are applied at the top of TEC and the bottom of BEC. All other 
boundaries are thermally and electrically floating. The access transistor is connected through 
the BEC as shown (for the positive polarity). VDD is held at 1.75 V while the gate is pulsed 
with a peak voltage of 1.75 V. Typical resistance ratios for PCM cells are on the order of 103 
with switching times of 50/120 ns for the reset and set operations, respectively.
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depend on the last reset. Stable set/reset device operation has been demonstrated up 
to ∼1010 cycles,27 and early products (1 GB modules) guarantee ∼106 cycles.28 The set 
pulse duration and/or shape can be adjusted to set the cell to different resistivity levels, 
enabling controlled multilevel operation (multi-bit per cell for high-density storage).29

Complex dynamics in PCM devices also arise from the fact that the set and reset 
pulses can be applied with sub-ns rise/fall times, a time scale comparable to the 
thermal diffusion time scales at these dimensions (∼ns). Thermal carrier generation 
leads to an exponential reduction in resistivity as a function of temperature for the 
amorphous and crystalline ( fcc) phases. This strong negative temperature coefficient 
of resistivity (TCR) leads to thermal runaway and filament formation in the current 
paths carrying the maximum current. This effect is exacerbated for faster rise times, 
since conductive filaments can form prior to significant lateral heat diffusion during 
the transient period, and determine the final amorphization profile.

11.3 ELECTROTHERMAL MODELS FOR PCM DEVICES

Here, we describe our current electrothermal models for PCM devices and present 
example simulations using these models that illustrate the critical dependences on 
varying material parameters such as electrical resistivity and the role of thermoelec-
tric effects in the heating distribution within these nanoscale structures.

A mushroom cell using GST as the phase-change material, TiN as the top and 
bottom electrode contacts (TEC and BEC), and SiO2 as the insulating material is 
simulated using 2-D rotational symmetry using a commercial finite-element tool 
(COMSOL MultiPhysics). A SPICE model of an access transistor in series with the 
PCM element is integrated with the finite element models in the simulations. The 
simulated geometry and bias conditions are shown in Figure 11.1.

The electrothermal transport within the PCM element is modeled by solving 
the current continuity (1) and heat transfer (2) equations self-consistently including 
thermoelectric effects (coupling between charge and heat flow).30 In homogeneous 
nonisothermal materials, diffusion current is due to the temperature gradient and 
can be expressed as Jdiff = −σ S∇T, where σ is the electrical conductivity and S is the 
Seebeck coefficient or thermoelectric power31,32:
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where
J is the electrical current density
V is the electric potential
T is the temperature
κ is the thermal conductivity
d is the mass density
CP is the heat capacity
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In open-circuit conditions, a temperature gradient results in an open-circuit 
voltage due to drift-diffusion balance (Seebeck effect). In the presence of an elec-
tric current, thermoelectric heat takes two forms: Thomson heat, which results 
from a Seebeck coefficient gradient within a current carrying homogenous mate-
rial (which arises from a temperature gradient) and leads to a redistribution of heat; 
and Peltier heat, which results from a difference in Peltier coefficient (Π = ST) at 
a junction of two different materials and results in net heating or cooling at this 
junction. The direction of current determines whether the result is local heating 
or cooling.

Although the thermoelectric terms in (1) and (2) include all thermoelectric effects 
(Seebeck, Peltier, and Thomson effects) depending on particular conditions,31 the 
finite element tool used cannot compute the derivatives across the different material 
domains, and an additional surface heat source is added at the GST/TiN interfaces 
(both top and bottom contacts) to account for Peltier heat at this junction24:

 q J J S T JS T JS TPeltier GST GST TiN TiN= - = - ◊ = - +DP D( )  (11.3)

(SGST , TGST) and (STiN, TTiN) are probed at either side of a virtual layer that is added 
at this interface (Figure 11.2) to account for thermal boundary resistance (TBR, dis-
cussed later). These are average values over the whole interface (one temperature 
and one Seebeck coefficient value for either side of the modeled interface). This 
additional Peltier heat source is added within the GST, 0.5 nm away from a virtual 
1 nm TBR layer, as Peltier heat is expected to be absorbed or released mostly in the 
GST where generation and recombination occur within a few carrier mean free paths 
of the interface. Peltier heat is included only at the GST/TiN interfaces as it is not 
expected to be significant anywhere else. In these simulations, J is defined along the 
cylindrical axes; thus in the positive polarity, J flows in the −z direction from TEC to 
BEC and is considered negative.
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FIGURE 11.2 Peltier heat is applied 0.5 nm above the boundary between GST and TiN. 
This requires temperature and Seebeck coefficient values from both sides of the interface, 
which are probed at 0.5 nm from either side (dashed lines).
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11.3.1 MateriaL paraMeters

GST undergoes a first phase transition, from amorphous to crystalline-fcc at ∼425 K, 
and a second phase transition, from crystalline-fcc to crystalline-hcp at ∼625 K. 
Likely due to multiphase films (amorphous/fcc/hcp, with varying granularity) and 
varying deposition conditions, there is a wide range of reported electrical resistivity 
(ρ = 1/σ) for GST.33–36 Variations in this and other material parameters greatly impact 
the amorphization and crystallization dynamics of the cells. Most importantly in 
PCM devices, energy dissipated in the active region is directly dependent on its elec-
trical resistivity, and the way this heat is distributed in the active region depends on 
the thermal conductivity. Thermoelectric properties, TBRs, and material density all 
also impact device operation and performance.

11.3.1.1 Electrical Conductivity
The temperature-dependent electrical resistivity functions used in the simula-
tions are shown in Figures 11.3 and 11.4a and are based on our measurements of 
nanoscale GST structures up to ∼620 K and in liquid state.37 These resistivity data 
were obtained through slow measurements (variable temperature chuck, heating rate 
∼1 K/min), which allow the GST to change its phase during the heating process 
since the crystallization times are much faster than these time scales. During set and 
reset pulses in PCM devices, however, where melting can be reached in nanosec-
onds, GST is not expected to undergo intermediate phase transitions before it reaches 
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FIGURE 11.3 Resistivity as a function of temperature for a pulse-amorphized GST line 
structure, L × W × t = 460 nm × 160 nm × 50 nm, using a 500 ns, 2.2 V pulse at room tem-
perature (gray dashed line), and an as-fabricated fcc GST line structure, L × W × t = 460 nm × 
255 nm × 50 nm (black dashed line). (Heating rate of 1 K/min. From Cil, K. et al., IEEE 
Trans. Electron Devices, 60, 433, 2013.) Assumed metastable resistivity functions for each 
phase are shown with solid lines. 
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the molten state. To model these metastable crystalline and amorphous phases, the 
exponential behavior for the fcc and amorphous GST resistivity at low temperature 
is extrapolated to the melting temperature (883 K) (Figure 11.3). A measured value 
of 3.4 μΩ · m was used for the liquid phase.28 All material parameters are linearly 
transitioned from their solid-state values to the liquid values in a 10 K temperature 
range (873–883 K) to model the solid–liquid transition (in addition to the latent heat 
of fusion). All the example simulations presented are for reset pulses (switching from 
crystalline to amorphous), so only the metastable crystalline parameters are used.

Various ρ(T) functions for crystalline GST were implemented in the model (Figure 
11.4a) for the reset simulations to demonstrate the effect of electrical resistivity of 
GST on the cell performance. Two fcc functions (as-fabricated fcc and annealed fcc) 
extrapolated from different measurements are compared with measured hcp data 
and a hypothetical constant resistivity function representing a mixed fcc/hcp phase. 
A constant resistivity could be achieved in mixed phase fcc (which has a strong 
negative TCR) and hcp (with a weak positive TCR) in the appropriate proportions by 
adjusting the anneal temperature.

Our measurements of GST structures with TiN contacts show an ohmic behavior, 
suggesting no significant contact resistance37; hence, we do not include any electrical 
boundary resistance between GST and TiN in the model.
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FIGURE 11.4 (a) Metastable electrical resistivity for as-fabricated fcc and annealed fcc 
models (solid line). Measured resistivity for hcp and a hypothetical constant resistivity func-
tion (dashed lines). as-fabricated fcc curve is measured from a GST line structure, L × W × 
t = 460 nm × 255 nm × 50 nm (same as in Figure 11.3). Annealed fcc curve is the average of 
the measurements of 33 different devices after being held at 450 K for ∼1 h with resistance 
measured during cooling. All curves are linearly transitioned to the liquid value between 
873 and 883 K. (b) Thermal conductivity functions for each electrical resistivity model (con-
structed functions for the as-fabricated and annealed fcc models, and an experimental ther-
mal conductivity curve from slow measurements (From Lyeo, H. K. et al., Appl. Phys. Lett., 
89, 151904, 2006.) extrapolated to high temperature for the constant and hcp models). 
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11.3.1.2 Thermal Conductivity
The thermal conductivity of fcc GST was estimated based on the phonon (κph) and 
the electronic (κel) contributions such that κTotal = κph + κel. Phonon conduction is 
assumed to dominate at low temperatures and decay as the temperature increases 
(dropping to negligible values upon melting). The number of broken bonds increases 
exponentially with temperature. Likewise, the electrical conductivity and the elec-
tronic thermal conductivity are assumed to increase with temperature mostly due to 
the generation of free charge carriers with the breaking of each bond. Heat transfer 
due to convection in liquid state is neglected. κel is obtained from Wiedemann–Franz 
(W–F) law:

 k sel ( ) ( )T L T T= ◊ ◊  (11.4)

where L is the Lorenz number (2.44 × 10−8 W · Ω · K−2). Electrical conductivity is low 
below the melting temperature for fcc GST and increases significantly at melting; 
hence, electronic thermal conductivity contribution is expected to be negligible in 
solid GST but becomes important as GST becomes metallic upon melting. Based on 
these assumptions, a simplified phonon contribution to thermal conductivity κph(T) 
is constructed starting at experimentally measured κ at room temperature and decay-
ing with the number of broken bonds, n(T):
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The electron mobility, μ, is assumed to be constant as a function of temperature 
to eliminate μ in (11.5a) and obtain a simplified function for κph that varies from 
κ(300 K) to zero in the liquid state:
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For the as-fabricated fcc and annealed fcc ρ(T) functions, ρ(melt)/ρ(300 K) is ∼0.01, 
and the constructed function for κph gives the approximately correct value at room 
temperature, κph(300 K) ≈ κ(300 K). For the constant and hcp models, however, 
ρ(melt)/ρ(300 K) ∼ 0.1, and the constructed function for κph would result in a κph(300 
K) ∼ 0.9κ(300 K). Since the electrical resistivity of GST for the constant and hcp 
models does not change greatly with temperature before melting, an extrapolated 
function based on slow measurement data of thermal conductivity of crystal-
line hcp GST35 is used instead of the modeled function. Measurements of thermal 
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conductivity of liquid GST are not available, hence the W–F law is used for all mod-
els to obtain κel,liquid, and thermal conductivity in the liquid state is assumed to be due 
only to electronic conduction. The κ(T ) functions used for each model are shown in 
Figure 11.4b.

11.3.1.3 Thermal Boundary Resistance
The expected inefficient coupling between electron and phonons at interfaces 
between materials where one or the other dominate thermal conduction results in 
TBRs38,39 that impede the flow of heat through PCM structures. This is beneficial in 
PCM operation since the heat generated through self-heating in the active region of 
the devices (Joule heating and thermoelectric heat) is better contained. TBR reduces 
the effect of the heater acting as a heat sink, sapping heat from the active region into 
the large bottom contact and substrate. In our model, TBR is accounted for by intro-
ducing a virtual layer with a given thermal conductivity at the interface.

At the metallic TiN and nonmetallic GST interface, thermal transport is mod-
eled assuming weak electron–phonon coupling (negligible κph ) at low temperatures, 
but improved coupling with increasing temperature, due to increasing free electron 
concentration in the GST. A temperature-dependent thermal boundary conductivity 
(TBC) function for the interface between GST and TiN was generated by adding 
κel(T) (using the W–F law) to the room temperature TBC of 0.05 W/m · K.40 As TBC 
increases, its effect on thermal transfer across the interface is lessened. After melt-
ing, the room temperature component becomes negligible, and the 1 nm virtual 
layer acts as one additional nanometer of GST. (It is important to note the difference 
between TBR and TBC; TBR is the total thermal resistance of the interface and TBC 
is the thermal conductivity of a layer with a given thickness that is used to model the 
thermal resistance of the interface [see Figure 11.5a]).
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FIGURE 11.5 Thermal boundary conductivity of a 1 nm virtual layer used to model ther-
mal boundary resistance for the GST/TiN interface (a) and GST/SiO2 interface (b), for the 
four resistivity models.
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The boundary between GST and SiO2 is modeled in a similar manner. Heat flow 
in SiO2 is due to phonon conduction, so we assume that heat transfer between the 
GST and SiO2 is more efficient than that between GST and TiN. Below melting, 
the constructed κph(T) for GST is used as the TBC of a 1 nm virtual layer used 
to model the GST/SiO2 interface, which acts just as an additional 1 nm layer of 
GST. After melting, however, the boundary layer is assigned a constant value of κ 
of 0.05 W/m · K, assuming that the coupling between liquid GST and SiO2 is just as 
inefficient as the coupling between room temperature GST and TiN. The melting 
temperatures of TiN and SiO2 are significantly above the operation temperatures of 
PCM devices, and a constant TBC between TiN and SiO2 of 0.05 W/m · K is assumed.

11.3.1.4 Heat Capacity and Latent Heat of Fusion
For simplicity, the latent heat of fusion for GST (Lf  = 126 × 103 J/kg41) is accounted 
for using a 10 K wide spike in the heat capacity starting at 873 K42,43 (rather than 
basing it on the energy required for the exponential increase in the number of broken 
bonds as a function of temperature, which peak at melting).

11.3.1.5 Seebeck Coefficient
The temperature-dependent Seebeck curves used in this model are based on aver-
aged measurements of Seebeck coefficient of as-fabricated amorphous and annealed 
crystalline fcc GST thin films up to ∼735 K (Figure 11.6).44 The amorphous films 
crystallize during the measurements, at ∼423 K, and were further annealed at 
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FIGURE 11.6 Seebeck coefficient for amorphous and crystalline GST as a function of 
temperature, obtained from averages of measurements for as-fabricated amorphous and 
annealed crystalline fcc GST thin films (100 nm) up to ∼735 K.44 The measurements were 
taken in 10° steps up to ∼473 K and in 20° steps from 473 to 735 K. The crystalline fcc films 
were initially amorphous (as-fabricated) and were annealed at ∼473 K for ∼20–30 min. The 
Seebeck coefficients are assumed to remain constant (38 μV/K) in the 735–873 K range and 
decrease linearly upon melting (from 873 to 883 K) to match the room temperature value 
for TiN of −9 μV/K (modeling assumption, as GST is expected to be metallic upon melting). 
The Seebeck coefficient for TiN is assumed to be constant for all temperatures. (Data from 
Adnane, L. et al., Bull. Am. Phys. Soc., 2012.)
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∼473 K for 20–30 min to then be measured from room temperature as the annealed 
fcc films. The Seebeck coefficients are assumed to remain constant (38 μV/K) in the 
735–873 K range and decrease linearly upon melting (from 873 to 883 K) to match 
the TiN room temperature value of −9 μV/K, as GST is expected to be metallic upon 
melting. The Seebeck coefficient for TiN is assumed to be constant for all tempera-
tures (−9 μV/K).

11.3.2 aMOrphizatiOn MOdeL

GST is modeled to be amorphized at any mesh point that experiences T ≥ 873 K (onset 
of melting) at any time step, assuming that the entropy introduced in the material is 
sufficient to result in amorphization even though the material did not go through the 
complete solid–liquid phase transition (phase transition is modeled to be complete by 
T = 883 K after absorbing Lf). The model also assumes that cooling is fast enough to 
prevent crystallization (fall time of the pulse used is 25 ns). The phase of every mesh 
point is tracked to enable a read/reset/read operation sequence in a single simulation 
study.45 The cells are allowed to cool down to room temperature between the reset 
and the second read operations. To determine the resistance state after reset, the room 
temperature value used for amorphous GST electrical resistivity in these simulations is 
3.53 Ω · m. The ratio of the drain current during the first and the second read pulses is 
used to calculate the resistance contrast (ratio). The amorphized volume is visualized 
by mapping the conductivity in logarithmic scale (such as shown in Figure 11.10). A 
crystallization model for set operation can be implemented in a similar way, assigning 
the crystallized state to any mesh point that remains above crystallization tempera-
ture for a sufficient period of time (crystallization time); this can happen with slower 
cooling from melting, or starting from an amorphous state which requires introduc-
tion of a field-dependent electrical conductivity component to capture the threshold 
switching of the highly resistive amorphous material43 (a form of electrical break-
down that enables sufficient Joule heating within practical voltages).21,22

11.3.3 access transistOr

The access transistor is integrated with the finite element simulations by using the 
basic nFET circuit model available in COMSOL.46 The terminals of the nFET are 
configured as seen in Figure 11.1 for the positive polarity cases (current flowing 
from the top to the bottom contact). For the negative polarity cases, the PCM device 
is effectively “flipped” so the heater side is connected to VDD, and the top contact is 
connected to the drain of the transistor. The transistor is turned on during reset by 
applying a 1.75 V gate voltage pulse (VG) of 100 ns duration (which includes 25 ns 
rise and fall times) (Figure 11.1). The voltage applied across the access-transistor 
PCM-element combination (VDD) is maintained at 1.75 V at all times other than dur-
ing the read operations. A VDD of 0.1 V is used to perform the read operations (which 
does not result in any significant heating of the device; Tmax, read ∼ 313 K for the hcp 
case where largest heating occurs). The effect of rise time, determined by the pro-
gramming pulse and the cell capacitance, is not discussed here but is also a critical 
factor in the final temperature distributions within the PCM element.20
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11.4 MODELING RESULTS

11.4.1 effect Of eLectricaL resistivity

Even with the same-sized amorphous plug, the resulting resistance contrast between 
set and reset states (Table 11.1) should be much larger for the hcp model than for the 
as-fabricated fcc model just because the room temperature values for these two crys-
talline functions differ by 2.5 orders of magnitude. While larger resistance contrast 
allows for more accurate read operation and the potential for multiple bits storage per 
cell,29 the shape of the amorphous region is also very important for device operation.

The as-fabricated fcc model has the largest difference between room tempera-
ture resistivity and high-temperature resistivity (ρ(300 K)/ρ(873 K) = 153). For the 
annealed fcc model, this ratio is only 6.45. When the as-fabricated fcc GST begins 
to heat, the current greatly favors the path of highest temperature, releasing more 
energy vertically toward the top electrode and resulting in a tall molten region, and 
thus a tall amorphous plug after the reset operation. In contrast, when annealed fcc 
GST heats, the current is able to spread out laterally, resulting in a molten region sig-
nificantly larger than the heater, hence amorphization can be obtained with a lower 
reset current (Figure 11.7).

TABLE 11.1
Cell Resistances in the Crystalline (Set) and 
Amorphous (reset) States, and Resistance 
Contrast (Ratio between the Two) for Each 
Resistivity Model

Resistivity 
Model

Set 
Resistance

Reset 
Resistance

Resistance 
Contrast

As-fabricated 5.07 MΩ 1.07 MΩ 212

Annealed 264 kΩ 2.30 GΩ 8.68 K

Constant 91.9 kΩ 1.91 GΩ 20.8 K

hcp 78.6 kΩ 1.95 GΩ 24.8 K

As-fabricated Constant hcp
GST

TiNSiO2

Annealed

300 K

FIGURE 11.7 Peak thermal profiles (at 75 ns into the reset pulse) for each resistivity 
models. White contour lines show the 10 K transition period between solid and liquid, GST 
873–883 K (within these contour lines, both GST and TiN are above 883 K). Gate and applied 
bias are 1.75 V, with transistor L × W = 22 × 55 nm, in the positive polarity (current flowing 
from the top contact to the bottom contact).
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For the constant and hcp models, since there is no change in resistivity with tem-
perature (or very little change, for the hcp model), there is no temperature-dependent 
preferential path for current to flow. The current spread is almost uniform from the 
heater–chalcogenide interface. The thermal conductivities for the constant and hcp 
phases are almost an order of magnitude higher than the fcc, allowing heat to leave 
the active region and flow into the surrounding GST. In addition, there is increased 
heat loss through the TiN heater as the higher electrical conductivity of GST leads 
to reduced TBR, allowing heat to escape more easily into the thermally conductive 
heater toward the bottom electrode and substrate. This heat loss leads to a smaller 
molten region in the constant and hcp cases. However, since the current spreading 
gives rise to a wider plug, the final resistance is approximately the same as for the fcc 
cases. Due to its higher total cell resistance, the as-fabricated fcc model predicts less 
current than any of the other models (Figure 11.8).

11.4.2 therMOeLectric effects

In addition to Joule heating, thermoelectric heat plays an important role in the set 
and reset operations of PCM devices. For symmetric devices, thermoelectric heat 
results in asymmetric heating profiles, and for asymmetric devices (such as mush-
room cells), thermoelectric heat can either assist or impede the heating of the active 
region of the device, depending on the voltage polarity across the cell.47,48 By alter-
ing the temperature gradients within the device, thermoelectric heat can also affect 
elemental segregation that strongly impacts endurance and reliability in PCM.49

11.4.2.1 Thomson Heat
For a given current direction, Thomson heat leads to local heating or cooling depend-
ing on the sign of the Seebeck gradient and has a significant impact on the tempera-
ture distribution in the active region of the devices. For the positive polarity, strong 
Thomson heating (1018–1019 W/m3) is seen in the 873–883 K range where GST is 
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FIGURE 11.8 Current during reset operation for varying resistivity models. as-fabricated and 
annealed fcc models are shown in solid lines. hcp and constant models are shown with a dashed 
line. Gate and applied bias are 1.75 V, with transistor L × W = 22 × 55 nm (same for all simulations).
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modeled to transition from solid to liquid phase and the Seebeck gradient is the 
largest (Figures 11.6 and 11.9a). This strong Thomson heat surrounding the molten 
region assists its further growth. The Seebeck coefficient is modeled to be constant 
after melting; hence, the liquid region sees no additional thermoelectric heating from 
within. The same is true for GST in the temperature range of 700–873 K, where the 
Seebeck is assumed to be constant. From ∼400 to 600 K, the Seebeck decreases with 
increasing temperature, leading to a second ring of significant Thomson heating. 
However, since the gradient is not as steep as at melting, the heating is less severe 
(∼1016–1017 W/m3). Thomson cooling takes place in the cooler outward regions of 
the GST layer (as in this temperature range, the Seebeck coefficient increases with 
increasing temperature), but since the current density, thermal gradient, and Seebeck 
gradient are all smaller, the cooling is small (weak cooling in Figure 11.9a). The neg-
ative polarity results in the opposite effect. As joule heating begins to create a molten 
GST bubble, strong Thomson cooling surrounds it, effectively impeding the growth 
of the molten region (Figure 11.9b). Heat is pulled away from the hot GST into the 
cooler regions. The result is a smaller molten region and a lower resistivity contrast 
for the negative polarity for the same consumed current (Figure 11.10). With positive 
polarity, the cell can be successfully reset using a smaller voltage, hence current and 
power, since the applied voltage in these example simulations (1.75 V for both VDD 
and VG) results in an over-reset for the positive polarity (but a “minimum” reset for 
the negative polarity [Figure 11.10]).

11.4.2.2 Peltier Heat
Solid GST has a much larger Seebeck coefficient than TiN. When current is flowing 
from the top to the bottom contact (positive polarity), qPeltier > 0, and when current 
is reversed (negative polarity), qPeltier < 0 (Figure 11.11). Like Thomson heat within 
the GST, Peltier heat assists in adding energy to the active region for the positive 
polarity, whereas in the negative polarity, it actively cools the bottom of the GST 
active region. When GST melts, its Seebeck coefficient is assumed to be the same 
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FIGURE 11.9 Thomson heat within the GST layer (volume power density) at peak heating 
for both (a) positive and (b) negative voltage polarities. Liquid GST regions are surrounded by 
strong heating or cooling for the positive or negative polarity.
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as that of TiN; further Peltier heating is only due to the small temperature differ-
ence between either side of the GST/TiN interface (Equation 11.3) and decreases by 
approximately an order of magnitude (Figure 11.6). In reality, a Seebeck coefficient 
mismatch between liquid GST and TiN at elevated temperatures is expected to lead 
to some Peltier heating at the liquid GST/TiN interface.

The relative power and energy contributions of Joule heating and Thomson and 
Peltier heating or cooling on the amorphization of the active region during a reset 
pulse are shown for both polarities in Figure 11.12 and Table 11.2. These values 
were calculated by integrating each heat contribution (volume power density) over 
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FIGURE 11.10 Conductivity profiles after a reset pulse (for the annealed fcc model) for 
(a) positive and (b) negative polarities. The amorphized regions are shown in dark gray. Peak 
currents for both polarities are 262 μA. Final resistances obtained are 2.30 GΩ for the posi-
tive polarity and 1.65 GΩ for the negative polarity.
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FIGURE 11.11 Peltier heating at the GST/TiN interface (surface power density) during 
the positive polarity pulse (solid line) and Peltier cooling during the negative polarity pulse 
(dashed line) in linear (a) and logarithmic (b) scales. When GST melts, the matched Seebeck 
coefficient (modeling assumption) and small temperature difference on either side of the 
GST/TiN interface result in negligible Peltier heating.
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a defined “rectangular active region” that tightly encloses the actual active region 
(for computational ease); these power contributions are then integrated over the reset 
pulse to calculate the total energies.

Due to significant thermoelectric transport in PCM devices that arises from the 
extreme thermal gradients that are established (up to ∼10 K/nm), operating the cells 
in the positive polarity (current flowing from the mushroom to the heater) results in 
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FIGURE 11.12 Joule, Peltier, Thomson, and total heat in a rectangular region tightly enclos-
ing the active region (mushroom) during a reset pulse for (a) positive polarity and (b) negative 
polarity pulses. In the positive polarity, Peltier and Thomson heat contribute positively to the 
overall heating in the active region, whereas in the negative polarity, these thermoelectric 
heat contributions oppose the Joule heating, resulting in total power in the active region lower 
than the joule heating. The Joule heating is larger in the negative polarity because the current 
is the same and the resistance is higher (colder GST). Thomson heat increases sharply (and 
Peltier heat at the GST/TiN interface drops by orders of magnitude) when GST starts melting. 
These calculations were performed for the annealed fcc model, during a reset pulse.

TABLE 11.2
Joule, Thomson, and Peltier Heating; Total Heat Energy 
in a Rectangular Region Tightly Enclosing the Active 
Region (Mushroom); and Total Cell Energy Consumption 
Obtained from the Total Current and Applied Voltage

Polarity

Joule 
Heating 

(pJ)

Thomson 
Heating 

(pJ)

Peltier 
Heating 

(pJ)

Total Heat 
in Active 

Region (pJ)

Total Cell 
Energy 

(pJ)

Positive 2.25 0.66 0.07 2.98 29.42

Negative 3.30 −0.74 −0.10 2.46 29.34

Note: These calculations were performed for the Annealed fcc model during 
a Reset pulse.
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less energy required for operation as in this case both Thomson heat and Peltier heat 
help confine the heat in the active region (Figures 11.9 and 11.10). We have shown 
here examples of reset simulations, but the same polarity dependence applies to the 
set operation.

11.5  PCM DESIGN AND HIGH-TEMPERATURE 
NANOELECTRONICS

PCM cells are designed to confine heat to increase efficiency and reduce the thermal 
crosstalk between the cells, and to confine the electrical current for higher efficiency 
set/reset operations and higher resistance contrast in the read operation. It is desir-
able to have a self-limiting mechanism such as a cell reaching the resistivity level of 
a resistive load (reaching maximum power transfer) when the molten volume reaches 
the desired dimension after covering the contact interface. The shortest distance 
along the current path in the amorphous region determines the resistance of the reset 
state, as well as the voltage required for breakdown for the set operation. Hence, it is 
desirable to have the current confined in a quasi-1-D geometry, where both current 
and heat confinement can be achieved and the resistance of the reset state changes 
linearly with the amorphized volume. Line cells, recessed50 or pore mushroom cells, 
and dash-type cells, like those used in recent demonstrations,17–19 are such quasi-1-D 
geometries. However, line cells are also more prone to cell-to-cell variation, as the 
voltage required for set (which must result in a field above threshold switching) is a 
strong function of the amorphized linear distance. If the cell is over-molten during 
reset, set can become impossible in a linear structure. Mushroom geometries use a 
narrow point contact, and over-reset has only a slight impact on cell resistance and 
the set voltage requirements. Besides performance, power consumption, and density, 
reliability and manufacturability with minimal process variations are determining 
factors in device geometry choice.

The typical materials used for the electrodes have high thermal and electrical 
conductivities while GST has low thermal conductivity (k) in all phases, and c-GST 
has high electrical conductivity (σ). In conventional cells, the GST film thermally 
insulates the top metal electrode, aiding heat confinement. While most of the heat-
ing takes place in the GST around the heater due to current confinement, there is 
also some undesired cooling due to heat diffusion into this thermally conductive 
heater. If an interfacial layer with electrical resistivity higher than that of GST is 
used between the GST and the heater, substantial heating will take place right at this 
interface, where it is most desired, resulting in significant improvement in power 
efficiency and reduced peak currents. While the cell resistance in the conductive 
state (Rset ) would be higher, requiring a slightly larger operation voltage, the impact 
on the overall cell Rreset  /Rset ratio (including the access device resistance) would be 
relatively small since the relative increase in Rreset is much less significant.

Thermoelectric effects need to be considered carefully in device design. 
Depending on geometry, materials, and voltage polarities used for programming, 
these effects can be utilized for reduced power consumption, or improved perfor-
mance, endurance, and reliability. The effect of Peltier heat at the critical GST/heater 
interface may be significant at high temperatures (in our model, we assumed the 
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room temperature value of Seebeck coefficient of TiN for all temperatures, as well 
as for liquid GST) and can also be utilized for reduced power operation by choosing 
contact materials as to maximize this heat component (by largest Seebeck coef-
ficient mismatch).

Conventional high-performance semiconductor devices utilize single-crystal 
materials, and the materials remain unchanged during normal operation conditions, 
maintained within a relatively small temperature window. In contrast, PCM devices 
utilize a phase-change material that changes dynamically in a very large temperature 
range, ∼300–1000 K and across many phases (crystalline, amorphous, and liquid). 
A complete set of material parameters (electrical, thermal, mechanical) in this range 
and under heating rates comparable to device operation (expected to result in meta-
stable phases as discussed earlier), as well as amorphization, nucleation, and growth 
models are needed; granularity in the poly/nanocrystalline phase-change material, 
percolation transport, and filament formation are also expected to be important and 
defects and local variations within the material can be a determining factor in this 
type of transport; changes in the material density as a function of temperature and 
phase induce stress at interfaces between different phases; in the liquid state, con-
vective heat transfer may become important, and surface tension may lead to voids 
within the element; and electro-migration induces elemental segregation and failure 
of cells.49 A complete model for PCM devices would ideally incorporate all these 
aspects, which is rather challenging from a computational point of view. Yet simpli-
fied models that capture the main effects observed experimentally are required for a 
better understanding of the PCM operation.

There are also significant gaps in knowledge related to the material parameters 
and electrothermal transport under extreme thermal gradients and across interfaces. 
When the device size is comparable to the phonon mean free path, or when the ther-
mal gradient is significant over this distance (>1 K/nm), heat transport is expected 
to change from diffusive to ballistic and the Fourier heat treatment is no longer 
valid.51,52 However, there is still very limited experimental data to validate proposed 
models. PCM devices are larger than the phonon mean free path in GST (estimated 
to be ∼1 nm in c-GST at 300 K and to decrease with temperature53), but the very large 
thermal gradients established under typical operation, ∼10–100 K/nm, are expected 
to result in significant ballistic thermal effects. The ballistic heat models are too 
complicated to be solved using finite element tools,52 but it has been shown that the 
Fourier model with an effective reduced thermal conductivity gives reasonably close 
results.52,54 This effective k(T) can in principle be extracted using a technique similar 
to what we have used to extract ρ(T) and effective-k(T) of silicon wires self-heated to 
melting (under thermal gradients ∼1 K/nm) by matching simulated and experimen-
tal I–V characteristics.55 Phase-change materials require this extraction to be done 
under heating rates comparable to those of device operation to capture the properties 
of the metastable phases.

Adoption of PCM as a main memory will require an integrated effort in design 
and characterization of materials, device geometries, electrical pulses and access 
devices, as well as fundamental studies on electrothermal transport at nanoscale. 
PCM operation dynamics are rather complex, and scaling will significantly ben-
efit from physics-based models integrated with circuit simulation tools for array 
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and module design, which can capture important transient effects. If the designs are 
not optimized, excessive power levels may be required to achieve acceptably low 
device-to-device variability, which in turn lead to reduced packing density, endur-
ance, and reliability, and hinder multi-bit-per-cell operation.
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12.1 INTRODUCTION

12.1.1  resistive randOM access MeMOry: histOry 
and eMerGinG technOLOGy

In general, nonvolatile memory (NVM) can be divided into two major parts. Most 
NVM devices in mobile and embedded applications today are based on charge stor-
age, which can also be called as capacitive memories like flash, and the other NVM 
devices are based on various kinds of resistance switching mechanism of inorganic, 
organic, and molecular materials, which can also be called as resistive memories. 
Those capacitive memory devices have some general shortcomings, like slow pro-
gramming, limited endurance, and the need for high voltages during programming 
and erase. Resistive switching random access memory (RRAM) devices are consid-
ered as the most attractive candidates for next-generation NVM applications, owing 
to their excellent merits including very low operation voltage, low power consump-
tion, and simple device structure. The unique resistance switching behavior under 
the applied voltages in oxides has been found in 1960s by several groups individually 
[1–4]. However, with the physical limitation approaching of flash on the interna-
tional technology roadmap for semiconductors, the interest on the resistance switch-
ing in oxides has been renewed in 2004 International Electron Device Meeting by 
Samsung [5]. Figure 12.1 shows the first complementary metal-oxide-semiconductor 
(CMOS) process compatible 1transistor–1resistor (1T–1R) structure based on NiO.

More candidate materials for these memories including doped perovskite SrZrO3 
[6], ferromagnetic materials like (Pr,Ca)MnO3 [7], and transition metal oxides (BTMO) 
such as NiO [8], TiO2, [9] Al2O3, [10], ZrO2, [11], and CuxO [12] were proposed in past 
years. Compared to ternary or quaternary oxide semiconductor films such as Cr-doped 
SrZrO3 or (Pr,Ca) MnO3, binary metal oxides have the advantage of a simple fabrication 
process and are more compatible with CMOS process. In the last several years, binary 
transition metal oxide (BTMO)-based RRAM have been studied intensively by indus-
try and universities. The number of scientific papers and contributions to conference 
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FIGURE 12.1 (a) Cross-sectional TEM image of fully integrated OxRRam cell array with 
magnified polycrystalline BTMO inset, and (b) corresponding schematic diagram. (From 
Baek, I.G. et al., IEDM Tech. Dig., 587, 2004.)
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is continuously increasing, especially on the NiO (Samsung), TiO2 (Seoul National 
University), CuOx (Spansion), WOx (Macronix), and ZrO2 (Fudan University).

The typical memory characteristic curve and the basic definition of RRAM are 
shown as Figure 12.2.

When the applied voltage reached a certain value, the current of the device increased 
abruptly, which represented the first transition from initial state to stable low-resistance 
state (LRS) appears. It is well known as forming process. Sequentially, by sweeping 
a negative voltage, the switching from LRS to high-resistance state (HRS) occurs, 
exhibiting an abrupt current decrease (RESET process). Then, as the applied voltage 
increases from 0 V, the switching from HRS to LRS (SET process) happens. For the 
SET and the forming process, an appropriate current compliance should be configured 
for memory switching. It means that the current is limited by measurement when it 
reaches a preset value. In general, if the SET and RESET voltages keep the same direc-
tion like both negative voltage or both positive voltage, this resistive switching can 
be thought as “unipolar switching mode,” and if the polarity of the SET and RESET 
voltages is in opposite direction like positive voltage for SET and negative voltage for 
RESET, this resistive switching can be thought as “bipolar switching mode.”

The development of BTMO-RRAM needs reliable switching behavior and data 
retention property to further scale the NVM down into the sub-20 nm regime. Hence, 
the bottleneck challenge is the trustable electronic switching mechanism of RRAM.

12.1.2 chaLLenGe fOr rraM On stOraGe-cLass MeMOry

The most possible application for RRAM on the current technology stage is the 
embedded application for mobile storage demand. However, if RRAM can dominate 
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FIGURE 12.2 Unipolar and bipolar switching schemes. CC denotes the compliance current. 
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the memory market in future, it must meet the storage-class requirement. The stor-
age-class memory (SCM) can be defined as a memory that combines the benefits of 
a solid-state memory, such as high performance and robustness, with the archival 
capabilities and low cost of conventional hard-disk magnetic storage [14].

For the SCM application, two major issues must be evaluated:

 1. Performance requirement
  SCM needs highly reliable, high speed, and high density to replace the 

hard-disk magnetic storage and flash-based solid-state drive. The best 
record now is the NiO-based RRAM reported by Samsung as shown in 
Figure 12.3 [15]. As Figure 12.3b and c shows, a single 1.5 and 1 V pulse 
with a 10 ns duration has programmed the crossbar memory device suc-
cessfully for SET and RESET, respectively. The write current also can be 
reduced to 10–30 μA with the cell size scaling to 50 × 50 nm. However, 
the possible switching mechanism of RRAM indicates that the reliabil-
ity cannot reach the SCM demand. Actually, still not any work claims the 
endurance is above 106 times and the retention maintains 10 years under the 
critical condition for the same device cell. From this point of view, it is an 
overburden to RRAM to provide an SCM solution in the future.

 2. Architecture requirement
  There are two RRAM architectures for different applications. One is 1T–1R 

architecture, and the other is crossbar architecture. Generally, 1T–1R is used 
as embedded memory in SOC or other application system; the competitors 
in the embedded memory application including multiple-time programma-
ble and one-time programmable are the general floating gate–based NVM 
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ming speeds on the order of 10 ns and low monitoring pulses with the programming pulse in 
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devices, such as Sidence’s 1T-Fuse technology, Kilopass’s XPM in 40 nm 
line, and Fujitsu’s e-fuse type in 65 nm line. There are no advantages of 
1T–1R RRAM for the single memory cell size, power consumption, reli-
ability, and logic process compatibility comparing with the competitors 
given earlier. 1T–1R RRAM is much good at in some special applications 
like transparent memory or flexible memory [16]. However, the future of 
RRAM is dependent on the SCM development. The SCM-RRAM must 
use crossbar architecture in the applications, especially on the oxide-based 
stackable 3-D memory cells as shown in Figure 12.4 [17].

12.2 BINARY TRANSITIONAL METAL OXIDE-BASED RRAM

12.2.1 device fabricatiOn and current–vOLtaGe characterizatiOn

12.2.1.1 Device Fabrication
A RRAM memory cell has a simple MIM structure that is composed of insulating 
or semiconducting materials sandwiched between two metal electrodes. An experi-
mental method of fabricating an RRAM cell comprises at least three steps: forming 
a bottom electrode, depositing a metal oxide layer, and forming a top electrode on the 
metal oxide layer. Because of the simple structure, RRAM cells are easily integrated 
into highly scalable crossbar arrays, where the simple design reduces the cell size to 
4 F2 per bit and allows for relatively easy alignment.

A generalized crossbar array memory structure is shown in Figure 12.5a. This 
crossbar structure enables the circuit to be fully tested for manufacturing defects and 
to be subsequently configured into a working circuit [18]. Although the crossbar struc-
ture can induce high density of the memory integration, a typical problem existed 
that crosstalk between neighboring devices hinders the memory cells from being ran-
domly accessed [15]. Figure 12.5b shows a typical “crosstalk” behavior of the simplest 
2 × 2 cross-point cell array without switching elements. Although we want to read the 
information of the cell in the HRS surrounded. With three cells in the LRS, the read-
ing current can easily flow through the surrounding cells in the LRS and thus transmit 
erroneous LRS information. Consequently, for any practical high-density crossbar 
RRAM array, elimination of crosstalk requires a rectifying element to be included in 
each memory cell called 1D–1R (one diode one resistor) to prevent “sneak” currents 
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FIGURE 12.4 (a) Duration of stacked memories with peripheral circuit. (b) Conceptual 
diagram for ideal staking structure utilizing stackable peripheral circuits. (From Lee, M.-J. 
et al., Adv. Funct. Mater., 19, 1587, 2009.)
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from passing through nonselected cells, as shown in Figure 12.5c. The switch ele-
ments with rectifying behaviors can be fabricated by a traditional semiconductor p–n 
junction. However, considering the process compatibility, the oxides, p–n junctions, or 
rectifying elements were also fabricated, as shown in Figure 12.5d and e [19].

In order to suppress the reset current and select the operating cell in the mem-
ory arrays, integration of transistors is necessary during the fabrication to form a 
1T–1R structure; Samsung has provided a new structure fabrication concept with a 
GaInZnO (GIZO) thin-film transistors integrated with 1D (CuO/InZnO)–1R (NiO)) 
structure oxide memory node element. All-oxide-based device components for high-
density nonvolatile data storage with stackable structure become possible.

12.2.1.2 Current–Voltage Characterization
Based on current–voltage characteristics, the switching behaviors can be classified 
into two types: one is called unipolar (or symmetric) when the switching procedure 
does not depend on the polarity of the voltage and current signal. The other is called 
bipolar (or antisymmetric) when the set to an ON state occurs at one voltage polarity 
and the reset to the OFF state on reversed voltage polarity.

In unipolar resistive switching [20], the switching direction depends on the ampli-
tude of the applied voltage but not on the polarity. During the I–V characterization, 
RRAM cell needs a so-called forming process at first. An as-prepared memory cell 
is in a highly resistive state and is put into an LRS by applying a high-voltage stress. 
After the forming process, the cell in an LRS is switched to an HRS by applying 
a threshold voltage, which is called “reset process.” Switching from an HRS to an 
LRS is achieved by applying a threshold voltage that is larger than the reset voltage, 
which is called “set process.” In the set process, the current is limited by the current 
compliance of the control system, or, more practically, by adding a series resistor, the 
current compliance can protect the device against the hard breakdown.

The bipolar switching shows directional resistance switching according to the 
polarity of the applied voltage. By sweeping the applied positive voltage from zero to 
a certain voltage with a compliance current of 10 mA, an abrupt increase in current 
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(d) Detailed structure of a single cell consisting of a Pt/NiO/Pt memory and a Pt/VO2.
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was observed, and the LRS was reached. The device remains in the LRS after the 
soft breakdown of the film when it is swept back to 0 V. Subsequently, the polarity 
of the voltage is changed by sweeping the gate voltage from zero to negative, the 
resistance of the sample is abruptly increased at a certain negative voltage, and it 
means that the sample switches back to an HRS. Hence, reversible bipolar resis-
tive switching was observed with an on/off resistance ratio, which provides a large 
enough window for readout.

For memory application, the electrical pulse characteristics are used to write/erase 
and read the device. Write/erase voltages should be in the range of a few hundred mV 
to be compatible with scaled CMOS to few V. Read voltages need to be significantly 
smaller than write voltages in order to prevent a change of the resistance during the 
read operation. The endurance and retention characteristics of the devices should be 
tested, as shown in Figure 12.6 [21]. A data retention time of >10 years is required 
for universal NVM. This retention time must be kept at thermal stress up to 85°C and 
small electrical stress such as a constant stream of read voltage pulses [22].

Usually, the reproducible resistive switching cycles can’t be obtained through the 
single electrical pulse applied between the two electrodes. What’s more, due to the 
dispersions of reset and set voltages existed during the single electrical pulse opera-
tions, there is a possibility that the device would be SET back to LRS just after reset 
process. Multi-pulse mode such as ramped-pulse series (RPS) is proposed to avoid 
the operation instability and minimize the reset voltage dispersion for the RESET 
operation [23]. The RPS is a kind of write–verify algorithm, which includes a series 
of pulses. These pulses increase from the initial (Vstart) to the last voltage (Vend) with 
a fixed step (Vstep). All single pulses of RPS are the same in duration but different in 
amplitude. The Vend is determined by a maximum Vreset. A read process is performed 
after each single pulse. Once the resistance reaches the reference value of HRS, the 
RESET process will be terminated, and the remaining pulses are canceled.

106

105

104

103

Re
sis

ta
nc

e (
Ω

)

Re
sis

ta
nc

e (
Ω

)

102

0 1k 2k 3k 4k 5k

HRS
LRS

101

105

106

107

104

103

Read @ 0.3 V 300 KRatio > 103

Read @ 0.3 V 

10 years

102

101

100

100 101 102 103 104 105 106 107 108 109

Switching cycles Time (s)(a) (b)

FIGURE 12.6 (a) Statistics for endurance characteristics of TaN/Al2O3/NbAl)/Al2O3/Pt 
RRAM cell. (b) Retention test of the device after 103 write/erase cycles, both.



340 Nanoscale Semiconductor Memories

© 2010 Taylor & Francis Group, LLC

12.2.2  btMO-rraM inteGratiOn fOr eMbedded appLicatiOn 
On 0.18 μm aL prOcess and 0.13 μm cu prOcess

Before taking into practical application, the issue of how to integrate RRAM onto 
the standard process should be well solved, because this issue will not only deter-
mine the whole wafer cost, but also influence the device performance greatly. One 
competitive method is to integrate the RRAM structure on the backend of process 
line (BEOL), instead of the front end of line (FEOL), considering the low-temper-
ature budget of RRAM fabrication and material contamination. In this chapter, the 
integration flow of RRAM with one transistor/one resistor (1T–1R) structure on Cu 
process and Al process will be discussed, with attention being focused on low cost 
and high reliability. CuOx material and WOx material will be taken as examples for 
switching material.

12.2.2.1 RRAM Integration on 0.18 μm Al Process
From the view of integration on Al process, WOx is the first choice for RRAM appli-
cation, because the WOx material can be easily formed on each layer of W plug 
just by tuning very little process on the basis of standard production flow; thus, the 
research cost and time to market can be greatly reduced. In this section, the integra-
tion flow of WOx-based RRAM will be discussed.

Figure 12.7 illustrates the fabrication process of WOx-based RRAM with 1T–1R 
structure. The WOx memory layer is formed on the contact of W plugs. With initial 
reference to step 1, a selective transistor and a W plug contacting the transistor are 
far formed after FEOL process. Thereafter, the wafer is transferred to an oxidation 
chamber for the growth of WOx on W plugs, as shown in step 2. The oxidation can be 
performed by thermal oxidation at elevated temperatures or O-containing plasma oxi-
dation at somewhat lower temperatures, even or by wet-chemical oxidation. By adjust-
ing the temperature, pressure, power, and time, the quality and thickness of WOx film 
can be well controlled. It should be mentioned that the W plugs contacting logic tran-
sistor are also oxidized simultaneously, which will cause underlying reliability issue 
on the periphery circuit, so the tungsten oxide on these parts should be cleaned com-
pletely in subsequent process. Next, with reference to step 3, a conductive layer such 
as TiN, Ti, Al–Cu, or W is deposited on top of the WOx, by means of physical vapor 
deposition (PVD) or plasma-enhanced deposition. Using suitable photolithographic 
technique, this conductive layer is patterned as shown in step 4. Then, in step 5, a dry 
etching step is conducted by Cl-containing metal etch chemistry to remove the part of 
conductive layer, which is unprotected by the photo-resist (PR). Next, the PR is ashed 
by O2 plasma, followed by a chemical wet clean step to remove the residual produced 
during etching and the WOx layer on W plugs of logic parts. Thereafter, the RRAM 
device with MIM structure is accomplished, with W plug as bottom electrode, WOx 
as switching layer, and patterned conductive layer as top electrode.

Next, with reference to step 6, a metal layer of Ti/TiN/Al(Cu) is provided over 
the resulting structure after sputtering the native oxide off the top of the electrode 
and is patterned as shown in step 7, using appropriate photolithographic techniques. 
In step 8, the common plate (M1) connecting the top electrodes of RRAM devices is 
formed after dry etching and PR stripping process.
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In this structure, each of the memory devices is in series with the selective transis-
tor, with the gates of the transistor being the word lines and the bit lines being the 
common plate connecting the top electrode of RRAM. The schematic drawing of the 
process flow provided earlier is just a small part of the overall memory array.

12.2.2.2 RRAM Integration on 0.13 μm Cu Process
BTMOs have advantages of simple composition and good compatibility with CMOS 
processes. Taking CuOx for an example, the Cu material is widely used in the current art 
of advanced interconnect process. The fabrication of CuOx material is fully based on the 
apparatus of standard process, which will greatly reduce the costs for both research and 
production. In this section, the integration flow of CuOx-based RRAM will be discussed.

Figure 12.8 shows a specified process flow for integrating CuOx RRAM onto the 
BEOL of Cu process with 1T–1R structure, where each of the memory devices is in 

Step 1: After CT formation on FEOL Step 2: W via oxidation to form WOx switching
layer.

Step 3: Dep. TiN as top electrode. Step 4: Lithography to pattern TE.

Step 5: Dry etch TiN to form TE and PR
stripping. �e WOx on logic is removed
simultaneously

Step 6: Dep TiN/Al-Cu alloy/TiN
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FIGURE 12.7 Integration flow of WOx-based RRAM on Al process.
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series with a select transistor and the gates of the transistor are the word lines and 
the M2 connecting the top electrodes are the bit lines. The flow steps from substrate 
preparing to bit line completing. With initial reference to step 1, the substrate is 
formed on a semiconductor wafer after FEOL process and M1 connection. The M1 
is exposed just after Cu CMP.

Next, with reference to step 2, a bilayer of thin SiN and TEOS with a thickness 
of 50 and 50 nm, respectively, is deposited over the M1 by plasma-enhanced deposi-
tion. By using suitable photolithographic techniques, the TEOS layer is patterned 
in step 3 to provide an opening area for memory cell. After lithography, the TEOS 
in the opening is removed by reactive ion etching with the etch stopping at the SiN 
layer, as shown in step 4. Next, in step 5, the PR is stripped by O2 plasma and wet 
clean. After that, the SiN layer is further etched to expose Cu in step 6. It should be 
noted that two-step etch process is adopted to generate an opening for memory cell, 

Step 1: After M1 formation on BEOL Step 2: Dep. 50 nm SiN and 60 nm TEOS on M1

Step 3: Lithography for memory cell pattern Step 4: Dry etch TEOS stopping at SiN layer

Step 5: PR stripping and wet clean Step 6: Dry etch SiN and expose Cu substrate

Transistor

CT

STI

M1

Transistor

CT

STI

M1

Transistor

CT

STI

M1

Transistor

CT

STI

M1

Transistor

CT

STI

M1

Transistor

CT

STI

M1

Transistor

CT

STI

M1

Transistor

CT

STI

M1

Step 7: Cu oxidation to form CuOx switch layer Step 8: Dep. TaN as top electrode

FIGURE 12.8 Integration flow of CuOx-based RRAM on Cu process.
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considering the ashing process of PR will unexpectedly oxidize the Cu substrate and 
have uncontrollable influence on device performance.

Next, the wafer is transferred to an oxidation chamber for the growth of CuOx on 
Cu substrate, as shown in step 7. The oxidation can be accomplished by any number 
of means, including thermal oxidation by O2 at elevated temperatures or reduced-
pressure oxidation in an O-containing plasma at somewhat lower temperature. By 
adjusting the temperature, pressure, power, and time, the quality and thickness of 
CuOx film can be precisely controlled.

With reference to step 8, top electrode material such as TaN, Ta, Ru, Ti, TiN, or 
bilayer is deposited by PVD or plasma enhanced chemical vapor deposition (PECVD) 
technique, with a thickness of 50 nm. Thereafter, the top electrode is patterned by 
lithography in step 9, followed by dry etching using typical Cl-containing metal etch 
chemistry in step 10. PR is stripped by a sequential O2 plasma and organic solvent 
process. The RRAM device with MIM structure is thereafter formed in contact with 
a drain of transistor by W plug and M1. With reference to step 11, SiN capping layer, 

Step 9: Lithography to pattern TE Step 10: Dry etch TaN to form TE/PR stripping

Step 11: Dep. SiN/TEOS/SiN/TEOS Step 12: V1 and M2 opening
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FIGURE 12.8 (continued) Integration flow of CuOx-based RRAM on Cu process.



344 Nanoscale Semiconductor Memories

© 2010 Taylor & Francis Group, LLC

first insulating layer between metals (IMD), etching stopping layer, second IMD, 
and SiON antireflection layer are subsequently deposited by PECVD technique. 
Via  1  and  trench for M2 are formed by lithography and dry etching in step 12. 
After that, TaN/Ta barrier layer and Cu seed layer are deposited by PVD technique 
after sputtering the native oxide off the tops of the electrode exposed by Via 1. 
Electrochemical plating (ECP) Cu is then employed to fill the Via and the trench, 
as shown in step 13. After a short annealing process to enlarge the crystal size of 
ECP Cu, a chemical–mechanical polishing step is undertaken to remove the portions 
overlying the IMD layer, as shown in step 14; thus, Cu plugs and M2 are formed.

This integration scheme has the following advantages:

 1. High reliability.
 a. After CuOx switching layer formation, the top electrode is deposited on 

it directly, avoiding unnecessary contamination on CuOx layer.
 b. During oxidation, the logic part is protected by SiN layer, thus increas-

ing the reliability of circuit.
 2. The material for top electrode can be adjusted in a wide range.
 3. Multistack structure can be realized easily.

12.2.3 dOpinG effect in btMO-rraM

Artificially doping impurity in electron devices modifies their electronic transport 
and can be useful in improving their performance. The effects of impurity doping on 
resistive switching characteristics in binary metal oxide films have been reported in 
some studies [24–31].

Jung et al. [29] investigated the effects of lithium doping on bistable resistance 
switching in polycrystalline NiO film. They concluded that doping metallic impurity 
can improve the thermal stability of the off state in undoped NiO films, resulting 
in a much better retention property in the off state and stable on/off operation as 
shown in Figure 12.9. For the Li-doped device, both on and off currents were found 
to be stable and constant with a small value for standard deviation. However, for the 
undoped device, only its on current was stable.
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of the on and off states. (From Jung, K. et al., J. Appl. Phys., 103, 2008.)
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The Dongsoo Lee group has investigated various doped metal oxides such as 
copper-doped molybdenum oxide, copper-doped Al2O3, copper-doped ZrO2, 
aluminum-doped ZnO, and CuxO for novel resistance memory applications [31]. 
Compared with nondoped RRAM devices, doped metal oxides show much better 
device yields, as shown in Figure 12.10.

Guan et al. [28] reported a resistive switching memory device utilizing gold nano-
crystals embedded in the zirconium oxide layer. They stated that the intentionally 
introduced golden nanocrystal, acting as the electron traps, provides an effective way 
to improve the device yield.

These studies suggested that this doping effect is most likely associated with the 
local enhancement or concentration in electric field induced by the embedded fine 
metallic impurity. These doped impurities or nanocrystals may provide easy path 
to form a fixed conducting filament in the thin films. Therefore, the fluctuation of 
switching parameters could be stabilized, and the devices yield can be improved 
through the doping method.

12.2.4 rOLe Of cOMpLiance current

Proper compliance current is usually needed to protect the resistive switching mate-
rial from permanent breakdown, for a large transient current will occur during the 
transition from HRS to LRS. It has been reported that Icomp is a key parameter that 
influences the resistive switching behaviors, especially for the value of the on-state 
resistance (Ron) and the reset current (Ireset, defined as the peak current during the 
reset process). The relationships of Ireset vs. Icomp (Ireset increases with increasing Icomp) 
and Ron vs. Icomp (Ron decreases when Icomp increases) for Icomp 1 mA have already been 
reported by several groups [9,32,33].

The RESET current was found to increase together with the SET compliance 
current for BTMO-RRAM. The increased SET compliance current is likely related 
to the density increase in conductive filament, which induces more current to gener-
ate more heat to rupture the filaments. According to the Joule heating effect–caused 
filament rupture model, a proper current density is needed for the RESET switching. 
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As the SET compliance current increases, more conductive filaments are formed 
and lower on-state resistance is achieved. In order to reach a certain current den-
sity to rupture these conductive filaments, larger RESET current is needed for the 
higher SET compliance current condition. Increasing the applied voltage can gener-
ate higher current. However, according to the Ohm’s law, the lower resistance can 
also offer higher current in the same voltage. Considering this, the inconspicuous 
increase in RESET voltage can be easily understood. In “nonuniform, flawed fila-
ment” model, the rupture of filament is thought to take place only at high-resistance 
flaw inside the filament, because the highest temperature can be generated thereby 
Joule heating. As long as the critical temperature reaches at the flaw inside the fila-
ment by external current, regardless of the polarity, the RESET switching will occur.

The switching behavior of RRAM with different architecture can elucidate the 
compliance current effect much clearly. Figure 12.11 shows the typical bipolar resis-
tive switching characteristics of CuxO-based RRAM with 1R architecture. The SET 
under positive voltage sweep with a compliance current, and then RESET without 
a compliance current. Different current compliances are used in the set processes, 
as shown in Figure 12.11. The resistive switching characteristics can be greatly 
influenced by Icomp, especially for the Ireset and Ron. As it can be seen from Figure 
12.11, when Icomp is above 1 mA, Ireset decreases almost linearly with Icomp; however, 
when Icomp decreases below 1 mA from 600 to 200 μA, Ireset keeps stable (∼1 mA). 
The similar phenomenon is also reported by Kinoshita et al., in which Ireset ≈ Icomp 
is observed for Icomp ≥ 1 mA and Ireset is 2–3 mA independent of Icomp for Icomp < 
1 mA [33]. The relationship between Ron and Icomp can also be classified into two 
parts, shown in the inset of Figure 12.11: cycle endurance of 50 times is performed 
under DC voltage sweep mode for each Icomp and the 50 Ron values are picked up to 
plot the relationship between Ron and Icomp. When Icomp increases from 1 to 10 mA, 
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Ron decreases from ∼3 to ∼1 kΩ. That’s to say, Ron has a negative relationship with 
Icomp when Icomp ≥ 1 mA. However, when Icomp is below 1 mA, Ron is independent of 
Icomp and distributes around 3 kΩ.

On the other hand, in RRAM with 1T–1R architecture, the relationship of Ireset ≈ 
Icomp can be clearly observed when Icomp is below 1 mA, as shown in Figure 12.12. 
This may be caused by the excellent capability of confining Icomp, for the device is 
directly fabricated above the contact plug and connected to a transistor in 1T–1R 
architecture. The gate voltage (Vg) of this transistor is used to control Icomp. Vg is 
maintained at a fixed value 3.3 V (the corresponding Icomp is about 2 mA) during the 
reset process, whereas during the set process, Vg is maintained between 1.25 and 
2.65 V (the corresponding Icomp distributes from 200 μA to 1 mA). The excellent 
capability of confining Icomp can also be seen from the almost linear relationship 
between Ron and Icomp, as shown in the inset of Figure 12.12. Fifty time cycles are 
performed under DC voltage sweep mode for each Icomp. Ron decreases from ∼10 to 
∼3 kΩ, when Icomp increases from 100 to 600 μA. That’s to say, the resistance value 
of Ron can be greatly improved by decreasing the value of Icomp, thus decreasing the 
value of Ireset. However, the I–V curve of reset process changes gradually instead of 
precipitating quickly when Ireset decreases to 200 μA or below, as shown in Figure 
12.12. It is attributed that the smaller Ireset is, with more difficulty the conductive 
filament will rupture, and thus the reset speed will be negatively affected. In other 
words, there is a competitive relationship between power consumption and speed. 
High Ireset means not only fast speed, but also high power consumption, while low 
Ireset means low power consumption, but also slow speed. Therefore, a right balance 
between power consumption and speed should be struck in order to achieve an opti-
mized resistive switching performance.
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To clarify the resistive switching behaviors under different compliance currents, 
a self-build compliance current capturing system is set up. As shown in Figure 
12.13a, a Keithley 4200 SPA, a CuxO-based memory device with 1R architecture 
and a 2 kΩ sampling resistor are connected in series; an oscillograph is connected 
with the sampling resistor in parallel to scout the transient current flowing through 
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1R architecture; (c) the enlargement of the current overshoot curve in (b), the inset shows the 
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the memory device during the transition from HRS to LRS. Surprisingly, a serious 
compliance current overshoot phenomenon is observed in 1R-architecture device, 
as shown in Figure 12.13b. This current overshoot curve is enlarged and replotted in 
Figure 12.13c. Although Icomp is set as 100 μA during the set process, a large over-
shoot current about 1 mA is observed at the trigger time point from HRS to LRS. 
This overshoot current increases quickly from ∼0 to 1 mA within only 0.4 μs and 
then relaxes back to 100 μA in about 50 μs as shown in Figure 12.13c. The whole 
process happens in only about 50 μs, which is very short comparing with the DC 
voltage sweep speed (1 ms per step). Therefore, no compliance current overshoot 
is observed in the normal I–V curve during the set process shown in the inset of 
Figure 12.13c.

Different compliance currents, such as 200 and 600 μA, are also used in the 
similar capturing system; once Icomp is below 1 mA, the overshoot phenomenon 
appears and the overshoot current maintains about 1 mA. However, when Icomp is 
larger than 1 mA, the capturing current equals to Icomp. In other words, Icomp configu-
ration is invalid when Icomp is below 1 mA for the existence of the compliance current 
overshoot phenomenon. That’s why Ireset and Ron are independent of Icomp once Icomp 
decreases below 1 mA in 1R architecture.

Based on the earlier observations, the compliance current overshoot phenom-
enon with 1R architecture may be caused by the parasitic capacitance C, which 
exists between the external transistor in SPA and the RRAM device. At the set 
point, RRAM device suddenly switches from HRS to LRS; however, the parasitic 
capacitance C has already been charged to a certain voltage (equals to the set volt-
age, Vset) before the set transition during the DC voltage sweep process. Once the 
RRAM device switches from HRS to LRS, the charges stored in the parasitic capac-
itance C will discharge through the RRAM device and the sampling resistor, which 
directly induces the occurrence of the compliance current overshoot phenomenon. 
We can also find that the transient current fluctuates in a wave form before regress-
ing back to 100 μA. It is attributed that, except the existence of the parasitic capaci-
tance, the parasitic inductance L also exists between the RRAM device and SPA 
even though an external transistor connected between the RRAM device and the 
sampling resistor can control the discharging current through the sampling resis-
tor. The stored charges in the parasitic capacitance C can still be discharged from 
another parasitic capacitance Co, which exists between the RRAM device and the 
external transistor. Therefore, the resistive switching behaviors can still be affected 
by the overshoot current. Compared with 1R architecture, the memory device and 
the transistor are connected directly via a contact plug in 1T–1R architecture, thus 
the parasitic capacitance of the joint between them can be negligible. That’s to 
say, the discharge current can be perfectly controlled by the internal transistor. 
Therefore, no compliance current overshoot phenomenon is observed in 1T–1R 
architecture, and the reduction in parasitic capacitance strongly limits the current 
overshoot during the set transition, thus limiting the reset current required for its 
subsequent dissolution. This overshoot current can remarkably affect the resis-
tive switching characteristics in 1R-architecture RRAM, especially when Icomp is 
below 1 mA.
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12.2.5 physicaL MechanisM and its evidence

Various physical switching mechanisms have been proposed to clarify this important 
resistance change phenomenon such as (1) conductive filament formation and rup-
ture by Joule heat–induced thermochemical reaction or charge trap/detrap process, 
(2) mobile anion-induced resistance change, and (3) Schottky barrier modulation by 
ion movement. It is noted that most models are based on the indirect I–V behavior 
and analytical fitting and lack of direct evidence. Here three kinds of models with 
three complementary views were taken to make this bottleneck problem clear.

The first view is Cheol-Seong Hwang’s conductive filament model with direct 
evidence based on TiO2-RRAM [35] (Figure 12.14). The second view is a theoretical 
approach of Jinfeng Kang’s work based on ZnO-RRAM [36]. The third one is a total 
physical image to BTMO-RRAM based on TaN/CuxO/Cu sandwich structure [37].
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Figure 12.15 shows that oxygen vacancies rearrange to form an ordered structure 
and induced a stable metallic phase. After RESET, this stable Magneli phase disap-
peared. Although the high-resolution TEM provided by this work is convincible to 
TiO2-based RRAM switching mechanism, there are still a lot of observed phenom-
ena that cannot be understood by the same Magneli phase transformation. Kang’s 
theoretical works also provide another view to clarify this problem.

In Kang’s theory, the electron transport characteristics along the filament are cal-
culated based on electron hopping. Current generated by hopping is calculated as 
I e f W W fn n

iC
n

oC
n= - - -ÈÎ ˘̊S ( )1 , where Wn and Wo denote the electron hopping rate 

from electrode to oxygen vacancy Vo and from Vo to electrode, respectively. fn is 
the occupying probability of electron of the nth Vo along the filament. The measured 
temperature dependence of the reset time is (treset), where treset refers to the minimal 
width of pulse voltage. With increased temperature, treset is shortened due to faster 
transport of O2−, and log(treset) is fitted linearly with 1/T, agreeing with the model 
prediction. For single-filament device, a sharp transition is observed, whereas for 
multiple-filament device, the transition is gradual (right column) due to different 
critical voltage for given filaments. Therefore, each filament is ruptured under differ-
ent voltage, so a gradual transition with voltage is observed.

To give a clear physical picture of RRAM switching, a universal filament/charge 
trapped combined model is schematically illustrated in Figure 12.16. It is known that 
most of the trap centers formed by localized states and defects capable of capturing 
carriers distributing at the grain boundary in the oxide film. It is easy to understand 
in our proposed schematic model that HRS can be achieved when a portion of trap 
centers are empty in filaments because they capture charge carriers as shown in 
Figure 12.16. For the unipolar reset operation, the major contribution should be Joule 
heating–induced trapped charge release; in other words, the unipolar reset process is 
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FIGURE 12.15 (a) Schematic illustration of conduction transport in LRS and the reset pro-
cess of RRAM devices. (b) Schematic view for HRS. (c) Schematic views of the unified 
physical model for the conduction transport in and the switching processes between LRS and 
HRS. (From Gao, B. et al., IEEE Electron. Dev. Letts., 30, 1326, 2009; Xu, N. et al., Appl. 
Phys. Lett., 92(23), 232112, 2008; Xu, N. et al., 2008 Symposium on VLSI Technology Digest 
of Technical, pp. 100–101.)
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different from the bipolar one. On the other hand, if the trapping centers are already 
filled with holes during the previous set pulse step or voltage sweep, the charge car-
riers are not influenced by these filled traps, and the LRS is obtained as shown in 
Figure 12.16. The conduction in filament region depends on the dynamic trap-release 
process of charges in neighboring trap centers; Frenkel–Poole emission and ohmic 
conduction are major contributions for HRS and LRS, respectively. The set and reset 
occurs at interface as shown in Figure 12.16b and c. It is also thought as a switching 
region. And reset happens when the trapped charge carriers in switching region are 
recombined. There are still some trapped charge carriers that cannot be released by 
recombination or thermal process from trap centers; it will induce failure with this 
kind of trap center accumulation.

12.3 MEMRISTOR

12.3.1 LeOn chua’s theOry Of the fOurth fundaMentaL eLeMent

From the classical circuit-theoretic point of view, there are four basic circuit variable 
parameters, namely, the charge q, the current i, the voltage v, and the magnetic flux ϕ. 
Out of the six possible combinations of these four variables, five have led to well-
known relationships. Among them, the physical law that relates charge and current is

 

d
dt
q i=
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TaON

TaON
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FIGURE 12.16 Physical image for filament/charge trapped combined model. (a) The four 
states of a normal RRAM device and relative transition process; (b) schematic diagram of the 
TaN/CuxO/Cu structure; it is composed of the switching region and the filament region. Here 
the trap centers are empty so that the system is in off state. (c) The on state of the TaN/CuxO/
Cu structure. (From Zhou, P. et al., Appl. Phys. Lett., 94(5), 053510, 2009; Wan, H.J. et al., J. 
Vac. Sci. Technol. B, 27, 468, 2009.)
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Similarly, the physical law relating flux and voltage is

 

d
dt
j u=

 

These two relations are depicted in Figure 12.17. Besides, as shown in Figure 
12.17, three other relationships are already given, respectively, by the axiomatic defi-
nition of the three classical fundamental circuit elements, namely, the resistor R, the 
capacitor C, and the inductor L.
Resistor R is defined by the relation of voltage and current:

 

d
di

Ru =
 

Capacitor C is defined by the relation of charge and voltage:

 

dq
du

=C
 

Inductor L is defined by the relation of magnetic flux and current:

 

d
di

Lj =
 

But what about the relationship between flux ϕ and charge q? Can they also be 
related? For nearly 150 years, the known fundamental passive circuit elements were 
limited to the capacitor (discovered in 1745), the resistor (1827), and the inductor 
(1831). Then, in a brilliant but underappreciated 1971 paper “Memristor-The Missing 

dt

dv
dq

=
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=
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Can q and
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FIGURE 12.17 Possible relations among charge q, current i, voltage v, and magnetic flux φ.
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Circuit Element,” Leon Chua, a professor of electrical engineering at the University 
of California, Berkeley, predicted the existence of a fourth fundamental device, 
which he called a memristor [38]. He proved that memristor behavior could not be 
duplicated by any circuit built using only the other three elements. In this paper, the 
relationship between flux and charge is described by a simple equation:

 

d
dq

Mj =
 

where M is defined as memristance, the property of a memristor just as the resis-
tance is the property of a resistor. With this new relationship by Chua, we will have 
six equations relating the four fundamental circuit parameters—R, C, L, and the 
newfound M.

We know that the circuit components R, C, and L are linear elements, unlike a 
diode or a transistor, which exhibit a nonlinear current–voltage behavior. However, 
Chua has proved theoretically that a memristor is a nonlinear element because its 
current–voltage characteristic is similar to that of a Lissajous pattern. If a signal with 
a certain frequency is applied to the horizontal plates of an oscilloscope and another 
signal with a different frequency is applied to the vertical plates, the resulting pattern 
we see is called the Lissajous pattern. A memristor exhibits a similar current–voltage 
characteristic [39]. Unfortunately, no combination of nonlinear resistors, capacitors, 
and inductors can reproduce this Lissajous behavior of the memristor. That is why a 
memristor is a fundamental element.

How do we understand the meaning of memristor? Memristor is a contraction 
of “memory resistor,” because that is exactly its function: to remember its history. 
A memristor is a two-terminal device whose resistance depends on the magnitude 
and polarity of the voltage applied to it and the length of time that voltage has been 
applied. When you turn off the voltage, the memristor remembers its most recent 
resistance until the next time you turn it on, whether that happens a day later or a 
year later. In other words, a memristor is “a device that bookkeeps the charge passing 
its own port.” This ability to remember the previous state made Chua call this new 
fundamental element a memristor—short form for memory and resistor.

Think of a resistor as a pipe through which water flows. The water is electric 
charge. The resistor’s obstruction of the flow of charge is comparable to the diam-
eter of the pipe: the narrower the pipe, the greater the resistance. For the history of 
circuit design, resistors have had a fixed pipe diameter. But a memristor is a pipe 
that changes diameter with the amount and direction of water that flows through it. 
If water flows through this pipe in one direction, it expands (becoming less resis-
tive). But send the water in the opposite direction and the pipe shrinks (becoming 
more resistive). Further, the memristor remembers its diameter when water last went 
through. Turn off the flow, and the diameter of the pipe “freezes” until the water is 
turned back on.

Chua’s memristor was a purely mathematical construct that had more than one 
physical realization. Conceptually, it was easy to grasp how electric charge could 
couple to magnetic flux, but there was no obvious physical interaction between 
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charge and the integral over the voltage. Chua demonstrated mathematically that his 
hypothetical device would provide a relationship between flux and charge similar 
to what a nonlinear resistor provides between voltage and current. In practice, that 
would mean the device’s resistance would vary according to the amount of charge 
that passed through it. And it would remember that resistance value even after the 
current was turned off.

After Chua theorized the memristor out of the mathematical ether, it took another 
35 years for scientists to intentionally build the device at HP Labs. So let’s turn to 
the next section.

12.3.2  hp Lab’s discOvery Of the prOtOtype-pt/tiO2-x/tiO2/pt 
MeMristOr

We are all familiar with the fundamental circuit elements: the resistor, the capacitor, 
and the inductor. However, in 1971, Leon Chua reasoned from symmetry arguments 
that there should be a fourth fundamental element, which he called a memristor 
(short for memory resistor). Although he showed that such an element has many 
interesting and valuable circuit properties, until now, no one has presented either a 
useful physical model or an example of a memristor. Here HP Labs’ scientists show, 
using a simple analytical example, that memristance arises naturally in nanoscale 
systems in which solid-state electronic and ionic transport are coupled under an 
external bias voltage. These results serve as the foundation for understanding a wide 
range of hysteretic current–voltage behavior observed in many nanoscale electronic 
devices that involve the motion of charged atomic or molecular species, in particular 
certain titanium dioxide cross-point switches.

As shown in Figure 12.18, two thin layers of TiO2 are fabricated, one is highly 
conducting layer with lots of oxygen vacancies VO

+( ) and the other layer undoped, 
which is highly resistive [40]. Oxygen vacancies in TiO2 are known to act as 
n-type dopants, transforming the insulating oxide into an electrically conductive 
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oxide)

FIGURE 12.18 The crossbar architecture of Pt/TiO2-x/TiO2/Pt memristor.



356 Nanoscale Semiconductor Memories

© 2010 Taylor & Francis Group, LLC

doped semiconductor. Good ohmic contacts are formed using platinum (Pt) elec-
trodes on either side of this sandwich of TiO2. A switch is a 40 nm3 titanium diox-
ide (TiO2) in two layers: lower TiO2 layer has a perfect 2:1 oxygen-to-titanium ratio, 
making it an insulator. By contrast, the upper TiO2 layer is missing 0.5% of its 
oxygen (TiO2-x), so x is about 0.05. The vacancies make the TiO2−x material metal-
lic and conductive. Metal/semiconductor contacts are typically ohmic in the case 
of very heavy doping and rectifying (Schottky-like) in the case of low doping, as 
shown in Figure 12.19 [41].

The oxygen deficiencies in the TiO2−x manifest as “bubbles” of oxygen vacancies 
scattered throughout the upper layer. A positive voltage on the switch repels the 
(positive) oxygen deficiencies in the metallic upper TiO2−x layer, sending them into 
the insulating TiO2 layer below. That causes the boundary between the two materials 
to move down, increasing the percentage of conducting TiO2−x and thus the conduc-
tivity of the entire switch. The more positive voltage is applied, the more conductive 
the cube becomes. When more positively charged oxygen vacancies reach the TiO2/
Pt interface, the potential barrier for the electrons becomes very narrow, as shown 
in Figure 12.20, making tunneling through the barrier a real possibility. This leads 
to a large current flow, making the device turn ON. When the polarity of the applied 
voltage is reversed, the positively charged oxygen bubbles are pulled out of the TiO2. 
The amount of insulating resistive TiO2 increases, thereby making the switch as a 
whole resistive. The more negative voltage is applied, the less conductive the cube 
becomes. This forces the device to turn OFF due to an increase in the resistance of 
the device and deduced possibility for carrier tunneling.

A typical memristor device structure is Si/SiOx/Ti 5 nm/Pt 15 nm/TiO2 
25–50 nm/Pt 30 nm, as schematically shown in the upper-left inset to Figure 12.20 
[42]. All the metal layers, including Pt and Ti, were deposited via e-beam evapo-
ration. The TiO2 layers were deposited by sputtering from a polycrystalline rutile 
TiO2 target. The Ti (1.5 nm adhesion layer) + Pt (8 nm) electrode used for the 
50 nm × 50 nm nanojunctions was patterned by ultraviolet–nanoimprint lithography. 
The Ti (5 nm adhesion layer) + Pt (15 nm for BE and 30 nm for TE) electrodes used 
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FIGURE 12.19 Metal/semiconductor contact is typically ohmic in the case of Pt/TiO2-x 
interface and rectifying (Schottky-like) in the case of Pt/TiO2 interface.
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for the microjunctions (5 × 5 μm) were fabricated using a metal shadow mask. Some 
samples adopted a highly reduced TiO2–x layer.

The idealized electrical behavior of a memristive oxide switch is shown in Figure 
12.20a. Repeatable ON/OFF switching follows a “bowtie”-shaped I–V curve. This 
repeatable switching is arrived at, however, only after an electroforming step of 
high positive voltage or high negative voltage changes the device from a virgin near-
insulating state into an ON/OFF switching state. As shown in Figure 12.20a, oppo-
site polarities of forming voltage and current typically produce opposite initial states 
of the switch. After forming, the device resistance decreases by several orders of 
magnitude, and the majority drop of the applied external voltage shifts from the 
device to the wires accordingly. After a negative voltage sweep, the device is formed 
in the ON state while a positive voltage sweep forms the device in the OFF state 
with the typical ON/OFF resistances shown in Figure 12.20b. After electroforming, 
the device shows repeatable nonvolatile bipolar switching up to 104 cycles. These 
devices are switched ON by a negative voltage and switched OFF by a positive voltage 
on the top electrodes. Polarity of switching is usually controlled by the asymmetry 
of the interfaces as fabricated.

What makes the memristor special is not just that it can be turned OFF and ON, 
but that it can actually remember the previous state that when the voltage is turned 
off, positive or negative, the oxygen bubbles do not migrate. They stay where they 
are, which means that the boundary between the two titanium dioxide layers is fro-
zen. This is because when the applied bias is removed, the positively charged Ti 
ions (which is actually the oxygen-deficient sites) do not move anymore, making 
the boundary between the doped and undoped layers of TiO2 immobile. When you 
next apply a bias (negative of positive) to the device, it starts from where it was left. 
Unlike in the case of typical semiconductors, such as silicon in which only mobile 
carriers move, in the case of the memristor, both the ionic and the electron move-
ments, into the undoped TiO2 and out of undoped TiO2, are responsible for the hys-
teresis in its current–voltage characteristics.
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The future application of memristors in electronics is not very clear, since we do 
not yet know how to design circuits using memristors along with the silicon devices, 
although it is not difficult to integrate memristors on a silicon chip, since we now 
have matured technologies to accomplish this. However, since a memristor is a two-
terminal device, it is easier to address in a crossbar array. It appears, therefore, that 
the immediate application of memristors is in building nanoscale high-density non-
volatile memristors and field-programmable gate arrays. Chua’s original work also 
shows that using a memristor in an electronic circuit will reduce the transistor count 
by more than an order of magnitude. This may lead to higher component densities in 
a given chip area, helping us beat Moore’s law.

12.4 CONCLUSION

In summary, BTMO-based RRAM has become one candidate for the next-genera-
tion NVM because of its CMOS process compatible, low program voltage and power 
consumption, high scaling-down ability, and low cost. There are several basic switch-
ing mechanisms related to oxygen vacancies and conductive filaments to clarify and 
optimize the memory device performance. The electrode interface, oxygen concen-
tration and distribution, SET compliance current, temperature, polycrystalline grain 
boundary, and cell architecture dominate the memory performance jointly. For the 
BTMO-based RRAM development, the SCM application is the ultimate and critical 
direction because the embedded application has no advantages compared with the 
competition technologies.
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13.1 INTRODUCTION

13.1.1 Literature survey On resistive sWitchinG in sOLids

Resistance switching, which refers to the alternating of the conductance triggered 
by the external electrical field, is a very fundamental physical phenomenon of 
dielectrics. It is frequently observed in thin-film dielectrics, with the first experi-
mental report from Hickmott in 1962 [1]. This observation was soon confirmed by 
Geppert [2]. And similar phenomena were soon witnessed on other material systems. 
For instance, the first observation of resistive switching in polymer was made by 
Mann on thin silicone polymer film [3]. Table 13.1 lists the pioneering works on 
resistive switching.

Resistive switching observations in a wide range of materials were reported sub-
sequently. Majority of them were noncrystalline phase metal oxide–based systems. 
In 1970, one of the most important reviews on resistive switching was given by 
Dearnaley et al., where the concept of resistance random access memory (RRAM) 
was well established [12]. In 1973, a special issue of IEEE Transactions on Electron 
Devices (Volume 20, Issue 2) was devoted to amorphous switching devices. Despite 
oxide-based switching systems, excellent switching performance was also observed 
on other systems. For instance, Rutz et al. from IBM had reported an ultrafast (500 ps 
switching time) switching resistive memory with AlN active layer, and AlN-based 
RRAM still keeps records for its swift switching in recent publications [13,14].

However, practical memory application was not realized in the last century, par-
ticularly due to hindrance from material processing and device integration. With 
the advancement of CMOS technology, Beck et al. reported SrZrO3:Cr as a candi-
date of next-generation nonvolatile memory [15]. In 2002, Zhuang et al. fabricated 
RRAM memory with perovskite material [16]. In 2004, NiO-based RRAM was 

TABLE 13.1
Pioneering Works on Resistive Switching

Reference Material System Time (Submitted)

[1] Al/SiO2/Au, Al/Al2O3/Au, Ta/Ta2O5/Au, 
Zr/ZrO2/Au, and Ti/TiO2/Au

February 5, 1962

[2] Nb/Nb2O5/Hg October 5, 1962

[4] Al/Al2O3 /Hg October 11, 1962

[5] Nb/Nb2O5/metal (metal = Ag, Al, and Au) March 26, 1963

[6] Nb/Nb2O5/metal (metal = Au, Cu, and W) September 17, 1963

[3] Thin silicone polymer film November 20, 1963

[7] Al/Al2O3/metal (metal = Au, Cu, Co, Pb, 
Sn, Bi, In, Al, Mg)

December 13, 1963

[8] Al/Al2O3/Se/Au January 23, 1964

[9] Ni/NiO/Ag March 30, 1964

[10] Nb/Nb2O5/metal (metal = Ag and Au), 
Ti/TiO2/metal, Ta/Ta2O5/metal

June 10, 1964

[11] Nb/Nb2O5/Bi December 29, 1964



363Nanoscale Resistive Random Access Memory

© 2010 Taylor & Francis Group, LLC

demonstrated by Seo et al., which prospered subsequent studies on various transition 
metal oxide–based RRAM systems.

Research of RRAM has received a lot of attention and it is blooming now. The 
number of tracked papers in time interval from 2000 to 2011 in Compendex reaches 
almost 10,000. Thus, the full list of relevant publications is not feasible to be included 
in this chapter. Resistive switching and RRAM have recently been reviewed fre-
quently thanks to the fast progress in technology development and underlying 
mechanisms investigation. Table 13.2 lists some of the recent reviews on resistive 
switching and RRAM.

13.1.2 rraM cLassificatiOn

A board definition refers to all types of MIM structures with electric field triggered 
resistance change as RRAM. Criteria to classify RRAM can be mechanisms, opera-
tion polarity, or materials.

13.1.2.1 Classification by Mechanisms
As proposed by Waser et al. and adopted by ITRS 2010, one of the ways to classify 
RRAMs is switching mechanisms based [20].

As shown in Figure 13.1, RRAM consists of five subcategories. They are phase-
change memory (PCM), thermal chemical memory (TCM), valence change or mixed 
valence memory (VCM), electrochemical metallization (i.e., program metal cell or 
atomic switch) (ECM), and electrostatic/electronic effects memory (i.e., Ferroelectric 
barrier cell, Mott insulator cell, or charge trapping cell) (EEM).

In the perspective of working mechanisms, PCM primarily relies on heat-induced 
phase transformation. On the contrast, Electrostatic/electronic mechanism memory 

TABLE 13.2
Recent Reviews on Resistive Switching and RRAM

Reference Material Scope Mechanisms Remarks

[17] Inorganic materials VCM and ECM

[18] Transition metal oxide TCM and VCM 
(homogeneous)

Ti/LSMO/SRO is reported 
as charge injection-type 
RRAM also.

[19] Oxide VCM(homogeneous)

[20] Inorganic materials TCM, VCM and ECM

[21] Metal oxide (binary) TCM and VCM

[22] Inorganic material TCM, VCM, ECM, phase 
change and spin polarization

[23] TiO2, WO3, GeSe, SiO2, 
and MSQ

VCM and ECM

[24] TiO2 TCM, VCM

[25] Inorganic materials ECM

[26] Binary oxide TCM

[27] Metal oxide TCM
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is purely electronic effect. The other three are redox-related chemical effects based. 
And they share strong resemblance in terms of operation mechanism. Thus, TCM, 
VCM, and ECM are typically grouped as redox RAM, which occasionally serves as 
a narrow definition of RRAM. The scope of this review is limited to redox RAM.

13.1.2.2 Classification by Polarity
Two types of switching behaviors were identified depending on the operating voltage 
polarity, which are unipolar (or nonpolar) and bipolar operations. The rising of polar-
ity dependence originates from the underlying mechanism as depicted by Figure 13.1.

For unipolar or nonpolar switching, SET or RESET transitions can exist with 
same electric field polarity (see Figure 13.2). In other words, the memory can be 
programmed with single polarity of voltage pulses. And typically switching can 
be made with either polarity of the applied field, especially in symmetrically config-
ured material systems, which is why it is also named nonpolar operation. The SET 
and RESET transitions have triggered the strength of electric field.

Unipolar operations are preferred for ultimate RRAM application because of 
memory array integration reason, which is elaborated in the circuit section.

In bipolar resistive switching, the SET and RESET transitions desire opposite 
polarity of electric field as shown in Figure 13.2.

Coexistence of both unipolar operations and bipolar operations has been dis-
covered in some material systems, since they have fulfilled the criteria for two 
different switching mechanisms. More detailed discussion is presented in the 
following material section.

Resistive switching
by thermal/chemical/electronic mechanisms

Phase
change

mechanism

Material impact

Switching polarity

Primary mechanism

PCM TCM

Chalcogenide dominated Electrode dominated

BipolarUnipolar

Thermal effect Redox-related chemical effect Electronic effect

VCM ECM EEM

Valency
change

mechanism

Electrostatic/
electronic

mechanism

Electro-
chemical

metallization

Thermo-
chemical

mechanism

FIGURE 13.1 RRAM classification. (Reproduced from ERD/ERM Group, Assessment of 
the Potential and Maturity of Selected Emerging Research Memory Technologies Workshop 
& ERD/ERM Working Group Meeting [2010].)
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13.1.2.3 Classification by Materials
A family of materials of similar chemical properties typically shows strong similari-
ties in resistive switching if they are switchable. Therefore, it is very natural to group 
resistive switching systems by material families. Table 13.3 lists a classification of 
some frequently reported material systems.

13.1.3 GeneraL reQuireMents Of rraM

Based on IRTS 2010 update, RRAM was considered to be one of the emerging mem-
ory devices along with nanomechanical memory, polymer memory, and molecular 

0.006

0.004

0.002

0

LRS (on) LRS (on)

HRS (off ) HRS (off )

HRS (off ) HRS (off )

LRS (on) LRS (on)

Pt/NiO/Pt

–0.002

–0.004

–0.006
–2 –1 0

Cu
rr

en
t (

A
)

Cu
rr

en
t (

A
)

1 2

–0.2

–6 –4 –2 0 2 4 6

–0.1

0

0.1

0.2

Ti/La2CuO4/La1.65Sr0.35CuO4

Voltage (V) Voltage (V)(a) (b)

FIGURE 13.2 RRAM classification by polarity: (a) unipolar (nonpolar) RRAM and 
(b) bipolar RRAM. (Reproduced from Sawa, A., Mater. Today, 11, 28, 2008.)

TABLE 13.3
RRAM Classification by Material Family

Family TCM VCM ECM

Carbon and polymer Diamond-like carbon, reduced GOa, 
CNTa, PVK:Au NP/PEDOT-PSSa, 
MSQ/Aga

GO/PrCaMnO3 PI/GO-PI/PIa, GO, 
PEO + AgClO4

a

Chalcogenide glass GeSe, GeTe

Metal carbide CuC

Metal nitride AlN, CuN

Metal oxide CuO, SiO2, HfO2, Nb2O5, NiO, 
SnO2, Ta2O5, TiO2, ZnO, ZrO2

Al2O3, SiO2, GeO2, 
HfO2, Nb2O5, Ta2O5, 
TiO2, WO3, ZnO, ZrO2

Al2O3, CoO2, 
CuO, SiO2, 
Ta2O5, ZrO2

Metal sulfide AgS, CuS, GeS

Perovskite structure BaTiO3, PrCaMnO3, SrTiO3, SrZrO3 LaCaMnO3, PrCaMnO3

a GO, graphene oxide; CNT, carbon nanotube; PVK, poly(N-vinylcarbazole); NP, nanoparticles; PEDOT-
PSS, poly(3, 4-ethylenedioxythiophene)-poly(styrenesulfonate); MSQ, methylsilsesquioxane; PI, 
polyimide; PEO, polyethylene oxide.
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memory due to the long duration of technology development and polishing. Especially 
redox-based RRAM, which was recommended by the committee with STT-MRAM 
to receive additional focus in research and development to accelerate progress toward 
commercialization.

In order to compete with floating gate device and fulfill the circuit requirements 
in ultrahigh-density nonvolatile memory, performance expectations were proposed 
by Waser et al., which was later included in ITRS 2010 [20].

The endurance expectation of RRAM is 107, which is better than that of the cur-
rent floating gate memory. Resistance ratio >10 is preferred to simplify and accel-
erate corresponding sense amplifier. Read current is preferred to be at the level of 
1 μA for fast detection. And, most importantly, as a candidate of sub-22 nm node 
nonvolatile memory, RRAM must feature the scalability for <22 nm or feasibility of 
3-D stacking (Figure 13.3).

Write voltage is preferred to be less than 5 V; this is to eliminate the Vpp genera-
tor circuit used for flash memory programming with 5 V USB power supply. Read 
voltage is around 1/10 of the write voltage, due to circuit design concern. Speed of 
writing is less than 100 ns, which is similar to DRAM performance. And a 10 years’ 
lifetime is also essential.

RRAM has many inborn advantages thanks to its unique operation mechanism. 
For instance, filament-based RRAMs have good potential for scaling below 10 nm. 
And less than 10 ns switching has been demonstrated in AlN, which is at the same 
level of SRAM. Possible unipolar operation benefits the density of integration by 
exclusion of active devices (i.e., transistor) in memory matrix. But RRAM also 
suffers from its mechanism. One of the major tough issues comes from its poor 
reliability. The pros and cons of RRAM are listed in Table 13.4.

Requirements of RRAM

Endurance:

Resistance ratio:

READ current:

Scalability:

Write voltage:

Read voltage:

Write speed:

Retention:

<100 ns   (flash > 10 μS)

> 10 years

0.1 ... 0.5 V

Tunnel
oxide G

FG

p-SiD
S
n+

n+

Approx. 1 ... 5 V  (Flash > 5 V)

F < 22 nm and/or 3-D stacking

ROFF/RON > 10

ION approx. 1 μA (due to periphery circuit)
approx. 104 A/cm2 (for 100 nm × 100 nm cells)

>107 cycles      (Flash 103... 107)

... to compete with �ash

FIGURE 13.3 Requirements of RRAM. (Reproduced from ERD/ERM Group, Assessment 
of the Potential and Maturity of Selected Emerging Research Memory Technologies Workshop 
& ERD/ERM Working Group Meeting [2010].)
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13.2 TYPICAL RRAM MATERIAL SYSTEMS

13.2.1 therMaL cheMicaL MechanisM rraM MateriaL systeM

13.2.1.1 General Properties
As mentioned in the previous section, one of the most important features of thermal/
chemical mechanism (or fuse/antifuse) RRAM is its unipolar or nonpolar type of 
operation, which distinguishes it from VCM- or ECM-type RRAM. This feature 
originates from the significant Joule heating effect caused by the filament in switch-
ing process. TCM RRAM also features the advantage of unipolar operation as no 
active elements in the memory matrix are desired.

13.2.1.1.1 Area Dependence of Resistance
In literature, the low-resistance state (LRS) resistance is typically area independent 
because of the filament nature of TCM cells (see Figures 13.4 and 13.5).

But for high-resistance state (HRS), both area-dependent conduction and area-
independent conduction may exist (see Figures 13.4 and 13.5). This lies on the com-
petition between carriers flowing through partially ruptured/shrunk filaments and 
bulk dielectric film. If ruptured/shrunk filaments dominate the current transport, the 
transport will lose its area dependence. In this case, HRS behaves like as a weak LRS.

13.2.1.1.2 Temperature Dependence of Resistance
In TCM RRAM, LRS is reported of very weak temperature dependence where the 
activation energy is typically less than 10 meV in most of the cases, as shown in 
Figure 13.6. This may also suggest the weak metallic nature of the filament.

TABLE 13.4
Pros and Cons of Redox RAM

Pros Cons

Good potential for scaling below 10 nm 
generation (small cell size ∼ DRAM size)

Need better understanding of physical SET/RESET 
processes; need quantitative physical models

Fast read and write times switching <10 ns Fractal structure; robustness of filament structure 
(reliability issue)

Low write current in mA range (needs further 
reduction for DRAM application)

Temperature dependence of read disturb 
(reliability issue)

Compatible with CMOS (materials, processing) Need better endurance and retention (reliability issue)

Possible unipolar operation Unstable unipolar operation (reliability issue)

Possible crossbar structure with potential for 
multiple layers

Need a reliability model

Multibit/cell storage Currently requires an initial forming process

Reasonable endurance ∼109 (needs 
improvement for SRAM application)

Per bit cost savings of 3-D stacked RRAM is 
questionable

Reasonable retention time @ 150°C

Large ON/OFF ratio

Source: Reproduced from ITRS 2010.
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Compared to LRS, HRS is typically of much larger activation energy, which is 
material system dependent. This may serve as evidence that the transport process is 
thermal facilitated (see Figure 13.6).

13.2.1.1.3 Frequency Dependence of Admittance
A very critical piece of evidence on the transport type of RRAM comes from con-
ductance (real part of admittance) as a function of frequency. The imaginary part of 
admittance is correlated to the conductance by Kramer–Kronig transform.

Pristine devices typically follow the power law of polycrystalline/amorphous 
devices illustrated in Figure 13.7. On the contrary, LRS is of a very weak fre-
quency dependence in low-frequency range, due to a frequency-independent 

0.01

0.001
0.01 0.1

LRS

Pt/NiO/Ni

HRS

C
ur

re
nt

 (A
)

Top electrode area (mm2)

FIGURE 13.4 Area-independent LRS resistance and area-dependent HRS resistance. 
(Reproduced from Courtade, L. et al., Improvement of resistance switching characteristics 
in NiO films obtained from controlled Ni oxidation, in Non-Volatile Memory Technology 
Symposium, pp. 1–4, 2007.)
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10–0 101

Forming
RESET
SET

102 103 104
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FIGURE 13.5 Area-independent LRS and HRS resistances. (Reproduced from Ielmini, D., 
ECS Trans., 33, 323, 2010.)
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component caused by the weak metallic filament. HRS owns a curve somehow 
between pristine one and LRS one.

13.2.1.2 TCM Material Combinations
As mentioned in the previous section, a large variety of materials have been 
explored of unipolar switching. Majority of them are metal oxides. But perovskite 
structure materials, carbon-based materials, or polymers have also been reported 
with good electric performance. Table 13.5 consists of several typical unipolar oper-
ation systems reported very recently.

13.2.1.3 TCM Mechanism Study
TCM switching is filament based. With field applied, pristine device experiences 
dielectric breakdown due to the migration of either cations or anions. Once the 
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FIGURE 13.6 Temperature dependence of resistance of (a) LRS and (b) HRS of a n+-Si/
HfOx/Ni RRAM cell. (Reproduced from Tran, X.A. et al., IEEE Electron Device Lett., 32, 
396, 2011.)
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filament is bridged between two electrodes, the RRAM cell is in its LRS state. 
However, in TCM cell, Joule heating–caused temperature gradient is a more domi-
nant force than electric field for driving cations or anions to migrate. Thus, the fila-
ment will be ruptured by Joule heating under high current situation, and this is the 
origin of RESET transition. As mentioned in Table 13.2, specific TCM mechanism 
reviews have been given by Ielmini et al. [27,64] and Kim et al. [26].

13.2.1.3.1 Physical Characterization Study
Recently, for NiO system, Yoo et al. have reported on the direct observation of cre-
ation and rupture of a portion of a percolation network, which takes a form of grain 
boundary as revealed by HRTEM [65] (see Figure 13.8).

TE (Pt)

BE (Pt) 5 nm

BE (Pt)

(a)

5 nm BE (Pt) 5 nm 0.6 nm

1 nm
BE (Pt) 5 nm

TE (Pt)

TE (Pt) TE (Pt)

(b)

FIGURE 13.8 Observation of soft breakdown boundaries in NiO thin films during resis-
tance switching. (a) A grain boundary is indicated by dark lines in the virgin NiO thin film. 
(b) New boundaries with white lines appeared after resistance switching. It is believed that 
conducting clusters (percolating network) are formed in both grain boundaries and break-
down boundaries during resistance switching. (Reproduced from Yoo, I.K. et al., IEEE Trans. 
Nanotechnol., 9, 131, 2010.)
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The EELS chemical component analysis of percolation path has been car-
ried by Li et al. [66]. The weight of Ni cations and oxygen vacancies in filament 
region is significantly higher than that of regions nearby, which is shown in 
Figure 13.9.

HAXPES has been employed to identify the valence state change of Ni atoms 
before and after dielectric breakdown by Calka et al. [67] (see Figure 13.10). During 
forming, occupied bandgap states are created near NiO Fermi level (EF), which 
coincides with oxygen-deficient NiO bandgap structure. Besides, metallic Ni atom 
weight is observed to increase after forming process, but the increment is relatively 
small, which may be due to the reason that the filament is of small volume.

 Kondo et al. have reported TEM observations of NiO breakdown also [68]. As 
shown in Figure 13.11, an ∼400 nm diameter conductive spot was observed of sig-
nificant change of surface morphology. The EDX analysis of underlying NiO reveals 
oxygen deficiency.

Despite Ni-based material system, another system that has been frequently 
reported is TiO2. Kwon et al. have reported the observation of Magnéli phase 
Ti4O7 filament in TiO2 unipolar RRAM by HRTEM [69] (see Figure 13.12). Ti4O7 
is oxygen deficient compared to TiO2 and of metallic nature above ∼150 K. Both 
have been observed in TiO2 RRAM. Except Ti4O7, another Magnéli phase Ti5O9 
structure has also been identified in TiO2 RRAM, as reported by Kim et al. [52] 
(see Figure 13.13).
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FIGURE 13.9 Ni and O EELS line profiles acquired at three locations indicated in the 
inserted TEM micrograph. At the filament location, O diffuses to the NiSi gate, while Ni 
moves into the gate dielectrics and Si substrate. The Si epitaxy region shows low Ni intensity 
as a result of Si protrusion from the substrate. (Reproduced from Li, X. et al., Appl. Phys. 
Lett., 97, 202904, 2010.)
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13.2.1.3.2 Switching and Conduction Mechanisms
Both switching mechanisms and conduction mechanisms have been proposed based 
on the evidence from physical characterizations.

Precise modeling of the SET/RESET process is of tremendous challenge. This lies 
on the atomic system of big population and severe disorder. And the exact atom con-
figurations before and after switching are very difficult or impossible to be probed. 
However, for unipolar RRAM, empirical or classical treatment has been reported 
with success. Regarding switching mechanisms, despite the mentioned review arti-
cles, quantitative calculation model of switching properties has been reported by 
Russo et al. [70]. By considering temperature gradient drove ion motions and the 
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Oxidized
Nickel
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FIGURE 13.10 Ni core-level spectrum. The decomposed area for metallic peak (851 eV) 
increases after forming process. The inset shows the bandgap spectrum. The bandgap states 
are attributed to oxygen vacancies. (Reproduced from Calka, P. et al., J. Appl. Phys., 109, 
124507, 2011.)

200 nmPt TE

NiO

200 nm

NiO

Pt BE

Pt TE

50 nm

NiO

Pt BE

Pt TE

(a) (b) (c)

FIGURE 13.11 (a) SEM image of conductive spot, (b) and (c) corresponding TEM images. 
In (c), the edge of conductive spot is enlarged, where the conductive path (filament) is 
thought to be formed. Around this area, compositional analyses of NiO were performed by 
EDX. The triangles, squares, and circles correspond to positions with composition ratios of 
Ni:O = 1:1, 2:1, and 9:1, respectively. (Reproduced from Kondo, H. et al., Jpn. J. Appl. Phys., 
50, 081101, 2011.)
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redox reactions, Bocquet et al. have simulated the I–V and sweep rate vs. VSET by 
solving the partial differential equation [71]. The simulated SET and RESET transi-
tions are shown in Figure 13.14.

Similarly, with Matsui–Akaogi potential, Zhao et al. have performed the molecu-
lar dynamics simulation of Ti and O ions’ distribution subjecting to external electric 
field [72]. The temperature profile has been calculated, and the filament melting was 
imitated (see Figure 13.15).

For NiO system, Chien et al. have proposed a novel model for switching inter-
pretation based on Ni2O3 [73]. The proposed model is that, in HRS state, switching 
region is of the form NiO. NiO transforms to Ni and Ni2O3 if the temperature is suf-
ficiently high by Joule heating. Metallic Ni will be responsible for the large current 
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0.43 nm

111

102

10 nm
Ti4O7[231]

(a) (b)

FIGURE 13.12 (a) High-resolution image, diffraction pattern, and fast Fourier transformed 
micrograph of the Magnéli structure before RESET. (b) The corresponding images after 
RESET. The diffraction spot (marked as a circle in c) from the Magnéli structure disappeared 
after RESET. (Reproduced from Kwon, D.-H. et al., Nat. Nano., 5, 148, 2010.)

Anatase
10 nm

Ti4O7

Ti5O9

Ti4O7 TEUnknown

BE

FIGURE 13.13 HRTEM image of the hourglass-shaped conductive filament. Inset shows 
the fast Fourier transformed diffraction patterns. (Reproduced from Kim, G.H. et al., Appl. 
Phys. Lett., 98, 262901, 2011.)
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flow in LRS state. However, Ni2O3 is not thermally stable also. It may easily decom-
pose to NiO by the release of oxygen ions at even higher temperature. The released 
oxygen ions oxidize metallic Ni atoms and thus filament is ruptured. Their claim is 
supported by photoemission spectrum shown in Figure 13.16.

In the field of carrier transport, metallic impurity band due to oxygen vacancies 
is proposed by several groups for interpreting the weak metallic nature of LRS. For 
instance, Park et al. have reported that aligned neutral oxygen vacancy chains in 
TiO2 may form delocalized impurity bands due to overlapping of t2g orbitals [74] (see 
Figures 13.16 and 13.17).

Similar calculation has also been implemented on NiO by Magyari et al. [75] (see 
Figure 13.18). And calculated formation energy of oxygen vacancies indicates that 
neutral oxygen vacancy is preferred if Fermi level of external electron reservoirs 
aligns at the middle of the bandgap.

For HRS state, Ielmini et al. have found the impact of oxygen vacancy/defect con-
centration on activation energy [64]. A gradual change can be seen in Figure 13.19. 
The role of the oxygen vacancies is similar to dopants. Therefore, in LRS, large local 
density of oxygen vacancies causes metal–insulator transition in a similar manner 
with the degenerately doped semiconductors.

13.2.2 vaLence cheMicaL MechanisM rraM MateriaL systeM

13.2.2.1 General Properties
VCM switching can be further divided into filament type and homogeneous type 
based on experimental observations. Filament VCM memory shows very similar 
properties with TCM memory. In fact, as mentioned in the previous section, several 
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FIGURE 13.14 Experimental and simulated SET and RESET operations of (a) single Pt/
Nio/Pt RRAM cell (Ref. [11]) and (b) Pt/Nio/Pt RRAM cell in a ID-IR structure (Ref. [15]). 
(Reproduced from Bocquet, M. et al., Appl. Phys. Lett., 98, 263507, 2011.)
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systems exhibit both unipolar and bipolar switching properties. This is due to the 
reason that Joule heating and electric field are two competing forces in RESET pro-
cesses. For TCM cells, the RESET actions are mainly thermal driven and thus uni-
polar. While in filament VCM RRAM, the anions, which are typically oxygen ions, 
were drifted by electric fields and therefore show bipolar switching.

13.2.2.1.1 Area Dependence of Resistance
Most cases of VCM RRAM are filament based, showing very similar properties 
as TCM cases that LRS typically has area-independent resistance. But HRS may 
either be area independent or dependent based on whether the current contribution 
from ruptured/shrinked filament can dominate or not as depicted in Figures 13.20 
and 13.21.

0 ps: Atomic structure equilibrated at
300 K from that of figure 2, after 120 O
atoms taken from the specified region. 

[001]
900 K,
40 ps

(a)

900 K,
40 ps[014]

40 ps: Ti4O7 grows for 2.5 nm and
covers all the feasible region.

1750 K, 0 ps:Ti4O7 1750 K, 10 ps:Ti4O7 melted

1

2

3

1750 K, 200 ps:TiO2 recovered fully1750 K, 50 ps:TiO2 recovered partially

(b)

FIGURE 13.15 Atom distribution in the (a) SET simulation and (b) RESET simulation. 
(Reproduced from Zhao, L. et al., IEEE Electron Device Lett., 32, 677, 2011.)
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FIGURE 13.16 Photon emission spectra of Ni 2p3/2 and O 1s taken in the original NiO film 
(a) and (b). The ON spot (c) and (d), and the OFF spot (e) and (f). (Reproduced from Chien, F.S.-S. 
et al., Appl. Phys. Lett., 98, 153513, 2011.)
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FIGURE 13.17 Isosurface (0.1 e/Å3) of band-decomposed charge density of all defect 
states. (a) [110] vacancy chain. (b) [001] vacancy chain. (Reproduced from Park, S.-G. et al., 
IEEE Electron Device Lett., 32, 197, 2011.)
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The other type of VCM RRAM, the interface switching memory, is experiencing 
homogeneous change of interface properties during switching process. This makes 
both LRS and HRS scale with area (see Figure 13.22).

13.2.2.1.2 Temperature Dependence of Resistance
For VCM RRAM, in majority cases (either filament oriented or homogeneous inter-
face oriented), the observed LRS resistance shows very weak temperature depen-
dence. Along with its ohmic field dependence, LRS is attributed to weak metallic 
nature, which is the same as the TCM case. And similarly, HRS is temperature sensi-
tive, suggesting a thermal-facilitated transportation type (see Figure 13.23).

However, there is also report of ultralow conductance LRS VCM RRAM in which 
the LRS behaves like typical HRS. And the HRS is of even poor conductance, which 
is close to that of pristine device (see Figure 13.24).

13.2.2.1.3 Frequency Dependence of Admittance
Similar to TCM cells, real part of admittance of pristine VCM RRAM cells is typi-
cally following the universal power law of polycrystalline/amorphous semiconduc-
tors. On the contrary, LRS is normally dominated by a strong frequency-independent 
component in low-frequency range, probably because of the metallic filament. And 
HRS is of a state in between pristine state and LRS (see Figure 13.25).

FIGURE 13.18 Partial charge density within (EF, EF + 0.3 eV) in the (100) plane including 
oxygen vacancies and a Ni metal chain. (EF is the Fermi level) (Reproduced from Magyari-
Köpe, B. et al., Nanotechnology, 22, 254029, June 24, 2011.)
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FIGURE 13.19 Arrhenius plot of resistances for different nanofilament states (left) and 
corresponding schematic band structures (right). LRS display a metallic conductivity 
behavior, where resistance increases with T, as revealed by the negative apparent activa-
tion energy. This suggests that the Fermi level is pinned in the conduction (or valence) 
band as for a degenerately doped semiconductor. For increasing resistance, the nanofila-
ment behavior becomes increasingly semiconductor-like, showing an increasing activation 
energy. The corresponding physical picture is a semiconductor with a different Fermi level 
with respect to the band edge. (Reproduced from Ielmini, D. et al., Nanotechnology, 22, 
254022, 2011.)
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FIGURE 13.21 Area-independent LRS and HRS resistances. (Reproduced from Song, Y.L. 
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13.2.2.2 VCM Material Combinations
Similar to TCM, VCM switching is observed in a large variety of material fami-
lies, including carbon-based material, polymer-based material, metal nitride, metal 
oxide, and perovskite structure material. Table 13.6 lists several typical examples of 
VCM RRAM from very recent publications.

13.2.2.3 VCM Mechanism Study
Similar to TCM RRAM, the forming process and SET transition in VCM RRAM 
are the results of migration of cations or anions in both filament oriented device 
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or homogenous switching device. However, in RESET process, electric field domi-
nates over temperature gradient in ion migrations, and the reversed field polarity 
causes the rupture of the conducting bridge or filament. VCM mechanisms have 
been reviewed by several groups as listed in Table 13.2.

13.2.2.3.1 Physical Characterization
Because TCM and VCM filament switching systems share strong resemblance, the 
physical characterizations for TCM systems can also be applied to VCM systems. 
And bipolar switching is also spotted frequently in unipolar switching system. 
(i.e., TiO2).

In 2006, Szot et al. have reported on the conduction spots on SrTiO3 formed 
by thermal reduction (as SET process, to create oxygen vacancies) and oxidation 
(as RESET process, to annihilate oxygen vacancies) [104]. CAFM has detected the 
conducting spots that are of nanometer level size as shown in Figure 13.26.

Similar filament CAFM images of WOx were reported by Shang et al. recently 
[105] (see Figure 13.27). They also claim that carrier flux is mainly confined at grain 
surface rather than grain boundary surface.

13.2.2.3.2 Switching and Conduction Mechanism
Although oxygen vacancies have been identified as having a strong correlation with 
the switching phenomena of VCM RRAM, the detailed mechanism is still unknown. 
Different models have been proposed by different groups.

Regarding the switching mechanism, McKenna et al. have made an important 
claim that segregation energy of neutral and positively charged oxygen vacancies 
is lower at the (101) grain boundary via first principles simulation as shown in 
Figure 13.28. This may serve as evidence that percolation paths favor grain bound-
aries [106].

Gao et al. have reported an ion-transport-recombination-based model to simulate 
switching, with the prediction of oxygen profile, switching speed, and endurance 
illustrated in Figure 13.29 [107].

A similar model is reported by Chang et al. with qualitative description [108]. 
Joule heating effect is taken into consideration in the ion migration model by Yu 
et al. [109].

In terms of transport mechanism, in 2006, Broqvist et al. calculated the elec-
tronic structure of HfO2 with oxygen vacancy at different charge states as well as its 
formation energy [110]. Hybrid functional was used, which has prevented the self-
interaction caused underestimation of bandgap (see Figure 13.30).

In 2007, Ho et al. suggested that HRS is of variable-range hopping-type transport 
and LRS is of a metallic nature [79]. Gao et al. proposed a universal model for carrier 
transport in bipolar RRAM in 2009 based on thermal-assisted hopping through the 
chain of oxygen vacancies [111]. Momida et al. calculated the electronic properties 
of isolated oxygen vacancy in amorphous Al2O3 under different charge conditions. 
The calculated DOS is illustrated in Figure 13.31 [112].

Recently, a trap-assisted tunneling model has been worked out by Yu et al. [113].
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13.2.3 eLectrOcheMicaL MetaLLizatiOn rraM MateriaL systeM

13.2.3.1 General Properties
ECM-type RRAM sometimes is called atomic switches. It has received more 
attention in the early phase of RRAM development due to its clear operation 
mechanism. Unlike TCM- and VCM-type RRAM, the key elements in resistive 
switching are atoms from electrodes, and the bulk dielectric insulating layer serves 
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FIGURE 13.26 (a) Conductivity map of the surface of a SrTiO3 single crystal as recorded 
by the LC-AFM. Filamentary paths with enhanced conductance are present on the surface 
after thermal reduction and reoxidation under ambient conditions. Inset: spot with a dimen-
sion of 1–2 nm, where the main current is concentrated in a region corresponding to the 
size of the core of a typical edge-type dislocation. (b) Line scan across the selected spot 
(D denoting distance along AB) showing the dynamic range of the resistance change as a 
result of the application of a negative tip voltage bias, that is, selective electroformation. 
Right: Conductivity maps of the selected spot before (n1) and after electroformation (n15) with 
an increase in diameter at the surface from 5 to 10 nm. (Reproduced from Szot K. et al., Nat. 
Mater., 5, 312, April 2006.)
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as solid electrolyte. The mechanism has projected special requirements on the selec-
tion of electrode materials. They should be easily oxidized and reduced, and they 
must have reasonable mobility in the corresponding electrolyte.

13.2.3.1.1 Area Dependence of Resistance
In ECM RRAM, since the metal ions form a bridge, which is the filament, LRS 
resistance typically is not area dependent.
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FIGURE 13.28 Segregation energies (Es) for neutral and double positively charged oxygen 
vacancy defects in the vicinity of the (101) twin boundary. O sites with different coordination 
number (i.e., number of nearest Hf neighbors) are separated for clarity. (Reproduced from 
McKenna, K. et al., Appl. Phys. Lett., 95, 222111, 2009.)
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For HRS, both size-dependent and size-independent resistances have been 
reported. The reason may be the same with TCM and VCM cases as the current flow 
through ruptured filament competes with current flow through the whole cross sec-
tion (see Figures 13.32 and 13.33).

13.2.3.1.2 Temperature Dependence of Resistance
For LRS, majority reports treat its temperature dependence with the same man-
ner for metallic nanowire in low-temperature region (Figure 13.34). However, 
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in high-temperature region, the behavior may deviate from the predictions based on 
metallic nanowire due to severe temperature-driven ion diffusion (see Figure 13.35).

Transport in HRS is sensitive to the choice of electrolyte. Typically, it exhibits the 
property of thermally activated transport.

13.2.3.1.3 Frequency Dependence of Admittance
Very few reports concern admittance (or impedance = 1/admittance) as a function 
of frequency in ECM RRAM. Similar behaviors with TCM or VCM RRAM cells 
have been observed. The circuit model could be considered as a resistor-type fila-
ment in parallel with the nonideal capacitor. For pristine device, the resistance of 
the filament is very large, and thus nonideal capacitor dominates the low-frequency 
behaviors. For LRS, since filament is of low resistance, the low-frequency response 
will be dominated by metal nanowire like filament (see Figure 13.36).
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13.2.3.2 Material Combinations
Materials showing ECM switching behaviors share some unique features that their 
electrodes are commonly Ag or Cu. Table 13.7 lists very recent publications on 
ECM-type RRAMs.

13.2.3.3 ECM Mechanism Study
Direct identification of metal atom bridge in ECM-type resistive switching system 
can date back to 1976 when Ag filament in Ag/As2S3/Ag RRAM was reported by 
Hirose et al. [134]. The SET/RESET operations correspond to the creation/anni-
hilation of this metallic ion bridge. Recently, with the advanced microscopy, more 
reports of nanoscale filament are available. Due to the length limit of this chapter, 
only very recent pieces of work are discussed in this section.
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13.2.3.3.1 Physical Characterization
As shown in Figure 13.37, for GeS system, Fujii et al. have reported the direct obser-
vation of Cu filament by TEM with in situ Pt–Ir tip electrode [133]. The gradual for-
mation/annihilation process has also been included. EDX has revealed that Cu peak 
significantly intensifies when the voltage is applied in filament region.

In situ observation of filament formation in GeTe electrolyte has been reported 
by Choi et al. [135]. HRTEM image of the middle region of the channel reveals 
significant change of chemical composition with biasing applied, which is shown in 
Figure 13.38.

For GeSe system, Chen et al. reported time-dependent evolution of precipitation 
and percolation of Ag cations [136] (see Figure 13.39).

Similar observation was made by Rahaman et al. They reported the direct obser-
vation of Cu filaments in GeSe electrolyte by HRTEM also [114]. After cycling, the 
solid electrolyte is observed of formation of Cu filament, which is also confirmed by 
EDX (Figure 13.40).

Cu-Ges(a)

20 nm

(b)

(d)(c)

Pt-lr

020 200

220

Pt-lr

Filament

111
200

220
311

FIGURE 13.37 (a) TEM image and (b) SAD pattern before voltage application. Clear spots 
caused by Pt–Ir and weak Debye ring patterns were observed. The latter diffraction, which did 
not change during the resistance switching operation, may come from the Ge nanocrystals. 
The indices are those of Pt–Ir. (c) TEM image and (d) SAD pattern during voltage applica-
tion of 1 V. The filament-like deposit and the appearance of fine and sharp diffraction spots 
forming Debye rings were recognized. They are thought to be from Cu nanocrystals, four of 
which corresponded with reflection indices. (Reproduced from Fujii, T. et al., Appl. Phys. 
Lett., 98, 212104, 2011.)
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Guo et al. have reported an interesting visualization of Ag filaments in Ag/H2O/Pt 
switching system [137] (see Figure 13.41). Tree-shaped Ag dendrites grow from 
the  Pt electrode toward the Ag electrode. Once the front-most dendrite contacts 
the Ag electrode, the cell is switched on.

A novel way to indirectly probe the underlying electrochemical reaction is 
achieved by employing strain image to see the tiny change of volume associated 
with biasing by Takata et al. [132]. They employ periodic voltage signal to drive 
the RRAM and using AFM to record the periodic change of surface morphology 
(see Figure 13.42).

13.2.3.3.2 Switching and Conduction Mechanism
Quantitative formulation of metal cation migration in ECM-type switching memory 
can be found from the review by Waser et al. [20] and Valov et al. [25].

In 2009, Chen et al. have employed Monte Carlo simulation to imitate the evolu-
tion of filament growth and rupture [138]. The electric field-driven conduction bridge 
formation is given in Figure 13.43.

Similar efforts have been made by Feng et al. [139,140] (see Figure 13.44).
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FIGURE 13.38 (a) HRTEM of the middle region in the electrolyte of the Pt–Ir/GeTe:Cu/Cu 
RRAM with V = 0 applied at top electrode, (b) HRTEM image of the same location with 
V = −0.8 V, and (c) EDS analysis of Cu/Te ratio under different biasing. (Reproduced from 
Choi, S.-J. et al., Adv. Mater., 23, 3272, 2011.)
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13.3 TYPICAL RRAM STRUCTURES

13.3.1 cOnventiOnaL structure

Most reported RRAMs employ vertical device architecture for the demonstration 
of resistive switching performance. This is based on two reasons. The first reason is 
that ultrahigh density integration desires crossbar structures, requiring layers to be 
vertically stacked. The other reason is that vertical stacking makes thickness control 
of individual layer more precise due to the advanced deposition technology such 
as atomistic layer deposition. The conventional RRAM cell design has also been 
discussed in the review by Akinaga et al. [21]. Schematic illustration is given for the 
popular vertical stacking systems (see Figure 13.45).

13.3.2 uncOnventiOnaL structures

Despite the typical MIM vertical stacking structures, a few of the unconventional 
device architectures have received the attention of researchers due to their unique 
features.

Son et al. employed a lateral structure where a NiO nanodot is sandwiched by the 
ends of two Au nanowires [46]. Such a system is suitable for scaling effect study (see 
Figure 13.46).

50 nm

200 nm 200 nm 50 nm

200 nm

(200) (013)
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(220)

5 nm(a)

(d) (e) (f )

(b) (c)

FIGURE 13.39 (a) As deposited film (b) (c) (d) (e) 3, 60, 180, 480 min of electric field, 
(f) zoom of (e), which shows network-type precipitation. (Reproduced from Chen, L. et al., 
Appl. Phys. Lett., 94, 162112, 2009.)



400 Nanoscale Semiconductor Memories

© 2010 Taylor & Francis Group, LLC

Cu

Cu

Cu

Cu

Cu �lament

GeSe

W

W

W

W

W

(d)

(h)

W

Via~ 140 nm

SiO2

(a)

(c)

(e)

(g)

(f )

(b)

SiO2

SiO2

SiO2

EDX

ED
X

Se

Cu

Cu

225

300

250

200

150

100

50

200
175
150
125
100

75
50
25

0
0.0 0.5 1.0 1.5

Energy (keV)

Co
un

ts
Co

un
ts

Cu into
GeSe film

50 nm

50 nm

2.0 2.5

0
0.0 0.5 1.0 1.5 2.0 2.5

O

O

Si

Ge

Ge
Se

Si

20 nm

10 nm

100 nm

100 nm Energy (keV)

FIGURE 13.40 (a) HRTEM image of W/Ge0.4Se0.6/Cu memory device without external bias 
(i.e., fresh device), (b) HRTEM image with a small scale bar of 20 nm, (c) HAADF-STEM 
image of W/Ge0.4Se0.6/Cu memory device, (d) EDX spectrum in Ge0.4Se0.6 layer, (e) HRTEM 
image with external bias and 4 × 103 cycles (i.e., LRS), and (f) HRTEM image after cycles 
with small scale bar of 10 nm. A Cu filament is observed clearly. (g) HAADF-STEM image 
after cycles (i.e., LS) and (h) EDX spectrum in Ge0.4Se0.6 layer after P/E cycles. (Reproduced 
from Rahaman, S.Z. et al., Electrochem. Solid-State Lett., 13, H159, 2010.)
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Yao et al. have reported the SiO2-based nanogap-type RRAM with differ-
ent electrodes [141,142] (see Figure 13.47). Despite lithography, dielectric break-
down of amorphous carbon or CNT is used for the nanogap generation. Similar 
nanogap system for charge injection SrTiO3 RRAM has been reported by Chen 
et al. [143].

Yao has also reported on the Pt/CNT/Pt lateral architecture. In this case, CNT is 
responsible for switching rather than nanogap [144] (see Figure 13.48).

Another novel structure fringing field RRAM developed by Lee et al. is for 
the sake of a better electric field confinement in RRAM [145]. The SiO2 dielec-
tric layer embedded by two planar electrodes is of no switching function. Instead, 
the encapsulation NiO is used for switching under fringing field, as illustrated in 
Figure 13.49.
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FIGURE 13.41 The switching-on process while applying −1 V to a Pt/H2O/Ag cell with a 
Pt/Ag gap of 3 μm: (a) I–t curve, (b), (c), and (d) SEM images showing the Ag dendrite growth 
after applying −1 V for about 1, 2, and 4 s, respectively. (Reproduced from Guo, X. et al., 
Appl. Phys. Lett., 91, 133513, 2007.)
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13.4 TYPICAL RRAM CIRCUITS

The simple MIM structure makes RRAM suitable for high-density integration. 
Since the contemporary RAM is of a matrix-like architecture, each single bit ele-
ment is connected to the decoders via two lines, which are word line and bit line. 
However, sneak current or parasitic-path-effect exists if the elements are directly 
incorporated into the matrix. In that case, the signal may bypass the addressed cell 
by flowing through the LRS cells not addressed. A possible scenario is illustrated in 
Figure 13.50.

To resolve sneak current issue, depending on the operation schemes, either a non-
linear passive element or active element could be added. They are the most two 
straightforward approaches but not the only approach. Other sophisticated treatment 
has been explored also. Recently, the novel concept of complementary RRAM was 
developed [128,146,147]. The circuit design topic has been recently concerned in the 
reviews of Kügeler et al. [23] and Valov et al. [25].

(a) (c)

(b) (d)1 μm 1 μm

FIGURE 13.42 20-mm-square (a) topographic and (b) amplitude images taken with 0.5 Vpp 
at 60 kHz. 1-mm-square (c) topographic and (d) amplitude images of the square region in (a) 
and (b). (Reproduced from Takata, K. et al., Curr. Appl. Phys., 11, 1364, 2011.)
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13.4.1 passive Matrix With nOnLinear device

For unipolar operation scheme, a nonlinear device that is typically a diode can be 
added in series with the RRAM cell with schematic illustration given in Figure 13.51. 
Passive matrix is of more attraction than active array due to good potential of scal-
ing. Besides, passive array also features for ease of fabrication.

In 2002, Zhuang et al. have reported the fabrication of the RRAM arrays under 
1R–1D scheme [16] (see Figure 13.52).
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FIGURE 13.43 (a through d) Four snapshots are taken from an evolution, and the phase-
separated lattice consisted of high-conductance phase (dark gray) and insulating (light gray) 
sites. The inset is the AGS conductance as a function of MCS. The red line (solid cycle) shows 
the result under the positive bias and the blue line (ring) exhibits the result under the reversed 
bias. (Reproduced from Chen, L. et al., Appl. Phys. Lett., 95, 242106, 2009.)
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FIGURE 13.44 Filament topographies obtained at different voltage levels. (a) Initial state, 
(b) V = 0.05 V, (c) V = 0.25 V, (d) V = 0.35 V, (e) V = 0.8 V, and (f) V = 2 V. The arrows in (d) with 
labels—h and w indicate the thickness of isotropic deposition and the average width of the fila-
ment, respectively. (Reproduced from Pan, F. et al., IEEE Electron Device Lett., 32, 949, 2011.)

Oxide Oxide OxideInsulator Insulator Insulator

TE
TE TEBE

BE BE

(a) (b) (c)

Oxide

Oxide

Insulator

Insulator

TE

TE

BE
BE

(d) (e)

FIGURE 13.45 (a) Typical MOM simple stacking structure of RRAM. (b) The memory 
element on the metallic via as a bottom electrode with oxide and top electrode layers. (c) The 
oxidized via material for the resistance switching oxide layer. (d) The concave structure for 
RRAM. (e) The crossbar structure consisting of the bottom and top electrode wires and blan-
ket oxide film. (Reproduced from Akinaga, H. et al., Proc. IEEE, 98, 2237, 2010.)
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Nano-gap
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FIGURE 13.46 The Au/NiO/Au nanowire resistive switch. (a) SEM image of the Au/NiO/
Au RRAM connected with two large Au electrodes. (b) The schematic drawing of the Au/
NiO/Au RRAM as a replica of Figure 1d. (c) AFM image of the nanogap formed between the 
two DPN Au nanowires with a width of approximately 25 nm where the nanogap distance 
was approximately 30 nm. (d) AFM image of the Au/NiO/Au nanowire resistive switch with 
a DPN NiO nanodot with a diameter of approximately 30 nm. (Reproduced from Son, J.Y. 
et al., Appl. Surf. Sci., 257, 9885, 2011.)
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FIGURE 13.47 (a) Schematic of the W–W gap and the SEM image. (b) Upper: A laterally 
confined embodiment by using the two broken ends of an electrically broken CNT as effec-
tive electrodes. Bottom: SEM image of the switching CNT-SiOx nanogap system.
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FIGURE 13.48 (a) An SEM image of a typical SWCNT device. (b) Schematic of the 
two-terminal configuration for electrical measurements. (Reproduced from Yao, J. et al., 
ACS Nano, 3, 4122, 2009.)
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FIGURE 13.49 (a) Top view in the crossbar structure memory array. (b) Cross-section view. 
(c) TEM cross-section image. (Reproduced from Lee, B. et al., IEEE Trans. Electron Devices, 
58, 3270, 2011.)
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FIGURE 13.50 Possible scenario of sneaking path. Cell in dark gray is of HRS and 
addressed. Cells in light gray are of LRS and not addressed. Only one sneak current path is 
depicted. (Reproduced from Linn, E. et al., Nat. Mater., 9, 403, 2010.)
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FIGURE 13.52 (a) Schematics of 1R–1D RRAM architecture. (b) TEM microphotograph 
of a fabricated IR-ID memory cell. (Reproduced from Zhuang, W.W. et al., Novel colossal 
magnetoresistive thin film nonvolatile resistance random access memory (RRAM), in IEDM 
Technical Digest, pp. 193–196, 2002.)
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FIGURE 13.51 Schematics of a storage node in a passive array with nonlinear element 
(NLE) and resistive switching (RS) cell. (Reproduced from Waser, R. et al., Adv. Mater., 21, 
2632, 2009.)
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Recently, Seo et al. have reported a 4 × 4 bit crossbar array of ZnO unipolar 
RRAM with selection diode integrated [55] (see Figure 13.53).

Some RRAM systems are of self-rectifying characteristics; they do not desire 
external nonlinear devices such as diodes. A 4-kbit memory matrix based on self-
rectifying RRAM cells has been reported by Chen et al. [148] (see Figure 13.54).

13.4.2 active Matrix

Similar to DRAM, active matrix can be implemented on RRAM. In this case, the 
access to the individual storage element is controlled by the active element such as 

10 µm
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Pt/Au Pt/Au

WO3

ZnO

ZnO
Pt

50 nm50 nm
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Pt

Pt/Au
Pt/AuCr

(a) (b)

FIGURE 13.53 (a) A 4 × 4 crossbar array ZnO RRAM device stacked with heterostructure 
diodes. The lower inset is an image of the entire structure of the device. (b) Cross-sectional 
TEM images of the stacked contact area. (Reproduced from Jung, W.S. et al., Appl. Phys. 
Lett., 98, 233505, 2011.)
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FIGURE 13.54 (a) Schematic of the architecture of self-rectifying RRAM memory array. 
The word lines and the bit lines are selected by word-line transistors and bit-line transis-
tors, respectively. The TF-RRAM device serves both as the memory element and as the 
access element. (b) Bright-field TEM picture of the mini-array. The diameter of W plugs is 
0.3 μm and the pitch of the mini-array is 0.6 μm. (Reproduced from Chen, Y.-C. et al., An 
access-transistor-free (0T/1R) nonvolatile resistance random access memory (RRAM) using 
a novel threshold switching, self-rectifying chalcogenide device, in IEDM Technical Digest, 
pp. 37.4.1–37.4.4, 2003.)
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transistors (see Figure 13.55). Up to now, majority of large-scale RRAM chip is dem-
onstrated based on active matrix due to mature technology and reliable performance.

The fabrication of crossbar active array of RRAM can be dated back to 2002 
when Zhuang et al. reported the 64-bit RRAM with 1R–1T configurations [16] 
(see Figure 13.56).

Bit line
Word line

Plate line

T

RS

FIGURE 13.55 Schematics of a storage node in an active array with transistor (T) and 
resistive switching (RS) cell. (Reproduced from Waser, R. et al., Adv. Mater., 21, 2632, 2009.)
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Bit Bit
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Common
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FIGURE 13.56 Schematics 1R–1T RRAM architectures of crossbar structures. (Reproduced 
from Zhuang, W.W. et al., Novel colossal magnetoresistive thin film nonvolatile resistance 
random access memory (RRAM), in IEDM Technical Digest, pp. 193–196, 2002.)
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Akinaga et al. have reported on a 128-kbit RRAM chipset under 1R–1T scheme 
in their review [21] (see Figure 13.57). The memory array is demonstrated on a TiN/
CoOx/Ta cell.

Recently, successful fabrication of 1Mb RRAM crossbar has been demonstrated 
by Wang et al. [149] (see Figure 13.58). The single RRAM cell employs a 40 nm size  
TaN/CuxSiyO/Cu RRAM structure corresponding to the 22 nm node of via.

13.4.3 cOMpLeMentary rraM

Complementary RRAM is proposed by Linn et al. and Rosezin et al. [128,146,147]. 
This novel concept employs two bipolar RRAM cells that are connected back to 
back. Unlike passive array with nonlinear selector device or active array with tran-
sistor, it’s feasible to integrate complementary RRAM with the simplest crossbar 
passive array directly. As proposed, the complementary RRAM consists of four 
states and I–V characteristics illustrated in Figure 13.59.
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FIGURE 13.57 (a) Microphotograph of 128-kbit RRAM chip. (b) Cross-sectional view of 
1T–1R memory cell structure. (c) The architecture of the 1T–1R memory array. (Reproduced 
from Akinaga, H. et al., Proc. IEEE, 98, 2237, 2010.)
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128*128 bit per block

8 plane per chip
8 block per plane

Cu (BE)50 nm 40 nm

(a) (b) (c)

FIGURE 13.58 TEM cross section of (a) 1T–1R cell in BL direction in 1Mb test chip. The 
photo shows metal level up to M3 while the chip has totally six metal layers. (b) M1 Copper 
(BE)/CuSixOy/TaN(TE) RRAM structure. The active area is shrunk to 40 nm successfully, 
corresponding to 22 nm node via; (c) micrograph and organization of 1 Mb test chip (in red 
box) with test features. (Reproduced from Wang, Y. et al., Logic-based mega-bit CuxSiyO 
emRRAM with excellent scalability down to 22 nm node for post-emFLASH SOC Era, in 
Proceedings of the IEEE International Memory Workshop, pp. 1–2, 2011.)
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13.5 CONCLUSION

Recent progress in nanoscale RRAM is reviewed in terms of material systems, 
device architecture, and circuit integration. Particularly, recent development in phys-
ical characterization and theoretical formulation of the switching phenomena of dif-
ferent material systems is discussed.

As one of the most promising candidates of next-generation nonvolatile memory, 
RRAM has received a lot of attention and has been demonstrated with excellent 
performances. Rapid advancement of fabrication technology and physical character-
ization will further optimize the performance of RRAM and decipher the underly-
ing switching conduction mechanisms. Atomistic-level formulation of the resistive 
switching will be developed.
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