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Preface 

Work in bioinorganic chemistry has accelerated substantially since 1973, 
when Volume 18 of Progress in Inorganic Chemistry was published high- 
lighting current research topics in the field. The Preface and Introduction 
to that volume are reprinted here as an historical benchmark by which to 
judge the enormous progress that has been made in the intervening 17 
years. During this interval, the first International Conference on Bioinor- 
ganic Chemistry (ICBIC) was convened, and the fourth such conference 
was held last summer on the MIT campus. The present volume of Progress 
in Inorganic Chemistry was conceived in conjunction with ICBIC-4 as an 
opportunity to present authoritative reviews by many experts in bioinor- 
ganic chemistry who were gathering in Cambridge for the meeting. Ac- 
cordingly, ali of the plenary lecturers were invited to contribute a chapter, 
and most graciously agreed to do so. In addition, a number of other speak- 
ers at the conference were asked to review their areas of research expertise 
in order to provide additional scope of coverage for this volume. 

The topics reviewed here touch on many aspects of current research in 
bioinorganic chemistry, exploring the amazing breadth of the field that 
ranges from solid state physics to cell biology and medicine. There are of 
course many subjects not covered, but from the eight chapters included 
the reader should be able to assess the full span of activities in what has 
become a forefront subject in both chemistry and biology. As witness to 
the latter claim one need only recall that the journal CELL recently dis- 
played a zinc finger peptide on its cover, a debut that was hailed by many 
in the bioinorganic community as official recognition of the discipline by 
“big biology.” Although zinc finger proteins are not specifically covered 
in this volume, they were the subject of an article by Jeremy Berg in Volume 
37 of our series. 

In order to produce this volume in a timely fashion, the publisher has 
agreed to a new, if somewhat risky, experiment. The chapters were set 
directly into pages, bypassing the usual reading of galley proofs. In addi- 
tion, in an attempt to make the book more accessible to individual readers, 
as well as libraries, we are for the first time providing a paperback edition 
at a substantial reduction in cost, Both of these innovations were greatly 
facilitated with the assistance of our new in-house editor, Dr. Philip Manor, 
to whom I am very much indebted. In addition, I should like to thank 
Professor Kenneth D.  Karlin, the organizer of ICBIC-4, for his help in 
planning this volume. Finally, the time has come to acknowledge publicly 
the talents of Jeannette Stiefel who, for many years, has served as the 
freelance copy-editor of the Progress in Inorganic Chemistry volumes; the 
uniform high quality of the chapters is in no small measure due to her 
efforts. , 

STEPHEN J. LIPPARD 
Cambridge, Massachusetts 
May I WO 



Introduction 

In the Introduction to  Volume 18 of Progress in Inorganic Chemistry, 
subtitled “Current Research Topics in Bioinorganic Chemistry” and re- 
printed herein, three major avenues of research in the field were delineated. 
These subtopics, the direct study of metal ions in biological macromole- 
cules, the use of simpler, model systems to gain insight into the properties 
of metalloprotein cores, and the application of inorganic reagents as probes 
of biological structure and function, all continue to be important facets of 
modern bioinorganic chemistry. They comprise a significant fraction of the 
research described in the present volume. A very significant area of growth 
in the discipline of bioinorganic chemistry, however, has been the appli- 
cation of metals in medicine. Included are the use of cisplatin in the highly 
successful treatment of genitourinary tumors, of technetium compounds 
as radiodiagnostic agents, of orally administered gold phosphine complexes 
for the management of rheumatoid arthritis, and of lithium to control 
manic-depressive behavior. In addition, much attention is now beginning 
to focus on the regulation of gene expression by metal ions, which bind to 
proteins causing them to fold in specific conformations for interaction with 
other macromolecules in the cell. Chapters illustrating these newer activ- 
ities are also included in this volume. 

Driving much of this research have been advances made in the fields of 
molecular and cell biology, including technical developments such as gel 
electrophoresis, DNA and RNA sequencing methodologies, site specific 
mutagenesis, cloning, and the ability to obtain monoclonal antibodies. 
Related instrumental developments from the physics and engineering com- 
munities have similarly spurred progress in bioinorganic research. Syn- 
chrotrons have afforded high intensity X-ray beams for absorption and 
diffraction measurements; the scanning tunneling microscope promises to 
yield high resolution images of single biomolecules; and new and more 
powerful computers and software developments have brought molecular 
mechanics, dynamics, and modelling calculations to the desktops of many 
practicing graduate and postdoctoral students. These technical improve- 
ments will be readily apparent to the reader in many of  the review articles 
collected here. 

This volume begins with a discussion of iron sulfur clusters, a familiar 
topic to bioinorganic chemists and one that has not lost its appeal. Although 
long known for their role in biological electron transfer, they have recently 
been shown also to possess catalytic activity through subsite specific chem- 
istry, wherein one of the iron atoms in the cube catalyzes chemical trans- 
formation at its particular corner. To reproduce such disymmetry in an 

vii 
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otherwise symmetric cluster has presented a challenge to the synthetic 
model builder that has been met by brilliant design and execution, which 
the reader is sure to appreciate. In the following two chapters are intro- 
duced the currently fashionable topic of nonheme iron and manganese 
bioinorganic chemistry, much of which involves aspects of dioxygen me- 
tabolism. The discovery of units such as the p-oxobis(p-carboxy- 
lato)diiron(III) center in the marine invertebrate 0,-transport protein hem- 
erythrin has spurred both the synthetic model builder and the protein 
biochemist to enter this arena. Some of the most exciting goals are to 
understand the diiron centers in methane monooxygenase, which uses CH4 
as its sole carbon and energy sources, and in ribonucleotide reductase, 
which activates dioxygen by a similar dinuclear iron center, and to elucidate 
the nature of the tetramanganese unit in photosystem 11, which evolves 
O2 from water. 

Many enzymes catalyze the transformation of organic substrates by de- 
livering a functional group held in or near the coordination sphere of a 
metal ion at their active sites. A thorough understanding of these reactions 
has been greatly facilitated by careful studies of well-designed model sys- 
tems. The next review addresses this topic, with specific emphasis on phos- 
phate chemistry. The regulation of cellular events by phosphatases and 
kinases, enzymes that remove or add phosphate groups to proteins, re- 
spectively, is central to many forefront areas of modern biology, including 
the study of oncogenes, development, and the cell cycle. Metal centers in 
proteins that do not function as group transfer agents frequently serve to 
facilitate electron transfer, the topic of the next chapter. It has now been 
demonstrated that electrons can be transferred over long distances (>lo 
A) in proteins. How they do so, and how the rates of these reactions 
depend on their driving force, the distance between redox centers, and the 
intervening medium, are addressed in this review. An exciting development 
in this field has been the attachment of kinetically inert inorganic complexes 
to amino acid side chains on the surface of redox metalloproteins to probe 
the distance dependence of electron transfer to their naturally occurring 
metal cores. 

The final three chapters all deal largely with metal-nucleic acid chem- 
istry. This topic, only in its infancy in 1973 when Volume 18 of Progress 
in Inorganic Chemistry appeared, now accounts for a substantial fraction 
of the work done in bioinorganic chemistry. Metal regulated gene expres- 
sion, exemplified by the mercury resistance phenomenon, offers a won- 
derful opportunity for the bioinorganic chemist to combine the power of 
inorganic synthesis and structure determination with that of cloning and 
protein structure determination. This relatively new subfield is replete with 
fascinating unstudied problems and systems, the understanding of which 
will undoubtedly benefit from a careful reading of this chapter. In the 
penultimate chapter are reviewed the powerful ways that metal complexes 
can be used as probes for DNA structure. By matching the shapes and 
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symmetries of metal complexes with their target sites on DNA emerges 
the possibility to outdo nature in recognizing and cleaving the genome at 
specific sequence-determined sites. This challenge has attracted many 
members of the organic as well as the inorganic chemical communities 
interested in the more general topic of molecular recognition. The practical 
consequences of success are enormous, and include the localization of gene 
defects responsible for diseases such as Huntington’s chorea, cleavage of 
DNA into very long (-104 nucleotide) segments required for mapping the 
human genome, and even chemotherapy by targeted destruction of viral 
genomes in vivo. Finally, the last chapter reviews an aspect of the still 
evolving platinum antitumor drug story that has not received attention 
elsewhere, one that could lead ultimately to the complete unravelling of 
the molecular mechanism of action of the drug. Although much is known 
about the binding of cZS-[P~(NH~)~CI~] to DNA and the resulting structural 
changes in the target, we are still deficient in understanding how cells 
process this damage such that cancer cells are selectively destroyed. Some 
new discoveries that promise to elucidate these mechanisms are set forth 
in the chapter. 

As the reader of this volume will soon appreciate, the subject of bio- 
inorganic chemistry has matured to the point where activities previously 
labeled as “inorganic” or “biological” are now being carried out in the 
same laboratory. Collaborations between experts in these separate areas 
still occur, but increasingly entry level researchers want to do it all them- 
selves. This development is most welcome and will continue to foster suc- 
cess in meeting the difficult challenges posed by the great unsolved problems 
of the field. 

STEPHEN J .  LIPPARD 
Carnhridgt,, Massachusett.s 
May I Y Y O  
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Work at the interface between the areas of inorganic and biological 
chemistry has greatly intensified in recent years. Organization of the subject 
material of this growing field of bioinorganic chemistry along topical lines 
is fairly straightforward, if not completely satisfying. Thus whole literatures 
have grown up around such problems as nitrogen fixation, heme proteins, 
vitamin BI2 chemistry, carboxypeptidase structure and biochemistry, metal 
ion transport through membranes, non-heme iron proteins, metal activa- 
tion of ATP, and copper oxidases. In planning this special topics volume, 
some attempt was made to achieve a broader scope. For example, instead 
of a chapter on iron-sulfur redox proteins, it seemed desirable to have a 
discussion of the entire family of metallo-redox proteins. To the extent 
that the subject matter was amenable to such an approach, the chapters 
reflect this philosophy. 

The choice of topics for this particular volume was dictated by two 
criteria. First, it was decided to sustain the long-standing policy of this 
series to provide critical, comprehensive, in-depth coverage of material. 
This decision necessitated a high selectivity since only a few such chapters 
could be accommodated in a single volume. The second critrion was to 
assure reasonably broad coverage by including subjects that represented 
the various kinds of available biological ligands, namely proteins and nu- 
cleic acids and their constituents, in addition to special-function ligands 
such as the heme or corrin ring. To the extent that we have been successful, 
this book should serve as a useful introduction and guide to scientists in 
all fields who are interested in obtaining an overview of the emerging 
discipline of bioinorganic chemistry. At the same time, the individual chap- 
ters should provide current information and critical discussion of the more 
specialized areas for both research workers and students. Parts of certain 
chapters have already been adopted in manuscript form for instructional 
purposes at the graduate student level. 

I wish to thank the authors for their cooperation and efforts required 
to produce this volume. If there is sufficient positive response, future bio- 
inorganic volumes will be scheduled in this series. As usual, comments of 
any kind are always welcome and will be given serious attention. 

STEPHEN J .  LIPPARD 
New York, New York 
February 1973 

xi 



Introduction to Progress in Inorganic Chemistry, 
Volume 18 

There are three major avenues of investigation in bioinorganic chem- 
istry. The first involves direct study of the structure and function of “bio- 
metallic” molecules, an area traditionally that of the biochemist. Here one 
is interested in the role of metal ions in metalloenzymes, coenzymes, and 
proteins, as well as their function as cofactors in DNA and RNA bio- 
chemistry. In classic studies on carboxypeptidase, Vallee and co-workers 
recognized the importance of the zinc atom as a functional group unique 
among all others in the protein. By replacing the zinc with other metal 
ions, chemical and spectroscopic probes of the active site were made avail- 
able. More recently, X-ray diffraction studies have yielded detailed struc- 
tural information about several metallomacromolecules. The three- 
dimensional structure of a tRNA has just been made available through the 
efforts of Rich, Kim, and their associates. The critical role of magnesium 
ions in binding phosphate groups remote from each other in the sequence 
(not a new concept, incidentally) has begun to emerge, and correlates well 
with biochemical results from several laboratories. X-ray data serves not 
only to bridle the occasional untamed structural speculations derived from 
less direct approaches, but also provides the impetus and direction for 
attempts to elucidate the structure-function relationships that form our 
basic understanding of how biometallic molecules work. Delineation of the 
function of the metal ion as a structural keystone (as in the example just 
cited) , specific reaction organizer, electron transfer agent, or substrate 
activator is the major objective of the direct approach, in which detailed 
studies are performed on specimens usually obtained directly from natural 
sources. 

By contrast, the second major avenue involves an indirect approach, 
commonly the domain of the inorganic or organic chemist. Through the 
invention, synthesis, structure determination, physical study, and reactions 
of so-called “model” compounds, some insight into the workings of the 
natural system is sought. An additional objective might be to mimic in a 
simple system the catalytic function of a metalloenzyme for industria1 or  
biomedical synthetic purposes. Current attempts to fix molecular nitrogen 
with homogeneous iron or  molybenum catalysts exemplify this aspect. Al- 
though few doubt that important chemistry might result from this approach, 
serious reservation has been expressed about the relevance of such work 
to the understanding of natural systems. Indeed, there are purists who 
believe that even to study biometallic molecule in vitro is to oversimplify. 
For instance, there are those who argue that to investigate solubilized 

... 
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components of the membrane-bound cellular redox apparatus (e.g., cy- 
tochrome c oxidase) is a waste of effort. This attitude stems in part from 
an overreaction to claims of relevance by chemists interested in riding 
biological coattails for one reason or another. There is at least one instance 
where an organometallic molecule, of perfectly respectable interest for its 
own sake, was labeled a “model” for the nitrogenasc enzyme even though 
it never could bind dinitrogen let alone catalyze its reduction. But unfor- 
tunate as statements of this kind may be, it is shortsighted not to recognize 
and cultivate the growing research activities on small molecule analogs of 
biometallic compounds. 

For the skeptical, a detailed example might be offered. The copper blue 
proteins characterized chiefly by Malmstrom, Vannglrd, and their co-work- 
ers are an important class of biological oxidases. The redox, optical, and 
epr spectroscopic properties of these proteins have been thoroughly stud- 
ied, although their detailed structures are not yet available. Even if the 
structures were known, the interesting task of explaining the “unusual” 
spectroscopic features and high redox potentials of these proteins would 
remain. It is worth digressing a moment to discuss the concept of uniqueness 
that is used with increasing frequency in this context (Vallee and Williams 
have formallized one aspect and called it the “entatic nature of the active 
site”). Since Nature could not take advantage of the redox potentials avail- 
able among the aquo ions of the transition metals (the ferric ion, e.g., 
would be a good biological oxidizing agent with a reduction protential of 
-0.77 V, but it hydrolyzes at pH 7 and is thus unavailable), substitute 
biometallic coordination compounds evolved. In the present example, the 
oxidizing power of the copper(I1) ion has been substantially increased by 
the specialized ligand environment (as yet unknown) of the protein active 
site. Viewed in this context, it should not be surprising if the properties 
of the copper(I1) centers appear unusual. The uniqueness should not then 
be taken as some mystical force available in proteins, as has sometimes 
been done. Rather, the properties of a biometallic molecule may be viewed 
as unusual in the sense that inorganic analogs with sufficiently complex 
ligand environments are simply not available. No one has taken the trouble 
to prepare them. It is therefore important that synthetic, structural, and 
physical studies be carried out to produce and characterize the appropriate 
relevant small molecules. In the case at point, copper coordination com- 
pounds that produce large positive reduction potentials will be deemed 
most relevant, and their study should contribute eventually to a funda- 
mental understanding of how the proteins work. 

Before turning to the third approach to bioinorganic chemistry, it is 
worth noting with approval that cooperation between inorganic and bio- 
logical chemists has grown substantially in recent years. Not only are lab- 
oratories collaborating on specific problems, but there is an increasing 
tendency for biochemists to try their hand at preparing inorganic analogs, 
and for coordination chemists to establish a biological program. Surely 
such activities signify the emergence of a new discipline. 
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A third investigative avenue to this discipline involves the addition of 
metal ions or complexes as probes to biochemical structure and function. 
Here the word addition is emphasized as being different in kind from the 
substitution of one metal for another in a biometallic molecule. Particular 
examples might include spin-labels, fluorescent labels, and shift reagents, 
any of which might yield substantive information about the geometries and 
mechanistic workings of macromolecules. An especially appealing mani- 
festation of this approach, suggested more than a decade ago by Michael 
Beer, is the design of heavy metal reagents to bind specifically and quan- 
titatively to one or more (but not all) of the bases of a polynucleotide. 
The labeled polymer could then be sequenced by electron microscopy, the 
heavy metal ion serving to improve the contrast. Problems of this kind 
should have great appeal to inorganic as well as biochemists. At present 
there is not the vigorous activity in this area that it deserves. 

The foregoing brief attempt to define and systematize the activities of 
bioinorganic chemists is of course highly subjective. Whether such a treat- 
ment will prove valid 10 years or even 10 months from now is not important. 
Of greater interest is that workers in the field have largely discarded par- 
ochial attitudes concerning the uniqueness of their approach to problems, 
and that both biological and inorganic chemists have shown a willingness 
to learn the techniques and literatures of the other’s field. Continued ac- 
tivities of this kind will surely require future efforts to pull together the 
subject matter in the now firmly established but infant discipline of bio- 
inorganic chemistry. 

STEPHEN J .  LIPPARD 
New York, New York 
February 1973 
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Figure 3 (a) 
nucleotide reductase. 

(Que and True). Representation of the structure of the B2 subunit of the E .  coli ribo- 

Figure 1 (Pyle and Burron). A- (left), B- (center), and Z- (right) DNA. Shown are space-filling 
models for the different double-stranded DNA helical conformations based upon crystallographic data 
for each form (1-3). The sugar-phosphate backbone is shown in red and the base pairs, in green. This 
and subsequent graphical representations were obtained using the program, Macromodel, for which we 
gratefully acknowledge W. C. Still. 



Figure 5 (b)  (Pyle and Barton). Illustration of [Ru(phen)J*+ enantiomers bound by intercalation to 
B-DNA and the basis for the enantioselectivity (16). The A-enantiomer (right) fits easily into the right- 
handed helix, since the ancillary ligands are oriented along the right-handed groove. For the A-isomer 
(left), in contrast, steric interference is evident between the ancillary phenanthroline ligands and the 
phosphate backbone, since for this left-handed isomer the ancillary ligands are disposed contrary to the 
right-handed groove. 

Figure 12 (Pyle and Barton). An illustration of the notion behind the design of [Ru(TMP)J2+, a 
probe for the A conformation, based upon shape selection. As is evident, the shape of the complex is 
well matched to bind against the shallow minor-groove surface of the A conformation (right) but is 
simply too large to fit snugly into the minor groove of B-DNA (left). 
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I. INTRODUCTION 

The past 20 years have witnessed impressive advances in the elucidation 
of the structures and reactivities of iron-sulfur clusters of both native and 
synthetic origin. Of the 10 types of structurally characterized Fe-S clusters 
(1-59) shown schematically in Fig. 1, those of types 1 (6-9), 3 (11-15), 
and 4 (42-46) are known to occur in proteins. In addition, cluster 2 is 
present in an unfolded form of the enzyme aconitase (60). The essential 
structural elements of the [2Fe-2S] site 1 of spinach ferredoxin (Fd) were 
deduced spectroscopically as early as 1966 (61, 62), and the [4Fe-4S] cu- 
bane-type core 4 was determined by crystallographic analysis of the Chro- 
matium high-potential (HP) protein in 1972 (63) and in Peptococcus aero- 
genes Fd in 1972 (64). More recently, the voided-cubane structure 3 of the 
[3Fe-4S] core was proven by crystallography in Azotobacter vinelandii Fd 
I (11-14) and in Desuffovibrio gigas Fd I1 (15), nearly a decade after 
spectroscopic and chemical evidence indicated its existence. 

The synthetic analogue approach towards modeling protein sites by low 
molecular weight compounds has been successful for sites 1 and 4. Thus, 
the clusters [ Fe2S2(SR),I2 - 33 - and [ Fe,S,( SR),]' - .*- .3 - are credible struc- 
tural and electronic representations of their isoelectronic protein sites, 
where thiolate ligands simulate cysteinate binding in proteins. The syn- 
thesis, structures, and reactivities of these site analogues have been re- 
viewed (l) ,  and the reaction sequences leading to their formation have 
been determined (65), showing a systematic buildup of final Fluster species 
from compounds of lower nuclearity. 

While all Fe subsites in a protein-bound cluster are necessarily inequi- 
valent, recent evidence has demonstrated that this inequivalence is am- 
plified by the occurrence of significant structural and reactivity features at 
one subsite. These we refer to as subsite-specific properties. The purpose 



4 

(1,3,4,16-46) 
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Figure 1. Schematic representation of the structures of Fc-S clusters 1-10 (organometallics 
excluded). Structure determinations of synthetic and native clusters are referenced (L = 

RS , RO- , halide). 

3 
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of this chapter is to examine such properties in biological systems and to 
discuss the development of site analogue clusters that can approach or 
simulate this subsite specificity. Considerations are restricted to the cubane- 
type [4Fe-4S] clusters and their derivatives. 

11. CLUSTER ENVIRONMENTS OBTAINED VIA TERMINAL 
LIGAND SUBSTITUTION 

The most important reactions of synthetic Fe-S clusters are electron 
transfer and ligand substitution. The latter reaction forms the basis of the 
core extrusion method (66), useful for identifying certain clusters present 
in proteins, and allows the introduction of diverse chemical environments 
around the Fe-S cluster. We begin our consideration of subsite properties 
by summarizing the environments thus far achieved synthetically in [4Fe- 
4S] clusters. 

A. Mechanism of the Ligand Substitution Reaction 

Thiolate ligand substitution reaction 1 occurs via stepwise, reversible 
equilibria (n = 1-4) and at fixed n has the characteristics of an acid-base 
reaction. Thus the reaction proceeds to the right when R’SH is a stronger 
acid than RSH, the conjugate acid of coordinated thiolate. Therefore, 
arylthiols are more effective than alkylthiols at promoting substitution. 
Substitution of the first ligand, and presumably others as well, is a bimo- 
lecular process, first order in both Fe-S cluster and added thiol (67), and 
reaction rates parallel thiol acidity. The probable mechanism for this pro- 
cess is shown in Fig. 2. The rate-limiting step is protonation of bound 
thiolate, followed by rapid separation of alkylthiol from the Fe atom, and 
coordination of arylthiolate. The same sequence of events (2) was shown 
to occur for reaction 2. 

[Fe4S4(SR),I2- + nR’SH [Fe4S4(SR),-,(SR’),]2- + nRSH (1) 

[FezS2(SR)4]2- + 4R’SH [Fe2S,(SR’)4]2- + 4RSH (2) 

Reactions can be conveniently monitored by ‘H NMR spectroscopy or 
UV/vis spectrophotometry, and when conducted in nonaqueous solvents 
proceed without detectable core degradation. In aqueous solution at neu- 
tral and basic pH values, ligand substitution seems to be the first step in 
hydrolytic core degradation (68, 69). Therefore, when these reactions are 
carried out in an aprotic solvent, or in an aprotic-aqueous solvent mixture, 
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clusters may be obtained that are not necessarily accessible via direct meth- 
ods (2, 16, 65, 70); that is, from an iron salt, a sulfide source, and thiolate. 
Ethanethiolate or t-butylthiolate are particulary good precursor ligands for 
a substitution reaction because the volatile thiol released after reaction 
may be removed in vucuu, thus driving the reaction to completion. 

Reaction 3 is a general example of a ligand substitution reaction with 
an electrophile, EL (71, 72). Acids, acyl halides, and anhydrides have been 
shown to undergo Reaction 3, generating substitution products in solution. 
Reactions with the latter two 

[Fe,S,(SR),]*- + nEL -+ [Fe,S,(SR),-.L,,]*- + nRSE (3) 

reagents are stepwise and irreversible. Isolation of the product upon re- 
action with a small excess of RCOX has led to characterization of the 
tetrahalide derivatives, [Fe,S,X4I2- (n = 2,4) (3, 71). 

Clusters with the general formula [Fe4S4L4I2- have been isolated with 
a wide variety of ligands. Alkylthiolates ranging in size from methyl (16) 
to adamantyl (73) have been reported, as has the “parent” cluster 
[Fe4S4(SH),]*- (30). Arylthiolate ligands with sterically bulky side groups 
have facilitated isolation of the first high-potential Fe-S protein analogues 
containing the [4Fe-4SI3+ core (34, 74). Clusters containing aryloxide li- 
gands, [Fe4S,(OPh),l2- and [Fe4S4(OC6H4-p-Me),]*-, have been isolated 
and the former has been subjected to a structural analysis (21). Clusters 
fully ligated with methyl-L-serinate, methyl-L-tyrosinate, and methyl-L- 
prolinate have been claimed very recently (759, but have not yet been 
substantiated by a structure determination. 

On the basis of structural and electronic similarities, the clusters 
[Fe,S,(SR),]*- serve as close representations of protein sites with the iso- 
electronic [4Fe-4SI2+ core. Because the proteins function as electron car- 
riers (where their function is known), the redox chemistry of synthetic 
clusters has been a matter of considerable interest. As seen in Fig. 3, the 
analogue electron-transfer series encompasses four core oxidation levels, 
three of which have been detected in proteins. Analogues corresponding 
to these three levels have been isolated and characterized in very consid- 
erable detail. The [4Fe-4Slzi,’+ or Fdox,rrd redox couple is one of the more 
pervasive in biology. Note that the native [4Fe-4SI3+ state has been proven 
only in the HP proteins, which should be considered as a special class of 
ferredoxins. Synthetic cluster potentials, which are strongly dependent on 
the R substituent, have been found to be -0.2-0.6 V more negative than 
the EA values for Fdoxircd in aqueous solution (76, 77). 
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ELECTRON TRANSFER SERIES OF [4Fe-4S] CLUSTERS 

[4Fe-4SIo [4Fe-4SI1+ [4Fe-4SI2' [4Fe-4SI3+ 

4Fe(ll) 3Fe(ll) + Fe(lll) 2Fe(ll) + 2Fe(lll) Fe(ll) + SFe(ll1) 

6.3 to 4 . 1  to 
proteins: _ _  F d d  6 . 5  v FdOflPred = HPox 

analogues: (Fe4SdSR)414' = '[Fe,S4(SR),Is= '[Fe4S4(SR)412- = *[Fe4S4(SR)4]1- 

Fe = ferredoxtn. HP = "high-potential' protein. 'Isolated. 

Figure 3. The electron-transfer series of [4Fe-4S] clusters as found with proteins and syn- 
thetic analogues. Approximate ranges of protein potentials Ei (vs. NHE) are given. 

B. Cysteinyl Peptide Environments 

In order to assess the effects of peptide structure around the [4Fe- 
4SI2+.'+ core with respect to the observed positive potential shifts in pro- 
teins, several oligopeptides containing cysteinyl units have been synthesized 
and allowed to react with [F~,S,(S-~-BU),]~-, forming peptide complexes 
via ligand substitution. 

In the initial work on peptide incorporation around [4Fe-4S] cores, 
peptides based on the sequence Cys-Gly-Gly-Cys were synthesized and 
allowed to react with [F~,S,(S-~-BU),]~- in Me2S0 solutions (78). Reactions 
are summarized in Fig. 4. Those peptides containing more than one Cys 
residue are depicted as reacting with only one [4Fe-4Sj2+ cluster, to form 
species 12-14. It was recognized that the peptides might bridge different 
clusters, however, a possibility difficult to distinguish by spectroscopic 
methods from single-cluster binding. Contact-shifted P-CH2 cysteinyl res- 
onances at 12-15 ppm fall within the range observed for Fd,,. The redox 
potentials in 80% Me2SO-H20 solution (v/v) more closely resemble those 
of the proteins, but are still more negative by -0.3 V. Similar complexes 
based on the peptide sequence Ac-Gly2-(Cys-Gly2),-Cys-Gly,-NH2 (n = 
0-3) were synthesized independently (79). Significantly, the successive 
equilibrium constants for formation of [Fe4S4(Ac-Gly2-Cys-Gly,-NH2)4]2- 
approached statistical values (see below). 

It has been proposed that the reversible reducibility of the [4Fe-4SI2+ 
cluster in P. aerogenes Fd,, vs. the nonreducibility of the isoelectronic 
cluster in Chromatiurn HPred originates mainly in peptide-cluster hydrogen 
bonding (80). There are significantly more N-H- .S hydrogen bonds in 
Fd,,, shown schematically in Fig. 5, suggesting that it is better adapted to 
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Figure 5. Structure of the peptide fragment Cys-Gly-Ala around the active site of P. aero- 
genes Fd, illustrated on the basis of the X-ray analysis of Adman et al. (80) and depicting 
the hydrogen bonding between N-H of Ala-13 and S of Cys-11 (adapted from Ref. 81). 

stabilize the increased local negative charge of the cluster upon reduction, 
compared to the situation in the HP protein. The effect is one of producing 
a less negative reduction potential. As one test of this hypothesis, the 
compounds [Fe4S4(Z-Cys-Gly-Ala-OMe)4]2- (15), and [Fe4S4(Z-Cys-Gly- 
OMe),]?- (16), (Z = PhCH20CO) were synthesized (81). Cluster 15should 
favor N-Ha .S hydrogen bonding as in the protein, whereas 16 is not able 
to form an intramolecular hydrogen bond. Examination of the temperature 
dependence of the 2-,3- redox potential in dichloromethane and DMF 
solutions yielded the following results. A small positive shift of E,,, for 15 
in dichloromethane occurred as the temperature was lowered. No tem- 
perature dependence was observed for 16, nor for either compound in 
DMF. The results were interpreted in terms of N-H. . .S hydrogen-bond 
formation in 15, which becomes more pronounced as the temperature is 
lowered owing to loss of conformational degrees of freedom in the peptide. 
The effect is observed only in a solvent of low dielectric constant, namely, 
dichloromethane, because DMF interferes by forming hydrogen bonds to 
the peptide. The redox potential becomes more positive in dichlorome- 
thane owing to the lowering of the electron density at the sulfur atom by 
the N-He - .S interaction, and the attendant stabilization of the more re- 
duced core oxidation level. 

The same temperature-dependent redox potential behavior was found 
for [Fe4S4(Z-Cys-Gly-Ala-Cys-OMe)2]2- (17) in dichloromethane, but was 
not observed for [Fe4S4(Z-Cys-Ile-Ala-Cys-OMe)2]2- (18) (82). Evidently, 
the presence of a Cys-Gly residue is conducive to hydrogen-bond forma- 
tion, whereas the sterically bulky Ile residue inhibits its formation. 
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The complex [Fe4S4(Z-Cys-Ile-Ala-Cys-OMe)2]2- was prepared and shows 
a quasireversible 2-,1- redox couple at +0.12 V (vs. SCE) in DMF (83). 
The hydrophobic nature of the peptide backbone is similar to that found 
in the HP protein (84), for which this cluster serves as a crude active site 
model. 

Finally, the cluster [Fe4S4(Z-Cys-Gly-Cys-NH2)2]2 - has been generated 
in solution and studied by NMR spectroscopy (85). Spectral evidence sug- 
gests binding of the tripeptide to one core. A similar conclusion for the 
tetrapeptide complexes 17 and 18 was drawn from circular dichroism (CD) 
spectra (82). 

C. Macrocyclic Thiolate Environments 

The factors governing the unique stability of the [4Fe-4SI3’ core in HP 
proteins are of much interest but are not well understood. Current ideas 
include a relatively hydrophobic environment of low dielectric constant, 
possibly favoring the generation of a cluster with a lower overall charge 
from one with a higher charge. Moreover, a buried position in the protein 
structure which, with tight packing of hydrophobic residues around the 
electrophilic HP,, core, would protect it from the attack of nucleophiles. 
As one means of increasing the hydrophobicity around Fe-S clusters in 

19 R = &H4C(O)- 22 R = Ph 

20 R = pcH2C&C(O)- 23 R = CHzPh 

21 R = CMQCH&(O)- 24 R = t-Bu 

Figure 6. 
cyclic ligands. 

Depiction of macrocyclic Fe-S clusters 19-21 and their relatives 22-24 with non- 
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model compounds, thereby facilitating study of its effect on redox stability, 
cyclophane-type macrocycles were synthesized and ligated to the [4Fe-4SJ2+ 
core by substitution reactions (86, 87). The macrocycles contain four thiol 
functionalities per molecule and, when allowed to react with [Fe,S,(S-t- 
Bu)#- in DMF, afforded the complexes 19-21, shown schematically in 
Fig. 6, as black powders. Although the [4Fe-4SIZ+ cores of 19-21 are 
depicted as complexes of a single tetradentate macrocyclic ligand, there is 
no compelling evidence supporting this description. The nonrigid nature 
of these ligands does not preclude bridging of [4Fe-4S] clusters and for- 
mation of oligomers. 

Comparison of the redox chemistry in Me,SO of 19-21 with their non- 
macrocyclic counterparts 22-24 is provided in Table I. Cyclic voltammetric 
studies demonstrated that clusters 19 and 20 can be oxidized and reduced 
by one electron in chemically reversible processes. The potentials for the 
2-,3- and 3-,4- steps of 19 and 20 are shifted to more positive values when 
compared with the corresponding clusters 22 and 23. Cluster 21, which 

TABLE I 
Redox Potentials of [4Fe-4S] Clusters in Me,SO 

E m  (VY 

(EPC - & a )  ( m v )  

(36) (48) (50) 

(74) (134) 
20 -0.35 -1.12' - 1.86 

(70) (20) (30) 
23 - 1.14' 

(70) 
21 +0.25 -1.13' 

(180) (60) 
24 -0.11 -1.406 

(46) (70) 
26 -0.54' 

-0.W 
n -0.51' 

- 0 . W  
28 -1.06' 

Cluster 1 - , 2 -  2- ,  3- 3-,  4-  

19 -0.36 -0.85' - 1.64 

22 -0.92' - 1.70 

~~ ~ 

"Potentials versus SCE 
'Solvent, Me,SO. 
'Solvent, 10 mM phosphate buffer, pH 7.0. 
'Solvent, DMF. 
eSolvent, 5% aqueous DMF. 
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contains both hydrophobic and sterically bulky ligands, showed the greatest 
positive shift for the 1-,2- and 2-,3- cycles, 360 and 270 mV, respectively. 
These results suggest that a hydrophobic ligand environment does have a 
stabilizing effect on the oxidized core, possibly by providing steric shielding 
from attack by solvent at the cluster. Stability studies on exposure to 
dioxygen also indicated slower rates of decomposition of the macrocyclic 
clusters as compared to 22-24. 

D. Cyclodextrin Thiolate Ligands 

Reaction of [Fe,S,(S-t-Bu),]’- with the cyclodextrin dithiol 25 in DMF 
solution provided the cyclodextrin-modified cluster 26. Clusters 27 and 28 
were prepared from cyclodextrin monothiols. All clusters were obtained 
as water-soluble black powders (88, 89). The clusters are shown schemat- 
ically in Fig. 7. The proposed structure of 26 is supported by light-scattering 
molecular weight measurements, indicating the absence of oligomeric com- 
pounds in solution. Apparently the thiol functionalities in 25 are held in 
sufficiently close proximity to facilitate binding to a single [4Fe-4S] core. 
The reduction potentials of complexes 26 and 27, given in Table I, undergo 
a positive shift of -400 mV on changing the solvent from DMF to water 
(89), a result observed earlier in other systems (77). The complexes show 
enhanced stability towards hydrolytic degradation in aqueous solution, with 
half-lives at pH 7.0 of greater than 120 (26) and 70 (27) h, respectively. 
For comparison, the half-life of [Fe,S4(S-CbH4-rn-SMe),]2- in 5% aqueous 
DMF is only 5.6 h (89). This stability may be attributed to steric shielding 
of the cluster by the cyclodextrins, thus inhibiting hydrolysis. The 2-,3- 
reduction of 28 in 5% aqueous DMF occurs at - 1.06 V, and represents a 
shift of +240 mV compared with [Fe,S4(S-t-Bu)4]2-.3- in the same solvent. 
Part of this shift presumably arises from an alkyl substituent effect inasmuch 
as the [F~,S,(S-~-BU),]*-~~- and [Fe4S,(SEt),]2-.D- potentials differ by 90 
mV in DMF (76). The remainder may be largely due to the electron- 
withdrawing nature of the hydroxyl groups in the cyclodextrin and differing 
extents of solvation. 

E. Aqueous Micellar Solutions 

In this approach, developed by Tanaka et al. (90, 91), n-Bu4N+ salts of 
the clusters [Fe,S4(SC6H4-p-R)4]2 - with strongly hydrophobic substituents 
(e.g., R = n-C,H,,) in Me’s0 or DMF solutions were added to buffered 
aqueous solutions containing micellar reagents such as Triton X-100 or 
dodecyltrimethylammonium chloride. The cluster resides in a partially 
aqueous environment in the hydrophobic interior of the micelle. Potentials 
are shifted -400 mV in the positive direction when compared to the values 
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I Dm 

26 

Figure 7.  
clusters 26-28. 

Schematic formulas of cyclodextrin dithiol ligand 25 and cyclodextrin thiolate 

in Me,SO, again emphasizing the stabilization of the [4Fe-4SI1+ state in 
a hydrogen-bonding medium. Up to pH 9, potentials exhibit a pH de- 
pendence consistent with the proton-linked reaction 4. In more alkaline 

[Fe4S4(SR),I2- + H+ + e- F-= [Fe,S4(SR)4H]2- (4) 

solutions, potentials are nearly independent of pH. For the clusters, the 
apparent pK, = 8.6-9.4. Similar behavior has been observed for clusters 
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solubilized in a lecithin membrane, except that the potential becomes pH- 
independent above 10.5 (92). In these systems the site of protonation is 
not known (although thiolate is presumably the most basic site) nor has it 
been established that the clusters retain four thiolate-thiol ligands over 
the entire pH range of measurement. As shown by several further examples 
(93, 94), micellar solutions should find utility as a means of solubilizing 
and stabilizing clusters and examining reactivity in an aqueous medium. 

F. Inclusion into Non-Fe-S Proteins 

Artificial Fe-S proteins have been obtained via ligand exchange of the 
water-soluble cluster [Fe4S4(SCH2CH2C02)4]6- (69) with bovine serum al- 
bumin (BSA) and bovine insulin (BI) (95). Upon reduction of disulfide 
linkages by thiolate buffer, the proteins BSA and BI contain thiol groups 
that can participate in ligand substitution in aqueous solution. The inclusion 
of [4Fe-4SI2+ cores in these proteins was monitored by changes in the 
visible absorption and CD spectra. 

The proteins stabilize the Fe-S clusters towards aerial oxidation as mon- 
itored by following the loss of absorbance in the region 405-415 nm. 
Anodic shifts of the 2-,3- quasireversible reduction waves in water of + 170 
and +200 mV were detected for the BSA- and BI-bound clusters, as 
compared to the potential of [Fe4S4(SCH2CH2C0J4I6-. The potentials of 
the artificial proteins, -0.53 and -0.50 V for BSA and BI, respectively, 
are in the same range but -70-100 mV more negative than those seen for 
conventional Fd,,,d couples in aqueous solution. These results suggest a 
roughly similar local protein environment for the synthetic and native sys- 
tems. 

A reaction system consisting of a Fe(II) salt, BSA, Na2S, and 2-mer- 
captoethanol afforded a dark brown solution whose absorption spectrum 
(A,,, 420 nm) had the appearance of a [4Fe-4SI2+ cluster (96). Formation 
of additional BSA-bound Fe-S species cannot be discounted, however. 
The albumin-cluster protein showed weak hydrogenase activity in the form 
of dihydrogen evolution in the presence of reduced methyl viologen (96). 
The protein was not further characterized. 

G. Immobilization on Solid Supports 

Synthetic Fe-S clusters have been immobilized on several types of solid 
supports. One impetus behind immobilization has been to mimic more 
closely the reactivity of native clusters by embedding them in a matrix that 
simulates steric shielding of the cluster by a peptide. 
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The [4Fe-4S12+ core has been attached to suitably modified poly(styrene- 
divinylbenzene) supports (97, 98) via Reaction 5. Oxidation of one such 

immobilized cluster by ferricyanide with hope of stabilizing the [3Fe-4SI1 + 

core afforded no EPR signal assignable to such a species (98). 
Iron-sulfur clusters have been attached to wide pore silica gel (99), to 

a modified tin electrode (100) in Reaction 6, and to a glassy carbon or 

O-Si-(CH,),-SH + [Fe,S,(S -~-Bu),]~- -+ 

I 
0 - Si - (CH,), - S - [Fe,S,(S - t - Bu),]'- + t - BUSH (6) 

platinum electrode by incorporation in ion exchange polymers based on 
N-substituted polypyrroles (101). The first of these systems showed no 
catalytic activity for the hydrogenation of carbon monoxide, ethylene, pro- 
pylene, 1,3-butadiene, or acetylene at 25-250 "C. The [Fe4S4(SPh)4]2-%3- 
potential was shifted -180 mV positive relative to the solution value when 
associated with the ion exchange polymer. The probable cause of this 
appreciable effect is differential stabilization of the reduced cluster by nearby 
cationic groups of the polymer. The potential of the [Fe(CN)6]3-,4- couple 
is comparably shifted. 

H. Statistical Ligand Substitution 

None of the ligand environments discussed in the previous sections has 
afforded isolation of a subsite-differentiated (4Fe-4SI cluster. The complex 
[Fe4S4(9-peptide) (S-t-Bu)12- (13, Fig. 4) exhibits the correct ratio of pep- 
tide to t-butylthiolate by integration of the 'H NMR resonances (78), and 
therefore meets our criterion for a subsite-differentiated compound. Cluster 
13 was not isolated, however, and a structure determination was not per- 
formed. 

The main barrier to isolation of a mixed-ligand cluster is its substitutional 
lability, which can lead to statistical disproportionation. Thus, site-differ- 
entiated clusters 29 and 30, which have been trapped as sparingly soluble 
Ph4P+ salts and structurally characterized in the solid state (102, 103). 
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disproportionate in solution to essentially statistical mixtures. Statistical 
ligand substitution in other cases has been substantiated by several lines 
of evidence. The stepwise addition of p-tolylthiol to a solution of [Fe,S,(S- 
t-Bu),I2- has been followed by 'H NMR spectroscopy (17). Successive 
additions of one equivalent of thiol produced spectra containing isotropi- 
cally shifted resonances corresponding to all species in the series [Fe4S4(S- 
t-B~)~-~(S-p-tol) ,]~- (n = 0-4). By integration of the p-Me and t-Bu res- 
onances, ratios of the equilibrium constants for formation of intermediate 
cluster species were determined and found to approach statistical values. 
Reaction of electrophiles with [Fe,S,(SR),]*- shows statistical product for- 
mation, and mixtures of [Fe,S,(SR),_,L,]*- were observed by differential 
pulse polarography and 'H NMR spectroscopy (72). Substitution of ter- 
minal thiolate ligands by C1- or OAc- caused successive shifts in the 2-, 
3- potentials by -100 mvlequivalent, indicating a nearly linear dependence 
of potential on n. It is not surprising that the terminal ligands react in- 
dependently, given that they are separated by 6-7 8, around a nearly 
dimensionally isotropic cluster core. Lastly, as we have already noted, the 
successive formation constants for the substitution of Ac-Gly,-Cys-Gly,- 
NH2, terminating in the formation of the fully substituted cluster, approach 
statistical values (79). 

The problem of performing site-specific chemistry at one iron site in a 
[4Fe-4S] cluster requires interrelating the reactivity of three of the iron 
atoms such that the fourth site can react independently. This relationship 
has been achieved by the synthesis of a semirigid tridentate thiolate ligand 
that readily binds several types of cubane clusters. The details of the syn- 
thesis and reactivity of site-differentiated clusters will be provided in Section 
IV. We next turn to the topic of subsite-specific properties observed in 
biological systems. 

111. SUBSITE-SPECIFIC PROPERTIES OF NATIVE CLUSTERS 

Because of protein structure, all subsites of any native [4Fe-4S] cluster 
are inequivalent. This inequivalence is most easily sensed by 'H NMR 
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spectroscopy, commencing with the ground-breaking work of Phillips and 
co-workers (104) on the spectra of proteins containing [2Fe-2S] and 
[4Fe-4S] clusters. Thereafter, multiple a-CH and P-CH2 resonances from 
cysteinyl residues in a wide variety of [4Fe-4S] proteins were detected 
(105-109). This method is sensitive to aspects of protein structure and 
environment extrinsic to the cluster, the differences of which are amplified 
by the isotropic (paramagnetic) contribution to the chemical shifts. Note 
that all native cluster states in the series of Fig. 3 are paramagnetic. 

Odd- and even-electron clusters have ground states with S 2 4 and 
S = 0, respectively, and higher spin states that are thermally occupied. 
Protein effects propagated to the Fe subsites are presumably largely if not 
completely responsible for subsite inequivalence. This statement rests on 
structural determinations of [4Fe-4SI2+ analogue clusters, the core con- 
figurations of which without exception closely approach tetragonal (&) 
symmetry. Thus there appears to be no intrinsic inequivalence in subsites. 
The situation for [4Fe-4SI1+ analogue clusters is somewhat more compli- 
cated because they do not adopt a uniform core configuration (40). All 
these configurations, however, approach idealized symmetries in which all 
four subsites are equivalent. The nature of individual subsites is best in- 
vestigated by 57Fe Mossbauer spectroscopy (110-113). Most spectra have 
been interpreted in terms of two or four quadrupole doublets with the 
same or slightly different isomer shifts and distinctly different quadrupole 
splittings. We examine below, and restrict attention to, the leading ex- 
amples of subsite-specific aspects of native [4Fe-4S] clusters. These aspects 
are evidenced in structural, reactivity, and/or Mossbauer spectroscopic 
properties. Broader descriptions of the proteins and enzymes in question 
may be found in the references cited. 

A. Interconversion of [4Fe-4S] and [3Fe-4S] Clusters 

One of the most significant discoveries in Fe-S biochemistry in the last 
decade has been that of [3Fe-4S] clusters. Beinert and Thomson (114) 
have summarized the early work leading to the recognition of these clusters. 
This work has culminated in the proof by protein crystallography of the 
voided-cubane structure 3 (Fig. 1) for clusters in Azotobacter vinelandii 
( A v )  Fd I (which also contains one [4Fe-4S] cluster) (11, 13, 14), Desuf- 
fovibrio gigas (Dg) Fd I1 (12, 15), and aconitase from pig heart (115). In 
these clusters, Fe-Fe separations occur in the range 2.64-2.77 A. As will 
be seen, aconitase and Dg Fd I1 assume particular significance in the context 
of site-specific properties. 

The formal stoichiometry for the oxidative removal of an Fe atom from 
a [4Fe-4SI2+ cluster is represented by Reaction 7. It was initially thought 
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that EPR signals near g = 2 observed in Fd preparations carried out 
aerobically resulted from a “superoxidized” cluster state isoelectronic with 
HP,,, which does have a signal in this region. Subsequent spectroscopic 
studies disproved any relationship between a [4Fe-4S] cluster and these 
EPR signals (114). Chemical analysis established the atom ratio 
3Fe:4S (sulfide) (116-118). Also, reduction of the cluster produced in 
Reaction 7 demonstrated the existence of the reduced cluster in Reaction 
8. Cluster ground spin states have been firmly established by magnetization 
measurements (119). 

[Fe4S4I2+ - [Fe3SJ+ + Fez+ + e-  (7) 

(8) [Fe3S4]’+ (S = 4) + e-  e [Fe3S4I0 ( S  = 2) 

Trinuclear clusters have been detected in over 20 proteins as well as a 
number of enzymes, among them aconitase, beef heart succinate-ubiqui- 
none oxidoreductase (120), Escherichia coli nitrate reductase (121), E. coli 
fumarate reductase (122), and succinate dehydrogenase (123). Selected 
instances of the occurrence of [3Fe-4S] clusters are listed in Table 11. 
Because of the paramagnetic ground states of both oxidation levels, these 
clusters can be uniquely identified by a number of spectroscopic tech- 
niques. Among these, Mossbauer spectroscopy in applied magnetic fields 
(124, 128, 132, 141-143) and low temperature MCD spectroscopy (127, 
138, 144-146) are decisive. While there are small spectroscopic differences 
among certain [3Fe-4S] centers, the similarities dominate and support the 
essential structure 3 for all. In a number of the earlier papers on protein 

TABLE I1 
Cluster Conversion Reactions 

Protein References 

[3Fe-4S] [4Fe-4S] 
Aconitase (beef heart) 
Desulfovibrio gigas Fd I1 

Azotobacter vinelandii Fd I 
Thermodesulfobacterium commune Fd 

Bacillus stearotherrnophilus Fd 
Clostridium pasteurianum Fd 
Mycobacterium smegmatir Fd 
Pseudomonas ovalis Fd 
Thermus thermouhilus Fd 

[3Fe-4S] - [4Fe-4S] 

[4Fe-4S] - [3Fe-4S] 

116, 124-130 
131-133 

134 
135 

136, 137 
138, 139 

140 
140 
140 
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3-Fe sites, the clusters were written as f3Fe-3SI or [3Fe-xS]. There is now 
reason to believe that all such clusters are properly described as [3Fe-4S]. 

Summarized in Table I1 are examples of cluster conversion reactions. 
Those and others resulting in the formation of [3Fe-4S] from [4Fe-4S] were 
effected by aerial oxidation or by treating the proteins with a chemical 
oxidant, usually ferricyanide. In several instances of the conversion 
[3Fe-4S] - [4Fe-4S], dithionite, but no iron source, was added. For- 
mation of the tetranuclear cluster must have utilized adventitious iron or 
proceeded by a “cannibalization” process with the formal stoichiometry 
of Reaction 9. 

4[Fe,S,]1i + 4H+ + 6e- - 3[Fe,S,]’+ + 4HS- (9) 

More pertinent in the present context are those proteins that support 
cluster interconversion reactions, whereby the initial cluster type is re- 
covered. In this way it is possible to determine if the Fe atom added in 
the [3Fe-4S] - [4Fe-4S] conversion is removed in the reverse reaction. 
In defining a subsite in terms of-its position in the protein structure. this 
type of process is subsite-specific if the same atom is added and removed, 
and the vacant subsite of the [3Fe-4S] cluster does not migrate during 
cluster conversion. An equivalent statement, under the same requirement 
for specificity, is that the [4Fe-4S] subsite voided in the formation of [3Fe- 
4S] is reoccupied upon reconstitution of the initial cluster. Observations 
relevant to this matter have been made mainly with two proteins, aconitase 
from beef heart and Dg Fd 11, in the notable experiments of Beinert, 
Munck. and their co-workers. 

1. Aconituse 

The beef heart enzyme ( M ,  = 80,000) (117) is a component of the citric 
acid cycle. Its active form contains one [4Fe-4S] cluster. Although such a 
cluster is normally associated with electron transfer, the enzyme catalyzes 
the nonredox reaction of citrate-isocitrate interconversion via a dehydra- 
tion-hydration pathway. The current state of understanding of cluster 
structures and reactions of beef heart aconitase has been thoroughly re- 
viewed by Emptage (130). When isolated aerobically, aconitase is inactive 
and contains one [3Fe-4S] cluster. Upon incubation of the reduced protein 
with Fe(lI), the fully active enzyme is generated. When a 3-Fe center is 
reduced to [3Fe-4SIo, Reaction 10 builds a 4-Fe cluster in a nonredox 
process. The Mossbauer spectra in Fig. 8 address the question of subsite 
specificity in this reaction of aconitase (124). If the externally supplied iron 
is %Fez+, the resultant spectrum reveals the intrinsic (original) Fe atoms 
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-4 -2  0 2 4 
Velocity, mm/s 

Figure 8. Mossbauer spectra of aconitase at 4.2 K with no applied magnetic field. (a )  
Dithionite-reduced enzyme activated with 99.9% enriched %Fe. (b) Dithionite-reduced en- 
zyme activated with >90% enriched T e .  (c) Apoaconitase incubated with dithionite and 
57Fe. Quadrupole doublet (I arises from the unique subsite in the activated enzyme. (Rcpro- 
duced with permission from Ref. 124.) 

in the [4Fe-4Sl2+ cluster, whereas the spectrum of the 57Fe2* reaction 
product depicts the fate of extrinsic (added) iron. Reaction 10 is depicted 
schematically in Fig. 9, which includes isomer shifts* ( 6 )  and quadrupole 
splittings (AE,) for reaction products of the two isotopes. 

[Fe,S,]" + Fez+ - [Fe4S4I2+ (10) 

Spectrum A of Fig. 8 is that of 56Fe-reconstituted aconitase and consists 
of the single quadrupole doublet 1. Spectrum B is that of 57Fe-activated 

*All isomer shifts are referenced to Fe metal at 4.2 K ;  to convert the reference to room 
temperature, add 0.12 mm . s I .  
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[3Fe-4Sp[4Fe-4S] CLUSTER INTERCONVERSION 

[3Fe-4S]o"* ' [4Fe-4SI2+ 

doublet 6 (rnm/s) AE, (rnm/s) 

0.33 
0.33 

1.30 
0.80 

0.29 0.55 
Dg Fd I I  [ :(b) 0.33 1.32 

Figure 9. Schematic representation of cluster interconversion reactions of aconitase and Dg 
Fd 11. Mossbauer spectroscopic parameters refer to [4Fe-4SI2+ clusters (124, 132); ox = 
oxidant. With aconitase, subsite a is occupied by 57Fe upon cluster conversion, whereas with 
Dg Fd I1 one or more of the subsites b are populated in this process. 

enzyme, and spectrum C corresponds to the product of the reaction be- 
tween 57Fe2+ and apoenzyme in the presence of dithionite. The major 
doublet in B corresponds to that in C and is attributable to noncluster 
high-spin Fe(I1) derived from the excess iron used in reconstitution. Doub- 
let 2, or a, in spectrum B arises from 57Fe in the cluster. Spectra in applied 
fields showed that the two cluster quadrupole doublets originate in a dia- 
magnetic species. This result, together with the values of the spectral pa- 
rameters, confirms the [4Fe-4SJ2+ cluster reaction product. Oxidation of 
the active enzyme removed virtually all "Fe, showing that the atom intro- 
duced in the first step of cluster conversion is removed in the reverse step. 
Thus, the aconitase cluster consists of two types of sites in a 1 :3  ratio, with 
unique site a being differentiated, under the Mossbauer spectroscopic cri- 
terion, by a smaller quadrupole splitting. 

Inactive aconitase can be activated by reduction without the addition 
of an iron source (125). In this case, an enzyme is obtained with -75% of 
the activity attainable in the presence of added iron, an observation con- 
sistent with [4Fe-4SJ2+ cluster formation by means of the cannibalization 
Reaction 9. 

Activation of aconitase with radioactive 59Fe supports subsite-specific 
formation and conversion of the [4Fe-4S] cluster (125). Continued ex- 
posure of the enzyme to activating conditions, however, wherein clusters 
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are assembled and disassembled, will ultimately lead to labeling of all 
subsites. The Mossbauer spectra of Fig. 8 demonstrate subsite-specific reac- 
tivity over one cycle, 

[3Fe-4SIo - [4Fe-4SI2+ - [3Fe-4SI1 + 

of cluster interconversion. 

2. Desulfovibrio gigas Fd II 

The ferredoxin of D. gigas has been isolated in three different oligomeric 
forms (147, 148). One of these, Dg Fd 11, is a tetramer with four identical 
subunits. Each subunit ( M ,  = 6000) contains a [3Fe-4SJ cluster. This form 
of the protein may be converted to one containing a [4Fe-4S] center by 
means of Reaction 10 in the presence of sulfide (132). Sulfide was included 
because these experiments were done prior to establishment of the 
[3Fe-4S] cluster composition. Reconstitution of the apoprotein with an 
iron salt and sulfide afforded a product essentially indistinguishable from 
that resulting from cluster conversion (132). This form of the protein is 
monomeric and appears to function as an electron-transfer agent in the 
phosphoroclastic reaction (133), indicating a similar role to other ferre- 
doxins with tetranuclear clusters. 

The Mossbauer spectrum of the [4Fe-4SI2+ form of Dg Fd I1 consists 
of doublets 1 and 2 in a 1 : 3 intensity ratio (Fig. 9). When cluster conversion 
is carried out with 95% enriched 57Fe, the spectrum of the product consists 
of the more intense doublet 2 (132). Thus, in this case the externally 
supplied Fe occupies one or more of the three subsites b,  which are equiv- 
alent by Mossbauer spectroscopy. Analysis of the Mossbauer spectra of 
the [4Fe-4SI1 + cluster produced by dithionite reduction yielded results 
consistent with this picture. It was also established that the different subsites 
do not equilibrate at 25 "C over a time sufficient for protein reconstitution 
and cluster conversion. Oxidation of the [4Fe-4SI2+ cluster with ferri- 
cyanide followed by examination of the product with EPR and Mossbauer 
spectroscopies proved transformation to the [3Fe-4S] form, thereby com- 
pleting one cycle of cluster interconversion. 

The [3Fe-4S]/[4Fe-4S] cluster interconversion of aconitase is clearly 
subsite-specific because one and the same site is involved in the two re- 
actions. The similar interconversion of Dg Fd I1 may be equally subsite- 
specific, but this cannot be proven. In this case, the three subsites h of the 
[4Fe-4SI2+ cluster cannot actually be equivalent but are indistinguishable 
by the technique of resolution at hand, Mossbauer spectroscopy. What is 
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clear from the Mossbauer results is that the single site a is not occupied 
by 57Fe upon formation of the tetranuclear cluster. 

B. Structures of [3Fe-4S] Clusters 

The initial interpretation of the 3-Fe site in Av Fd I from protein crys- 
tallography in terms of a cyclic Fe3(p2-S)3 unit (46, 149) has been corrected 
in favor of the voided cubane structure 3 (11, 13, 14). Currently, the most 
detailed structure available is that of the [3Fe-4SI1+ cluster in Dg Fd I1 
(12), which has been refined at 1.7-A resolution and is set out in Fig. 10. 
The structures of this cluster in Av Fd I (1.9-A resolution) (13, 14) and in 
pig heart aconitase (115) are quite similar. 

The most prominent feature of the Dg Fd I1 cluster structure is its close 
adherence to the voided cubane configuration 3. It might have been ex- 
pected that, in the process of removing one Fe atom from a cubane-type 
structure, the product cluster might relax or readjust to a more open or 
flattened arrangement. With reference to Fig. 10, this flattening would 
increase the angles at Fel and S3 from those at these atoms in the parent 

\ lieo 

s2 '1.30 Fel-S3 

115O l07* 
2.28 Fel 2.25 

SI  s2 - 104' 10- 

s2 

Fa 4 Fe3 
S4' 

74O 73O 
\s4 

Figure 10. The structure of the [3Fe-4S]'+ cluster of Dg Fd 11, including cysteinyl sulfur 
atoms (9); selected interatomic distances (A) and angles are given. (Reproduced with per- 
mission from Ref. 12.) 
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[4Fe-4S] cluster, among other effects. Kissinger et al. (12) have provided 
a comparison of Fe-S and Fe-Fe distances and Fe-S-Fe and S-Fe-S angles 
with those of the [4Fe-4S] clusters in P. aerogenes Fd,, and Chrornutiurn 
vinosurn HPred. The average values of corresponding parameters are similar 
and some may not be significantly different. In the more precisely deter- 
mined structure of [Fe4S4(SCH2Ph)4]2- (16), a rather typical analogue clus- 
ter in the [4Fe-4SI2+ oxidation state (l) ,  the mean values of 12 Fe-S-Fe 
and 12 S-Fe-S angles are 73.8(2)" and 104.1(2)", respectively. While the 
Sl-Fel-S2 angle of 108", the largest S-Fe-S core angle in the protein 
structure, is presumably indicative of some cluster relaxation, the effect is 
not large. Mossbauer spectroscopic evidence shows that upon reduction of 
oxidized 3-Fe clusters, the added electron is delocalized over two Fe atoms 
and the remaining iron atom largely retains its Fe(II1) character at tem- 
peratures below about 20 K (128, 132, 142). At least in the case of Dg Fd 
I1 (142), at higher temperatures the reduced cluster becomes fully delo- 
calized. In that event the structural difference between oxidized and re- 
duced cluster is expected to be small, with the result that cluster conversion 
reaction 10 need not surmount any large barrier associated with core struc- 
tural reorganization. 

A comparable picture emerges for pig heart aconitase from the work 
of Robbins and Stout (115), who have determined the crystal structures 
of the inactive and active forms. These forms are isomorphous. The seven 
Fe and S atoms common to the cores of the two clusters differ in position 
by only 0.11 A on average, and the three common cysteinyl sulfur atoms 
differ by 0.25 A. 

Additional factors in a [3Fe-4S] - [4Fe-4S] cluster conversion are 
terminal ligation at the newly created iron site and whatever changes in 
protein structure are required to position the appropriate ligand at that 
site, should the ligand derive from an amino acid side chain. The conversion 
reaction is illustrated for Dg Fd I1 in Fig. 11, which also schematically 
represents the roles of the six cysteinyl residues of the total of 58 residues 
in the protein as established crystallographically (15). Three of these func- 
tion as terminal ligands to the cluster and two are involved in a disulfide 
bridge. The remaining residue, Cys-11, was encountered in a modified 
form. Its side chain, whose shape and electron density suggest that it is 
methylated, is rotated away from the cluster. It is this residue, in its normal 
form or perhaps as S-methylcysteinyl, that is the likely candidate to bind 
to the metal atom completing the tetranuclear duster. Rotation about the 
C,-C, bond of Cys-11, which would require some readjustment of the 
polypeptide chain in this area of the structure, brings the sulfur atom to a 
position near the binding site (15). If this rearrangement occurs in cluster 
conversion, the sequence run Cys-X-X-Cys-X-X-Cys of bound residues 
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58 residues 6 Cys 

A- 
_ .  

S-M 

[Fe4Sd2+*’+, [CoFe3S41Z+~’+. [ZnFe3S41’+ 

Figure 11. Schematic representations of the [3Fe-4S] cluster and the cysteinyl residues in 
Dg Fd 11, the (3Fe-4SI + [4Fe-4S] cluster conversion, and the formation of heterometal 
clusters with Co(I1) and Zn(I1). 

together with one remote residue (Cys-50) would resemble the binding 
arrangement in other [4Fe-4S] ferredoxins (44-46, 150). 

Beef heart aconitase contains 11 or 12 cysteinyl residues. Other than 
one Cys-X-X-Cys run, the residues are isolated from each other (151). In 
the [4Fe-4S] --+ [3Fe-4S] conversion of the enzyme, no previously un- 
reactive Cys residue becomes exposed or reactive to thiol reagents (129, 151). 
The failure to detect an increase in reactive -SH groups has several inter- 
pretations. These include the possibilities that a Cys residue does not co- 
ordinate to Fe,, that the thiol reagents are unable to penetrate the protein 
structure to the cluster region, and that cluster conversion is more rapid 
than reaction of the liberated Cys residue with thiol reagents. The first 
interpretation appears to be correct inasmuch as recent electron nuclear 
double resonance (ENDOR) results indicate that water or hydroxide is 
the terminal ligand at the unique subsite a (152, 153). Furthermore, crys- 
tallographic work on the pig heart enzyme has proven that in the active 
form one subsite carries a terminal water or hydroxide ligand and is four 
coordinate (115). The remaining three subsites and those in the inactive 
form have terminal cysteinyl ligands. Because no polypeptide-based ligand 
need be detached, the very favorable circumstance of little required rear- 
rangement of protein structure for cluster conversion in either direction is 
encountered. It is entirely probable that the essential cluster structural 
features of pig heart aconitase apply largely or completely to the beef heart 
enzyme. The pig heart enzyme has one aspartate and three histidyl residues 
in the vicinity of the Fe, site, but they are not favorably positioned for 
ligation at that site. 

The primary structure of Av Fd I consists of 106 residues, with all 9 Cys 
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units occurring in the first 49 residues (154). The [3Fe-4S] cluster is ligated 
by Cys-8, Cys-16, and Cys-49. Four other Cys residues bind the [4Fe-4S] 
cluster (13, 14). Of the two remaining free residues, Cys-11 is the better 
candidate to bind at the subsite created in cluster conversion because it is 
closer to the cluster. Its sulfur atom is 7.4 8, from the nearest Fe atom and 
5.6 8, from the nearest sulfide atom of the [3Fe-4S] cluster. It would appear 
that substantial protein structural rearrangement is required to stabilize a 
[4Fe-4S] cluster with Cys-11 as a terminal ligand. The form of Av Fd I 
with two [4Fe-4S] clusters has been prepared by anaerobic reconstitution 
of the apoprotein with an Fe(I1) salt and sulfide (155). Its detailed structure 
is unknown. It is also possible to remove selectively the [4Fe-4S] cluster 
by oxidative destruction with ferricyanide. Spectroscopic properties of the 
resultant protein indicate that the structure of the [3Fe-4S] cluster is es- 
sentially unchanged from that in the native 7-Fe protein (156, 157). 

C. Formation of Heterometal Clusters 

It is now clear that, at least for aconitase and Dg Fd 11, terminal ligation 
and protein structural features are particularly favorable for cluster inter- 
conversion reactions. Furthermore, conversion of [3Fe-4S] to a tetranu- 
clear cluster need not necessarily involve iron as the added metal. Rea- 
sonable substitutes would be ions with an affinity for sulfur and a tetrahedral 
stereochemical preference. As depicted in Fig. 11, such reactions have 
been carried out with Dg Fd I1 using Co2+ (158) and Zn2+ (159). Typically, 
the protein in the [3Fe-4S]" state is incubated with an excess of an M2+ 
salt and dithiothreitol and then repurified. Analytical and Mossbauer spec- 
troscopic results support the MFe3S4 formulation, for which the most rea- 
sonable structure, given the preceding core conversion reactions, is that 
of a heterometal cubane with atom M occupying the previously vacant site. 
Electron spin resonance and Mossbauer spectroscopic properties are con- 
sistent with the [CoFe3S4I2+ (S = 1) and [ZnFe,S,]'+ (S = %) oxidation 
states. The observation of 57Fe line broadening of the 59C0 hyperfine signals 
shows that the EPR spectrum of the doublet state cluster originates in a 
species containing both Fe and Co. This cluster can be reduced with di- 
thionite to [CoFe,S,]'+ with integer spin. Oxidation of the Zn-containing 
cluster affords an EPR-silent species, presumably [ZnFe,S,]' + . 

Cobalt and zinc extended X-ray absorption fine structure (EXAFS) 
studies would prove quite effective in testing the proposed cubane ster- 
eochemistry. If correct, the [CoFe,S,] and [ZnFe3S,] clusters are members 
of an extensive set of cubane-type heterometal clusters [MFe,S,] with, 
additionally, M = Mo and W ( l a ) ,  V (162), and Re (162). The last four 
cluster types are of purely synthetic origin and utilize three terminal ligands 
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at the M site. In the absence of information to the contrary, the capture 
of heterometal ions by the [3Fe-4SIo cluster of Dg Fd I1 can be considered 
a site-specific process in which the vacant site of the precursor cluster is 
occupied. The terminal ligand(s) at the heterometal site are unkown, but 
could well be the sulfur atom of unmodified Cys-11 (Fig. 11). Formation 
of heterometal species has not been reported for any other [3Fe-4S] pro- 
tein. 

D. Mechanism of Action of Aconitase 

Through perspicacious use of Mossbauer and ENDOR spectroscopies 
and labeling of substrate and inhibitors with 170 ( I  = g),  some of the lead- 
ing structural aspects of the aconitase mechanism have been deduced 
(126, 128, 163-165). The relevant findings have been summarized by Emp- 
tage (130). Consequently, only a brief synopsis is presented here, with 
reference to the proposed mechanism of action set out schematically in 
Fig. 12. The enzyme converts citrate to isocitrate via the intermediate cis- 
aconitate by a dehydration-hydration pathway. In this scheme, X = HzO/ 
OH- or a protein-based ligand, R = CH2CO;. and B is a protein base, 
possibly a histidyl imidazole group or perhaps the carboxylate group of 
aspartate. The location of these residues near the cluster has previously 
been noted. The pH dependence of the kinetics for yeast aconitase is 
suggestive of the participation of a carboxylate group (166). 

Among the first indications that the cluster in aconitase was involved in 
the mechanism of action were those from EPR spectroscopy. Addition of 
the competitive inhibitor trans-aconitate caused large changes in the S = f 
EPR spectrum of the reduced form (126). Furthermore, incubation of the 
reduced enzyme with trans- or cis-aconitate in I70-enriched water caused 
signal broadening. Citrate carboxyl groups enriched in 170 gave no broad- 
ening in ordinary water. The broadening is due to transferred hyperfine 
interactions from 170 derived from water , present as coordinated water 
and/or the hydroxyl group of citrate. The Mossbauer spectra in Fig. 13 
reinforce these results. Spectrum A is that of the enzyme activated with 
57Fe and thus corresponds to Fe, in Fig. 9. Addition of excess citrate affords 
spectrum B ,  which contains quadrupole doublets SI and S2.  Their larger 
upole splittings and isomer shifts are consistent with alteration of Fe, to a 
condition of high-spin Fe(II1) character with coordination numbers 5 or 6. 
Furthermore, for the reduced enzyme the parameters 6 = 0.87 mm s-I 
and AEQ = 2.20 mm 1 s-l are typical of high-spin Fe(I1). Activation of 
the enzyme with S6Fe and addition of citrate gave spectrum C, which is 
that of the three Fe, atoms. These Fe subsites are scarcely affected by 
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PROPOSED ACONITASE MECHANISM 
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Figure 12. 
scopic results. (Reproduced with permission from Ref. 130.) 

Proposed aconitase mechanism, with structural features deduced from spectro- 

substrate binding, the only change being a small decrease (0.15 mm * s-l) 
in the quadrupole splitting. 

The foregoing results lead to the inescapable conclusion that substrate 
binding is a subsite-specific event. The species along the reaction pathway 
that are responsible for doublets S1 and S, have not been unambiguously 
identified (128). The "0 and 13C ENDOR spectroscopic findings by Hoff- 
man and co-workers (164, 165), however, using isotopically labeled sub- 
strate, intermediate, and inhibitors have been more informative in this 
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Figure 13. Mossbauer spectra of activated aconitase at 4. 
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- K. ( A )  Enzyme activate- with 
"Fe. (B) Enzyme in part A in the presence of excess citrate. (C) Enzyme activated with "Fe 
in the presence of excess citrate. Spectra A and B were recorded in zero applied magnetic 
field, and spectrum C was obtained in a parallel 60 mT applied field. (Reproduced with 
permission from Ref. 163.) 

respect. These results are incorporated in the reaction scheme in Fig. 12. 
The five-membered chelate ring involving the hydroxyl and 2-carboxylate 
is commonly encountered in citrate binding to metals, including Fe(II1) 
(167). In the next step, Fe, is considered to activate substrate toward 
dehydration by means of hydroxide and base-assisted proton removal. 
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Reorientation of cis-aconitate such that the previously free carboxylate 
group becomes coordinated, followed by the stereospecific events of hy- 
droxide delivery to the activated olefinic carbon atom and protonation at 
the other carbon atom, generates the isocitrate product. 

It is far from obvious why evolution has selected a [4Fe-4S] cluster 
instead of, for example, a single Fe atom to provide the substrate binding 
and activating factors responsible for the aconitase reaction. It is becoming 
increasingly likely that aconitase is not a special case, however. Maleic 
acid hydratase (168) and certain dehydratases (169-172) are activated by 
Fe addition or have been sufficiently well characterized to show that they 
are Fe-S enzymes. For example, one form of lactyl-CoA-dehydratase ap- 
pears to contain Fe3S4 and Fe4S4 clusters (171) and dihydroxy acid dehy- 
dratase is thought to contain a Fe2S2 cluster (172). Similarly, glutamine 
phosphoribosylpyrophosphate amidotransferase contains one [4Fe-4S] 
cluster (173) and endonuclease I11 of E. coli has very recently been shown 
to contain a [4Fe-4SI2+ cluster that can be oxidized to [3Fe-4SI1+ with 
ferricyanide (174). In these enzymes, the Fe-S clusters may be involved 
in catalysis, as with aconitase, or may serve a structural or regulatory 
purpose. In any event, it is now certain that, while electron storage and 
transfer may be the dominant biological function of Fe-S clusters, it is not 
their only function. 

E. P-Clusters of Nitrogenase 

Nitrogenase is an enzyme found both in free-living and symbiotic pro- 
karyotic microorganisms and catalyzes the six-electron reduction of dini- 
trogen to ammonia. The enzyme complex consists of two proteins. The Fe 
protein (M, = 65,000) is composed of two subunits (az)  and one [4Fe-4S] 
cluster, and is the ultimate electron donor to the MoFe protein. The latter 
usually contains 24-32 Fe atoms and 1.5-2 Mo atoms per azP2 tetramer 
in an assembly of M ,  = 230,000. Highly purified proteins have 30-32 Fe 
atoms and 2 Mo atoms per tetramer. The MoFe protein contains two 
identical dissociable cofactors that are Mo-Fe-S clusters of approximate 
composition MoFe6-8S8-10 and are the probable catalytic centers. The re- 
maining Fe occurs as clusters that current evidence favors, but does not 
prove to be, [4Fe-4S] clusters. The present state of understanding of ni- 
trogen fixation and of the metal clusters in the enzyme has been summarized 
in detail (175-178). Our concern here is with the Fe-S clusters of the MoFe 
protein, the so-called “P-clusters” from the original nomenclature of Zim- 
mermann et al. (179). In the absence of strong evidence to the contrary, 
we consider these clusters to be of the [4Fe-4S] type. 
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Some of the salient properties of P-clusters are summarized in Fig. 14. 
As isolated, the FeMo protein contains the clusters in the P" (native) state, 
which has a diamagnetic ground state. The clusters can be oxidized by one 
electron using controlled potential coulometry as by Watt et al. (180-182), 
who interpreted their results in terms of the presence of three P-clusters. 
Chemical oxidation using thioneine by Zimmermann et al. (179) was ana- 
lyzed in terms of one-electron oxidations of four P-clusters. The two groups 
agree that a total of six electrons is removed from the P-clusters and 
cofactor clusters together upon full oxidation, and that the former are 
oxidized first. Reported potentials for this oxidation show hysteresis. The 
value of -0.47 V is taken from the electrochemical work of Watt and 
Wang (182), and is the Et value for the reduction of the protein after dye 
oxidation. The oxidized clusters are in the Pox state, which was first shown 
to be paramagnetic by magnetic Mossbauer spectroscopy (179, 183) but is 
EPR silent. Examination of magnetic susceptibility changes upon oxidation 
from PN to Pox (184) and low temperature MCD spectroscopy of the Pox 
state (185) indicate that clusters in this state have S = 5 or $ ground states. 

"P-CLUSTERS" OF NITROGENASE 
- e  

+ e  
P N e  Pox 

S = O  S=5/2or7/L 

Eb = -0.47 V 

[Fe4S4I2+ = - e  [Fe4S413' 

+ e  

I P state: 2 Cluster TWS 

2[D3Fe2+] + 2[D2SFe2+] 

Messbauer 

s- H 4 
Fez+ 0.55 3.03 
S 0.51 1.33 
D(a) 0.51 0.87 
D(b) 0.52 0.68 

Figure 14. Summary of some of le din , 
properties of the P-clusters of nitrogen- 
ase. The rcdox potential (182) and MBss- 
baucr parameters (mm.s-*) (186) are taken 
from literature sources. Rcdox couples 
possibly corresponding to the Pv /px  tran- 
sition are indicated. 
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Consequently, the PN/PoX transition apparently involves one or the other 
of the two redox couples in Fig. 14. 

The principal reason for considering P-clusters as subsite differentiated 
is found in the Mossbauer spectra of the PN state. Parameters from the 
most recent Mossbauer study of the FeMo protein (from Klebsiella pneu- 
moniue) in the P form are contained in Fig. 14 (186). In this enlightening 
experiment, a protein containing P-clusters but lacking the cofactor, pro- 
duced by a mutant strain of the organism, has been used. This approach 
has permitted construction of an isotopic hybrid of the FeMo protein con- 
taining S7Fe-enriched P-clusters and s6Fe-enriched cofactor clusters. Highly 
resolved Mossbauer spectra not complicated by the need to remove con- 
tributions from the cofactor have thus been obtained. The spectrum of the 
PN state is shown in Fig. 15, and contains three subsite quadrupole doublets, 
Fez+, D, and S. Spectral analysis has led to the conclusion that the Debye- 
Waller factors for the different cluster subsites do not have the same tem- 
perature dependence and that the intensity ratio of the Fe2+, D, and S 
subsites is better described as 4: 10:2 instead of 4: 12:2, as in earlier work. 
It has been suggested that P-clusters occur in two slightly inequivalent 
pairs: 2 [D3Fe2+] + 2 [D2SFe2+]. Parameters of the Fez+ doublet are 
consistent with those of a tetrahedral FeI'S, unit as in reduced rubredoxin, 
and may be considered to define the "unique" subsite. The remaining three 
subsites have nearly the same isomer shifts but rather different quadrupole 
splittings, none of which approach the large value of the Fez+ subsite. 

Definite problems, based on departures in behavior from normal 
Fe4S4(S.Cys), native clusters, arise when attempting to formulate the struc- 
tures of P-clusters. The [4Fe-4S]2+,3+ couple normally operates at poten- 
tials far more positive (Fig. 3) than the P-cluster potential, and no in- 
stance of a ground state other than S = $ has been found for 
[4Fe-4SI3+. The [4Fe-4S]" oxidation state has never been proven to exist 
in a protein. It has been electrochemically generated in synthetic systems 
as [Fe4S4(SR),I4- but only at potentials so negative (76, 187-189) so as to 
cast serious doubt on its viability under physiological conditions unless, 
possibly, the core becomes protonated. Furthermore, the isomer shifts of 
the PN state are most consistent with the all-ferrous ([4Fe-4S]") oxidation 
level. Values for the [4Fe-4S]'+.2+ levels, especially the 2+ level, are 
substantially lower. Some evidence for the [4Fe-4S]" state might be ad- 
duced from occurrence of a transient species with an EPR spectrum like 
that of a [4Fe-4SI1+ protein upon thioneine oxidation of the MoFe protein 
(190). It would appear that, in order to accommodate simultaneously the 
redox potential and some or all of the Mossbauer parameters, the terminal 
ligation must depart from the pattern of one cysteinate ligand per subsite, 
as found in the vast majority of Fe-S proteins. 
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Figure 15. Mossbauer spectra of the P”-clusters of nitrogcnase in the isotopic hybrid con- 
taining 57Fe-enriched P-clusters and 56Fe-enriched cofactor in the absence of an applied mag- 
netic field. Spectral components are indicated in part A ;  spectra B and C were recorded at 
4.2 and 173 K, respectively. The solid lines arc fits to the data; the fit of spectrum B uses 
the parameters in Fig. 14. (Reproduced with permission from Ref. 186.) 

F. Active Site of Sulfite Reductase 

Assimilatory sulfitc reductase catalyzes the six-electron reduction of 
sulfite to sulfide without release of intermediate reduction products. Owing 
to the now-classic investigations of Siege1 and co-workers, E. coli sulfite 
reductase is the best understood of these enzymes. The enzyme is a complex 
hemoprotein (M, = 685,000) with an asp4 subunit composition (191). The 
a subunit ( M ,  = 59,000) contains a NADPH binding site and a FAD or 
FMN prosthetic group, there being four of each group per holoenzyme. 
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The p subunit ( M ,  = 54,600) contains a special heme, siroheme (192, 193), 
of the isobacteriochlorin type, and one [4Fe-4S] cluster. The minimal 
electron-transfer sequence is NADPH -+ FAD - FMN - siro- 
heme - sulfite. The minimal catalytic system is a p subunit, substrate, 
and a source of electrons (194). 

The subsite-specific aspect of sulfite reductase derives from its structure, 
which has been determined by protein crystallography at 3.0-8, resolution 
on the native, or SiRO, state (195). The active site assembly, schematically 
illustrated in Fig. 16, consists of a [4Fe-4S] cluster bridged to siroheme, 
the macrocyclic ligand of which is sirohydrochlorin (31).The cluster and 
siroheme are weakly exchange coupled (196-198). Combinations of the 
cluster and siroheme oxidation states afford the three total oxidation levels 
of the assembly specified in Fig. 16. The EPR spectrum of the state SiRO 
is typical of Fe(II1) isobacteriochlorins. One-electron reduction of SiR" 
produces SiR'-, in which siroheme has been reduced to the Fe(I1) level. 
Further reduction occurs at the cluster to afford the catalytic state SiR2-, 
of which three substates classified by their EPR spectra are observed (199). 
These spectra depend on the presence or absence of an additional axial 
ligand and the identity of that ligand. The distinct EPR spectra of the 
substates arise from a S = f [4Fe-4SI1+ cluster, the exchange coupling of 
which is modified by different magnetic properties of the siroheme center. 

The cluster and siroheme are juxtaposed such that the Fe-..Fe separation 
is 4.4 8, and the distance from the siroheme Fe atom to the center of the 
cluster is 5.5 A. A cysteinyl sulfur bridge is consistent with the X-ray results 
which, however, have not been obtained at a resolution sufficient to identify 
the bridge. Resonance Raman studies of the p subunit suggest that features 
at 352 and 393 cm-' may involve a bridging thiolate (200), and are incon- 
sistent with exogenous ligands as bridges or otherwise bound to the cluster. 
An imidazole or other bridge in which a nitrogen atom is coordinated has 
been eliminated by ENDOR spectroscopy (201). A plausible mode of 
operation of the active site involves reduction of siroheme Fe to the Fe(I1) 
state, binding of substrate at the axial position opposite to the bridge, and 
electron flow from the cluster to siroheme to substrate with concomitant 
protonation of reduced forms of the latter. Electrons might pass through 
bridge orbitals, or directly to siroheme, inasmuch as the cluster and ma- 
crocycle are at or near van der Waals contact at the periphery of the 
sirohydrochlorin ring (195). Spectroscopic and other similarities, including 
the presence of siroheme, strongly indicate that other assimilatory sulfite 
reductases, such as that from D. gigus (202), contain the same or a closely 
related active site assembly. Although detailed information is much more 
limited, assimilatory nitrite reductases, which reduce nitrite to ammonia, 



SUBSITE-SPECIFIC [4Fe-4S] CUBANE-TYPE CLUSTERS 

SULFITE REDUCTASE ACTIVE SITE 

35 

, s c y s  
Cys6  , ,s-Fe - [Fe4S4p1* duster 

Fys 

F e / S l  Fe bridge (?) 

- siroheme Fe (11, 111) 

substrate binding site 

+ sirohydrochlorin 

31 OXIDATION STATES 

state cluster siroherne 

oxidized (SiR') [Fe4S4I2+ (S = 0) Fe(lll), S = 512 (as isolated) 

S = 1/2 (SO:-, CN-) 1 e- 

I e -  
semi-reduced (SIR'-) [Fe4S4I2+ (S = 0) Fe(ll), S = l or 2 

S = 0 (CN-, CO) 

reduced (SiR2-) [Fe4S4]'+ (S = 1/2) Fe(ll), S = 1 or 2 
(catalytic) g = 2.53,2.29, 2.07 

g =5.1.2.6, 2;4.9,3.3,2.1 
g =2.03, 1.93, 1.91 Fe(ll), S = 0 (CO, CN-, S2-) 

Figure 16. Summary of certain leading features of the active site of E. coli sulfite reductase 
(195), including a schematic representation of the active site with a (possible) cysteinate sulfur 
bridge connecting cluster and siroheme, the structure of sirohydrochlorin (31), and the ox- 
idation states of the enzyme with certain axial ligands that generate the indicated spin states 
of the siroheme. 

may also accommodate a similar active site. For example, the enzyme from 
spinach contains a [4Fe-4S] cluster and siroheme (203, 204, but it has not 
been established if these units are structurally coupled. The subsite-specific 
bridged structure in E. coli sulfite reductase is, thus far, the only proven 
example of a [4Fe-4S] cluster bridged to another metal-containing protein- 
bound entity. 
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IV. SUBSITE-DIFFERENTIATED SYNTHETIC CLUSTERS 

Despite the ready accessibility of clusters of the type [Fe4S4L4I2 with 
L = alkyl- or arylthiolate, halide, or aryloxide, these species are not suit- 
able for the examination of subsite-specific properties using the synthetic 
analogue approach. The reason for this situation, previously pointed out 
in Section II.H, is illustrated in Fig. 17. Ligand substitution reactions 1, 
11 (an example of generalized Reaction 3), and 12 afford an essentially 
statistical product distribution (17, 71, 72, 79). Evidently, the Fe subsites 
are too weakly coupled electronically and the ligand positions are too far 
separated to cause signficant deviations from statistical behavior. Thus, in 
Reaction 1, for example, with reactant n = 1 the product distribution is 
about 50% of n = 1 and 25% each of n = 2 and n = 0. Because of the 
substitutional lability of the products, there is no effective means of sep- 
arating and maintaining a single product. 

We note in passing that ligand substitution reactions have been studied 
only with [4Fe-4SI2+ clusters carrying four monoanionic ligands, and that 
certain mixed-ligand cluster types of this and other oxidation levels might 
be stable under some conditions. Cluster 32 was prepared by the reaction 
of [Fe(thf),][Fe,S,I,], Ph,PS, and sulfur in toluene at 80°C and was re- 
crystalized from dichloromethane (205). Evidently in low dielectric solvents 
the cluster is stable to disproportionation reactions, which necessarily would 
produce charged species. For similar reasons, one might expect the neutral 

LIGAND STATISTICAL SUBSTITUTION 

L, S-Fe Fe--L: 2.2 - 2.3 A 
Fe--Fe: 2.7 - 2.8 A F i t s '  I 

L S-Fe 
/' I,Fe-l;S L.--L: 6-7 A 

\. 
L 

[Fe4S4(SR),]*- + nR'SH = [Fe4S4(SR)&R'),f + nRSH 

[Fe4S4(SR)d" + nR'COX - [Fe4S4(SR)&$ + nR'COSR 

(1) 

(1 1) 

[Fe4S4X#- + nR8 = [Fe4S4(SR),&f+ nX (12) 

X = halie; f l=  14 

Figure 17. 
tures, together with certain dimensions of [Fe,S,L,]*- clusters. 

Three ligand substitution reactions that afford essentially statistical product mix- 
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clusters Fe4S4L3L' and Fe4S4LL;, where L is a monoanionic and L' an 
uncharged ligand, to be stable in low dielectric media. No such species 
have been isolated or generated in solution. Other than 32, the structure 

Ph,PS' 

32 

of which has been established by X-ray analysis (205), the only neutral 
[4Fe-4S] cluster that has been isolated (excluding cyclopentadienyl and 
nitrosyl derivatives) is Fe4S4(C0)12 (206). The reactivity of this compound 
is unexplored, perhaps because of its low solubility. It is the only isolated 
compound with the [4Fe-4SI0 core. 

In the following sections, we summarize the synthesis, structures, and 
pertinent reactivity aspects of [4Fe-4SI2+ clusters that possess a 1 : 3 subsite 
differentiation. 

A. Synthesis 

A tridentate trithiolate ligand has been sought that would bind in a 
trigonally symmetric mode to a single cubane cluster, thereby effecting a 
1 : 3 subsite differentiation with the unique subsite on the C3 axis. Potential 
solutions to this problem of ligand design are conditioned in attractiveness 
by the difficulty of synthesis. Our approach, which originates with the 
considerations and experimentation of Stack (207), has as its basis the 
striking conformations of certain hexasubstituted benzenes shown in Fig. 
18. These are two of a number of examples of this class of compounds 
prepared by MacNicol and co-workers (208-210). Both C6(SPh), (209) and 
Ch(0-3.5-Me2C6H3)6 (210) possess the hahaha conformation, in which the 
substituents are arranged below and above the central ring in serial order. 
One large substituent presumably buttresses its neighbors to positions on 
opposite sides of the ring. In the latter compound, the methyl group lo- 
cations over the central ring in three substituents on the same side of the 
ring suggest positions for ligating atoms. Further analysis of these structures 
indicated that the corresponding trithiols would be dimensionally suitable 
for binding a cubane cluster. On that basis, the synthesis in Fig. 19 (33) 
was devised. 



38 R. H. HOLM, S. CIURLI, AND J .  A. WEIGEL 

bababa bababa 

Figure 18. 
ordinates and illustrating the bababa conformation. 

Structures of two hexasubstituted benzenes (209, 210) redrawn from atom co- 

Key steps in the synthesis are bromide displacement in 1,3,5-tribromo- 
2,4,6-trifluorobenzene by p-tolylthiocuprate to afford 33, and its coupling 
with the sodium salt of monoprotected dithiol 34 to afford triprotected 
trithiol 35 in very good yield. Deprotection of 35 to trithiol ligand 36, 
L(SH),, is essentially quantitative. The original synthesis has been im- 
proved to the indicated yields (211). The trithiol is quite air-sensitive and 
must be handled accordingly. 

Entry to cluster complexes (X = S, Se) is afforded by reaction Scheme 
13. Ligand substitution of the precursor cluster results in binding of the 
tridentate ligand with retention of one ethane-thiolate ligand. While these 
compounds as their Ph,P+ salts are microcrystalline, salts of the chloride 
clusters obtained by the reactions with pivaloyl chloride afford materials 
that gave diffraction-quality crystals. As will be seen, the chloride clusters 
[Fe4S4(LS3)C1]*- (37) and [Fe4Se,(LS3)C1I2- (38) are susceptible to substi- 
tution reactions affording a large variety of substituted clusters. 

1 t-BuCOCl (13) 

[Fe4X,(LS3)C1] + t-BuCOSEt 

B. Structures 

1. Solid State 

The solid state structures of clusters 37 and 38 as their Ph4P+ salts 
(33, 211) are provided in Fig. 20. It is immediately apparent that the desired 
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CI 

37 

Figure 20. Structures of [Fe,S4(LS,)Cl]z- (37) (33) and [Fe,Se4(LS,)Clj?- (38) (211), showing 
the ligand conformations and cluster portions. Only one of the three inequivalent anions in 
the structure of the Ph,P+ salt of 38 is shown. 

structural result has been achieved. In 37, the ligand conformation (aaabaa) 
is less symmetric than that in 38 (ababab), which has a trigonal arrange- 
ment. Both clusters have three coordinating “arms” on the same side of 
the central benzene ring, and in 37 only one of the “legs” is below this 
ring, whereas all three are in this position in 38. Indeed, the structure of 
38 is a case of the very infrequently encountered P3 space group. The 
asymmetric unit consists of three independent thirds of an anion, each with 
imposed C, symmetry. Two of the anions have the A absolute configuration 
and the other is A. The crystals are inversion twinned, however, and thus 
essentially racemic. The independent anions differ primarily in the eleva- 
tion of the [4Fe-4SeI2+ cores above the central benzene rings. Neither 
core exhibits the compressed tetragonal structure usually found for clusters 
with four identical terminal ligands. In 37, the cluster structure is somewhat 
irregular whereas in 38 there are small but discernible trigonal distortions 
along the C, axes. These are the only cases of trigonal distortions of [4Fe- 
4S/Se]*+ cores. Other than this distortion, core metric parameters are 
unexceptional. 

Before proceeding further, the symbols and nomenclature of Fig. 21 are 
introduced. Note the cubane structural abbreviation for the cluster and 
the numbering scheme for the ligand arms and legs. 
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[Fe4Se4(LS3)CI]*- 

41 

ababab 38 

Figure 20. (Continued) 

2. Solution 

The 'H NMR spectra in Fig. 22 demonstrate the occurrence of reaction 
Scheme 13. These spectra display three significant features that apply to 
all other spectra of LS3 cluster complexes examined thus far. (a) One set 
of ligand resonances is observed. (b) Resonances are isotropically shifted. 
This behavior applies to all [4Fe-4SI2+ clusters owing to the population 
of the excited states (S > 0) of the core spin ladder. Shifts are mainly or 
entirely contact in origin and have been treated elsewhere (212, 213). (c) 
Because of (b), shifts of the arm resonances 4-Me, 5-H, and 6-Me are 
extremely sensitive to changes in ligation at the unique subsite. Feature 
(a), which is also found well below ambient temperature, indicates that 
clusters in solution have effective trigonal symmetry. Because there are no 
exceptions to this feature in more than 30 clusters examined, we conclude 
that all possess a trigonally symmetric conformation in solution. This con- 
formation must be very similar to those of cluster 38 in the solid state (Fig. 
20). In the case of 37, this result requires conformational modification of 
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SYMBOLS AND NOMENCLATURE 
L 

unique subsite 

Fe4S4duster 
in l i  

centralring - 
"arm" 

L% = tridentate liiand (3-) 

Figure 21. 
tridentate ligand LS3. 

Symbols and nomenclature for the [4Fe-4S] cluster complexes derived from the 

two of the legs upon passing into the solution phase. Feature (c) is ex- 
emplified by the downfield displacement of the 5-H resonance from 8.12 
to 8.23 ppm upon replacement of EtS- with C1-. The contact interactions 
are detectably different over an eight-bond pathway! Sensitivity at this level 
has been indispensable in monitoring subsite-specific substitution reactions. 
Several additional examples of feature (c) follow. 

Analysis of the 'H NMR spectrum of 36 and related compounds, to- 
gether with molecular dynamics calculations, has led to a description of 
the most probable conformations of the trithiol(211). In the overall ababab 
conformation, the molecule may be considered as a semirigid "cavitand" 
[in the sense of Cram (214)l. The cavity is defined by a floor which is the 
central benzene ring and walls which are the inward edges of the phenyl 
groups of the arms. The critical feature is the orienting effect of the 6-Me 
group, which disposes each arm such that the thiol group is directed inward, 
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5-H 
I 

6-Me 

At 
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x 

IFe4S4(LS,)(SEt)]'- + pc, - [Fe4S4(LS3)CIf + !$ S E ~  

d U 

5-H 

2-H 
0.23 7.11 6.02 5.05 

HO - 
Figure 22. 'H NMR spectra in CD3CN solutions demonstrating reaction Scheme 13 (X = 
S). Upper: [Fe,S6(LS,) (SEt)j2-, formed by ligand substitution. Lower: cluster 37. formed by 
the indicated reaction using 1 equivalent of pivaloyl chloride. (Reproduced with permission 
from Ref. 33.) 

toward or over the central ring. This orientation accounts for the strongly 
shielded 2-H resonance, which arises because 2-H is placed in the ring 
current shielding regime of the central ring. Conformations in which one 
or  more arms are disposed such that the thiol groups point outward from 
the cavity are disfavored because of steric interactions within the cavity. 
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Thus trithiol 36 is preorganized to bind a cluster in a Iigand substitution 
reaction such as that in Scheme 13. In stoichiometric reactions, in situ 
yields are essentially quantitative. When the substituent of the phenyl ring 
of an arm is 5-t-Bu, the reaction with [Fe4S4(SEt),]”- is also quantita- 
tive. When these positions are unsubstituted, however, reaction with 
[Fe4S4(SEt)4]2- gives some soluble cluster but also appreciable quantities 
of an insoluble polymer (211). These observations support the view that 
trithiol36 has a semirigid cavitand conformation, or range of conformations 
with the common feature of inwardly positioned thiol groups, that facili- 
tates tridentate capture of a single cluster. The term “semirigid” follows 
from the dynamics calculations, and, experimentally, from the occurrence 
of the first reaction in Scheme 13 with X = Se (211). On the basis of 
nuclear positions, the [4Fe-4SeI2+ core has -10% larger volume than 
[4Fe-4SI2+. This difference is nearly 25% when volume is based on van 
der Waals radii (211). The cluster has also been shown to capture cubane- 
type [MoFe3S4I3+ and [VFe3S4I2+ clusters, as in reaction 14. The product 
cluster was isolated as its Me,N+ salt in almost quantitative yield (215). 
This result demonstrates that the ligand, even as the trianion, is precon- 
figured, or rapidly achieves the correct configuration during binding, to 
coordinate to a single cluster. 

[VFe3S4C13(DMF)3]’- + Na3(LS3) -+ 

[VFe3S4(LS3)(DMF)3]’-- + 3NaCl (14) 

C. Substitution Reactions 

If properly designed, cluster derivatives of LS3 should undergo their first 
ligand substitution reaction at the unique subsite. Formation of 37 and 39 
in Scheme 13 are subsite-specific reactions of this sort, and proceed to 
completion with 1 equivalent of pivaloyl chloride in acetonitrile. An ad- 
ditional equivalent of the reagent gave no reaction after 15 min and the 
reaction was not complete after 3 h (33). This result demonstrates the 
differential kinetic stability of the tridentate ligand to electrophilic attack. 

A wide variety of substitution reactions specific to the unique subsite 
have been carried out in aprotic solvents such as acetonitrile, DMF. and 
Me,SO at ambient temperature (33, 216-219). A number of these rections 
are depicted in Figs. 23 and 24, and underscore the r e a c h y  of chloride 
cluster 37 and the utility of the ligand design. The chloride-thiolate inter- 
change 37-39 in Fig. 23 is quantitative in both directions with stoichiometric 
quantities of reagents (33). The first examples of [4Fe-4S] double cubanes 
were obtained by reactions with dithiolates (40) and sulfide (41) (216). 
Reaction with cyanide is complete with one equivalent to yield 42. Earlier, 
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Figure 24. 
55. 

Ligand substitution reactions of [Fe4Sl(LS,)C1]2- (37) to yield the clusters 49- 
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cyanide had been placed at Fe subsites in a [MoFe3S4] cluster by chloride 
displacement (220). A different type of bridged double cubane 44 is gen- 
erated in an equilibrium reaction with [MoS4]*-. An apparently analogous 
cluster is formed with [VS4I3-. Displacement of chloride with p-bromo- 
phenolate gives 45, which allows introduction of ligands that do not readily 
displace chloride. In this manner, clusters 46-48, or possibly the cluster 
solvate, have been generated in high yield upon reaction with one equiv- 
alent of the appropriate trimethylsilyl reagent. The driving force of these 
reactions is, largely, the stability of the Si-0 bond. 

All reactions in Fig. 24 afford products in which the coordination number 
at the unique subsite is 5 or 6. Of product clusters 49-55, 50 is the first 
organometallic derivative of a [4Fe-4SI2+ cluster, and 49, 51, and 55 are 
the initial examples of six-coordinate subsites. Another example of a sub- 
stituted cluster identified by 'H NMR is provided by the spectrum in Fig. 
25. Here 1 equivalent of tacn (1,4,7-triazacyclononane) reacts quantita- 
tively with 37 to afford 49, the 4-Me, 5-H, and 6-Me resonances of which 
are substantially shifted from their positions in the chloride cluster. The 
spectrum is indicative of trigonal symmetry. Certain of the clusters 40-55 
are considered in subsequent sections. 

D. Applications 

With subsite-differentiated clusters in hand, we turn to their applications 
in examining subsite-specific properties of native [4Fe-4S] clusters by the 
synthetic analogue approach. The potentially most important applications 
at this stage of development of subsite-specific cluster chemistry are listed 
below. 

Bridged double-cubane clusters 
Cluster linkage to Fe complexes 
Relative stabilities of oxidation states 
Modulation of electron distribution and coupling 
Cluster conversion Fe4S4 -+ Fe3S4 
Heterometal clusters Fe3S4 + M + MFe3S4 
Substrate binding and reactivity 

Progress on the first four items is described in the following sections. 

1.  Bridged Double-Cubane Clusters 

Interest in clusters of this type arises primarily from the possibility of 
examining interactions between component subclusters as dependent on 
their separation. In proteins magnetic interactions between [4Fe-4SI1 + 

(S = 9) clusters are often signaled by the appearance of additional features 
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in their rhombic g = 1.94-type EPR spectra (221, 222). Clusters 40 and 
41 provide the first opportunity to examine intramolecular cluster inter- 
actions modulated by the cluster spacers in 40, with 41 containing the 
shortest bridge. The EPR spectra of fully reduced double cubanes are not 
well resolved but are roughly similar to those of proteins containing two 
[4Fe-4SI1+ clusters separated by -12 8, (216). The property of subcluster 
interactions that has been more profitably investigated is redox coupling 
in the successive reductions of the subclusters of 40 and 41. These double- 
cubane clusters were isolated, but diffraction-quality crystals have not been 
obtained. * The 'H NMR spectra fully support bridged structures inasmuch 
as the bridge resonances are indicative of twofold symmetry. In the case 
of 41, the spectrum of which is shown in Fig. 26, the downfield shifts of 
4-Me and 6-Me and, particularly, 5-H make very clear the presence of a 
structure not encountered previously. 

Pertinent relationships for molecules containing two redox centers are 
given by the relationships 14-17 in Fig. 27. If, in the bridged double-cubane 
electron-transfer series 15, the subclusters behave as independent and iden- 
tical centers, the separation in potentials and the comproportionation con- 
stant will have the statistical values of 36 mV and 4, respectively. Eisenstein 
and Wang (223) have derived the former value, in the context of the redox 
behavior of clostridial ferredoxins. Clusters 40a-40e and 41 were prepared 
and examined by cyclic and differential pulse voltammetry (216); results 
are summarized in Table 111. In order to interpret the peak potential 
separations AEp for 40a-40e, solution structures are required. The limiting 
transoid and cisoid conformations of subclusters are illustrated in Fig. 28 
for cluster 40a. In the interest of minimizing subcluster interactions, the 
transoid conformation is considered more probable than cisoid or any other 
arrangement that results in a shorter distance between subcluster centroids. 
The Ct-eCt distance is taken as a meaningful measure of subcluster sep- 
aration. For cluster 41 there is only one conformation, assuming as in other 
cases free rotation about the bridge Fe-S bond. The Ct..Ct distance is 
based on an assumed Fe-S-Fe angle of 145". The exact value is uncertain 
because the crystal structure of the compound is unknown. Angles of this 
type have been shown to be deformable by means of steric interactions 
across the bridge (224). 

Electron-transfer coupling across bridges of variable length increases as 
the separation of subcluster centroids decreases. The order of coupling is 
41 S 40e > 40b > 40a, 4Oc, and 40d. The effect becomes detectable at < 
11 8, and reaches a maximum at 7.5 8,) or less if the bridge angle is 
overestimated. With reference to Fig. 28, it is seen that subcluster sepa- 

*The synthesis and structure of the sulfido-bndged double cubane [(Fe4S4C13)2S]4- have been 
reported and the bridge Fe-S-Fe angle was shown to be 102" [P. R. Challen, S.-M. Koo. 
W. R. Dunham, and D .  Coucouvanis, J.  Am. Chem. Soc., 112,2455 (1990)]. 
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INTRAMOLECULAR REDOX CENTERS 

two independent and identical centers: 

El - E2 = - 2RT 1n2 = 36mV(298K) (14) F 

bridged double cubanes: 

E 2+ El 
[Fe4S412 - ([Fe4S4I2+. [Fe4S41’+) & [ F ~ ~ S ~ I Z ~ ’  (15) 

[Fe4S41?+ [Fe4S4121+ 2{[Fe4S4]2t[Fe4S4]”) (16) 

(17) hrn = Fexp(El RT - E2) = 4 (298K) 

Kawl 

Figure 27. Summary of information for two intramolecular redox centers, including the 
potential separation for two independent and identical centers (Eq. 14), the electron-transfer 
series 15 and comproportionation reaction 16 for double-cubane clusters, and the compro- 
portionation constant (Eq. 17). 

ration (under the foregoing assumption) is indistinguishable from that de- 
termined crystallographically for P. aerogenes ferredoxin (44). As found 
for this protein and other two-cluster proteins of comparable size, the 
synthetic double cubane shows no detectable coupling of its electron-trans- 
fer steps. The conjugated bridge offers no advantage over protein structure 
and the associated water molecules between the native subclusters. A plau- 
sible conclusion from these results is that in two-cluster proteins statistical 
or near-statistical potential differences imply a subcluster separation com- 
parable to or larger than that in 408, provided cluster environments are 
similar. Based on the pseudo-twofold symmetry of P. aerogenes ferredoxin 
and sequence homology in the halves of the molecule, the two clusters are 
in very similar protein settings. Different environments around clusters 
would tend to uncouple potentials. Yet, no protein containing two [4Fe- 
4S] clusters is reported to have measurably different potentials. At the very 
least, a protein-bound sulfide-bridged double cubane should be recogniz- 
able by a potential separation comparable to the 220 mV of 41, barring 
any bizarre protein effect to compensate for the intrinsic potential differ- 
ence. 

The cluster set 40 is merely one of a number with different bridging 
groups that can be conceived. An interesting question, but one difficult to 
explore experimentally because of the values of K,, for comproportion- 
ation reaction 16 (Fig. 27), is that of electron-transfer rates between sub- 
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2.26 I\ 

cisold tranfold ferredoxin 

s.-s (A) 6.35 6.35 6.43 

Fe+e (A) 7.54 6.75 6.87 

ct.,Ct(A) 8.44 11.4 11.5 

AE (mV) 5 30 530 

Figure 28. 
including interatomic and centroid-centroid distances. 

Depiction of the cisoid and transoid conformations of double-cubane cluster ma, 

clusters as a function of the nature and length of the bridge. In the case 
of 41, the reaction is much more favorable and is directed largely toward 
the half-reduced cluster. Unfortunately, this species has limited stability 
beyond the cyclic voltammetry time scale. 

2. Cluster Linkage to Iron Complexes 

The objective is to achieve a synthetic analogue of the sulfite reductase 
active site depicted in Fig. 16. Specific goals are detailed structural defi- 
nition of the analogue, characterization of its magnetic interactions in dif- 
ferent oxidation states, and determination of the mechanism of substrate 
reduction. From the protein crystal structure, the most desirable analogue 
would be one in which cluster and complex are bridged by a thiolate sulfur 
atom. Attempts by others to prepare such a species by the reaction of 
[Fe4S4(SPh),I2- and Fe(0EP)L (L = C10; or CF,SO<) gave Fe(0EP) 
(SPh) or Fe(OEP), depending on the solvent (225). Attempts in this lab- 
oratory to prepare thiolate-bridged assemblies based on [Fe4S4(LS,) (SMe)I2- 
and several different Fe(I1) complexes have thus far given inconclusive 
results; however, the first clusteramplex assemblies have been obtained 
with another type of bridge. 
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BRIDGED CLUSTER-Fe(C0MPLEX) ASSEMBLIES 

'S 

b 
~ ~ 4 S 4 ( L s , " P Y - ~ ~ ~ ~ ~ I ~  z- 

58 

Figure 29. 
blies 57 and 58 by Reactions 19 and 20. 

Preparation of functionalized cluster 56 by Reaction 18 and Fe(comp1ex) assem- 

One approach is set out in Fig. 29 (226). Subsite-derivatized cluster 56, 
carrying a pyridine-Cthiolate ligand, reacts with the Fe(I1) complexes 
Fe(acen) and Fe(0EP) to afford in equilibrium mixtures the bridged as- 
semblies 57 and 58, respectively, having an oxidation state corresponding 
to SiR'- of the enzyme. Cluster 56 was isolated, and Reaction 19 was 
conducted in acetonitrile and Reaction 20 in thf. Products 57 and 58 have 
been identified by their 'H NMR spectra, which show differences compared 
to the spectra of the uncombined cluster and complexes that are consistent 
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with bridge formation. The pyridyl resonances experience much larger 
isotropic shifts. 

Species 57 and 58 comprise the first generation of bridged cluster-com- 
plex assemblies. Others with different features and more sophisticated 
design should be possible. For example, assemblies based on the pyridine- 
4-thiolate bridge do not allow cluster and porphyrin to achieve van der 
Waals contact. The pyridine-3-thiolate bridge, among others, does give rise 
to conformations in which such contact is possible. The desired Fe complex 
in the assembly is an Fe isobacteriochlorin, which would resemble siro- 
heme, with its sirohydrochlorin ring 31. Such complexes have been pre- 
pared (227). The isobacteriochlorin macrocycle appears to be more flexible 
in terms of ruffling and hole sizes (228), a possible advantage in bridge and 
substrate coordination. Indeed, it has recently been shown that sulfite 
reacts only with proteins containing the iron isobacteriochlorin ring system 
(229). Progress on cluster-complex assemblies is such that the specific goals 
noted above appear viable. Perhaps the most interesting of these is sub- 
strate reduction, in which electrons pass from cluster to complex to sub- 
strate. In this picture for the enzyme, the cluster appears between FMN 
and siroheme in the electron-transfer sequence given earlier. Appropriate 
site analogues may be useful in deciding whether electron transfer from 
cluster to macrocyle is significantly influenced by van der Waals contact of 
the two. 

3. Relative Stabilities of Oxidation States 

Extrinsic effects on the redox potentials of native [4Fe-4S] clusters 
arising from protein environment have been illustrated in Section 11. As 
noted earlier, the [4Fe-4SI2+*' + potentials of analogue clusters can be 
altered significantly by variation of the four terminal ligands. Thus in the 
series [Fe4S4L4]2-v3-, L = t-Bus- (- 1-42), PhS- (- 1.04), C1- (-0.79 V) 
(71, 76), the indicated potentials (V, vs. SCE, DMF, or acetonitrile) span 
a range of -600 mV. This range is an intrinsic effect on cluster potentials 
inasmuch as it is caused by changes in covalently bound components of 
the cluster. With the availability of subsite-differentiated clusters, it be- 
comes possible to explore the effects of ligand, coordination number, and 
charge variations at a single subsite on the relative stabilities of oxidation 
states. These are expressed by potentials for the three analogue redox 
couples in Fig. 3. Variation of unidentate, monoanionic ligands at the 
unique subsite usually produces only minor effects on [Fe4S4I2+ + potentials 
inasmuch as only one subsite out of four is being altered. Attention is 



56 R. H. HOLM, S. CIURLI, AND J .  A. WEIGEL 

restricted to clusters of type 54 (Fig. 24) where the coordination number 
at that site exceeds four. 

In Fig. 30, the cyclic voltammograms of two clusters are compared in 
Me,SO solutions. Cluster 59, containing a conventional monodentate un- 
inegative substituent at the singular site, reduces at Ei = -0.97 V 
([Fe4S4]2+.1+) and shows an irreversible oxidation. On the other hand, 

-1.03 

-0.91 

Figure 30. 
and fFe,S,(LSS)(tdt)l3- in Me,SO solution. Potentials are referenced to the SCE. 

Cyclic voltammograms contrasting the redox behaviors of [Fe,S,(LS,)(SPh)I2- 
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cluster 54d, with toluene-3,4-dithiolate at that site, displays two reversible 
reactions. The [Fe4S4]2+.1+ couple is found at E4 = -1.38 V and the 
[Fe4S4]3+*2+ couple at E4 = -0.66 V. Chemically reversible oxidations of 
[Fe4S4L4I2- clusters with L a uninegative ligand are most uncommon in the 
more polar aprotic solvents such as acetonitrile, DMF, and Me2S0. Rel- 
ative to benzenethiolate, the dithiolate ligand is expected to raise the elec- 
tron density in the core, and increases by one unit the negative charge of 
the cluster. Both of these effects will shift potentials of the two couples to 
more negative values, increasing the ease of oxidation. The significant point 
is the magnitude of the effect. The oxidation is shifted by about 750 mV 
and the reduction by about 400 mV. The potentials in Table IV reveal 
similar but somewhat smaller shifts for related ligands. Note that the bi- 
dentate monoanionic ligand in 60 causes no significant change in behavior 
compared to 59. The potential for the [VFe3S4(LS3) (CN)3]3-*4- couple is 
more negative by 490 mV than is that for the isoelectronic couple [VFe3S4- 

TABLE IV 
Redox Potentials of Five-Coordinate [4Fe-4S] Clusters in Me,SO 

Em. (V)” 

Cluster L [Fe,S,13+.z * [Fe,S,]’+ + 

59 2 - 0.1 (irreversible) -0.97 

30.0 (irreversible) -0.99 

-0.43 - 1.26 

-0.48 

- 0.62 

- 1.27 

- 1.38 

- 0.66 -1.38 
54d Meas- S- 

“Potentials vs SCE at 297 K .  
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(LS,) (MezS0)3]o+'- (215). In this case, the potential shift is comparable to 
that of 54b, but cluster charge differs by three units instead of the one- 
unit difference between 54 and 59. 

Cluster charge differences do not necessarily produce large potential 
shifts or even shifts in the expected direction. As one example, the re- 
duction of cluster 49 (Fig. 24), with a 1- charge, occurs at Et = -1.13 
V in MezSO, a negative shift of 100 mV vs. 37 and 160 mV vs. 59. The 
latter two clusters have a 2 - charge. The positive shift expected for 49 on 
a charge basis alone is evidently overcompensated by electron donation to 
the core from the three nitrogen atoms of the tacn ligand. 

The information in Table IV is part of our findings on the relative 
stabilities of oxidation states as effected by ligand changes at a single sub- 
site. One particularly interesting possible behavior of native clusters is 
suggested by these data. Presumably, protein-directed attachment of two 
monoanionic ligands at one subsite would cause large negative potential 
shifts of the [4Fe-4SI3+v2+ couple. In synthetic clusters, chelate ligands are 
required to bind two negative atoms to the same subsite. Two cysteinate 
sulfur atoms might induce this effect. A shift of 400-600 mV would be 
sufficient to displace the potential from the region normally associated with 
the HPoxIrcd couple. Because the potentials for this couple are the most 
positive of any known native [4Fe-4SI3+q2+ couple, there would appear to 
be no need to consider cluster modifications that would raise them further. 
We have already observed in Section 1I.C that bulky, hydrophobic ligands 
stabilize the 3 + state of synthetic clusters. 

Potentials of the [4Fe-4S]'+qo and [4Fe-4SlZ+-'+ couples could be in- 
creased by one or more of these factors: (a) reduction of cluster net charge; 
(b) extensive hydrogen bonding to the cluster; (c) protonation of the re- 
duced form of a couple. Other than the possibly anomalous examples of 
49 and 55, factor (a) has not yet been tested by substitution of a neutral 
ligand at the unique subsite. In early work, it was found that reduction of 
[Fe4S4(S-p-C6H4NMe3)4]2+ occurred at Et = -0.79 V (DMF), a positive 
shift of 240 mV compared to [Fe4S4(SPh),I2- (76). Because of the inductive 
property of the Me3N+ group, the effect is not simply that of a positive 
cluster charge. It is mildly suggestive, however, of a positive potential shift 
upon the introduction of one neutral n-donor ligand at a subsite of a [4Fe- 
4SIz+.'+ cluster. Factor (b) has been considered in Section 1I.B and is 
generally evident for clusters when redox potentials are compared in protic 
and aprotic solvents. Factor (c) is apparent in the results of Section 1I.E. 

None of the preceding factors has yet been examined for the [4Fe- 
4S]'+." couple, which has not been established in proteins, and, for synthetic 
clusters, occurs at very negative potentials and is frequently irreversible. 
It is one of the two candidates for the P N / P X  couple of nitrogenase (Fig. 
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14). Conceivably, the [4Fe-4SI3+q2+ potential could be shifted in the neg- 
ative direction by effects of the type operative in the clusters in Table IV. 
In a study of the oxidation of the dithionite-reduced FeMo protein of K. 
pneumoniae, however, the first EPR-observable event is removal of elec- 
trons from P-clusters to afford a spectrum typical of the [4Fe-4SI1+ (S = 
1) oxidation state (190). A protein conformational change most likely is 
responsible, for a spin change to a higher spin state of Pox, which is EPR 
silent. While the full significance of this transient spectrum, which maxi- 
mally accounts for only 0.16e- /molecule under the particular experimental 
conditions employed, is not yet understood, its observation does favor the 
[4Fe-4SI1+." couple for the PN/PoX transition. If this interpretation is cor- 
rect, the factors that raise the potential of this couple to near -0.5 V vs. 
NHE remain to be elucidated. 

4. Modulation of Electron Distribution and Coupling 

The Mossbauer spectral data in Table V, drawn from a larger data set 
for clusters with varying coordination number at the unique subsite (219), 
illustrate how the isomer shift and quadrupole splitting of that subsite can 

TABLE V 
Mossbauer Parameters of Five-Coordinate [4Fe-4S) 

Cluster L 6' (mm.s-') A& (mm.s-') 

0.34 1.40 
59 0'- { 2:3 0.34 1.04 

60 

54a 

54d Meas- S -  
"P-Clusters" 

0.52 
(2f) 0.34, 0.34 

0.52 
{2:3 0.33, 0.34 

0.52 { 2f3  0.36, 0.37 

0.55 
0.51, 0.52 

1.70 
1.26, 0.94 

1.45 
1.37. 1.03 

1.97 
1.29,0.96 

3.03 
1.33, 0.68 

"Unique subsite bolded. 
'Parameters are from fits ofspectra a t 4 2  K to three doublets, with that of subsite 1 constrained 
to 25% of the total intensity. 
'Relative to Fe metal at 4.2 K.  
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be affected by the binding of a bidentate ligand. In the case of reference 
cluster 59, the isomer shifts are normal for a [4Fe-4SI2+ cluster with ter- 
minal thiolate ligands, and the unique subsite is recognized only by a 
somewhat larger quadrupole splitting. Incorporation of a bidentate mon- 
oanionic ligand in cluster 60 causes a large increase in the isomer shift and 
a smaller increase in the quadrupole splitting. The Me2NCS, ligand at the 
unique site gives the same isomer shift but a slightly larger quadrupole 
splitting (1.85 mms-'). The two bidentate dianionic ligands afford the same 
isomer shift as in 60. In this group of clusters, the isomer shift reaches a 
maximum of -2 mmas-' in 54d. For a set of [4Fe-4SI2+ clusters with one 
or two dithiocarbamate ligands, 6 = 0.50-0.52 mm.s-' and AEQ = 1.8- 
2.1 mm-s-' (24). 

From the foregoing results, it is apparent that bidentate ligands can 
increase both 6 and AEQ values appreciably compared to cluster 59 as a 
reference. Indeed, both terminal ligand interactions need not be strong to 
achieve this result. In (Et4N)2[Fe4S4(SC&,-2-OH)4], the FeS40 subsite 
(6 = 0.49 mm-s-', AEQ = 1.82 mrn-s-l) is formed by terminal ligand 
bonding with a Fe-S distance of 2.313 A, which is 0.035 A longer than 
the Fe-S distances at the three tetrahedral subsites. The Fe-0 distance is 
2.318 A, which is 0.45 8, longer than the mean Fe-0 distance in 
[Fe,S,(OPh),]'- (21). Note that the Mossbauer parameters approach those 
of 548 but, unlike that cluster, the hydroxyl group is not deprotonated. 
The largest isomer shift encountered thus far is 0.83 mms-'  in cluster 52, 
which has a five-coordinate (FeS3N2) subsite; for this species AEQ = 2.38 
mm-s-'. In the general case, ligand alterations at other subsites should 
afford (hypothetical) clusters with Mossbauer parameters comparable to 
those for the unique subsites in the preceding set. 

Isomer shifts -of PN cluster subsites are consistent with the [4Fe-4SIo 
description, with the unique site having the parameters of a tetrahedral 
Fe"S4 unit as in reduced rubredoxin. If the other three subsites have ter- 
minal thiolate ligation, it is most unclear why their quadrupole splittings 
are so much lower. If the PN clusters exist in the [4Fe-4SI2+ state, it follows 
from the data at hand that there are ligation modes that could produce 
isomer shifts of -0.5 mms-' at all subsites. But there is presently no 
demonstrated means of achieving this result with either oxidation state 
while effecting a quadrupole splitting of 3 rnm.s-'. It is a reasonable con- 
clusion that isomer shifts are far easier to simulate in analogue clusters 
than are quadrupole splittings, which can be highly sensitive to ligand type 
and the precise geometry at an Fe site. 

In addition to producing biased electron distributions in the otherwise 
symmetrically delocalized [4Fe-4SI2+ core, subsite-specific substitution can 
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alter spin coupling within the core. In the simplest view, the two Fez+ and 
two Fe3+ ions in the core are antiferromagnetically coupled to yield an 
S = 0 ground state and a ladder of excited paramagnetic states. The 
tris(isocyanide) cluster 55 (R = t-Bu) is formed in an equilibrium reaction 
with 37 in MezSO, 10 equivalents of isocyanide affording essentially quan- 
titative formation of the cluster (217). Methyl- and ethylisocyanide react 
in the same way to afford clusters with properties analogous to those of 
55. The 'H NMR spectrum of the clusters indicate trigonal symmetry and 
relative signal intensities establish the composition. The isotropic shifts of 
55 are 5-8 times larger than those of 37 or of 42, which has one anionic 
r-acid ligand. This result indicates a ground state with S > 0, unprece- 
dented behavior for the [4Fe-4SIz+ state that was clarified by Mossbauer 
spectroscopy (217). Spectrum b in Fig. 31 is that of the Ph4P+ salt of cluster 
55 and consists of several overlapping quadrupole doublets. It can be under- 
stood with reference to spectrum a,  that of reduced Dg Fd I1 (132), which 
contains a [3Fe-4SIo cluster with S = 2. This spectrum consists of two 
doublets in 2: 1 area ratio. Indistinguishable subsites 1 and 2 are a Fe3+/ 
Fe2+ delocalized pair (Fez 5 + )  and subsite 3 is trapped-valence Fe3+. This 
type of spectrum is an unambiguous signature of all protein [3Fe-4Sj0 
clusters examined to date (124, 128, 132, 141, 142, 230, 231). 

Spectrum b can be decomposed into four equally intense doublets with 
the parameters given in Fig. 31. Three of the four doublets (subsites 1-3) 
have parameters similar to Dg Fd 11, whereas those of subsite 4 are typical 
of low-spin Fez+. This interpretation was confirmed by analysis of the 
magnetically perturbed spectrum of 55. The spectral analysis convincingly 
demonstrates the following points. (a) The [4Fe-4SI2+ core contains a 
unique Fe2+ subsite that is diamagnetic, leaving a spin-isolated [3Fe-4SIo 
cluster fragment. (b) The cluster fragment has an S = 2 ground state and 
effectively the same electron distribution as protein [3Fe-4SIo clusters. (c) 
Because the cluster fragment closely approaches or achieves its highest 
possible symmetry (trigonal), the electronic ground state consisting of a 
delocalized pair of Fe atoms and localized Fe3+ is intrinsic to a 
[3Fe-4SIo cluster, and is not induced by protein structure and environment. 
The key feature of cluster 55 is clearly the presence of three isocyanide 
ligands, which induce a low-spin Fez+ condition at the unique subsite. This 
Fe atom functions magnetically as does Zn2+ in the artificial [ZnFe3S4]'+ 
cluster of Dg Fd I1 (159). Above 100 K, doublets 1-3 decrease in intensity 
as a new doublet appears. At 260 K, spectrum C is observed. It consists 
of the low-spin Fez+ doublet and the new doublet with an isomer shift the 
average of the shifts of sites 1-3. This result indicates that the cluster has 
become electronically delocalized, or "valence-detrapped" at higher tem- 



Subsite S(mm/s) AE~(rnm/s) type 

1 0.34 1.21 Fe2.5+ 

2 0.35 1.49 Fe2.5+ 

3 0.22 0.59 Fd+ 

4 0.08 0.50 low-spinF#+ 
Figure 31. Zero-field Mossbauer spectra of reduced Dg Fd I1 (a) (137) and cluster 55 
(b, c) at 4.2 K (A,  B )  and 260 K (c). The doublets of Fd I1 subsite 4 (Fe3+) and delocalized 
pair subsites 2 and 3 (Fe2.s+) are marked by brackets. The solid line in spectrum h is a least- 
squares fit to four sites of equal intensity. The doublet of low-spin Fez+ is drawn separately 
above spectrum b. The solid line in spectrum c is a least-squares fit to two doublets with a 
1:3 intensity ratio. (Reproduced with permission from Ref. 217.) 
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peratures. As observed earlier, reduced Dg Fd I1 behaves in the same way 
(142). 

The structure at the unique subsite of 55 may resemble that of the 
Fe(CO)3 subsites in Fe4S4(C0)12 (232), in which case longer Fe-Fe and 
Fe-S distances will tend to separate this subsite from the others. Normally, 
the [4Fe-4SI2' core of protein and analogue clusters are characterized by 
close or exact tetragonal symmetry. 

E. Prospectus 

In 1972, when Sieker, Adman, and Jensen (64) demonstrated the ex- 
istence of cubane-type [4Fe-4S] clusters in a protein and when Herskovitz 
et al. (233) reported the simple synthesis and the structure of a synthetic 
analogue, no one could have foreseen the pervasive occurrence of these 
structures in organisms at all levels of life. Today, a [4Fe-4S] cluster must 
be considered a prosthetic group of the fundamental importance of a heme 
or a flavin. During the last 15 years iron-sulfur biochemistry has passed 
from a state of near obscurity to scientific prosperity. One need only reflect 
upon the evolution of our understanding of aconitase, due to the superb 
contributions of Beinert, Hoffman, Miinck, Stout, and their co-workers, 
to appreciate the sophistication in experimentation and thought that has 
develoRed in this field. The principal advantage of synthetic analogues is 
that it places in the hands of anyone accurate representations of protein 
clusters that submit to an examination of intrinsic properties by appropriate 
manipulation of terminal ligation and oxidation state. 

Site-specific properties are merely the newest , but certainly not the last, 
features of these clusters that may be profitably pursued with analogue 
clusters. Our research to date has approached the first four of the seven 
potential applications in Section 1V.D. Much more remains to be done. 
For example, cluster 55 and a number of others of the general [Fe,S,(LS,)L']' 
type exhibit chemically reversible [4Fe-4S]3+.2+ and [4Fe-4SI2+,'+ redox 
steps in dichloromethane. This property potentially provides access to the 
[4Fe-4S]' +.3+ states of site-derivatized clusters. In the context of [3Fe-4S] 
clusters, it provides a potential means to examine the 1 - and 1 + oxidation 
states. Iron atom removal from 55 or another [Fe4S4(LS3)L']' cluster would 
accomplish [4Fe-4S] 4 [3Fe-4S] cluster conversion, and open the way to 
what will surely be an extensive family of heterometal MFe3S4 clusters. 
Lastly, clusters with particularly labile ligands such as the methanesulfonate 
species 47 (Fig. 23) may be effective in binding and activating enzyme 
substrates such as citrate. In this event, it may be possible to isolate and 
examine individual states along a simulated enzymatic reaction pathway. 
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acen 
Av 
BI 
BSA 
Dg 
DMF 
Fd 
HP 
LS3 

MCD 
NHE 
OEP 
SCE 
tacn 
tdt 

ABBREVIATIONS 

N,N’-(Acetylacetonato)ethylenediamine(2 - ) 
Azotobacter vinelandii 
bovine insulin 
bovine serum albumin 
Desulfovibrio gigas 
N,N-dimeth ylformamide 
ferredoxin 
high-potential protein 
1,3,5-tris[(4,6-dimethyl-3-mercaptophenyl)thio]-2,4,6- 

magnetic circular dichroism 
normal hydrogen electron 
2,3,7,8,12,13,17,18-Octaethylporphinate(2 - ) 
saturated calomel electrode 
1,4,7-triazacyclononane 
toluene-3,4-dithiolate(2 - ) 

tris( p-toly It hio)benzene(3 - ) 
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I. DISCOVERY OF OXYGENASES 

For many years it was generally assumed that the oxygen found in 
organic substances always came from water. A water molecule could be 
added to a double bond and the resulting alcohol dehydrogenated. Never- 
theless, there were indications that small amounts of O2 itself were essen- 
tial, even to anaerobically growing cells (1). In 1955, Hayaishi et al. (2) 
and Mason et al. (3) independently demonstrated that l80 was sometimes 
incorporated into organic compounds directly from 1 8 0 2 .  Today, a bewil- 
dering variety of oxygenases are known to function in forming such essential 
metabolites as sterols, prostaglandins, active derivatives of vitamin D, and 
amino acids. Thus, molecular oxygen in tissues serves two functions. One 
is to act as the ultimate hydrogen acceptor in the process of the biological 
oxidation of foodstuffs where the oxygen molecule is reduced to either 
water, superoxide anion, or hydrogen peroxide. The other is the incor- 
poration of molecular oxygen into dietary nutrients to yield cellular con- 
stituents or biologically active substances (4). The enzymes involved in the 
former process are referred to as oxidases, and those involved in the latter 
case are referred to as oxygenases. Oxygenases catalyze the incorporation 
of either one [monooxygenase or mixed-function oxidase, as in the case 
of phenolase (3)] or two [dioxygenase, as in the case of pyrocatechase (2)] 
atoms of molecular oxygen into their substrates (Fig. 1). In the former 
case, molecular oxygen reacts with the substrate, one atom of oxygen is 
incorporated into the substrate, and the other atom is reduced to water by 
a reductant. 

X + ' ' 0 2 + Y H 2  D X " O + H ~ ' O + Y  

X+"02 * X"O2 

Figure 1. Direct incorporation of molec- 
ular oxygen atoms into organic com- 
pounds. X, substrate; YH,, reductant. 
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11. DISCOVERY OF INDOLEAMINE 2,3-DIOXYGENASE 

In the metabolism of the aromatic amino acid tryptophan in mammals, 
two pathways for the formation of pyridine nucleotide coenzyme and in- 
doleamines are initiated by two well-known oxygenases, tryptophan 2,3- 
dioxygenase and tryptophan ,5-hydroxylase (monooxygenase) (Fig. 2). 
Kotake and Ito (5) found in 1937 that rabbits fed D-tryptophan excreted 
D-kynurenine in the urine. Although the tryptophan-cleaving activity in 

Figure 2. 
5-hydroxylase. 

Metabolism of tryptophan. (a) tryptophan 23dioxygenase; (b) tryptophan 
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Figure 3. Indoleamine 2,3-dioxygenase-catalyzed reaction. 

the rat liver is known to be due to tryptophan 2,3-dioxygenase, which 
shows a substrate specificity for L-tryptophan (6) [in 1980, hepatic tryp- 
tophan 2,3-dioxygenase in certain species of animals was found to cleave 
the pyrrole ring of the D isomer (7)], they postulated the existence of an 
enzyme in rabbit tissues that catalyzes the oxidative ring cleavage of D- 

tryptophan. About 30 years later, Higuchi et al. discovered an enzyme 
capable of oxidizing D-tryptophan to N-formyl-D-kynurenine in a homog- 
enate of rabbit small intestine (8). Because the purified enzyme from rabbit 
small intestine catalyzes the oxidative cleavage of the indole ring of tryp- 
tophan and other indoleamine derivatives such as 5-hydroxytryptophan, 
tryptamine, and serotonin to yield new types of biogenic amines, the name 
indoleamine 2,3-dioxygenase was proposed (Fig. 3) (9). 

111. PURIFICATION OF INDOLEAMINE 2,SDIOXYGENASE 

The standard assay mixture contained 100 mM potassium phosphate 
buffer, pH 7.8, 0.025 mM methylene blue, 10 mM ascorbic acid, 50 kg of 
catalase, various indoleamines as substrate and enzyme in a total volume 
of 0.2 mL. Incubation was carried out at 37°C and the reaction was ter- 
minated by the addition of 0.2 mL of 5% zinc acetate and 0.2 mL of 0.18N 
sodium hydroxide. After centrifugation at lo00 x g for 5 min, an aliquot 
(0.4 mL) of the solution was added to 1 mL of 1M Tris-HC1 buffer, pH 
7.0. Any of the previously mentioned indoleamine substrates, for example, 
serotonin, is incubated with the enzyme. When the indole ring is cleaved, 
the absorbance maximum shifts by about 40 nm to a longer wavelength. 
When formamidase is included in the reaction mixture and the formyl group 
is hydrolyzed, the absorbance maximum shifts by another 40 nm. These 
spectral properties can be utilized for spectrophotometric determination 
of these products. This procedure has been employed for the assay of 
purified enzyme preparations (10). For the assay of crude systems including 
homogenates, the assay methods with ~-[methylene-'~C] indoleamines or 
~-[ring-2-'~C] tryptophan have been employed, as described (1 1-13). 
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A. Indoleamine 2,3-Dioxygenase from Rabbit Small Intestine 

Starting from crude extracts of rabbit small intestine, the enzyme was 
purified about 500-fold with an overall yield of about 11% by the conven- 
tional procedure as shown in Table I (10). The most highly purified enzyme 
preparation is essentially homogeneous upon polyacrylamide gel electro- 
phoresis and analytical ultracentrifugation. The native enzyme is a mon- 
omeric protein with a molecular weight of 41,000 +- loo0 with an 
value of 3.45 S. It has a relative abundance of hydrophobic amino acids 
such as valine, leucine and isoleucine, and contains -5% carbohydrate by 
weight. The content of sugar residues per mole of enzyme is galactose, 
1.2; mannose, 2.6; N-acetylglucosamine, 5.2; and sialic acid, 0.8. One mole 
of enzyme contains 0.8 mol of protoheme IX as a sole prosthetic group. 
Brady suggested from the experiments with copper chelators that in- 
doleamine 2,3-dioxygenase is a copper-containing hemoprotein (14). Cop- 
per, however, is not detected in a significant amount and the ratio of copper 
to heme is less than 0.03. The turnover number of this enzyme, toward 
L-tryptophan is -100 mol.min-'-mol-' of enzyme at 24°C under the stan- 
dard assay conditons. 

B. Indoleamine 2S-Dioxygenase from Human Placenta 

Human indoleamine 2,3-dioxygenase is most abundant in the placenta, 
followed by the lung and small intestine (15). Even in the placenta, how- 
ever, the content (0.25 nmol.min-*.mg-' of protein) is about 5% of that 
(5.6 nmol-min-'.mg-l of protein) in rabbit intestine, and a 10,000-fold 
purification is required, starting from the crude extract of the placenta. 

TABLE I 
Purification of Indoleamine 2,IDioxygenase from Rabbit Intestine 

Specific 
Activity 

(nmol . min-' . Yield Purification 
Steps mg ' of Protein) (%I (-fold) 

Crude extracts 5.6 100 1 .o 
Streptomycin 7.0 106 1.3 
Ammonium sulfate 18.2 81 3.3 
P-cellulose 24.1 80 4.3 
Hydroxyapatite 1.5.5.8 62 28.0 
Sephadex G-100 1,243 41 222.0 
Isoelectric focusing 2,680 16 479.0 
Sephadex G-100 2,850 11 509.0 
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TABLE I1 
Purification of Indoleamine 2,3-Dioxygenase from Human Placenta 

Specific 
Activity 

(nmol . min-I . Yield Purification 
Steps mg-' of Protein) (%I (-fold) 

Crude extracts 0.25 100 1 
P-cellulose 2.15 75 4 
Hydroxyapatite 6.18 55 24 
P-cellulose 43.2 17 172 

Isoelectric focusing 1,530 8 6,122 
CM Affi-Gel Blue 1,675 3 6,700 
TSK CM3SW 2,525 0.9 10,116 

Sephadex G-100 136 11 536 

The summary of purification is shown in Table I1 (16). The purified enzyme 
has a molecular weight of -40,OOO on SDS-polyacrylamide gel electro- 
phoresis irrespective of either the presence or absence of SH reagents. 
Analytical gel filtration with Sephadex G-100 indicated that the native 
enzyme is a monomeric protein with a molecular weight of -40,000. The 
turnover number (101 nmol.min-*-mol-' of enzyme) of the purified enzyme 
toward L-tryptophan was almost the same as that of the rabbit enzyme 
under the standard assay conditions described above. 

IV. PROPERTIES OF INDOLEAMINE 2,3-DIOXYGENASE 

A. Substrate Specificity 

Substrate specificity of the purified indoleamine 2,3-dioxygenase from 
rabbit intestine was examined spectrophotometrically at 24°C. The spectra 
of the reaction products in either the absence or presence of formamidase 
were compared with those of authentic compounds. A single enzyme pro- 
tein catalyzed the oxygenative ring cleavage of D- and L-tryptophan, 5- 
hydroxy-D- and +-tryptophan, tryptamine, and serotonin (10). The max- 
imal turnover number was obtained with L-tryptophan (99 mol.min-*-mol-' 
of enzyme at 24"C), and the lowest K ,  value was with 5-hydroxy-~-tryp- 
tophan (20 pV). A marked substrate inhibition is observed by the 
L isomers of tryptophan and 5-hydroxytryptophan above 0.2 and 0.06 
mM, at pH 6.6, respectively. The compounds including skatole, indole, in- 
doleacetic acid, 5-hydroxyindoleacetic acid, N-acetyltryptophan, mela- 
tonin, and a-methyl-DL-tryptophan, are all inert as substrate. 
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Just like the rabbit enzyme (lo), the purified human enzyme exhibited 
a broad substrate specificity; it oxidized L-tryptophan, D-tryptophan, 
5-hydroxy-~-tryptophan, 5-hydroxy-~-tryptophan, and tryptamine (16). 
Unlike the rabbit enzyme, serotonin did not serve as the substrate for the 
human enzyme. 

These results, described above, indicate that the human indoleamine 
2,3-dioxygenase is essentially identical to the rabbit enzyme in terms of 
molecular [size, structure (monomeric) and turnover number toward 
L-tryptophan, etc.] and catalytic (substrate specificity, etc.) properties. 

B. Participation of 0; in the Reaction of 
Indoleamine 2,SDioxygenase 

One of the most interesting features of indoleamine 2,3-dioxygenase is 
that the purified enzyme is totally inactive by itself and requires both 
methylene blue and ascorbic acid for maximum activity (17). The concen- 
trations required for half-maximal activity are 2 p M  and 2 mM, respec- 
tively. So far, we have not been able to replace methylene blue by any 
natural cofactors, metals, or other compounds except for toluidine blue 
and some other closely related dyes. On the other hand, ascorbic acid can 
be replaced by some enzymes known to generate 0,. 

I .  0,- Generation and Indoleamine 2,3-Dioxygenase Activity 

With the standard assay mixture containing substrate, enzyme, buffer, 
catalase, and methylene blue, the reaction can proceed only in the presence 
of either ascorbic acid, xanthine oxidase, or glutathione reductase with 
their substrates (Table 111) (18). Ascorbic acid, the xanthine oxidase system 
and the glutathione reductase system are all known to generate 0, as well 
as H202 (19). However, neither H202 as such, nor the glucose oxidase or 
D-amino acid oxidase system, were able to replace ascorbic acid at all. 
These two enzymes were reported to generate H202 but not 0, (19). These 
results provided the first clue that 0, may be involved in this reaction. 

2. Inhibition of Indoleamine 2,3-Dioxygenase Reaction by 

When superoxide dismutase purified from erythrocytes was added to 
the reaction mixture, either at the beginning or during the steady state 
phase of the reaction, almost instantaneous inhibition was observed (18). 
This inhibition was dose dependent and could be completely abolished by 
superoxide dismutase inhibitors. Furthermore , superoxide dismutase prep- 
arations from bovine erythrocytes, green peas, spinach leaves, and Esch- 

Superoxide Dismutase 
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TABLE I11 
Replacement of Ascorbate by 0, or the H202 Generating System 

Product formationa 
Addition (nmol) 

Ascorbic acid 28.0 
Xanthine oxidase systemb 30.0 
Glutathione reductase system' 25.4 
HDz 0 
Glucose oxidase systemd 0 
L-Amino acid oxidase system' 0 

'The assay was carried out with 14 pg of dioxygenase for 10 min under standard 
assay conditions as described (10). 
bThe xanthine oxidase system consisted of 20 pg (60 n M )  of xanthine oxidase 
and 1 mM hypoxanthine. 
'The glutathione reductase system consisted of 1 pg of glutathione reductase, 
2 pg of glucose 6-phosphate dehydrogenase, 5 mM glucose 6-phosphatq 10 
mM MgCl2, and 50 p M  NADPH. 
dThe glucose oxidase system contained 10 pg of glucose oxidase and 50 mM 
glucose. 
'The L-amino acid oxidase system contained 10 pg of L-amino acid oxidase 
and 1 mM L-leucine. 

erichia coli were all inhibitory regardless of their origins and functional 
metals. These results strongly suggested that the inhibition by these dis- 
mutase preparations was attributable to their specific activity to dispro- 
portionate 0, rather than to nonspecific protein-protein interactions. 

3. Enhancement of Intracellular Indoleamine 2,3- Dioxygenase Activity 
by Diethyldithiocarbamate 

The intracellular indoleamine 2,3-dioxygenase activity in the dispersed 
enterocytes of rabbit small intestine was markedly enhanced by the addition 
of 5 mM diethyldithiocarbamate (DDC), an inhibitor of superoxide dis- 
mutase (Fig. 4) (20). This agent, however, did not show any activating 
effect on the purified indoleamine 2,3-dioxygenase in vitro. These results 
seemed to support a possible conclusion that indoleamine 2,3-dioxygenase 
is a unique enzyme that utilizes the superoxide anion rather than molecular 
oxygen as the oxidizing agent. 

4. Reaction of Indoleamine 2,3-Dioxygenase with Oi 

Since all these experiments described above indicated that 0; is involved 
in the catalytic process of indoleamine 2,3-dioxygenase, the interaction 
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Figure 4. Effects of diethyldithiocarba- 
mate (DDC) on the formation of formate 
from tryptophan. 0, + DDC; 0, -DDC. 

between 0; and the dioxygenase was spectroscopically investigated. The 
native enzyme purified from rabbit small intestine shows an absorbance 
spectrum typical of a high-spin ferric (Fe3+) hemoprotein having absorb- 
ance peaks at 406 nm in the Soret region and 500 and 632 nm in the visible 
regions at pH 6.0 (21). Upon infusion of 0, into the reaction mixture in 
the presence of catalase, the spectrum of the ferric enzyme changes to that 
of the oxygenated form of the enzyme, which has absorbance peaks at 415, 
542, and 576 nm (Fig. 5 )  (22). The formation of this new spectral species 
was completely abolished in the presence of superoxide dismutase, indi- 
cating that this process involved the binding of superoxide anion to the 
ferric form of the enzyme. This spectrum is similar to that of oxygenated 
hemoglobin (23) or myoglobin (24), peroxidase compound I11 (25), or the 
enzyme-substrate-0, ternary complex of tryptophan 2,3-dioxygenase (26). 
This apparent enzyme-0, complex can be reversibly converted to the fer- 
rous form of the enzyme and oxygen by degassing. When an excess amount 
of substrate, such as D-tryptophan, was introduced into a reaction mixture 
containing enzyme-0, complex, free enzyme and the product were im- 

" 
400 500  600 700 

WNELENGTH 0 

Figure 5. Spectral changes of indoleamine 2,3-dioxygenase by its reaction with 0, . The 
successive infusion of KOz (for 30 s) into the ferric state of the enzyme causes decrement in 
the absorbance at 406 nm and increment at 415, 542, and 576 nm. 
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mediately released. These results are consistent with the interpretation that 
the native ferric form of the enzyme binds to the superoxide anion to form 
the oxygenated enzyme (Fe3+O;), which then reacts with the substrate to 
form the endo product of the reaction. 

C. Reaction Sequence of Indoleamine 2,3-Dioxygenase 

The incorporation of the laO-labeled oxygen atoms derived from l8O5 
(Kl8O2) was not quantitative (not 100%) and the fractions of the '*O-labeled 
oxygen atoms of all the oxygen atoms incorporated into the products were 
about 49 and 77% under aerobic and anaerobic conditions, respectively 
(27). In order further to understand the reaction mechanism of indoleamine 
2,3-dioxygenase, Taniguchi et al. have determined the following rate con- 
stants (28); kl for the binding of 0; to the ferric enzyme, k2 for the binding 
of O2 to the ferrous enzyme, k3 for the conversion of the ternary complex 
to the ferric enzyme, k4 for the product formation, and k5 for the direct 
oxidation of the ferrous enzyme to the ferric form. The rate constants k, 
and k2 were 3.3 x lo6 M-ls - l  and 7.4 x 106M-'s-', respectively, in the 
absence of L-tryptophan, both values being in the same order of magnitude. 
The addition of 0.2 mM L-tryptophan significantly decreased the rate con- 
stants in both cases. The k3 value was calulated to be 0.03 s-' in the presence 
of 0.2 mM L-tryptophan. The k4 value for the product formation was 
determined to be 2.0 s-l, which is the same as that obtained from the 
steady state kinetics. The rate constant k5 for the direct oxidation of the 
ferrous enzyme to the ferric form was calculated to be 22 s-l. The relative 
amount of O2 and 0, used in the catalytic reaction is therefore assumed 
to depend simply on the ratio of k3 to k4. Relative concentration of O2 and 
O F ,  and also that of the organic substrate, may significantly affect the ratio, 
in vivo and in vitro. A possible reaction sequence of indoleamine 2,3- 
dioxygenase is proposed, as shown in Fig. 6. 

Figure 6. A possible reaction sequence of indoleamine 2,3-dioxygenase. 
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From the experimental results on the equilibrium reactions of the tryp- 
tophan binding to the enzyme, it was strongly suggested that tryptophan 
binding to the ferric enzyme is rather directly correlated to the substrate 
inhibition observed only for the L isomers of tryptophan and 5-hydroxy- 
tryptophan (21). It is also suggested that the binding of tryptophan to the 
ferrous enzyme (& = K,,,), rather than that of tryptophan to the oxygenated 
enzyme (& # K,,,), is involved in a steady state of the catalytic reaction, 
assuming that the CO-bound enzyme (Fe2+CO) has a tryptophan binding 
property similar to the oxygenated enzyme (Fe3+02). Thus, the sequence 
is analogous to that reported with pseudomonad tryptophan 2,3-dioxygen- 
ase (26). 

V. PHYSIOLOGICAL SIGNIFICANCE OF 
INDOLEAMINE 2,3-DIOXYGENASE 

A. Induction of Indoleamine 2d-Dioxygenase Under Various 
Pathological Conditions 

The indoleamine 2,3-dioxygenase activity in various tissues of mice is 
relatively stable under various physiological conditions, but it exhibits a 
daily rhythmic cycle and age-dependent changes (29). Under some path- 
ological conditions, however, the enzyme was dramatically (20- to 120- 
fold) induced. During in vivo influenza virus infection, the pulmonary 
indoleamine 2,3-dioxygenase activity increased linearly from the 5th day 
after influenza virus infection, reached the highest level (-120-fold) around 
the 11th day, and then gradually decreased to normal values in -3 weeks 
(Fig. 7) (30). The time course of the increase in the enzyme activity was 
quite different from that (a peak obtained by the 3rd day and persisted 
until the 9th day) of virus replication in the lung or that (started to rise on 
the 9th day) of the serum antibody content. Rather, it closely related to 
the perivascular and peribronchial infiltrations of mononuclear and lym- 
phocytic cells. 

The marked induction of pulmonary enzyme was also found in vivo in 
mice treated with endotoxin (lipopolysaccharide, LPS) (31) or poly(I)poly(C) 
(a double-stranded RNA) (32), both of which are known to be interferon 
(IFN) inducers. In contrast, C3H/HeJ mice, totally LPS-nonresponders, 
were unable in induction of both IFN and indoleamine 2,3-dioxygenase 
after LPS treatment (32). In vitro incubation of mouse lung slices with IFN 
also caused the enzyme induction (Fig. 8) (33), suggesting that IFN me- 
diates the enzyme induction by LPS or viruses. 

To determine the in vivo substrate of indoleamine 2,3-dioxygenase, the 
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Figure 7. Virus titer (A) and indoleamine 2,3-dioxygenase activity in mouse lung (0) and 
serum antibody content (0) at intervals after infection with PR8 influenza virus. 

changes in the metabolites of various indoleamines in plasma or urine were 
estimated after LPS treatment. When mice were treated with LPS, the 
increase in the enzyme activity caused an increase in the plasma kynurenine 
(a metabolite of tryptophan) level (Fig. 9) (34). Furthermore, the time 
courses of change in the enzyme levels in the lung and several other tissues 
examined such as the cecum, colon, and epididymis paralleled that in 
plasma kynurenine level. Under the same condition, however, other me- 
tabolites on the pyrrole ring cleavage pathway of various indoleamine 
derivatives were undetectable. These results suggest that indoleamine 2,3- 
dioxygenase oxidizes an essential amino acid, tryptophan, in vivo in mice 
infected with viruses or treated with LPS. 

B. Establishment of Antiparasitic State by IFN-y-Mediated 
Indoleamine 2,SDioxygenase Induction 

Induction of indoleamine 2.,3-dioxygenase by IFN in vitro was also re- 
ported in human lung tissue (35) and peripheral blood mononuclear cells 
(36), where IFN-y was found to be more active than IFN-a. In human 

Figure 8. Effect of mouse IFN-alp on the indole- 
amine 2,3-dioxygenase activity of mouse lung slices. 
0, +IFN (1.4 x 106 Ulmg protein); 0, +IFN (2 x 
1oX Ulmg protein); x, no addition. 

~ ...... ..... 

Dovr 

*...-- 
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Days 

Figure 9. Effects of LPS treatment on plasma 
kynurenine level (upper) and the activity 
of indoleamine 2,3-dioxygenase in the lung 
(lower). 

fibloblasts IF"-y blocked the growth of Toxoplasma gondii by inducing 
the host cells to degrade tryptophan (Fig. 10) (37); the concentration of 
tryptophan in the medium markedly affected the antitoxoplasma activity 
of IFN-y at the minimal inhibitory concentration (16 unitseml-') in Eagle's 
medium (10 FgemL-' of tryptophan). Doubling the 10 Fg of tryptophan 
found per milliliter of this medium completely blocked the effect of the 
IFN-y. These results provided the first clue to solve the question of the 
physiological significance of indoleamine 2,3-dioxygenase-initiated tryp- 
tophan deprivation. In 1986, Byrne et al. (38) demonstrated that the mech- 
anism of human IFN-y-mediated inhibition of chlamydia psittaci growth in 
T24 cells was reversed by the addition of tryptophan. Furthermore, Shemer 
et al. (39) reported that recombinant human IFN-y inhibited the growth 
of chlamydia trachomatis (L2/434 serovar) in HEp-2 cells to the same extent 
as natural human IFN-y that was purified from human lymphocytes. 
These results taken together suggested that IFN-y-mediated indoleamine 
2,3-dioxygenase induction appeared to block the growth of intracellular 
parasites, Toxoplasma gondii (37), chlamydia psittasi (38), and chlamydia 
trachomatis (39), by depleting tryptophan in the infected cells. 

C. Tryptophan Depletion: A Mechanism of Antiproliferative Effects 
of IFN-y 

In addition to the antiparasitic activities described above, IFN-y has a 
potent antiproliferative activity against many cultured cell lines (40, 41). 
Tryptophan is one of the essential amino acids for cell growth, and it is 
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Figure 10. Effect of tryptophan concentration on the inhibition of the growth of Toxoplusmn 
gondii in human foreskin fibloblasts treated with IFN-7. 0, control cultures; 0 cultures 
treated with IFN-7. 

therefore likely that the tryptophan degradation by indoleamine 2,3-diox- 
ygenase induced by IFN-y reduces the intracellular level of the amino acid, 
which consequently leads to a suppression of the growth of cells. To test 
this possibility, the relationship between the enzyme-mediated tryptophan 
degradation and the antiproliferative effect of IFN-y has been studied with 
several human cell lines (16). When the two lines of cells (HeLa and OKK 
cells) were cultured in the presence of IFN-y, the growth of cells was 
strongly inhibited as shown in Fig. 11B. This growth inhibition accom- 
panied a complete depletion of tryptophan and an accumulation of the 
metabolite, kynurenine, in the medium (Fig. 11A). Supplementation of 
the culture medium with tryptophan reversed in part the growth inhibition 
(Fig. 11B). These results clearly demonstrated that the indoleamine 2,3- 
dioxygenase-catalyzed tryptophan depletion is significantly responsible for 
the antiproliferative effect of IFN-y. De la Meza and Peterson (42) have 
also reported that the growth inhibition caused by IFN-y was counteracted 
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Figure 11. Role of the indoleamine 2,3-dioxygenase-mediated tryptophan depletion in an- 
ticellular activity of IFN-y. Panel A represents the change in level of tryptophan (0) and 
kynurenine (0) in the medium cultured with IFN-y. Panel B: growth curves of OKK cells 
(left) and HeLa cells (right). 

by the increase in tryptophan in culture medium for four human cell lines, 
HeLa229, A540, HEp-2, and T24. Moreover, Ozaki et al. (43) have found 
a similar mechanism is operative in human KB cells. The responsibility 
(induction of indoleamine 2,3-dioxygenase) of various human cells to 
IFN-y is summarized in Table IV (12, 16, 38, 39, 42-50). 

D. In vivo Induction of Indoleamine 2J-Dioxygenase in Tumor Cells: 
An Efficient Mechanism of Self-Defense 

The depletion of an essential amino acid, tryptophan, caused by 
indoleamine 2,3-dioxygenase induction in vitro, has been suggested to be 
due to a mechanism that is used in self-defense against inhaled microor- 
ganisms and tumor growth. In the case of in vivo transplantation of tumor 
cells, the cells continue to grow in a syngeneic strain of mice but are rejected 
from allogeneic animals. Under such conditions, if the cytotoxicity occurred 
in the tumor cells but not in host cells, and if tryptophan depletion by 
indoleamine 2,3-dioxygenase is a type of cytotoxicity, it would be of con- 
siderable interest since this mechanism is specific for tumor cells and not 
host cells. 

When Meth-A cells (2 x lo6 cells/mouse) were given intraperitoneally 
to an allogeneic (C57BL/6J) strain of mice, the growth of Meth-A cells 
began within 24 h after the transplantation, as observed with syngeneic 
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TABLE IV 
Induction of Indoleamine 2.3-Dioxvrrenase bv IFN-.v in Various Human Cells 

Indoleamine 2,3-Dioxygenase Induction by 1FlV-y 

(+) (-1 

Nonhematopoietic Cells 

Fibroblastic Cells 
HK-2351 (scalp) 
Skin fibroblasts (a biopsy) 
HEL (normal embryonic lung) 
MRCd (normal fetal lung) 
FS, (foreskin) 

Epithelial Cells 
HeLa (cervical carcinoma) 
HeLa 229 (cervical carcinoma) 
A-549 (lung carcinoma) 
HEp-2 (lung carcinoma) 
FL (amnion) 
A-431 (epidermoid carcinoma) 
OKK (maxillary gland carcinoma) 
KATO-111 (stomach carcinoma) 
KB (oral carcinoma) 

IMR-32 (neuroblastoma) 

A-427 (colon adenocarcinoma) 
SW-480 (colon adenocarcinoma) 
NCI-H128 (small cell lung carcinoma) 
NCI-H69 (small cell lung carcinoma) 
MCF-7 (breast carcinoma) 
HLEC-1 (liver carcinoma) 

WiDr (colon adenocarcinoma) 
1-407 (normal embryonic intestine) 
A-22 (arachnoid) 
NY (osteosarcoma) 
T-2346 (meningeoma) 
T-24 (bladder carcinoma) 

Monocytes/Macrophages (peripheral) T-cells (peripheral) 
THP-1 (monocytic leukemia) 

Hematopoietic Cells 

MOLT-4 (T-cell lymphoma) 
CCR-CEM (T-cell lymphoma) 
CCRF-SB (B-cell lymphoma) 
HL-60 (promyelocytic leukemia) 
U-937 (promonocytic leukemia) 
Raji (Burkitt lymphoma) 
RPMI1788 (lymphoma) 

animals, but the tumor cells ceased to grow on the 9th day (Fig. 12) (51). 
Rapid elimination of the tumor cells from the peritoneal cavity commenced 
around the 12th day and on the 20th day none was found. Indoleamine 2,3- 
dioxygenase was induced only when the tumor cells were being rejected 
from allogeneic animals and no change was observed when the cells con- 
tinued to grow in syngeneic animals. Furthermore, when the syngeneic 
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Days after  Treatment 

Figure 12. 
peritoneal cavity of syngeneic (BALB/c) (left) or allogeneic (C57BLI6) (right) mice. 

Indoleamine 2,3-dioxygenase induction (0) and growth of Meth-A cells (0) in 

i 

Day8 aftrr Trwtmrnt 

Figure 13. Induction of indoleamine 2,3-dioxygenase (0) in the transplanted syngeneic 
tumor (3LL) cells undergoing rejection from BALB/c mice. 0, cell (3LL) viability. 
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tumor cells in a diffusion chamber were intraperitoneally transplanted si- 
multaneously with intraperitoneal injection of allogeneic tumor cells, the 
enzyme was induced not only in allografted tumor cells but also in the 
syngeneic tumor cells (Fig. 13). Under these conditions, the tumor cells 
in the diffusion chamber ceased to grow and 50% of the cells were rejected. 
The peritoneal exudate cells consisted of tumor cells and host cells, mostly 
small lymphocytes, and the localization of indoleamine 2,3-dioxygenase in 
the tumor cells was identified by differential centrifugation or by comple- 
ment-dependent lysis with specific antibodies against tumor and host cells. 
These results indicate (a) that indoleamine 2,3-dioxygenase was dramati- 
cally induced in allogeneic or syngeneic tumor cells undergoing rejection, 
but not in host cells, (b) that the enzyme (or the antitumor state) was 
induced by factor(s) released through the interaction of allografted tumor 
cells with host cells, and (c) that such factor(s) are permeable through a 
membrane filter. Investigations into the cellular mechanism (identification 
of the type of host cells, etc.) of this enzyme induction by tumor trans- 
plantation, establishment of an in vitro system of enzyme induction in the 
tumor cytotoxicity, and isolation of soluble factors are presently underway 
in our laboratory. 

VI. CONCLUSION 

It has been almost 35 years since the discovery of oxygenases, and 
extensive studies have been carried out on their properties and functions. 
Indoleamine 2,3-dioxygenase is a unique heme-containing oxygenase, be- 
cause it requires the superoxide anion for the initiation of the reaction and 
for maintenance of the catalytic cycle during the steady state. Under various 
in vivo pathological conditions (influenza virus infection, tumor transplan- 
tation, etc.) or by addition of IFN-y to the culture medium of various types 
of cells, indoleamine 2,3-dioxygenase is induced 20- to 120-fold. After the 
enzyme induction, the growth of viruses and transplanted tumor cells in 
vivo, parasites in fibloblasts, or the cells cultured with IFN-y is completely 
inhibited. In some in vitro systems, this inhibition could be reversed by 
the addition of tryptophan (a substrate of indoleamine 2,3-dioxygenase). 
These results imply that the inhibition of virus, parasite, or tumor growth 
may be caused by the depletion of the essential amino acid, tryptophan, 
through the induction of indoleamine 2,3-dioxygenase by IFN-y or other 
as yet unidentified in vivo factor(s). 
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I. INTRODUCTION 

(p-0xo)dimetal units have recently emerged as the demonstrated or 
proposed structural motifs for the active sites of a number of proteins (1). 
In several cases, there is evidence for additional ligands that bridge the 
M-0-M unit. The (p-oxo)bis(p-carboxylato)diiron( 111) core is well es- 
tablished in the crystal structures of methemerythrin and its anion com- 
plexes (2, 3). This structural unit is but a wedge of the familiar (p3-oxo)trimetal 
cluster found in basic metal acetates, [M,O(O,CR),] (4), and the ther- 
modynamic stability of this tribridged diiron core is demonstrated by the 
synthesis of [LFe20(02CR),] complexes with a variety of tridentate li- 
gands. This structural motif may be modified in protein active sites and 
synthetic complexes by protonation or alkylation of the 0x0 bridge and/ 
or substitution of the carboxylate bridges. This chapter focuses on the 
proteins that have been proposed or demonstrated to have (p-oxo)dimetal 
centers including hemerythrin (Fe,) (5, 6), ribonucleotide reductase (Fe, 
or Mn,) (7, 8), purple acid phosphatase (FeM) (9, lo), methane monoox- 
ygenase (Fe,) (11, 12), rubrerythrin (Fe,) (13), and Mn-catalase (Mn,) 
(14, 15). Our understanding of the properties of these protein active sites 
has been greatly facilitated by the explosion of activity associated with the 
generation of appropriate synthetic analogues for such sites. This chapter 
would be incomplete without an extensive discussion of these model com- 
pounds. 



DINUCLEAR IRON- AND MANGANESE-OX0 SITES IN BIOLOGY 99 

11. DIIRON PROTEINS THAT INTERACT WITH DIOXYGEN 

Three dinuclear iron proteins are known to interact with dioxygen: 
hemerythrin (Hr), methane monooxygenase (MMO), and the B2 subunit 
of ribonucleotide (RRB2) reductase. Hemerythrin, an invertebrate diox- 
ygen carrier, cycles between a diferrous deoxy form and an oxy form, 
which is formulated as a diferric hydroperoxide complex (5, 6 ) .  Methane 
monooxygenase catalyzes the hydroxylation of methane to methanol in 
methanotrophs (16). It is proposed to utilize a dioxygen binding mechanism 
similar to that found in hemerythrin and to activate the resulting oxy 
complex for the difficult alkane hydroxylation chemistry (11). Ribonucleo- 
tide reductase converts ribonucleotides into deoxyribonucleotides in the 
first committed step in DNA biosynthesis (7). The dinuclear iron center 
appears not to be directly involved in the catalytic mechanism but instead 
is responsible for the generation of the tyrosyl radical that is essential for 
activity (17). The tyrosyl radical is obtained in a dioxygen-dependent re- 
action that presumably involves dioxygen activation by the diiron center. 
The diiron site in this enzyme is thus part of the regulatory apparatus rather 
than the actual catalytic apparatus. 

Hemerythrin, being the best characterized of the group, is the prototype 
of this class of proteins (5, 6). The circulatory protein consists of oligomers 
of an -17 kDa subunit that contains the dinuclear site. The number of 
subunits that constitute the holoprotein varies from 3 to 8 among the species 
studied (6). A monomeric form, myohemerythrin, which has been isolated 
from muscle tissue (18), is presumably related to hemerythrin in its function 
just as myoglobin is to hemoglobin. 

Two forms of hemerythrin and one of myohemerythrin have been crys- 
tallographically characterized (2, 3, 19). Crystal structures of metHr, 
metHrN,, and metmyoHrN, show the diiron active site of each subunit to 
be placed within the confines of four parallel alpha helices and bound to 
each helix by amino acid side chains (Fig. 1). The irons are held in close 
proximity by a triple bridge consisting of an 0x0 group and two carboxylates 
from aspartate and glutamate residues (Fig. 2). These bridges constitute 
the central ligands of a bioctahedron. Five of the six remaining coordination 
sites are occupied by histidines from the polypeptide chain; the sixth site 
may be vacant as in metHr or occupied by an exogenous ligand such as 
azide or hydroperoxide as in metHrN, or oxyHr, respectively. When diox- 
ygen is released from oxyHr to yield deoxyHr, the general protein structure 
apparently is retained on the basis of difference Fourier maps, and the 0, 
binding site is now vacant (19). 

There are four types of ribonucleotide reductases currently known: the 
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Myohemery thrin 

Figure 1. Schematic drawing of the structure 
of metmyohemerythrin azide. Reprinted with 
permission. 0 1979 Professor Jane S. Richard- 
son. 

coenzyme B,*-dependent enzymes found in many bacteria (20); the diiron 
enzymes from mammals, Escherichia coli, and viruses (7); the dimanganese 
enzyme from Brevibacterium ammoniagenes and related species (8); and 
the enzyme from E. coli observed during anaerobiosis (21). The diiron 
enzymes are discussed in this section, while the dimanganese enzyme will 
be covered in Section V.B. 

Of the diiron enzymes, the one from E. coli is the best characterized 
and consists of two components. Subunit B1 (aa’, 70 kDa) contains the 
nucleotide binding site, the thiols required for the reduction, and several 
effector sites (22). Subunit B2 (&, 87.5 kDa) contains the catalytically 
essential tyrosyl 122 radical (23) and the dinuclear iron site (24). Both 
subunits were cloned separately and overexpressed in E. coli, thereby 
affording enzyme of sufficient quantities for biophysical studies (25). 

Until recently, the prevailing model for the B2 subunit consisted of one 
dinuclear iron unit coordinated at the interface of the two polypeptides to 
ligands from both chains (26). Only one of the potentially two tyrosyl 122 
radicals was observed. This model was based on an iron analysis of slightly 
more than 2/RRB2 and a tyrosyl radical concentration of approximately 
1/RRB2. More recent experiments indicate that these stoichiometries should 
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Figure 2. Comparison of the first coordination spheres of the diiron sites in metmyoheme- 
rythrin azide and methemerythrin azide based on their respective crystal structures. Adapted 
from Refs. 2 and 3. 

be doubled (27). These numbers have been adjusted upward because of a 
combination of circumstances: (a) the nucleotide sequencing studies have 
determined the subunit molecular weight to be 87.5 kDa, a value 12% 
higher than the previously determined number (28); (b) the trichloroacetic 
acid (TCA) precipitation technique does not release all the bound iron and 
so repeated extraction of the TCA precipitate with dilute HC1 or complete 
hydrolysis of the polypeptide chain yielded higher iron contents; (c) com- 
plete peptide hydrolysis and subsequent amino acid analysis yielded a new 
€280, which is 17% higher than the original value. When all these factors 
are taken into account, RRB2 has 3.9 Fe and 1.4 Tyr radical per 87.5-kDa 
subunit (27). These values support a model of one dinuclear iron cluster 
per peptide chain with each tyrosine 122 radical being associated with its 
own cluster; this model has been recently confirmed by X-ray crystallog- 



102 LAWRENCE QUE, JR., AND ANNE E .  TRUE 

raphy (Fig. 3) (29) (see also color plate). Though the tyrosyl radical con- 
centration, as determined by EPR, is greater than one per RRB2 unit, it 
does not approach two radicals per subunit, the number suggested by the 
above model. The circumstances that govern the formation and stability 
of the radical, however, are currently poorly understood. 

Methane monooxygenase is the most recent addition to this class of 
dinuclear iron-oxo proteins, the best characterized enzymes being obtained 
from Methylococcus capsulatas (Bath) (12, 30) and Methy Zosinus tricho- 

OH2 
/ "o  

0 His241 
\ !/'\ /,.,+h8 

OH;"\  /'t'O 

O y  H20 "yo O 4  
Glum Asps4 

G1u115 

0 

Figure 3. ( a )  Representation of the structure of the B2 subunit of the E.  coli ribonucleotide 
reduetase. Courtesy of Prof. Hans Eklund. ( h )  Schematic of the binuclear iron site in the 
B2 subunit of ribonucleotide reductase showing the dissimilar iron sites in the p-0x0 bridged 
core. The relative position of the t y i 2  radical that is 5 A from the diiron site is indicated. 
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sporium OB3b (11, 31). As a result of an improvement in cell culturing 
and protein purification methods, substantial amounts of enzyme can be 
isolated with specific activities that are as much as 25-fold higher than those 
of earlier preparations. The higher activities now attainable derive from 
the realization that enzyme inactivation during purification could be re- 
versed by the addition of Fe(I1) and cysteine to the buffers (1 1). The enzyme 
consists of three components-a hydroxylase, a reductase, and a third 
protein component B, which appears to be required for coupling the re- 
ductase and hydroxylase activities. The hydroxylase component has an 
ct2p2y2 composition with a molecular weight of 245 kDa and contains 1-2 
dinuclear iron units (11, 16). Its reaction stoichiometry is similar to that 
of cytochrome P-450, that is, 

2H+ + R-H + O2 + 2e-  - R-OH + H 2 0  

where R H  is methane for the cellular reaction; however, the enzyme is 
capable of hydroxylating a variety of alkanes and also effecting the mono- 
oxygenations of alkenes, amines, and sulfides (32). 

A. Diferric Forms 

The diferric oxidation state is the best understood form of the Fe-O(R)- 
Fe unit. (p0xo)diferric complexes have been known for many years (33), 
but only recently has intense attention been concentrated on the detailed 
properties of these complexes as they pertain to corresponding sites in the 
proteins. 

1. Methernerythrin and Its Synthetic Analogues 

The physiologically important diferric form of Hr is oxyhemerythrin 
( 5 ,  6) (discussed in Section II.D.l), but the best characterized form is 
methemerythrin (metHr). Methemerythrin also contains a diferric site; it 
does not bind dioxygen but instead avidly binds small anions such as N, , 
SCN ., OCN-, CN-, and C1-. The crystal structures of metHr, metHrN3, 
and metmyoHrN, demonstrate that the metal sites in these complexes 
consist of a (p,-oxo)bis(p-carboxylato-O,O')diiron(III) core unit (2, 3). 
The Fe-O,,, bonds average 1.78 A, while the Fe-Fe separation ranges 
from 3.21 to 3.25 A, giving rise to an Fe-0-Fe angle of 127-135". 

The cores of metHrN3 and metmyoHrN, are compared in Fig. 2. The 
core of metmyoHrN3 features similar but distinct Fe-p,-0 bond lengths 
(Ar  = 0.03 A), lengthened Fe-N bonds for the histidines trans to the 0x0 
bridge, and unsymmetrically bridged carboxylates (3). Although similar in 
gross features, the cores of metHr and metHrN, differ in detail from that 
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of metmyoHrN3 (2). The most striking difference is the asymmetry of the 
Fe-O-Fe unit. The Fe-p-0 bonds differ in length by 0.24-0.25 1$, al- 
though the average Fe-0 bond length is exactly what an Fe-oxo bond 
should be. The crystallographers advise caution in accepting this asymmetry 
because of the difficulty of accurately locating a single 0 atom in two Fe 
atoms; however, this pattern appears in eight protein subunits in two sep- 
arate structural determinations, so the asymmetry may be real and imposed 
by the protein structure. 

Properties associated with this core unit include (a) strong antiferro- 
magnetic coupling between the two high-spin ferric centers as indicated by 
the weak paramagnetism and anti-Curie temperature dependence exhibited 
by the magnetic susceptibility (34) and NMR isotropic shifts (35), (b) large 
Mossbauer quadrupole splittings (36-38) (Table I), and (c) distinctive near 
UV and visible absorption features around 300-500 nm and a broad band 
near 700 nm (37, 55, 56). These are clearly properties associated with the 
0x0 bridge modulated by the presence of the carboxylate bridges. The 
availability of synthetic analogues of this site has greatly enhanced our 
understanding of this structural motif. 

(p,-Oxo)bis( p-carboxylato)diiron(III) complexes are readily synthesized 
by spontaneous self-assembly using tridentate amine ligands (Fig. 4) (57). 
Representative structures are shown in Fig. 5 .  Armstrong and Lippard 
were first to demonstrate the synthesis of such complexes with hydro- 
tris(pyrazolyl)borate, HBpz, (Fig. 5A) (58-60), followed closely thereafter 
by Wieghardt and co-workers with 1,4,7-triazacyclononane, TACN (61). 
Besides pyrazole and amine functionalities, pyridine, imidazole, and benz- 
imidazole ligating groups have been shown to assemble this core structure 
by treating the appropriate tridentate ligand with Fe(II1) and carboxylate 
(72-74, 82). A tribridged complex with all oxygen ligands has also been 
reported using the novel C~CO[OP(OE~)~] ,  face capping ligand (67). In a 
more directed synthesis, Christou and co-workers treated the tetranu- 
clear complex [Fe,OZ(OAc),(bipy),](CO4) with chloride to generate 
Fe20(0Ac)2(bipy)ZC12 (68), which has N2Cl terminal faces. The presence 
of the monodentate chloride ligands in the last complex models the anion 
binding site found in methemerythrin, and the synthesis of the correspond- 
ing azide complex has also been briefly mentioned (68). In a more recent 
report, Lippard and co-workers demonstrated the self-assembly of 
[Fe20(02CR)2LZC12] complexes (where L is a bidentate nitrogen ligand) 
by using rn-phenylenedipropionic acid, a diacid whose span between the 
two carboxylates allows them to occupy the appropriate positions of a (p- 
oxo)bis(p-carboxy1ato)dimetal core (69). Relevant structural and physical 
properties of these complexes are compared in Table 11. 

All (p-oxo)bis( p-carboxylato) complexes in Table I1 are similar from a 



XTA, XICOO- 
x = 2pyridyl 
x I 2-benzimidazdyl 

, X = l-methyC2-imidazolyl 

HBPZ3 
X- < 

x x 

BBA 

EtBMA, R = W 5  

BzBMA, R = CH&H5 
PrBMA, R=n-GJ+ R 

TACN, R=H 
Me,TACN. R = C y  

Figure 4. Structures of ligands and their abbreviations. 
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Y 

C26 

D 

C 

5 

B 

Figure 5.  Representative crystal structures of synthetic diiron complexes.  ( a )  
[FezO(OAc)z(HBpz,)zl, (b)  [FezO{OzP(OPh)}z(Me~TACN),l, ( c )  [F~ZO(OB~)(TPA),](CIO,)~, 
( d )  (Me4N)[Fe,(5-Me-HXTA(OAc),l. Reprinted with permission from Refs. 59, 62.  77, 81, 
0 American Chemical Society. 

structural perspective. In all cases, some effective symmetry element, either 
a twofold axis or a plane, relates the two halves of the molecule to give 
two essentially equivalent iron sites. Thus the inequivalence of the iron 
sites in metHr and metHrX is not modeled by these complexes. The 
Fe-O,,, bond falls in the range of 1.77-1.80 A, not unlike those found in 
(p-oxo)diiron(III) complexes that have no additional bridges (33). Where 
the three groups of the tridentate ligand are identical, the ligand trans to 
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the 0x0 bridge exhibits a longer Fe-N bond. The two Fe-O,, bonds in a 
complex can differ in length by as much as 0.04 A. Where the three groups 
on the tridentate ligand are different, the weakest base is trans to the 0x0 
group. This trans influence is understandable in view of the strength of the 
iron-oxo bond. 

In general, the iron-ligand bond lengths found in the synthetic com- 
plexes match well with those determined for metmyoHrN3, thus empha- 
sizing the veracity of these compounds as models and confirming the re- 
liability of the protein crystal structure analysis. On the other hand, the 
structural parameters found for metHr and metHrN, appear to be longer 
than corresponding mean distances observed for the models, with the ex- 
ception of the extremely short Fe-0,,, bond. This mismatch is troubling, 
particularly in light of the metmyoHrN, data, and needs further scrutiny. 

The addition of carboxylate bridges to the (poxo)diiron(III) unit re- 
stricts the Fe-0-Fe angle to 120 -t 5” and the Fe-Fe separation 
to 3.12 & 0.05 A. It is interesting that all the (p-oxo)bis(pcarboxy- 
lato)diiron(III) complexes in Table I1 exhibit Fe-Fe distances that are 
significantly shorter than the 3.21-3.25 A values found for metHr. It has 
been argued that the “trigonal bite” of the ligands may give rise to 
the shorter Fe-Fe separation (la), but the recent addition of 
Fe20(OAc)zClz(bipy)2 to this family of compounds renders this argument 
invalid because this complex still has a 3.15 8, Fe-Fe distance despite having 
a bidentate and a monodentate terminal ligand on each iron (68). The 
rationale for the difference in Fe-Fe separations between the synthetic 
complexes and the protein structures should be further investigated. 

Mossbauer spectra of metHrX complexes consist of quadrupole doublets 
at liquid helium temperatures with isomer shifts of -0.5 mm - s-l, indi- 
cating that the ferric centers are in the high-spin state and antiferromag- 
neticaily coupled (36-38). These complexes also exhibit large quadrupole 
splittings (AE,) and, in some, are distinguished by two different AEQ val- 
ues, presumably due to the inequivalence of the two iron sites (Table I). 
The synthetic complexes also exhibit large AEQ values (Table 11). Although 
it has not been established by single-crystal Mossbauer experiments, the 
large AEQ values are likely to be due to the short Fe-O,,, bond, which is 
expected to distort significantly the electric field gradient about the 57Fe 
nucleus. 

The antiferromagnetic coupling found by magnetic susceptibility meth- 
ods in metHr is strong with J = - 134 cm-1 (H = -2JS1 * S,) (34). The 
NMR shifts of the solvent exchangeable protons on the histidine residues 
coordinated to the irons of metHr also corroborate the presence of strong 
coupling. They are found between 13-25 ppm (35) and are considerably 
less than the NH shifts in mononuclear high-spin ferric imidazole complexes 
(-100 ppm ) (43, 96). The contact shift is directly proportional to the 
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electron-nuclear hyperfine splitting constant, A ,  and to the magnetic sus- 
ceptibility of the complex. Assuming that the hyperfine coupling remains 
relatively constant in the various coupled spin states, the contact shift in 
a coupled system is expected to decrease as J increases (43). For compar- 
ison, the synthetic complexes exhibit J values that range from -108 to 
-132 cm-'. The values are somewhat larger than those found for oxo- 
bridged nonheme iron complexes with no additional bridges (97) and sug- 
gest that the carboxylates introduce additional pathways for coupling. 

The electronic spectra of metHr (37, 55,  56) and the synthetic 
(k-oxo)bis(p-carboxylato)diiron(III) complexes are similar (Fig. 6 and Ta- 

a6 

0.4 

0.2 

I) 

2 

. w  
I: 

2.0 

I .o 

Figure 6.  Comparison of the electronic spectra of metHrN, and [Fe20(OAc),(HBpz,),]. 
Reprinted with permission from W. H. Armstrong, A.  Spool, G.  C. Papaefthymiou, R. B. 
Frankel, and S. J.  Lippard. J. Am. Chern. Soc., 106, 3653-3667 (1984). Copyright Q (1984) 
American Chemical Society. 
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ble 111). Based on variable temperature circular dichroism (CD) and po- 
larized single-crystal absorbance studies, Solomon and co-workers (98) 
recently assigned many of the intense UV transitions as 0x0-to-Fe(II1) 
charge transfer in nature and strongly argued against their assignment as 
simultaneous pair excitation of ligand field bands as earlier suggested by 
Gray, Schugar, and their co-workers (101). The lower energy bands in the 
visible region are assigned to ligand-field transitions, whose intensities are 
enhanced by low symmetry mixing with their intense low energy 0x0 bands. 
These spectral features are not found in complexes with linear 0x0 bridges 
(58) and appear characteristic of complexes with bent Fe-0-Fe bonds. 

Laser excitation into these absorption features, particularly in the near 
UV, gives rise to resonance Raman features associated with the Fe-0-Fe 
unit. In general, the symmetric stretch is found near 500 cm-', while the 
asymmetric stretch occurs near 800 cm-' (58, 102-104). In accordance with 
a simple triatomic model, these values depend on the Fe-0-Fe angle. 
indeed, the positions of v, and v,, together with their '*O isotope shifts 
have been used to estimate Fe-0-Fe and the correspondence is reasonable 
for complexes with known crystal structures (104). 

In a survey of tribridged (p-oxo)diiron(III) complexes with N3 face- 
capping ligands (104), Sanders-Loehr et al. noted an interesting correla- 
tion-that the enhancement of v, relative to a standard depends on the 
nature of the ligands cis and trans to the 0x0 bridge (Fig. 7 and Table IV). 
Complexes with only amine nitrogen ligands exhibit weak enhancements 
of <30. This enhancement increases to -75 when aromatic nitrogen ligands 
cis to the 0x0 bridge are present and to >300 when aromatic nitrogen 
ligands are both cis and trans to the 0x0 bridge. Not surprisingly, with its 
histidine-rich coordination environment, metHrX complexes fall in the last 
category. The exact mechanism for this enhancement is not established. 
Perhaps the presence of ligands capable of wdelocalization can enhance 
the intensity of the 0x0-to-Fe(II1) charge-transfer transition, which then 
translates into a substantially larger resonance Raman enhancement. The 
tribridged complex with CpCo[OP(OEt),], capping ligands has recently 
been shown to be among the complexes that exhibit strongly enhanced v, 
vibrations (67); its all-oxygen ligand environment, while not contradicting 
the above correlation, demonstrates that ligands besides aromatic hetero- 
cycles can engender such an enhancement. 

One aspect of the Raman spectra of metHrX complexes not modeled 
by the synthetic complexes discussed thus far is the enhancement of the 
asymmetric Fe-0-Fe stretch, vas. The v,,/v, intensity ratios for metHrX 
complexes range from 0.18 to 0.4, whereas the ratios in these models are 
0.09 or less, <0.04 for most cases (104). The synthetic complexes all have 
twofold symmetry, while the metHrX complexes lack twofold symmetry, 



TABLE I11 
Electronic Transitions for Fe"I2O Centers in Proteins and Models 

Complex 

A,,, in nm (E in M-I cm - '  per diiron center) 

LMCT and 6A --j 4A I ,4E 6A + 4T, bA + 4T, 

metHrOH" 

oxyHr" 

metHrN," 

metHrCI" 

metRRB2* 

ruhrerythrin' 
[F~ZO(OAC)~(HBPZ,),I~ 

[F~,O(OAC)~(M~~TACN)~]~+ ( f )  

[Fe,O(OAc),tphn]~ * ( h )  

[Fe20( OBz)(TPA):]' * ( j )  

320 (6800) 
362 (5900) 
330 (6800) 
360 (sh, 5500) 
326 (6800) 
380 (sh, 4300) 
329 (W) 
380 (6ooo) 
325 (4700) 
370 ( 3 W )  
365 (-5300) 
339 (9300) 
358 (sh) 

342 (10200) 

336 (9000) 

323 (7760) 
368 (shf 

345 (10,500) 

355 (8000) 

348 (7400) 

329 (6060) 
332 (1MX)o) 
366 (sh) 

328 (12000) 
368 (sh) 

480 (sh, 550) 

500 (1100) 

445 (br, 3700) 

490 (sh, 750) 

500 (400) 

460 (750) 
457 (1010) 

460 (1080) 
489 (980) 
455 (960) 

402 (920) 
528 (sh) 

490 (860) 
468 (1300) 
492 (sh) 

424 (960) 
472 (1400) 
513 (1100) 
485 (sh, 610) 
525 (220) 
560 (sh. 100) 

505 (990) 
464 (sh, 387) 

492 (1000) 

534 (sh) 

492 (1OOO) 
504 (980) 
534 (sh) 

544 (sh) 

470 (1 100) 

458 (1200) 

504 (940) 

460 (1200) 

610 (150) 

750 (200) 

680 (1 90) 

655 (1811) 

600 (150) 

695 (140) 

692 (140) 

691 (130) 

745 (71) 

729 (140) 

620 (100) 

730 (157) 

700 (140) 

700 (160) 

990 (8) 

9 0  (10) 

1010 (10) 

1020 (11) 

995 (7) 

1031 (7) 

1054 (9) 

1054 (10) 

'Compiled from Refs. 37, 98, and 99. 
*Values corrected for 2 dinuclear centers per mole; Ref. 24. 
'Reference 12. 
"Reference 58. 
'Reference 71. 
Reference 100. 
gReference 72. 
*Reference 73. 
'Reference 68. 
'Reference 81. 
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400 

300 

200 

100 

0 

Figure 7. Comparison of the resonance Raman intensities of the v,(Fe-0-Fe) and the 
v, (Fe-0-Fe) features for a series of (poxo)diiron(III) synthetic complexes and proteins. 
Data used is from Refs. 82 and 104. 

which may enhance the v,, intensity and depress the v, intensity. Examples 
of such intensity ratios in synthetic complexes will be discussed shortly. 

In addition to the electronic features associated with the Fe-0-Fe group, 
some metHrX complexes also exhibit X-to-Fe(II1) charge-transfer tran- 
sitions (98, 99, 105). For example, the azide complex shows a broad band 
near 445 nm, which in single-crystal absorbance data is polarized perpen- 
dicular to the Fe-Fe axis and becomes resolved into two features at 485 
and 442 nm at 77 K (98). Upon laser excitation into the visible band, 
vibrations associated with an Fe-N, stretch and intra-azide stretches are 
observed (106, 107). 

Synthetic complexes where the bridging groups have been varied are 
known; these complexes serve to ascertain the properties that have been 
ascribed to the (p-oxo)bis( p-carboxylato)diiron(III) unit. For example, 
the 0x0 bridge can be replaced by hydroxo, alkoxo, or phenoxo groups. 
When [FeZ(HBpz3)20(0Ac)Z] is treated with one equivalent of HBF, in 
CH2C12, the conjugate acid [Fe2(OH)(OAc)2(HBpz,)2]c is formed (60). 
Protonation of the 0x0 bridge results in the lengthening of the Fe-Obridge 
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TABLE IV 
Resonance Raman Properties of the u(Fe-0-Fe) Features 

of (pOxo)diiron(III) Units in Proteins and Models" 

V, v, 
(cm I )  (cm-I) 1,/Iw26 I s /  I,, 

oxyHr 486 753 210 0.17 
metHrN, 507 768 295 0.27 
metHrOCN 509 782 1250 0.09 
RRB2 493 756 >205 0.20 

[Fe20(oAc)2{[oP(oEt)21~CoC~}*l~ 510 320 
[Fe20(OBz)(TPA)21CI0,), 497 772 160 0.33 
[Fe2O(0Ac)(TPA),(CIO,), 499 770 140 0.30 
[Fe20{02P(oPh)2}(TPA)21(Clo,), 458 782 220 0.18 

[Fe@(OA~)z(HBpz3)21 528 75 1 315 <0.04 

[ Fe,O(ph thal)(TPA),](ClO,),d 433 787 >150 c0.04 
[Fe20(OBz)(HDP),](BPh,) 494 763 5 <0.04 
[Fe20102p(oph)2}(HDP)21(BPh,) 461 15 <0.04 

[Fe,O(OAc),(TACN)]I, 540 749 35 <0.04 
[Fe20(OAc)2(Me,TACN)2](C10,)2 537 <0.04 
[Fe,0(oAc)2(t~bn)12(N0,), 525 727 90 0.09 

[Fe20( OAC),(TMIP),]~~ 380 <0.04 

"All values unless noted are from Ref. 104. 
Walues obtained with 410-nm excitation. 
'Reference 67. 
dReference 84b. 

bond to 1.95 8, and the Fe-Fe distance to 3.44 8, , leaving the Fe-0-Fe 
angle at 125". In turn, the visible absorption features bleach, AEQ dimin- 
ishes to 0.5 mm . s-l, and - J  decreases to 17 cm-'. The weakening of 
antiferromagnetic coupling between the metal centers may be attributed 
to the loss of one of the r-type orbitals on the 0x0 bridge available for 
superexchange and the consequent lengthening of the Fe-Obrldge bonds. 

Although dinuclear complexes with p,-alkoxo bridges have been re- 
ported, for example, FQ(HPTB)(NO~)~ (108) and [Fe2(HFW3)(OBz)2](C104)3 
(85) ,  neither one has been crystallographically characterized. The J values 
for the two complexes are -22 and -25 cm-I, respectively (85, 109). 
Based on structures of the tetranuclear complexes [Fe4(HPTB)202(02CR)2] , 
the Fe-Obrldge distance is estimated to be -1.9 A and the Fe-0-Fe angle 
-140" (85). 

A (&phenoxo)bis( p,-carboxylato)diiron(III) complex, (Me4N)[Fe2(5- 
M~HXTA)(OAC)~]  has been crystallographically characterized (Fig. 5 4  
(62). It exhibits Fe-Obrldge bonds of 2.01 A, an Fe-Fe separation of 3.44 
A, an Fe-0-Fe angle of 118", and asymmetrically bridged acetates 
(ArFe-OAc = 0.02-0.03 A). The further lengthening of the Fe-Obrldge bonds 
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results in further weakening of the antiferromagnetic coupling [J - - 10 
cm-’ for the 5-Me-HXTA complex (84) and - €2 cm-’ for the analogous 
BPMP complex (64)] as the bridge oxygen orbitals are now involved in 
both u and n bonding to the phenyl group. Visible absorption properties 
of these compounds are not relevant because their spectra are dominated 
by the phenolate LMCT band. 

This series of p-0x0, p-hydroxo, p-alkoxo, and p-phenoxo complexes 
thus demonstrates the effect of the oxygen bridge on the properties of these 
dinuclear centers. Increasing demand of the bridge substituents on the 
available oxygen electrons results in the lengthening of the Fe-Obndge bonds 
and the weakening of the antiferromagnetic coupling between the two 
Fe(II1) centers. 

Alterations in the carboxylate bridges also affect the properties of the 
(p-oxo)diiron(III) core. A variety of oxoanions has been demonstrated to 
form the tribridged diiron core (Fig. 5b) (75-77). Because of their potential 
relevance to the anion complexes of the purple acid phosphatases, detailed 
discussion will be made in Section 1II.F. Wieghardt and co-workers have 
undertaken a systematic study with complexes of Me3TACN with oxoanions 
that vary in charge, bite angle, and affinity (basicity) for the iron centers. 
In general, the substitution of carboxylate with other oxoanions results in 
the increase of both Fe-Obrldge bond lengths and the Fe-Fe distance with 
concomitant weakening of the antiferromagnetic interaction (77). 

A different variation on the bridging carboxylates is to provide circum- 
stances that allow the coordination of only one carboxylate bridge. This 
modification is easily accomplished with the use of tetradentate tripodal 
ligands, of which there are three examples: P A ,  HDP. and HPTA. With 
TPA and HDP, complexes of the type [Fe20(02CR)L2]X3 can be formed 
(Fig. 5c) (80-82). The (p-oxo)( p-carboxylato)diiron(III) core is structur- 
ally similar to the tribridged core, but differs in some respects. The Fe- 
Obridge distances are comparable, but the Fe-0-Fe angles and, conse- 
quently, the Fe-Fe distances are bigger, (129 ? 1)” and (3.23 2 0.01) A, 
respectively. The reasons for the latter values are not established, although 
Norman et al. (82) have pointed out that the increases are a natural con- 
sequence of transforming a face-shared bioctahedron to an edge-shared 
one, at the same time maintaining similar Fe-ligand bond lengths. It is 
interesting to note, however, that the Fe-0-Fe angles and the Fe-Fe 
distances found in the dibridged complexes have values closer to those 
found in metHr and metHrN, than those of the tribridged complexes (Ta- 
bles I and 11). 

The loss of one carboxylate bridge does not appear to alter significantly 
the properties of the (p-oxo)diiron(III) unit. [F~,O(OAC)(TPA)~](C~O~)~ 
exhibits a visible spectrum very similar to that of [Fe20(OAc),(HBp~3)2] 
(81). The J value for the TPA complex is -114 cm-I and AEo is 1.52 
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mm * s- ', values analogous to the tribridged (p-oxo)diiron(III) complexes. 
The third example of a dibridged core was actually the first such complex 

reported; it is a tetranuclear iron complex of HPTA involving two 
(p-alkoxo)diiron(III) units, which are attached together by oxide and 
carbonate bridges between iron pairs to yield a nearly square array of 
iron atoms (83). The (p-oxo)(p-carbonato)diiron(III) substructure shows 
Fe-Obndge bonds of 1.83 A, an Fe-0-Fe angle of 136.4", and an Fe-Fe 
separation of 3.37 A. All these structural parameters are larger than those 
found for the TPA and HBpz, complexes with acetate bridges and most 
likely result from the high negative charge of the complex. The complex 
exhibits stronger paramagnetism than the other complexes as would be 
expected from the structural data; temperature dependence of the mag- 
netization is complicated by the presence of two antiferromagnetic path- 
ways among the four irons and a fit to the data gives J,,, = - 63 cm-' and 
Jalkoxo = - 11 cm- l .  

A (p-alkoxo)(p-benzoato)diiron(III) substructure is present in the tet- 
ranuclear iron complex [Fe4(HPTB),02(0B~)2]4+ , with Fe-Oalkoxo bonds of 
2.0 A, an Fe-Fe distance of 3.54 A, and an Fe-0-Fe angle of 124" (85). 
Unfortunately, magnetic properties of this unit are complicated by the 
presence of stronger coupling via 0x0 bridges to another (p-alkoxo)(p- 
benzoato)diiron(III) unit. and no value for J could be obtained. In general, 
properties of dibridged complexes are similar to tribridged complexes; 
these dibridged structures are thus also suitable candidates for the active 
sites of dinuclear iron proteins that are not yet characterized crystallo- 
graphically. 

The TPA complexes provide yet another variation on these structural 
themes-the two iron sites are inequivalent (Fig. 5 4  (81, 82). On Fe2, 
the amine nitrogen is trans to the 0x0 bridge, while a pyridine is trans on 
Fel. The 0x0 bridge exerts its trans influence, and these Fe-N bonds are 
longer than the corresponding Fe-N bonds cis to the 0x0 group. The 
carboxylate bridge consequently is trans to a pyridine on Fel and to the 
tertiary amine on Fe2, giving rise to an asymmetrically bridged unit 
(Ar,e-o = 0.06 A). The inequivalence of the iron atoms is now established 
for six TPA complexes with different three-atom bridges, and it persists in 
solution as indicated by NMR spectra (82). It is not clear what gives rise 
to the inequivalence, but molecular modeling suggests that the symmetric 
structure may have unfavorable H-H interactions between pyridine C-H 
atoms on the two TPA ligands (82). 

This inequivalence neither significantly affects the visible absorption 
properties of the (p-oxo)diiron(III) unit, nor changes the antiferromagnetic 
interaction as the values for J are similar in the TPA and HDP compounds. 
However, the inequivalence makes the resonance Raman properties of 
these complexes different from those of the symmetric ones (Fig. 7). For 



120 LAWRENCE QUE, JR.. AND ANNE E. TRUE 

the TPA complexes, the resonance Raman enhancements of the v,(Fe-0- 
Fe) expressed as IslIw2 are 140-230, which are significantly smaller than 
that found for the HBpz, complex, presumably due to the presence of only 
one pyridine trans to the 0x0 bridge (82). More interestingly, the I J I ,  
ratio, the relative amount of resonance enhancement of the asymmetric 
Fe-0-Fe stretch compared to the symmetric Fe-0-Fe stretch, is 0.18- 
0.33, a value similar to those of metHrX complexes (104). That the in- 
creased I J I ,  ratio is due to the inequivalence of the Fe ligand trans to the 
0x0 bridge is emphatically affirmed by the Ias/Is value of [N5Fe-O-FeC13]X 
(110), the first welf-characterized unsymmetric (p-oxo)diiron(III) complex, 
which exhibits an intense v,, and a weak vs (Ias/Is)  = 2.7). Thus, the I J I ,  
ratio would appear to be a useful indicator of the asymmetry of dinuclear 
iron-oxo complexes. Other 0x0-bridged complexes with inequivalent 
metal sites include PFe-0-FeP' ( l l l ) ,  PFe-0-CrP (112), and 
[F~M~O(OAC)~(TACN)~]'+ (113). 

2. Ribonucleotide Reductase 

We can apply many of the insights derived from the synthetic complexes 
to the interpretation of the spectroscopic data for the iron centers of the 
ribonucleotide reductase from E. coli. That the dinuclear iron centers in 
RRB2 consist of (p-oxo)diiron(III) units similar to that found in meth- 
emerythrin is based on several observations. The EXAFS analysis clearly 
shows the presence of short Fe-0 bonds of 1.8 A (40, 41). The presence 
of such short p-0x0 bonds in the presence of longer distances typical of 
amino acid ligation is qualitatively indicated by a diminished intensity of 
the Fourier-filtered first shell EXAFS at low k values (Fig. 8). Figure 9 
illustrates the differences in the first shell EXAFS spectra of [Fe(a~ac)~],  
[F~,OH(OAC),(HB~Z~)~]+, and [Fe20(OAc),(HBpz3),]. The short Fe-0 
bond gives rise to a frequency component that is nearly 180" out of phase 
from the component due to the longer Fe-(0,N) bonds at low k values 
and effects a partial reduction of the longer Fe-(0,N) absorption intensity 
by destructive interference (40). 

Mossbauer spectra of native RRB2 reveals two quadrupole doublets of 
equal intensity with 6 values of 0.5 mm * s-l, which are typical of high- 
spin ferric centers and AEQ values of 1.65 and 2.45 mm * s-' (26). These 
large quadrupole splittings are expected of (p-oxo)diiron(III) complexes. 
The appearance of two iron centers with distinct AEQ values was difficult 
to rationalize in the RRB2 model proposed by Reichard and co-workers 
(24) of a diiron site located between the two polypeptide chains of the B2 
subunit because of its implied twofold symmetry, but is completely un- 
derstandable in the new model of two diiron sites per B2 subunit when 
the two iron atoms of each dinuclear site have different environments (27). 
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The Mossbauer spectra of RRB2 at 4.2 K in large applied fields are 
indicative of a diamagnetic ground state. This result implies that the 
two iron centers in the dinuclear unit are coupled antiferromagnetically. 
Variable temperature magnetic susceptibility measurements yield a J of 
( - 108 * 20) cm - as expected for an 0x0 bridged diiron complex (24). 

The presence of additional bridges like carboxylate is suggested by the 
electronic and EXAFS spectra of RRB2. Besides the spectral features of 
the tyrosyl radical, which can be eliminated by hydroxyurea reduction (24), 
the UV/vis spectrum of RRB2 shows features at 325, 390, and 600 nm, 
akin to those found for metHr and its synthetic analogues (Fig. 10) and 
indicative of a bent Fe-0-Fe unit. EXAFS data show an Fe-Fe distance 

3 .  6 .  9 .  12. 15. 

k (A-’) 
Figure 8. Fourier-filtered first shell EXAFS data for scvcral diiron proteins. Reprinted with 
permission from L. Que, Jr. ,  R. C. Scarrow. in Metal Clusters in Proteins, L. Que, Jr . ,  Ed., 
American Chemical Socicty, Washington, DC, 1988, pp. 1.52-178. Copyright (3 (1988) Amer- 
ican Chemical Society. 
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Figure 9. Fourier-filtered first shell EXAFS data for representative model compounds. 

Figure 10. Electronic spectra of metHr, metRRB2, and MMO,.. 
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of 3.22 8, (40), or 3.26 8, (41), which together with the short Fe-0 bonds 
of 1.80 A, yield an Fe-O-Fe angle of 127-129". This angle is smaller than 
what is seen in complexes with only a p-0x0 bridge and suggests at least 
one additional bridge(s). Thus, the data point to a (p-oxo)diiron(III) com- 
plex with one or two carboxylate bridges. 

The nature of other ligands in this dinuclear complex can be deduced 
from other spectroscopic data. It is clear that the tyrosyl radical is NOT a 
ligand. Reduction of the tyrosyl radical with hydroxyurea does not alter 
the features of the Mossbauer (26) and EXAFS (40) data. Indeed, the only 
hint that the radical is in the vicinity of the dinuclear iron unit is the 
temperature dependence of the EPR relaxation properties of the radical 
signal. At liquid helium temperatures, the tyrosyl radical behaves like an 
isolated organic radical. But, at temperatures where the dinuclear iron 
complex becomes paramagnetic, the radical signal becomes harder to sat- 
urate relative to an isolated radical (114). Based on these effects, the radical 
is estimated to be within 10 8, of the diferric site. 

Site-directed mutagenesis experiments have identified Tyr-122 as the 
residue that is oxidized (23). The tyrosyl radical can be observed by EPR 
spectroscopy at g = 2.0 as a doublet (A = 19 G) of triplets. In a beautiful 
study using E. coli tyrosine auxotrophs and specifically deuteriated tyro- 
sines, Sjoberg et al. (115) showed that the major splitting arose from one 
of the P-CH2 protons, which can be rationalized by a CH2 conformation, 
wherein one C-H bond is nearly coaxial with the tyrosine 7~ orbitals and 
the other is nearly perpendicular. Such a conformation would result in the 
transfer of significant unpaired spin density to one C-H but not to the 
other. An EPR signal with similar properties has been ascribed to the 
tyrosyl radical D in Photosystem I1 (116). The minor splittings, on the 
other hand, arise from interactions with 3,5-ring protons. By laser exci- 
tation into the tyrosyl electronic bands near 400 nm, a Raman feature at 
1498 cm is observed (117). The energies of this vibration, as well as its 
insensitivity to D20, strongly suggest that the radical is present as a neutral 
species. The spectroscopic properties are also reproduced by neutral syn- 
thetic phenoxy radicals. 

Resonance Raman studies on the dinuclear iron centers of RRB2 reveal 
features at 496 and 756 cm-'. Due to their isotope shifts with H2180 and 
to their similarity to bands seen in hemerythrin, these features are assigned 
to v,(Fe-O-Fe) and v,,(Fe-O-Fe), respectively (118, 119). The low energy 
of these vibrations may be due to hydrogen bonding of the p-0x0 bridge, 
which would decrease v, from the expected value of 510 cm-I. Indeed, in 
D 2 0  buffer, v, shifts by + 3  cm-' as deuterium exchange into the putative 
hydrogen bond results in a weaker D-0 interaction and results in a smaller 
perturbation of the v, value from the expected one. 
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The Zs/Zw ratio for RRB2 is 2205, smaller than that found for metHr 
(104, 119). Based on the model studies discussed earlier, it is inferred that 
there are fewer histidine ligands and the two ligands trans to the 0x0 bridge 
may be aromatic nitrogen ligands. In addition, the Zas/Zs ratio of 0.27 implies 
an asymmetry comparable to those found in the metHrX and TPA com- 
plexes (Table IV), consistent with the Mossbauer results indicating two 
distinct iron centers (27). 

Comparisons of EXAFS data on RRB2 and metHrN3 show that the 
average first shell Fe-(0,N) distance excluding the Fe-O,,, bonds is sig- 
nificantly shorter for RRB2 (2.06 vs. 2.13 A, respectively) (40, 41). A 
survey of crystal structures for high-s in Fe(II1) complexes reveals that 

at 2.1-2.2 A. Corroboration of the bond length shortening in a tribridged 
complex has recently been obtained with an 0 3  facecapping ligand (67). 
In this complex, the Fe-0 bonds to the tridentate ligand average 2.06 A 
compared to 2.15 8, for the corresponding HBpz, complex. The shorter 
average Fe-(0,N) distance in RRB2 thus suggests that the coordination 
environment of this dinuclear iron site is more oxygen rich than that of 
metHrN3. Minimally, the shorter average distance would require the sub- 
stitution of a histidine on each iron atom of metHrN, with an oxyanion 
ligand (e.g., OH-, carboxylate, phenolate) to generate the EXAFS spec- 
trum of RRB2, a conclusion consistent with resonance Raman data. 

Evidence for a hydroxide ligand was inferred from Raman spectra show- 
ing a band at 596 cm-’ with appropriate H2l80 and D20 isotope shift 
behavior (119). This feature, however, has recently been demonstrated to 
arise from a species due to laser decomposition of the protein (117). 

Evidence for histidine as a ligand can be obtained from EXAFS and 
NMR data. The presence of second and third shell features at 3.0 and 
4.3 8, in the EXAFS spectrum is usually indicative of imidazole coordi- 
nation (41). Among protein ligands, the imidazole ring is most likely to 
be coordinated in such a way as to enhance the contributions of these more 
distant scatterers via multiple scattering pathways. These outer-shell fea- 
tures are weaker in RRB2 than in metHrN3, consistent with the suggestion 
of fewer histidine ligands for RRB2. 

The NMR spectra of native RRB2 show a feature at 24 ppm, which 
disappears upon D20 exchange (120). The observed shift and solvent ex- 
change behavior is as expected for N-H groups of imidazoles coordinated 
to (poxo)diiron(III) complexes. Methemerythrin exhibits such a peak at 
24 ppm ( 3 9 ,  and a variety of model complexes show features associated 
with imidazole N-H in the 14-20 ppm region (72, 85, 96). When compared 
to those found for mononuclear high-spin Fe(II1)-imidazole complexes at 

Fe(II1)-0 bonds are typically 1.9-2.0 x while Fe(II1)-N bonds are longer 
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-100 ppm (43), the significantly smaller values found for the dinuclear 
complexes reflect the strong antiferromagnetic coupling between the Fe(II1) 
centers, which drastically decreases the magnetic susceptibility of the com- 
plex. There is also some variation in the electron-nuclear hyperfine splitting 
constant A in the various complexes, reflecting differences in the strengths 
of the Fe-imidazole bonds. 

In addition to the D,O-exchangeable feature, the NMR spectra of RRB2 
also exhibit a nonexchangeable feature at 19 ppm with approximately three 
times the intensity of the 22-ppm peak (120). This peak is currently not 
assigned, but presumably arises from a coordinated ligand. 

The crystal structure of the B2 protein of ribonucleotide reductase for 
E. coli has recently been solved (29); it confirms the presence of one 
dinuclear iron site per subunit, with each site being associated with its own 
tyrosine 122 radical. The diferric active site is shown in Fig. 3b. 

This diiron site differs from that of hemerythrin by having only two 
bridges, one pox0  and one pcarboxylato, between the two ferric ions, 
and by the two irons being in a more oxygen-rich coordination sphere. 
Contrary to what was expected from the resonance Raman data, the his- 
tidines are located cis to the p-0x0 bridge, and, in fact, carboxylate ligands 
are located trans to the pox0  bridge. The coordination environments of 
the two irons in the dinuclear unit are quite different, in accord with the 
Mossbauer data. One iron has two monodentate glutamate residues, a 
histidine, and water as terminal ligands in an approximately octahedral 
array, while the other iron has a bidentate aspartate residue replacing the 
two monodentate glutamates. The chelated carboxylate on the latter site 
results in an environment considerably distorted from an ideal octahedron, 
which may account for the large Mossbauer quadrupole splitting (2.45 
mm * s-l) seen for one of the irons in RRB2 (26). Tyrosine 122 is located 
5 8, away from the iron site and 10 8, from the protein surface. This 
placement raises questions regarding the role of the tyrosyl radical in ef- 
fecting H-atom abstraction. 

3. Methane Monooxygenase 

The hydroxylase component of methane monooxygenase (MMO) con- 
tains the diiron active site (11, 12, 30, 31). The properties of the diferric 
form of MMO differ from those of metHr and RRB2. This enzyme is 
essentially colorless with an electronic spectrum that exhibits a weak ab- 
sorption tail in the region of 300-400 nm (Fig. 10). It exhibits only one 
quadrupole doublet in the Mossbauer spectrum with a splitting of 1.07 
mm . s-I, a value that is intermediate between (poxo)diiron complexes 
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of the metHr sort and mononuclear high-spin ferric complexes (31). The 
quadrupole doublet persists even at liquid helium temperatures and high 
field studies at 4.2 K indicate a diamagnetic ground state (Fig. 11). How- 
ever, some paramagnetism can already be detected at 20 K, implicating 
population of an S = 1 excited state at this temperature (53, 121). Although 
the 4.2 K Mossbauer spectrum shows the presence of an antiferromag- 
netically coupled diiron unit, the other observations suggest some modi- 
fication of the putative 0x0 bridge to account for the lack of visible spectral 
features and the weaker coupling. Since the conversion to the pox0 group 
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Figure 11. Mossbauer spectra of the oxidized hydroxylase component of MMO at pH 7.0 
at 4.2 K and zero applied field (top), 4.2 K and 60 kG applied field (middle), and SO K and 
60 kG applied field (bottom). The solid line in the middle spectrum is a spectral simulation 
assuming that the diiron(II1) unit is diamagnetic. Reprinted with permission from Ref. 53. 
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to a phydroxo bridge entails a decrease of -1 to -20 cm-' in the synthetic 
complex (60), a (p-hydroxo or p,-alkoxo)diiron(III) unit is a likely feature 
of the MMO active site. 

There is an EXAFS report on the hydroxylase component of the MMO 
from Methylobacterium CRL-26 that shows an average Fe-L distance of 
1.92 A and an Fe-Fe separation of 3.05 A (42). The lack of a short Fe- 
p,-0 bond is consistent with the apparent absence of an 0x0 bridge based 
on other techniques, while the presence of a Fe scatterer at 3.05 8, cor- 
roborates the dinuclear nature of the site. However, the apparent lower 
purity of the sample as indicated by the observation of metalloporphyrin- 
like absorption features in the visible spectrum and the later report by 
Ericson et al. (52) that MMO from M .  capsufutus (Bath) is photoreduced 
in the synchrotron beam raise doubts about the reliability of these results. 

B. Diferrous Forms 

The two-electron reduction of the diferric forms of hemerythrin (511, 
ribonucleotide reductase (27, 50), and methane monooxygenase (31) yields 
dioxygen-sensitive diferrous forms of the proteins. All three can be gen- 
erated by dithionite treatment of the corresponding diferric forms. although 
the RRB2 reduction requires methyl viologen as mediator. The Fe(I1) 
oxidation state is more dilficult to probe spectroscopically, and only recently 
have methods been developed that allow this state to be characterized 
further. 

The iron centers in all three diferrous proteins appear to interact with 
each other magnetically. For deoxyHr. the iron centers are coupled anti- 
ferromagnetically based on the magnetic circular dichroism (MCD) ob- 
servation of a diamagnetic ground state (49). The J is estimated to be - 15 
cm- '  from Evans susceptibility experiments (35) and -12 to -36 cm-' 
from MCD data (49). Estimates of the energy of the first excited state by 
MCD are complicated by the zero-field splitting of the ferrous ions, which 
is comparable in magnitude to the coupling. NMR spectra of deoxyHr 
show His N-H resonances at 43, 46, and 62 ppm in a 1 : 1 : 3 intensity ratio 
(35). The shifts are comparable to those found for high-spin Fe(I1)- 
imidazole complexes (43, 122) and thus consistent with the observed weak 
antiferromagnetic coupling. 

The addition of azide to deoxyHr yields deoxyHrN3, which has a para- 
magnetic ground state based on MCD spectra (49). The MCD analysis 
suggests that the iron centers have become weakly ferromagnetically cou- 
pled. Its NMR spectrum shows His N-H resonances at 47,67, and 78 ppm 
in a 1 : 3 : 1 intensity ratio (35). Presumably, the spectral changes are a result 
of the difference in the coupling interaction and the presumed alteration 
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in anisotropy of the Fe(I1) site to which azide coordinates. The change 
from an antiferromagnetically coupled deoxyHr to a ferromagnetically cou- 
pled deoxyHrN3 is proposed to result from protonation of the single atom 
bridge upon azide binding. DeoxyHr is believed to have a hydroxo bridge; 
deoxyHrN3 would thus have an aqua bridge (49). 

The ferrous centers in MMO,d and RRB2,d are weakly interacting at 
best, based on high field Mossbauer data (121). As with deoxyHr, however, 
the interpretation of the spectra is complicated by the comparable mag- 
nitudes of J (magnetic coupling) and D (zero-field splitting); our under- 
standing of these competing effects on electronic structure is still quite 
rudimentary. For RRB2,ed, J is estimated to be -5 cm-' by Evans sus- 
ceptibility, and His N-H NMR signals are observed at 60 ppm, consistent 
with the observed weak coupling (50). The solvent-nonexchangeable res- 
onance, observed in RRB2,, at 19 ppm, is found at 44 ppm in RRB2,d. 

Mossbauer parameters for all three proteins are all typical of high-spin 
ferrous centers in oxygen-nitrogen ligand environments. DeoxyHr exhibits 
a 6 value of 1.14 mm - s-l (36, 38), while RRB2,,, and MMO,,d have 6 
values of 1.26 and 1.30 mm s- l ,  respectively (27, 31), the larger isomer 
shifts being consistent with their presumed more oxygen-rich environments. 
RRB2,ed and MMO,,d also exhibit similar AEQ values, which are distinct 
from that of deoxyHr. This comparison serves to emphasize the similarities 
between the two diiron sites involved in oxygen activation and to distinguish 
them from the diiron site whose function is reversible dioxygen binding. 

The newest and perhaps most convenient probe discovered thus far for 
these sites is EPR spectroscopy (Fig. 12). Though deoxyHr is EPR silent, 
deoxyHrN3 exhibits a signal at g = 13, first reported by Reem and Solomon 
(49). MMOIed has a similar signal at g = 15 (31), while RRB2,,d shows 
broader signals at low field (27). These are signals derived from transitions 
within doublets of an integer spin system. For these proteins, either isolated 
S = 2 centers or a coupled system may give rise to these low field signals. 

The early work on integer spin systems was done by Hagen (123); more 
recently, Hendrich and Debrunner have investigated a variety of high-spin 
Fe(I1) complexes and found signals for FeSO,, Fe"(EDTA), and deoxy- 
myoglobin (124). Figure 13 illustrates a plausible origin of these signals 
for an S = 4 system with a negative zero-field splitting. The diagram for 
a similar S = 2 system would involve only the I 0 >, I _t 1 >, and 1 + 2 > 
levels of the S = 4 manifold. In such an S = 4 spin manifold with axial 
symmetry, the I ?4 > doublet is the ground state. No Ams = 1 transi- 
tions would be possible between the I 0 >, 1 2 1  >, I ?2 >, I 2 3  >, and 
1 +4 > levels because of the large zero-field splitting and no transitions 
are possible within the doublet levels because of their degeneracy. In the 
presence of a small rhombic distortion, however, these doubly degenerate 
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Figurc 12. 
and (c) [Fe2(BPMP)(OPr)J * .  Courtesy of Dr Michael P. Hendrich. 

Low-field EPR spectra at -4 K of the diferrous sites in ( n )  MMO,, (b) deoxyHrN,, 

levels will split and some mixing of the spin functions will occur; Am, = 
0 transitions can then be observed. These are allowed in perpendicular 
mode ( B ,  I Bo. the normal configuration for EPR experiments) but en- 
hanced in parallel mode (B ,  )I &). Ams = 1 transitions, on the other hand, 
are allowed only in perpendicular mode, so a parallel mode experiment is 
a good test for ascertaining the nature of these Ams = 0 transitions. 

Transitions within the 1 ?4 > levels would be expected at g - 16, since 
AE - 8g,,PB (125). As the rhombic splitting increases the energy difference 
between the two levels, the resonance condition will shift to lower fields. 
Signals may be observed from the I ?2 > doublet at g - 8. The theory 
for these integer spin systems is not fully understood and is still in the 
development stage. These EPR signals can, however, be used as convenient 
diagnostic probes of this oxidation state. 
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Figure 13. 
where IJI S ID/. EID = 0, and D < 0 for the S = 4 ground state. 

Simplified energy level diagram for a ferromagnetically coupled diferrous system 

Details of the ferrous coordination environments are available only for 
deoxyHr. A difference electron density map from X-ray diffraction studies 
of deoxyHr and metHr suggests only small structural differences between 
the two forms 19). Although the crystal structure of deoxyHr is of low 

of the two iron atoms suggesting a weakening of the Fe-p-0 bonds and 
an increase in the Fe-Fe distance. These changes in core dimensions are 
confirmed by an EXAFS analysis of deoxyHr (rFe-o = 1.98 A, rFe-Fe = 
3.57 A) (39); they suggest that the 0x0 bridge has become protonated in 
deoxyHr, in line with the diminished Lewis acidity of Fe(1I). 

Near IR CD spectroscopy allows ligand-field transitions of the Fe(I1) 
centers to be more readily observed. For deoxyHr, three bands near 10,000 
cm-' and one near 5000 cm-' are observed (49). This spectrum is consistent 

resolution (3.9 8, ), there appears to be a decrease in the correlated motions 
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only with one five-coordinate iron (bands near 5000 and 70,OOO cm-l) and 
one six-coordinate iron (two bands near 10,OOO cm-'). Addition of anions 
such as azide, cyanate, and fluoride causes the SO()O-cm-' band to be 
replaced by a fourth band near 10,000 cm-', suggesting that the anions 
bind at the vacant site on the five-coordinate iron resulting in two six- 
coordinate iron atoms (49). 

Structurally characterized models for the diferrous oxidation state 
thus far number only three. The first reported by Wieghardt, 
[(Fez( OH)( OAC)*(M~~TACN)~](  ClO,) (70, 87), has a (p-hydroxo)bis( p- 
carboxylato)diiron(II) core. Its structure is closely related to that of the 
diferric form, but the Fe-p-0 and Fe-Fe distances of 1.99 and 3.32 A, 
respectively, are longer than their ferric counterparts. The Fe(I1) ions in 
this complex are antiferromagnetically coupled with a J of - 13 cm-l and 
the complex is thus EPR silent. The J value of the complex is comparable 
to that found for deoxyHr, suggesting that deoxyHr is likely to have a 
hydroxide bridging the iron centers. 

[Fe,(BPMP)(OPr),](BPh,) has a (p-phenoxo)bis(p-carboxy1ato)- 
diiron(I1) core with Fe-p-0 and Fe-Fe distances of 2.06 and 3.35 A, 
respectively (66, 126). [Fe2(BIPhMe)2(02CH)4], on the other hand, has a 
(p-0,O-formato)bis(p-0,O'-formato)diiron core with Fe-p-0 and Fe-Fe 
distances of 2.15 and 3.585 A, respectively (88). The two iron sites differ; 
while bidentate BIPhMe ligands coordinate to both irons, one iron has a 
monodentate terminal formate and the other has the carbonyl oxygen of 
the 0.0-bridging formate 2.79 A away occupying the sixth position in an 
octahedral environment. This complex models some of the asymmetry 
found in the putative deoxyHr site and affords a potential site for dioxygen 
binding. 

Both complexes exhibit a low field EPR signal at g = 16, presumably 
derived from a coupled diferrous system (88, 126). These complexes thus 
serve as models for deoxy HrN, and MMOrtd. What structural and electronic 
factors determine the appearance of an integer spin EPR signal from di- 
ferrous complexes is not understood at present, but the availability of such 
models provides opportunities to explore the effects of the coordination 
chemistry of the diferrous state on the properties of this signal. 

C. Mixed-Valence Forms 

Mixed-valence forms of the dinuclear iron unit have been observed for 
hemerythrin and MMO. These are characterized by EPR signals, which 
are observable only near liquid helium temperatures, with g,, - 1.7-1.8 
and arise from the S = state of an antiferromagnetically coupled high- 
spin Fe(II1)-high-spin Fe(I1) pair (Fig. 14) (127). Similar signals are found 
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1.92 

Figure 14. EPR spectra of mixed-valence forms of the diiron proteins: (a) semimet,€Ir, (b )  
semimebHr, (c) Uf,, (d) Uf;MoO,, (e )  bovine spleen PAP, ( f )  MMO,,. Reprinted with 
permission from Ref. 6. Copyright 0 1987 Elsevier. 

in iron-sulfur proteins, but g,, is typically 1.94 for these latter proteins 
(128). The vector coupling model for the antiferromagnetic interaction of 
an S = 3 center with an S = 2 center predicts that (129) 

go (S’ = 1) = 3go (S  = 3) - 4go (3 = 2) 

Qualitatively speaking, since go for the orbitally nondegenerate Fe(II1) = 

2, the deviation from 2 for the go (S’ = 4) value principally derives from 
orbital contributions that make go[Fe(II)] > 2. Such contributions are ex- 
pected to be more significant for the five- and six-coordinate ( 0 , N )  sites 
in Hr and MMO than for the tetrahedral S, sites in iron-sulfur proteins. 

The physiological significance of the mixed-valence forms of Hr and 
MMO is unclear, although Kurtz et al. (130) have observed EPR signals 
typical of the mixed-valence form in sipunculid erythrocytes that have been 
allowed to become anoxic. 

The mixed-valence forms of Hr, or semimetHr’s, can be obtained by 
treatment of metHr with dithionite to form (semimet),Hr or by treatment 
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of deoxyHr with ferricyanide to form (semimet)oHr (6,  127). These two 
forms are distinguished by differences in their visible spectra and EPR g 
values (g = 1.96, 1.88, and 1.67 for (semimet)RHr and g = 1.95, 1.72, 
and 1.68 for (semimet)oHr) (131). These differences may reflect which iron 
atom is reduced (51), but proof for this hypothesis is lacking. The differ- 
ences may also result from the different protein conformations of the parent 
states and a substantial barrier for interconversion. The two semimetHr’s 
are metastable states and thus prone to disproportionation (t,,? - 0.5 h). 

Either of these semimetHr’s binds small anions to form semimetHrX 
complexes (where X = N,, OCN-, CN-, F- ,  C1-, etc.) which are more 
stable. SemimetHrN, is the best characterized of the mixed-valence forms 
of Hr. It exhibits EPR signals a t g  = 1.94,1.85, and 1.57 (131). An estimate 
of the antiferromagnetic coupling can be obtained by measuring the tem- 
perature dependence of the power saturation of the EPR signals. The J 
value for semimetHrN, is ( - 15 ? 1) cm-’ if an Ohrbach relaxation process 
is assumed to be dominant, that is, electron spin lattice relaxation occurs 
by accessing the nearest excited state, which for a coupled ( 5 ,  2) system 
would be the S’ = Q state. The Jvalues for (semimet)RHr and (semimet)oHr 
are comparable at ( - 15 ? 1) and ( - 16 2 1) cm-’, respectively (51, 89). 

It is clear from various spectroscopic studies that the azide in semimetHrN, 
is bound to the Fe(II1) of the mixed-valence dinuclear unit. The optical 
spectrum of semimetHrN, is dominated by a band at 470, which is similar 
in shape to that observed in metHrN, and assigned to an azide-to-Fe”’ 
LMCT transition (98, 132, 133). This assignment is corroborated by the 
observation of enhanced Raman vibrations due to the Fe-N, moiety (133). 

NMR studies of semimetHrN3 show two paramagnetically shifted res- 
onances at 72 and 54 ppm with a relative integration of 2:3 (35). These 
resonances disappear in DzO, identifying them as the N-H protons of the 
coordinated imidazoles. Comparisons with the N-H shifts of imidazoles 
coordinated to mononuclear Fe(lI1) and Fe(1I) centers at 100 and 65 ppm, 
respectively (43, 96), permits the assignment of the 72 and 54 ppm peaks 
to imidazole N-H groups coordinated to the Fe(II1) and Fe(I1) atoms of 
semimetHrN3, respectively. The shifts in semimetHrN, are diminished rel- 
ative to the mononuclear standards because of antiferromagnetic coupling. 
The temperature dependence of these shifts can be used to estimate a J 
of (-20 ? 2) cm-’ (35), a value comparable to that estimated from EPR 

The relative integration of the two N-H peaks observed would be con- 
sistent with the Fe(II1) center coordinated to 2 His and the Ny and the 
Fe(I1) center coordinated to 3 His. Resonances from the presumed bridging 
carboxylates have not been observed thus far. Similar conclusions can be 
drawn from NMR studies of other semimetHrX complexes (35). 

(51). 
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EXAFS data on semimetHrN, suggest that the dinuclear cluster retains 
most of the structural features associated with the cluster in the met form 
except for the 0x0 bridge (Fig. 8) (40). The short Fe-p-0 bonds have 
lengthened and, consequently, the Fe-Fe separation has increased to 3.46 
A. The fit to the first shell suggests the presence of one Fe-0 bond in the 
dinuclear cluster at 1.87 A, presumably associated with the Fe(II1)-p-0, 
with the remaining 11 Fe-(0,N) bonds at an average of 2.14 A. 

The structural features of the dinuclear unit in semimetHrN3 can be 
best interpreted in light of the changes observed upon protonating the 
(p-oxo)diiron(III) moiety in [Fe20(OAc)2(HBp~3).] to form a (p-hy- 
droxo)diiron(III) complex (60). Although these are diferric complexes, 
they are the best models currently available. The protonation of the 0x0 
bridge results in the lengthening of the Fe-p-0 bonds from 1.78 to 1.96 
8, and an increase in the Fe-Fe separation from 3.15 to 3.44 A. The 
resulting gain in the Lewis acidity of the Fe(II1) centers when protonated 
shortens the remaining iron-ligand bonds from an average of 2.11 to 

Thus, the increases in the Fe-p-0 and Fe-Fe distances in semimetHrN, 
appear likely to result from protonation of the p-0x0 group upon 1 electron 
reduction of the diiron core. The conversion of an Fe(II1) to the less Lewis 
acidic Fe(I1) in a (p-oxo)diiron unit should increase the basicity of the 
bridging oxide and strengthen the remaining Fe(II1)-p-0 bond, that is, 
either shortening it, or, more likely, causing the oxide to pick up a proton. 
The observed 1.87 8, Fe-p-0 bond length in semimetHrN, is inconsistent 
with the retention of an Fe(II1)-p-0 bond; however, an Fe(II1)-p-OH 
bond would be expected to be intermediate between the observed 1.96 8, 
length for the Fe(II1)-p-OH bond in [Fe20H(OAc)2(HBp3)2](C104) (60) 
and the 1.83 A length found for the Fe-OEt bond in [FeN5(OEt)j2’ (110~).  
These arguments need substantiation from crystallographic data on appro- 
priate synthetic mixed-valence complexes. 

The similarity of the non-Fe-p-0 first shell distances in metHrN, and 
semimetHrN, (2.13 and 2.14 A, respectively) deserves some comment. 
Reduction of an Fe(II1) center should give rise to longer iron-ligand bonds 
at the Fe(1I) center. This lengthening can be counterbalanced by the ex- 
pected shortening of iron-ligand bonds at the Fe(II1) center if the 0x0 
bridge becomes protonated. Thus the EXAFS analysis on semimetHrN, is 
wholly consistent with an active site structure similar to that found in 
metHrN, save for the protonation of the 0x0 bridge (39, 40). 

Spectroscopic comparisons between semimetHr’s and the mixed-valence 
form of MMO are just beginning to emerge. EPR signals at liquid helium 
temperatures are found at g = 1.94, 1.86, and 1.75 for MMO,, (30b, 31), 
so g,, is somewhat higher (1.85 for MMO,, vs. 1.79 for semimetHrN,). 
The J value determined on the basis of the temperature dependence of  the 

2.06 A. 
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power saturation of this signal is (-29 2 3) cm-' (53), a value significantly 
different from those found for the semimetHr's. The implications of this 
difference have not yet been addressed. 

EXAFS data on MMO,, have been reported by Ericson et al. (52). 
Although MMO in the diferric state was introduced into the synchrotron 
beam, it is clear that photoreduction of  the sample occurred during the 
experiment as an -1.5-eV edge shift was observed. Like semimetHrN3, 
there is no short Fe-p-0 bond length. The first shell data analysis yields 
an average Fe-(0,N) distance of 2.06 A, a value shorter than correspond- 
ing distances in metHrN, and semimetHrN, but comparable to that of 
native RRB2 (39-41). As with the RRB2 data. the 2.06 A average Fe- 
(0 ,N)  distance indicates a coordination environment that is more oxygen 
rich than what is found in Hr.  The similarities between MMO and RRB2 
suggest that such coordination environments may be more appropriate for 
the oxygen activation chemistry required of these enzymes and that the 
more nitrogen rich environment of Hr is better adapted for reversible 
dioxygen binding. 

Models for the mixed-valence forms have been difficult to characterize 
because of their instability. Cyclic voltammetry of [Fe,O(OAc),(HBpz,),] 
shows an irreversible one-electron reduction at -760 mV vs. SCE that 
leads to the breakdown of the dinuclear unit (58). On the return, 
a new reversible wave is observed at 260 mV vs. SCE characteristic of 
the mononuclear [Fe(HBpz,),] + complex. On the other hand, [Fe,O(OAc),- 
(Me,TACN),](PF,) exhibits a quasireversible reduction at - 374 mV vs. 
SCE (AE, = 80 mV) corresponding to the formation of the Fe"Fe"' species 
(70). The reversibility of this process is attributed to the presence of the 
methyl groups that prevent formation of the mononuclear bis(1igand) com- 
plex, thus eliminating a primary decomposition pathway for the mixed- 
valence complex. The mixed-valence Me3TACN complex generated either 
electrochemically or by cobaltocene reduction is metastable and exhibits 
a nearly isotropic EPR signal at g = 1.92, which quantitates to nearly 60% 
of the initial dinuclear complex (70). The temperature dependence of its 
power saturation corresponds to an estimated J of -15 cm-I (89). The 
unsymmetric [F~,TPA,O(OAC)](C~O~)~ complex also exhibits a reversible 
Fe"'Z/FeJIFe'll couple at -68 mV vs. SCE (AEp = 62 mV) (89). One- 
electron reduction of the diferric complex yields a mixed-valence species 
with a nearly isotropic EPR signal at g = 1.95 with an estimated J of 
-15 cm 

The Me3TACN and TPA complexes are thus far the only examples of 
mixed-valence complexes derived from oxo- and carboxylato-bridged di- 
ferric complexes. Their EPR properties are remarkably similar to each 
other and the J values estimated are close to those found for the semimetHr 
complexes. Unfortunately, structural information on these models is lack- 
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ing because of their thermodynamic instability. It would be useful to de- 
termine, for example, the Fe-p-0 bond lengths or whether the 0x0 bridge 
may have become protonated in the one-electron reduced form. 

One related complex that is structurally characterized is the reduction 
product of [Fe(acacen)120 with Na, ([Fe(aca~en)]~ONa}, (93). The reduced 
complex, obtained as air-sensitive red brown crystals, exhibits a downshift 
of the v,,(Fe-O-Fe) from 840 cm-' in the parent complex to 780 cm-' and 
an increase in peff from 1.80 pB in the parent complex to 3.64 pB at 290 
K. The latter value allows us to estimate a J of (-30 t 5) cm l ,  which is 
intriguingly in the range observed for MMO,,. The structure of the mixed- 
valence complex shows the Fe-p-0 bonds to be 1.999 and 2.069 A; this 
asymmetry appears too small to indicate a valence-trapped species. Indeed, 
the Fe-(0,N) bonds to the tetradentate ligands are not much different on 
the two Fe(acacen) units. Whether the similarity of the two units is due 
to valence detrapping or crystallographic disorder is unclear at present. 
What is clear is that the one-electron reduction of [Fe(acacen),] results in 
a significant lengthening of the Fe-p-0 bonds, from 1.77 to 2.03 A and a 
decrease of the Fe-O-Fe angle from 150.7" to 134.9". The coordination 
of the Na atom to the 0x0 bridge undoubtedly contributes to the observed 
structural alterations and may be considered somewhat analogous to pro- 
tonation of the bridge. Further characterization of the physical properties 
of the mixed-valence complex would undoubtedly be helpful. 

Stable mixed-valence complexes of the type [Fe,L(O,CR),] can be ob- 
tained with the use of dinucleating ligands having phenolate oxygen atoms 
as bridging groups, that is, where X = pyridine (BPMP) (66, 91, 134), 
benzimidazole (BBMP) (64, 91, 92), imidazole (BIMP) (65), and carbox- 
ylate (5-Me-HXTA) (90, 135). 

The complexes where X is an aromatic nitrogen ligand have been char- 
acterized crystallographically, and the metal valences appear localized in 
the crystalline state as evidenced by the distinct differences in iron-ligand 
bond lengths (Table 11). Typically the Fe"'-p-O bond is 1.95 A, while the 
Fe"-p-0 bond is 2.10 A. These longer Fe-p-0 distances result in a larger 
Fe-Fe separation of -3.4 A, which is comparable to those observed for 
semimetHrN, and MMO,,,, from EXAFS spectra. 
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In solution, the complexes behave like type I1 mixed-valence compounds 
in the Robin-Day scheme (136). At room temperature, a near-IR feature 
at -1300 nm can be found and assigned as an intervalence change-transfer 
band. The extinction coefficient of this band varies from 200 to 700 M-km-' 
depending on the nature of X and may relate to the barrier for valence 
detrapping. Mossbauer spectra of the BPMP, BIMP, and HXTA complexes 
indicate valence trapped species at temperatures below 100 K where quad- 
rupole doublets due to the Fe(II1) and the Fe(I1) centers are observed. 
While the BPMP complex remains valence trapped in the crystalline state 
even at room temperature (134), valence detrapping is observed for the 
BIMP complex above 100 K (65); such behavior is believed to be related 
to the solid-state mobility of the counterions. 

The NMR spectra of these complexes under ambient conditions exhibit 
sharp, paramagnetically shifted features that can span up to 400 ppm 
(90, 134). Electron exchange is fast on the NMR time scale, so there is an 
effective twofold symmetry, which approximately halves the number of 
distinct features observed. The sharpness of the resonances is due to the 
short electron spin-lattice relaxation time of the Fe(I1) center, which allows 
even the CH2 protons adjacent to the coordinated nitrogen atoms to be 
observed. 

The coupling between the metal centers is weak, ranging from -3  to 
- 7 cm-' (Table II), which is not unexpected for a p-phenoxo group relative 
to a p-0x0 or p-hydroxo group as observed in the diferric complexes. The 
weak coupling is now comparable in magnitude to the Fe(I1) zero-field 
splitting, and this combination gives rise to EPR signals that are broader 
and more anisotropic. All four complexes exhibit EPR signals with g,, < 
2 as predicted by the vector coupling model; they are difficult to saturate, 
consistent with the easy accessibility of an excited state for Ohrbach re- 
laxation due to the small - J  values. Of the four complexes, the BIMP 
complex has the sharpest features at g = 2.18,1.90, and 1.44 (65). Indeed, 
the BPMP and HXTA complexes were initially reported to be apparently 
EPR silent because of the broadness of the spectral features, which made 
observation difficult (66, 90). A similar problem plagued the observation 
of the EPR spectrum from the reduced uteroferrin-phosphate complex (cf. 
Section 1II.D). 

Two other mixed-valence diiron complexes deserve brief mention, 
[Fez(salmp),]- (94) and [Fe2(0H)3(Me3TACN)2]?f (95). [Fe2(salmp)2]- has 
a crystallographically characterized Fe2(OPh)z core with Fe-p-0 bonds of 
2.09 A and an Fe-Fe separation of 3.08-3.12 A. [Fe2(0H)3(Me3TACN)]2+ 
is proposed to have a tris( p-hydroxo)diiron core based on an Fe-Fe dis- 
tance of 2.5 A from EXAFS. Both mixed-valence complexes exhibit fer- 
romagnetic coupling. [Fez(salmp),]- has a J value of +8.6 cm-' (94); it is 
valence trapped at 4.2 K and becomes detrapped at higher temperatures 
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(94). [Fe2(0H)3(Me3TACN),]2f is the first example of a delocalized valence 
pair derived from double exchange with the double exchange parameter 
B = 1300 cm-' (95). Although yet unobserved, complexes with similar 
magnetic properties may be recognized in proteins as the dinuclear iron- 
0x0 proteins are investigated further. 

D. Mechanistic Considerations 

The common thread that relates hemerythrin, MMO, and ribonucleotide 
reductase is the involvement of dioxygen with a diiron active site. For 
hemerythrin, reversible dioxygen binding is its function and much is known 
of this chemistry. For MMO and ribonucleotide reductase, the role of 
dioxygen and its mechanism of activation is just beginning to emerge. 

1. Reversible Dioxygen Binding by Hemerythrin 

OxyHr has been crystallized and difference electron density maps in- 
dicate that there is little change in active site structure relative to metHrN,, 
save for the substitution of the dioxygen ligand for azide (19). Mossbauer 
spectroscopy of oxyHr shows two quadrupole doublets with isomer shifts 
typical of high-spin Fe(II1) (0.51 and 0.52 mm * s-*. respectively) and large 
but distinct quadrupole splittings (1.96 and 0.95, respectively) (36, 38). 
The significant difference in the AEQ values probably reflects the effect of 
the dioxygen ligand on the electronic environment of the iron to which it 
is bound. Based on a comparison of the AEQ values of metHrX and model 
peroxide complexes, it seems reasonable to associate the smaller A E ,  with 
the iron atom with the coordinated peroxide; however, this assignment has 
not been established unequivocally. 

EXAFS comparisons of oxyHr with metHrN, suggest that the Fe-p-0 
bonds may be slightly longer in oxyHr (1.82 A vs. 1.76-1.80 A) (39), 
implying that the coordination of dioxygen has subtle effects on the Fe- 
O-Fe unit. The Fe---Fe distance has been estimated at 3.24 A for oxyHr, 
comparable to that for metHrN3. In any case, there appears to be a strong 
similarity between oxyHr and metHrX. Together with spectroscopic data 
to be discussed, the structural features found for oxyHr suggest that it can 
be considered as a metHrOOH complex. 

OxyHr is purple in coior, associated with a A,,, near 500 nm, which is 
polarized perpendicular to the Fe-Fe axis in single-crystal absorbance data 
(98, 99). Resonance Raman spectroscopy unequivocally assigns this elec- 
tronic spectral feature to a peroxide-to-Fe(II1) charge-transfer band (137- 
139). Vibrational features at 503 and 884 cm-' are assigned to v(Fe-02) 
and v ( 0 - 0 ) ,  based on their sensitivity to l80 substitution. Their enhance- 
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ment profiles track that of the visible band (actually matching the CD 
maximum at 520 nm) (138). When l60l8O is used, four new features can 
be discerned indicating that the O2 is bound unsymmetrically (139). 

Excitation into the near-UV bands enhances the iron-ligand vibrations, 
and stretching modes due to the Fe-0, and Fe-0-Fe moities are observed 
(137, 138). Interestingly, the Fe-0-Fe symmetric stretch appears at 492 
cm-', a value somewhat lower than those observed for the metHrX com- 
plexes. When the experiment is conducted in D20,  the vibration upshifts 
by 4 cm-' (Fig. 15). This behavior has been attributed to the effect of 
hydrogen bonding to the Fe-0-Fe unit which is expected to weaken the 
Fe-0-Fe bonds and thus downshifts u,(Fe-0-Fe) relative to the metHrX 
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Figure IS. Resonance Raman spectrum of oxyHr showing the effect of H21X0 and D 2 0  on 
the v,(Fe-0-Fe) feature. Reprinted with permission from A. K .  Shiemke, T. M. Loehr, and 
J .  Sanders-Loehr. J .  Am. Chem. Soc., 108. 2437-2443 (1986). Copyright Q 1988 American 
Chemical Society. 
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complex. However, D20 introduces a deuterium bond in place of the 
hydrogen bond and downshifts the u,(Fe-0-Fe) to a smaller extent due 
to its weaker acidity; thus the upshift relative to H20. The hydrogen is 
likely to be associated with the peroxide moiety and the downshift of the 
v(Fe-02H) in D20 corroborates this suggestion. 

The proposed hydrogen bonding on the Fe-0-Fe moiety is consistent 
with the observed lengthening of the Fe-p-0 bonds in the EXAFS spectra 
of oxyHr and should also be reflected in its magnetic properties. The 
antiferromagnetic coupling for hydrogen-bonded Fe-0-Fe units should 
be intermediate between those of [Fe,0(0A~)~(HBpz,),] and 
[Fe20H(OAc)z(HBpz3)2] + . Magnetic susceptibility measurements on oxyHr 
support this suggestion; J for oxyHr is - 77 vs. - 134 cm-' for metHr (34). 

Based on the X-ray diffraction and spectroscopic studies, Stenkamp et 
al. (19) have proposed a mechanism for dioxygen binding to hemerythrin 
(Fig. 16). What is presented below incorporates our reflections and those 
of Solomon (la, 98). Dioxygen binds to the five-coordinate Fe(I1) atom 
in deoxyHr, which has a (p-hydroxo)bis(y-carboxylato)diiron( 11) active 
site. Electron transfer from the dinuclear unit to dioxygen occurs via one 
of two possible pathways-either (a) sequential one-electron transfers from 
each of the two iron atoms coupled with proton transfer from the p-hydroxo 
group to the incipient bound peroxide or (b) initial one electron transfer 
from the "five-coordinate'' iron to O2 followed by hydrogen atom transfer 
from the p-OH to the incipient superoxide and electron reorganization 
within the dinuclear unit. In either case, the metHrOOH (oxyHr) complex 

Figure 16. Proposed mechanism for reversible dioxygen binding in hemerythrin. Adapted 
from Ref. 2. 



DINUCLEAR IRON- AND MANGANESE-OX0 SITES IN BIOLOGY 141 

results with the HOT group hydrogen bonded to the 0x0 bridge. It would 
appear that nature has utilized various factors to devise this diiron revers- 
ible dioxygen carrier: (1) The facile proton transfer between the Fe-O- 
Fe unit and the O2 ligand allows electrons to flow in either direction within 
the active site. Thus the p-OH proton of deoxyHr neutralizes the incipient 
charge of the bound dioxygen and promotes formation of the hydroper- 
oxide. The hydroperoxide is further stabilized by ligation to Fe(II1) and 
by hydrogen bonding to the 0x0 bridge, which inhibits the undesirable loss 
of HO; , thereby preventing the irreversible production of metHr. The 
hydrophobicity of the active site enhances such interactions and insulates 
the dioxygen binding machinery from external factors. Of course, the use 
of protons to stabilize oxy complexes in hydrophobic active sites is a strategy 
that is used in myoglobin and hemoglobin (140, 141). (2) The Fe-0-Fe 
unit in Hr appears to be designed as an acid-base center. It adopts the 
bent configuration required for a (p-hydroxo)diiron(II) species but not 
disfavored by a (p-oxo)diiron(III) species. The bent Fe"'20 moiety would 
tend to be more basic (relative to a linear unit), thus favoring hydrogen- 
bond formation from the hydroperoxide; such an arrangement would fa- 
cilitate eventual proton abstraction and peroxide reduction of the iron in 
the deoxygenation process. Perhaps it is the function of the carboxylate 
bridges to maintain the bent Fe-0-Fe unit. (3) The formation of a hy- 
drogen bond from the hydroperoxy ligand to the (p-0x0) bridge in oxyHr 
would be expected to increase the Fe-p-oxo bond from the 1.8-A distance 
seen in metHrN, towards the 1.98-A value postulated for deoxyHr. This 
longer bridge might reduce the Franck-Condon reorganization barrier to 
electron transfer due to the decrease in the Fe-p-oxo bond length during 
the oxidation of deoxyHr to oxyHr (lb). All these factors enhance the 
two-electron process required for reversible dioxygen binding, which is 
facile for Hr in contrast to its one-electron redox chemistry (cf. Section 
11. D.2). 

The only other ligand to change in oxidation state upon binding to 
deoxyHr is NO; it binds to deoxyHr generating deoxyHrNO, which is 
formulated as Fell-OH-Fe"l-NO- (142, 143). This complex thus serves 
as an analogue to the putative "semimetHr superoxide" intermediate in 
the oxygenation of deoxyHr. The binding of N O  is reversible as evidenced 
by its ready conversion to oxyHr on exposure to 0,; ligands such as azide 
and cyanate can also displace NO. DeoxyHrNO exhibits an EPR spectrum 
with gl at 2.77 and g!  at 1.84, and a Mossbauer spectrum with two quad- 
rupole doublets at 100 K having S ( L E , )  values of O.68(O.61) and 1.21(2.65) 
mm . s-'. Taken together, these features are ascribed to an antiferrom- 
agnetically coupled diiron unit consisting of an S = 4 {FeN0j7 and an 
S = 2 Fe" center. Resonance Raman studies on deoxyHrNO show features 
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at 433 and 421 cm-' associated with stretching and bending modes, re- 
spectively, of the {FeNO}' unit (143). The bending mode is sensitive to 
D20,  suggesting that the bound NO participates in hydrogen bonding, like 
the hydroperoxide ligand in oxyHr. 

2. Redox Chemistry of Hemerythrin 

The facile interconversion between deoxyHr and oxyHr upon O2 binding 
(k = 7.4 M-' s-l) (144) is in sharp contrast to the deoxyHr-metHr redox 
chemistry, which is a slow, multistep process. The only other redox process 
that gives clean uniphasic kinetics is the oxidation of deoxyHr to metHr 
by Hz02. The form of the resultant metHr complex is a matter of disagree- 
ment (145, 146). 

DeoxyHr can be oxidized to metHr with one-electron oxidants such as 
ferricyanide, and metHr can be converted to deoxyHr with reductants such 
as dithionite. In either direction, three phases are observed and semimetHr 
intermediates are involved (51, 132, 146-148). Recently, Pearce et al. (51) 
proposed the scheme shown in Fig. 17 for the one-electron redox chemistry 
of Hr. For the reduction of metHr, it is proposed that only the iron atom 
closest to the outer surface of each subunit in the octamer is directly reduced 
by "outer-sphere" reducing agents to form (semimet),Hr. The atom re- 
duced in (semimet)RHr is the same as the reduced iron in semimetHrN3 
(35). In the rate-limiting step, (semimet)RHr undergoes a conformational 
change to a (semimet)o-like species and this complex either undergoes a 

semimetHrN, 

k2 
F~IIIF~III kl c Fe"Fe"' Fe"'Fe" 
metHr reductant (semimet)R Hr k2 (semimet),-like Hr 

\ 
Fe"'Fe"l + Fe"Fe" Fe"Fe" 
met'Hr deoxyHr deoxyHr 

Redox chemistry of methemerythrin. Adapted from Ref. 51. Figure 17. 
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direct reduction to deoxyHr by inorganic reducing agents or dispropor- 
tionates to met’Hr and deoxyHr. The nature of the met’Hr species is 
unknown. This species does not bind N; and exhibits unusual Mossbauer 
parameters. It has been postulated to be metHrOH based on the kinetics 
of its conversion to metHr, which are similar to those seen for other metHrX 
species (149). The oxidation of deoxyHr to metHr is proposed to follow 
a similar scheme in the opposite direction. 

The nature of the structural changes in the conversion of (semimet)RHr 
to (semimet)o-like Hr is of great interest. The EPR spectrum of (semi- 
met),Hr is more rhombic than that of (semimet),,Hr (131, 132), and while 
the exact nature of the difference between these two species has not been 
established, a small difference in the rhombic distortion of the ferrous site 
is apparent, sufficient to account for the differences in the EPR spectra 
(150). Pearce et al. (51) proposed that the (semimet),Hr to (semimet),- 
like Hr conformational change is accompanied by a reversal of the oxidation 
states of the two iron sites. Only then can further “outer-sphere’’ reduction 
by external agents occur to produce deoxyHr. There is no D20  effect on 
the rate of reduction of metHr to (semimet),Hr suggesting that the p-0x0 
bridge is not protonated in this step (51). Consequently, part of the con- 
formational change in the (semimet),Hr to (semimet),-like Hr conversion 
may be protonation of the p-0x0 bridge. The antiferromagnetic coupling 
between the two irons, which is greatly reduced upon reduction of metHr 
to (semimet),Hr, does not significantly change, however, upon conversion 
of (semimet),Hr to (semimet)oHr (51, 89). As protonation of the p-0x0 
bridge has been shown to decrease the magnitude of antiferromagnetic 
coupling, this behavior argues that there is a phydroxo bridge in both 
forms of semimetHr. 

The redox potentials of hemerythrin and myohernerythrin have been 
determined (Table V). They can be compared with available data from 
model complexes; however, it must be noted that the latter studies were 
performed in aprotic media. A perusal of the data shows that the redox 
potentials of the synthetic complexes can be easily rationalized in terms of 
ligand basicity. In general, (p-oxo)diiron complexes have potentials more 
negative than those of p-phenoxo complexes. Note that the metHr-to- 
(semimet),Hr potential is significantly more positive than those of the (p- 
oxo)bis( p-acetato)diiron(III) complexes obtained in aprotic media. Since 
it is unequivocal that metHr has a p-0x0 bridge, the observed potential 
would suggest that the semimet form is stabilized in the active site, possibly 
by protonation of the 0x0-bridge as suggested by studies on semimetHrN3. 
With regard to the (semirnet),Hr/deoxyHr couple, there is insufficient data 
from model compounds to make useful inferences. 
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TABLE V 
Redox Potential of Diiron Centers in Proteins and Models 

Compound 

FelllF~lIl/F~llF~lll FeIIFeIII/F~IIFeII 

References (mV vs. NHE) (mV vs. NHE) 

151 + 110” 
151 + 70” 
58 - 52W,d 
70 - 13W.‘ 
67 - 2W.‘ 
89 + 180 
64 + 80@ 
64 +m 
91 + 92w 

134 + 932’ 
91 + 97(Y 
91 + 9 W d  

- 12HFd 
- 8 

+ 12(Y 
+ 240 
+ 21cT 
+ 23(Y 
+ 1w 
+ 1W.d 

“Met/(semimet),. 
b(Semimet)ddeoxy. 
‘Originally reported as vs. SCE ( + 0.24-V correction factor). 
dIrreversible. 
cQuasireversible. 
’Originally reported as vs. Ag/AgCI (+0.20 correction factor). 
8Assignment tentative. 

3. Oxygen Activation Chemistry 

The redox behavior of MMO and RRB2 is just beginning to be char- 
acterized. As isolated, both enzymes occur as the diferric form. The di- 
iron(II1) unit in MMO can be reduced by dithionite titration to yield the 
diferrous form via a mixed-valence intermediate (11, 12, 31, 152). The 
redox potentials for the hydroxylase component of the M. capsulatas en- 
zyme are estimated to be +350 and -25 mV vs. NHE, while the values 
are apparently closer to each other for the M. trichosporurn enzyme since 
the EPR signal of the diferrous form can already be observed even before 
a full electron equivalent has been added to the diferric MMO ( l la ) .  When 
an EPR sample of MMO containing both diferrous and mixed-valence 
forms is exposed to dioxygen, only the g = 16 signal due to the diferrous 
form disappears ( l la) .  This observation implicates the diferrous form in 
the oxygen binding and activation chemistry and may exclude the mixed- 
valence form from a significant role in enzyme function. 

Stopped flow kinetic studies (30a) show that the reductase component 
of MMO is responsible for transferring the reducing equivalents of NADH 
to the hydroxylase component and that the electron-transfer steps from 
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NADH through the reductase to the hydroxylase all occur faster than the 
turnover rate of the enzyme. The function of protein B, the third com- 
ponent of MMO, appears to be to facilitate electron transfer between the 
reductase and hydroxylase only in the presence of substrate. Single turn- 
over experiments with the fully reduced hydroxylase component show that 
oxygenations of substrates can occur in the absence of the reductase and 
component B ( l la ) .  Thus the hydroxylase is solely responsible for the 
oxygen activation chemistry. Competition experiments with mixtures of 
CH4 and CD, show a large isotope effect with kltlkI,  between 5 and 12, 
indicating that C-H bond cleavage is probably the rate-limiting step of the 
MMO reaction (153). 

RRB2 can also be reduced to the diferrous form with dithionite. but 
only under certain conditions, such as the presence of a mediator like 
benzyl viologen or a “deforming” buffer like imidazole (27, 50). No mixed- 
valence form has thus far been observed. When the diferrous form is 
exposed to dioxygen, the dinuclear unit is oxidized to the diferric state, 
the tyrosine radical appears, and active RRB2 is produced. The stoichi- 
ometry of this oxidation process remains to be sorted out, since dioxygen 
is presumably a four-electron oxidant and only three electrons need to be 
removed to convert a diferrous complex and one tyrosine to a diferric 
complex and a tyrosyl radical. 

The redox chemistry observed in the RRB2 interconversions supports 
the proposed role of the diiron center in ribonucleotide reductase. The 
diiron center is postulated to perform a regulatory function, rather than a 
catalytic function (17). Ribonucleotide reductase activity has been directly 
correlated with the amount of tyrosyl radical present (114). It has been 
observed by following the EPR of whole cells that the tyrosyl radical 
content varies in the life cycle of the cell, which means that there must be 
some mechanism for regenerating a radical (154). The diiron center is 
proposed to serve this function. Indeed Reichard and co-workers (17) have 
recently demonstrated the presence of components in the crude extract 
capable of converting metRRB2 into native RRB2 (Fig. 18). Among these 
components is an NAD(P)H : flavin oxidoreductase, which presumably pro- 
vides the reducing equivalents from the reduction of metRRB2 to RR132,d. 
Exposure to O2 then transforms RRB2,,d to native RRB2. 

The mechanisms for O2 utilizaton by MMOIcd and RRB2,,d are not 
established. The diferrous complex in either protein presumably serves to 
bind dioxygen, as in hemerythrin, forming a diferric peroxide complex 
(Fig. 19). This putative intermediate has been observed in neither the 
MMO nor the RRB2 cycle. Unlike in oxyHr, the peroxide intermediates 
of MMO and RRB2 must become activated to perform the required oxi- 
dation chemistry. This activation may derive from the ligand environments 
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Figure 18. Redox cycle for the diiron unit of RRB2. Adapted from Ref. 17. 

II 
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Figure 19. Proposed dioxygen activation mechanism for the diiron sites in MMO and RRB2. 
In RRB2, the diiron site is responsible for the generation of the tyrosine radical. The diiron 
site of MMO oxidizes methane to methanol; no evidence for the production o f  a tyrosine 
radical is seen in this system. 
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of the diiron centers. EXAFS and Mossbauer studies appear to indicate 
that the iron ligands are similar for the two enzymes and more oxygen rich 
than in hemerythrin (27, 31, 40, 52). The protein residues in the vicinity 
of the diiron complexes may also play a role in dioxygen activation anal- 
ogous to those postulated for active site residues in horseradish peroxidase 
and cytochrome c peroxidase (155, 156). 

4. Models 

There are few peroxide adducts of synthetic non-heme iron complexes 
that are well characterized (Table VI). Perhaps the best known adduct is 
that derived from Fe"'(EDTA) under basic conditions. This purple complex 
has an absorption maximum near 520 nm (E 528 M-lcm-') (163). These 
are absorptions characteristics associated with the peroxide-to-Fe"' charge- 
transfer band in oxyHr; however, the coordination mode of peroxide in 
the complex appears to be different from that in oxyHr. After some debate 
in the literature, it has been concluded that the peroxide is $-bound on 
the basis of isotope effects observed in the Raman spectrum of the complex 
(158, 164). The u ( 0 - 0 )  of the H2I6O2 complex is found at 815 cm-I. When 
H2160180 is used, the v ( 0 - 0 )  shifts to 794 cm-' and appears as a peak of 
comparable line width. Were the peroxide only $-bound, two peaks due 
to the Fe-0'6-01X and the Fe-1XO-160 isotopomers would have been ex- 
pected, as in oxyHr. An q2-peroxo structure is also proposed for [Fe(TPP)02]- 
and has been determined for the corresponding [Mn(TPP)02]- complex 
(165). 

Synthetic diiron(Il1) peroxide complexes all exhibit electronic spectral 
features in the region of 500-600 nm associated with peroxide-to-Fe(II1) 
charge-transfer transitions (Table VI). In the cases studied, resonance en- 
hanced u ( 0 - 0 )  features are observed near (860 + 30) cm-'. These com- 
plexes are presumably p-1 ,2-peroxo-bridged species, but definitive isotopic 

TABLE VI 
Properties of Iron Peroxo Complexes 

Complex References hmax "0 0 

oxyHr 139. 157 500(e 2300) 845 

/Fe2(lIPTB)02]" 108, 160 600(e 26(x)) 890 
[Fe,(S-CI-HXTA)( OAc)OJ- 62 470(e 1750) 884 
{[Fe(PhPO),lJV ' 161 576(c 3540) 882 
[Feo(o),(O,)(oBz)~~(Ol~?)*l 162 534(e 1590) 853 

[Fe"'(EDTAH)02]2 158 520(c 530) 815 
{[Fe(ppN5)l2OJ' ' 159 540(e 190) 
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data confirming the structural assignment is not available. One of these 
complexes is derived from oxygenation of the parent Fe"(pyN5) complex 
and thus serves as the only model of dioxygen uptake related to hemerythrin 
(159). This system has not been characterized in detail, however. 

The two complexes based on dinucleating ligands result from peroxide 
addition to the parent diferric complexes. The HPTB complex is proposed 
to be a dibridged species with an RO bridge from the dinucleating ligand 
forming a five-membered Fe,O(O,) ring (160). Although it has only limited 
stability, excess H202 maintains a high steady state concentration of the 
complex in methanol solution. It seems likely that the decomposition of 
the complex results in methanol oxidation and regeneration of the parent 
species (109). 

The 5-Me-HXTA complex, on the other hand, is formulated on the basis 
of NMR as a tribridged species with the diiron unit connected by p-phen- 
0x0, p-1,2-peroxo, and p-0,O'-acetato moieties (62). The parent [Fe,(5- 
Me-HXTA)(OAc),] has twofold symmetry relating the two acetates and 
the two meta phenyl protons, respectively, to yield two resonances with a 
6:2 intensity ratio. Peroxide binding results in the loss of one acetate and 
the twofold symmetry axis. 

The Ph3P0 complex has a novel parentage. It is formed by the reaction 
of PhIO or other oxygen atom donors with [Fe11(Ph3P0),]2+ in CH,CN, 
presumably via the 0,O'-coupling of two [Fe1"O(Ph3PO),] moieties (161). 
If verified, this reaction would be the reverse of a proposed dioxygen 
activation mechanism involving homolytic cleavage of a p-1 ,Zperoxide. 
When P h P 0  is used, the 1802  complex is formed. Interestingly, and per- 
haps not surprisingly because of how it is formed, this complex does not 
readily effect oxygenation of substrates such as PPh3, Ph,SO, PhCH20H, 
and cyclohexene . 

The hexanuclear complex (Table VI), although somewhat beyond the 
scope of this review, deserves mention inasmuch as it is the only structurally 
characterized synthetic iron peroxide complex thus far (162). It contains 
a p-peroxo species coordinated to two Fe30 units via two of the three iron 
atoms in each trinuclear unit. The peroxide in this complex appears to be 
sufficiently stabilized as to be unreactive. 

Of the diiron peroxide complexes discussed thus far, only the HPTB 
and HXTA complexes have been reported to effect oxidation chemistry. 
The HPTB complex is claimed to convert 2,4-di-fert-butylphenol to 3,5-di- 
tert-butylbenzoquinone (4 days, 5% yield) ( l a ) ,  while the 5-Me-HXTA 
complex can disproportionate H202, epoxidize olefins, and hydroxylate 
aromatics (62). The mechanistic details for these reactions are not well 
developed and require further study. 
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Nonheme iron complexes capable of hydroxylating unactivated alkane 
C-H bonds are also beginning to emerge (166). There are three cases 
where a (poxo)diferric species is involved in alkane hydroxylation. The 
complex [Fe,O(OAc),(HBpz,),] (167) was demonstrated to oxidize ada- 
mantane and cyclohexane to their respective alcohols and ketones in the 
presence of Zn, HOAc, and O2 [Gif-like conditions (168)l. [Fe(PA),] has 
been shown to be a catalyst that activates HOOH for the selective keto- 
nization of methylenic carbon atoms (169). This reaction was proposed to 
proceed through an intermediate that is a (k-oxo)diiron(III)-peroxide ad- 
duct. Fish, Christou, and co-workers (68) have reported that 0x0-bridged 
diiron and tetrairon complexes, [Fe20(OAc)2(bipy),C12] and [Fe402- 
(OAc),(bipy),](ClO,), can catalyze the hydroxylation of alkanes with t- 
butylhydroperoxide. About 120 turnovers of cyclohexane oxidation can be 
effected by the diiron complex over a 3-day period, while the tetrairon 
complex can accomplish this in 5 h. These systems are reminiscent of models 
designed to mimic cytochrome P-450 reactivity (170). The range of 
(k-oxo)diiron(III) complexes available should enhance the likelihood of 
obtaining mechanistic insight into how nonporphyrin iron centers may gen- 
erate the high potential intermediate analogous to the oxoiron(1V) por- 
phyrin cation radical species that is capable of attacking unactivated C-H 
bonds. 

111. THE PURPLE ACID PHOSPHATASES 

The purple acid phosphatases (PAP) catalyze the hydrolysis of phos- 
phate esters under acidic pH conditions (pH optimum 5 )  (9, 10). They 
differ from other acid phosphatases in having a distinct purple color due 
to the presence of iron or manganese and in being uninhibited by tartrate. 
Diiron units have been found in the active sites of the enzymes from 
mammalian spleen (171-173) and uterus (173, 174), while a heterodinu- 
clear FeZn unit has been characterized for the enzyme from red kidney 
bean (175). Either the Fe, or the FeZn unit is catalytically competent in 
these enzymes, since the enzymes from porcine uterus and bovine spleen 
can be converted into active FeZn forms and the kidney bean enzyme can 
be transformed into an active Fe, form (176). There are also enzymes from 
other plant sources (particularly sweet potato) that have been reported to 
have either a mononuclear Mn(II1) or Fe(II1) active site (177), but these 
are beyond the scope of the review. This section will focus on the enzymes 
from porcine uterus (also called uteroferrin), bovine spleen, and red kidney 
bean. 
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A. Biochemistry 

The mammalian purple acid phosphatases with bimetallic active sites 
are glycoproteins with molecular weights of 35-40 kDa. Uteroferrin (Uf) 
consists of a single polypeptide chain (173, 174), while the bovine enzyme 
consists of two chains of 15 and 24 kDa, although the latter may be arti- 
factual and result from proteolysis during the purification process (171b, 173). 
The kidney bean enzyme, on the other hand, is a homodimer of 120 kDa 
(175). The amino acid sequences of the two mammalian enzymes have 
been determined and substantial sequence homology is found (178). The 
homology is interesting, considering that the bovine enzyme is intracellular, 
while the porcine enzyme is secreted into the allantoic fluid after proges- 
terone induction during the estrus cycle of the sow. 

The biological role of these enzymes remains unclear. Uteroferrin has 
been postulated to play a key role in providing iron for the fetal pig by 
transfer to apotransferrin (179), but strong evidence for this role is lacking 
(180). With respect to the phosphatase activity, it is clear that the enzymes 
show a preference for activated phosphate esters and anhydrides, and one 
potential role is hydrolysis of phosphotyrosine bonds in proteins (171b, 181). 
The bovine enzyme has been localized by histochemical methods to be 
only in lysosome-like organelles of cells belonging to the reticulophagocytic 
system of the spleen and is proposed to play a role in the degradation of 
aged blood cells by dephosphorylating phosphoproteins of the erythrocyte 
membranes and the cytoskeleton (182). Interestingly, calcineurin, a known 
phosphoprotein phosphatase from bovine brain contains one atom of iron 
and one atom of zinc per molecule, but a detailed study of its metallobi- 
ochemistry has not been carried out (183). Finally, there are intriguing 
homologies between the sequences of PAPS and those of a number of 
phosphoprotein phosphatases (184); these studies are being pursued and 
should shed further light on the biological role of these enzymes. 

The purple acid phosphatases are typically assayed by their ability to 
hydrolyze p-nitrophenylphosphate. The K,,, values for this substrate are in 
the millimolar range (171b, 174). The product phosphate and its analogue 
arsenate are weak competitive inhibitors (K ,  - mM); in addition, they 
potentiate the conversion of the diiron enzymes under aerobic conditions 
to an irreversibly inactivated, oxidized form (45, 185-187). Other tetraoxo 
anions such as molybdate and tungstate, on the other hand, are tightly 
bound inhibitors ( K ,  - p M )  which do not potentiate the oxidation of the 
diiron enzymes (385, 186). Interestingly, the FeZn forms are similarly in- 
hibited by these anions with comparable K, values, but are not susceptible 
to the oxidative inactivation observed for the diiron derivatives (185). 
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B. Properties of the Diiron(I1,III) Active Site 

The first indication that associated the purple acid phosphatases with 
the dinuclear iron-oxo proteins was their EPR spectra with g,, - 1.75 (Fig. 
14). This typically rhombic spectrum has been observed for the diiron forms 
of the bovine (188), porcine (189), and kidney bean enzymes (176) and is 
reminiscent of the Fe(II)Fe(III) states of Hr and MMO. The mixed-valence 
nature of the diiron unit has been confirmed by Mossbauer spectroscopy 
in all three cases (44, 45, 47, 190, 191). As discussed in an earlier section, 
the low g,, value is characteristic of an S = 4 system derived from an 
antiferromagnetically coupled Fe(II)Fe(III) unit. The fact that these signals 
can be observed only at temperatures below 40 K suggests an efficient 
electron relaxation mechanism and a small antiferromagnetic interaction. 
Initial estimates by the temperature dependences of the EPR signals (47), 
and the NMR isotropic shifts (43) established a range of 6-10 cm-' for the 
-J value. Subsequent magnetic susceptibility measurements on uteroferrin 
yielded a J value of -(9.9 * 0.3) cm-' (54). This value is smaller than 
those estimated for the semimetHr complexes and the mixed-valence spe- 
cies derived from synthetic (p-oxo)diiron(III) complexes (Table 11). Based 
on this J value, it has been proposed that a hydroxo bridge mediates the 
coupling between the Fe(II1) and the Fe(I1) centers (43, 47). 

EXAFS studies on the active diiron PAP forms estimate the Fe-Fe 
distance to be 3.0-3.2 A (la, 46, 48), which is significantly shorter than 
those found for semimetHrN, (40), MMO,, (52) ,  and synthetic (p-phen- 
oxo)bis( p-carboxylato)diiron(II,III) complexes (Table 11). The shorter Fe- 
Fe distance in the PAPS either requires a smaller Fe-0-Fe angle for the 
tribridged diiron core or consideration of alternative diiron units. An Fe&- 
OR), core unit would be consistent with the observed Fe-Fe separation. 
Examples of such cores are readily found among diferric complexes (94, l a ) ,  
but there is only one example that is in the mixed-valence oxidation state. 
The complex [Fe2(salmp),]- has an Fe,(p-OPh), core with Fe-Fe distances 
of 3.081 and 3.116 A (94). The metal centers in [Fe,(salrnp),]- are ferro- 
magnetically coupled to an S = 3 ground state in this complex, however. 
A ferrumagneticafly coupled ground state can clearly be ruled out for the 
PAP, values based on the EPR and magnetic data, so further synthetic 
work will be required to test whether other mixed-valence complexes with 
Fe2(p-OR)2 core units have properties consistent with the PAP, active site. 

Endogenous ligands to the dinuclear unit have been identified by using 
a combination of spectroscopic methods. The active diiron enzyme exhibits 
a visible absorption maximum at 510 nm ( E ~  4000), the large extinction 
coefficient being associated with a charge-transfer band (47, 173). Laser 
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excitation into the absorption band gives rise to enhanced vibrations at 
1164, 1287, 1498, and 1600 cm-' (Fig. 20), which are characteristic to 
tyrosinate deformations; these bands unequivocally identify the chro- 
mophore as a tyrosinate-to-Fe(II1) charge-transfer transition (47, 193, 194). 
In corroboration, features assignable to an Fe(II1)-bound tyrosinate are 
observed in the 'H NMR spectrum of uteroferrin [cf. Fig. 21: 3,5-H, peaks 
c and d; 2,6-H, peak y; P-CH2, peaks a and j (not shown)] (43, 195). No 
features due to an Fe(1I)-bound tyrosinate could be identified. Thus, like 
the diiron units in Hr and RRB2, the diiron complex in the purple acid 
phosphatases is inherently unsymmetric. 
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Figure 20. Resonance Raman spectra of PAP from bovine spleen. Reprinted with permission 
from B. A. Averill, J. C. Davis, S. Burman, T. Zirino, J. Sanders-Loehr, T. M. Loehr. 
J. T. Sage, and P. G. Debrunner, J .  Am. Chem. SOC., 109, 3760-3767 (1987). Copyright t3 
(1987) American Chemical Society. 
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Uf (M004) 
Figure 21. 'H NMR spectra of reduced uterofernn and 
its tungstate and molybdate complexes. Reprinted with 
permission from R. C. Scarrow, J .  W. Pyrz, and L. Que, b Jr.. J .  Am. Chem. SOC., 112,657-665 (1990). Copyright 

100 50 ppm Q (1990) American Chemical Society. 

It has been suggested that there are two Tyr residues coordinated to the 
Fe(II1) center on the basis of the eM of 4000 (43, 47). Model complexes 
typically exhibit eM values of 1000-2000 per iron(II1)-phenolate bond (196). 
This proposed number would require, however, that the two Tyr's be in 
essentially identical environments to give rise to the reported NMR and 
Raman spectra, since both phenolate NMR isotropic shifts and the tyro- 
sinate Raman qc0) peaks are quite sensitive to differences in protein en- 
vironment. The yc0) modes in recently obtained Raman spectra are sharp 
features and show no evidence of tyrosine heterogeneity (47, 185). Fur- 
thermore, absolute integration of the NMR signals relative to an internal 
standard supports the presence of only one Tyr coordinated to the Fe(II1) 
center (195). The variability of the eM values in synthetic iron-phenolate 
complexes suggests that there may be circumstances under which one 
iron(II1)-phenolate bond would give rise to a larger eM value; recent model 
studies indicate that this behavior is possible (80). 

The 'H NMR spectra of uteroferrin also provide evidence for His co- 
ordination to the diiron unit; solvent exchangeable resonances at shifts 
expected for Fe(II1)-His-N-H (peak b in Fig. 21) and Fe(I1)-His-N-H (peak 
e in Fig. 21) protons are observed (195). The presence of nitrogen-con- 
Paining ligands is also indicated by ENDOR and ESEEM data (197, 198). 
From the NMR integration, the Tyr[Fe(III)] : His[Fe(III)] : His[Fe(II)] ratio 
is 1 : 1 : 1 (195). The nature of the remaining endogenous ligands to the 
diiron unit is at best speculative. The possibility of carboxylates as ligands 
is attractive. There are unassigned features in the NMR spectrum (peaks 
f and g) that may be consistent with the CH2 protons of a carboxylate 
terminally bound to the Fe(I1) center (195). The coordination of a car- 
boxylate would also be consistent with the larger Mossbauer isomer shift 



154 LAWRENCE QUE, JR., AND ANNE E. TRUE 

associated with the Fe(I1) site in Uf, (44, 45, 47) relative to those of deoxyHr 
(37, 38). Evidence for a bridging carboxylate is not available from NMR 
spectroscopy because the CH2 protons of such a bridge are expected to be 
too broad to be observable (195). The present picture of the purple acid 
phosphatase active site (Fig. 22) thus leaves room for a variety of potential 
ligands. Not to be overlooked is the possibility of solvent water, particularly 
because of the hydrolytic function of the enzymes. ENDOR (electron 
nuclear double resonance) and ESEEM (electron spin echo envelope mod- 
ulation) studies reveal the presence of solvent-exchangeable features, some 
of which may be ascribed to coordinated water molecules (197, 198). One 
of these coordinated solvent molecules may be displaced when substrate 
or inhibitor binds, while another may serve as the nucleophile in the hy- 
drolysis reaction as proposed for the alkaline phosphatases (199). 

C. Fe(III)M(II) Derivatives 

The heterobimetallic derivatives of the purple acid phosphatases pre- 
sumably retain much of the coordination chemistry deduced for their diiron 
counterparts; however, comparative studies are just beginning. In the 
Fe(III)Zn(II) forms, the replacement of Fe(I1) with the diamagnetic Zn(I1) 
ion eliminates the antiferromagnetic interaction between the metal centers 

Figure 22. Proposed active site for reduced uteroferrin based on ‘H NMR data. Adapted 
fro Ref. 195. 
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(171a, 185). The EPR signals at g = 4.3 are thus observed (171a, 176,185), 
which are typical of a high-spin Fe(II1) center in rhombic symmetry. The 
Mossbauer spectrum of FeZnUf shows a six-line pattern at 4.2 K with an 
overall splitting associated with a hyperfine coupling (a/g,P,) of - 21 T 
(190), which is comparable to that of protocatechuate 3,4-dioxygenase, 
another non-heme iron protein with coordinated tyrosines (200). 

The purple color is retained (A,,, 530 nm) in the FeZn forms (171a, 
185, 201), and Raman spectra exhibit the characteristic tyrosinate de- 
formations (185). There are disagreements in the reported eM values for 
the purple chromophore that are not yet resolved. Zerner and co-workers 
(201) report an eM of 3650 for FeZnUf and the kidney bean enzyme, while 
Averill and his co-workers (171a) find eM to be 2100 for the bovine enzyme. 
Recent studies in Que’s lab on FeZnUf concur with Averill’s value (185). 
While there may be a possibility of Fe and Zn site scrambling in prepa- 
rations with lower eM values, the high specific activities reported and the 
sharp EPR signds of the FeZnUf in the Que preparations would appear 
to argue against site heterogeneity. Clearly, more studies are needed to 
resolve the matter. 

Other Fe(III)M(II) PAP derivatives where M is Mn(II), Co(II), Ni(II), 
Cu(II), Cd(II), and Hg(I1) have been reported with variable amounts of 
catalytic activity observed (201, 202). The phosphatase activity is retained 
even after treatment with H202, indicating that the activity observed is not 
due to contaminating Fe(II)Fe(III) enzyme but to the Fe(III)M(II) deriv- 
atives themselves. Studies of their coordination chemistry are at an early 
stage. 

D. Anion Interactions 

Insights into how substrate interacts with the active site of the PAPS 
may be gleaned from an investigation of the tetraoxo anion inhibitor com- 
plexes. These studies have focused on the effects of the substrate analogue 
and product phosphate, but comparative data on arsenate and molybdate 
are also informative. The various observations are summarized in Table 
VII. Note that phosphate and arsenate are weak binding inhibitors, while 
molybdate binds tightly (45, 185, 186, 203). These observations apply to 
both the Fez and the FeZn forms, suggesting that the anion interaction site 
is independent of the divalent metal ion (185). Note also that anion binding 
elicits similar changes of rhombicity in the EPR spectra of the Fe2 and the 
FeZn enzymes. In particular, molybdate binding generates sites of axial 
symmetry in both enzymes relative to their rhombic anion-free states. 
Again, these observations show that the Fe(II1) site appears quite sensitive 
to anion binding. 

The effect of phosphate on the purple acid phosphatases is complex and 
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TABLE VII 
ProDerties of Uf-Anion ComDlexes 

J 
Complex References K ,  L a x  EPR (cm I )  

Uf,, + Phosphate 54, 185 12 mM 536 1.06, 1.51, 2.27 - 3  
Uf,, + Arsenate 185, 186 1.3 mM 505 1.41, 1.56, 1.93 - 6  
Uf, + Molybdate 185, 186 4 FM 525 1.52, 1.97 - 8  
FeZnUf + Phosphate 185 3.5 mM 550 4.25, 4.28. 4.32 

FeZnUf + Arsenate 185 2.5 mM 510 3.81, 4.17, 4.31 
9.6 

8.77, 5.98 

5.28, 6.92 
FeZnUf + Molybdate 185 2 p.M 510 5.94 

has been the subject of some controversy (45, 54, 186, 203, 204). When 
phosphate is added to Uf,, there is an immediate red shift in its visible 
spectrum and an immediate loss of its characteristic EPR signals, rendering 
it apparently EPR silent, but catalytic activity diminishes slowly (t,,* - 1 
h) (45, 203). Upon standing in air, the oxidized uteroferrin-phosphate 
complex is formed, which is purple in color, EPR silent, and catalytically 
inactive. The phosphate in this complex is tightly (essentially irreversibly) 
bound as demonstrated by gel filtration experiments with 32P-phosphate 
(203). Indeed, the tightly bound phosphate was a major factor in the 
misdetermination of iron content in uteroferrin; samples containing phos- 
phate yielded only 1 Fe/holoprotein under acid extraction conditions as 
opposed to 2Fe/holoprotein when the protein was dry ashed (205). 

Thus, with respect to color and EPR activity, the initial uteroferrin- 
phosphate complex resembles the oxidized uteroferrin-phosphate com- 
plex, but the two complexes differ significantly in catalytic activity and 
phosphate affinity. Whereas the oxidized uteroferrin-phosphate complex 
is irreversibly formed (203), the initial uteroferrin-phosphate complex can 
be dissociated by gel filtration to regenerate native enzyme (185). An 
appropriate scheme to rationalize the above observations involving two 
distinct phosphate complexes is shown below. 

Uf, + P; e Uf,.Pi - Uf, . Pi 

The initial complex is reversibly formed with a KD in the millimolar 
range as determined by inhibition kinetics; this species would be the re- 
duced uteroferrin-phosphate complex shown by Mossbauer studies to con- 
tain a mixed-valence diiron unit (45). This complex oxidizes to the diferric 
state upon standing in air, forming the oxidized uteroferrin phosphate 
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complex (45, 203). Phosphate binding dramatically alters the AEQ of the 
Fe(II1) site in Uf, while only slightly perturbing that of the Fe(I1) site. On 
the other hand, the AEQ values of both iron sites in Uf, are significantly 
affected by phosphate binding. The EPR silence of Uf;P, was initially 
puzzling until its spectrum was observed under somewhat more stringent 
power and temperature conditions (54). The Uf, * P, complex exhibits sig- 
nals that are broad and quite anisotropic (Fig. 23). Although this spectrum 
could be discerned even in the initial experiments, the use of low temper- 
atures (2-4 K) and high modulation amplitudes greatly enhances the sig- 
nals. Magnetic susceptibility studies on Uf;P, show that the J value for 
the mixed-valence diiron unit is -3 cm (54), so that there is significant 
depopulation of the S = 1 ground state at temperatures (10-12 K) typically 
used for liquid helium studies. The small coupling is now comparable to 
the zero-field splitting of the Fe(I1) ion; such a situation can complicate 
the description of the electronic structure of the mixed-valence diiron unit 
and lead to the large anisotropy observed (54, 125a). The details of this 
situation are not well understood and will require further investigation. 

The interaction of phosphate with the bovine PAP appears uncompli- 
cated by the intermediacy of the reduced enzyme-phosphate complex, since 
the red shift and the loss of EPR signal both parallel the loss of catalytic 
activity (187). Nevertheless, the reduced enzyme-phosphate complex must 
still be involved because phosphate is a known competitive inhibitor of the 
bovine enzyme (171). In the bovine case, conversion of the reduced en- 
zyme-phosphate complex to its oxidized counterpart may occur at a rate 
significantly faster than that observed for the porcine enzyme. The differ- 
ences between the two enzymes are intriguing and should be examined 
more closely. 

We have proposed a mechanism for how phosphate interacts with the 
diiron unit (Fig. 24) (185). At pH 5 ,  phosphate is wholly in its monobasic 
form, H2PO;. It binds to the Fe(II1) ion as suggested by the Mossbauer 
data and donates one of its protons to (or strongly hydrogen bonds with) 
the hydroxo bridge, thus forming Uf,-P,. The weakening of the antifer- 
romagnetic interaction in Uf, . P, necessitates some mechanism to remove 
an oxygen orbital on the p-OH bridge from mediating coupling, and the 
protonation (or hydrogen bonding) of the hydroxo bridge provides a suit- 
able mechanism. In the rate-determining step, the terminal phosphate li- 
gand becomes bridging, thereby potentiating the oxidation of the diiron 
unit and fixing the anion into the dinuclear complex. 

Arsenate similarly potentiates the oxidation of uteroferrin, but its bind- 
ing to the enzyme induces only a slight blue shift in the visible spectrum 
(185, 186), a slight broadening of the EPR signals (185), and little change 
in the J value as determined by the temperature dependence of the power 
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0 
Fe(ll)’ \Fe(lll) 

Figure 24. Proposed interaction of phosphate with the diiron site in reduced uteroferrin. 

saturation of the EPR signal (185). These observations suggest that arse- 
nate binding does not significantly alter the hydroxo bridge, unlike phos- 
phate binding. However. H2As04 appears to hydrogen bond to the hy- 
droxo bridge based on EPR experiments in H20 and D20. The EPR signals 
of Uf,.AsO, in D20  buffer shift to lower field and sharpen relative to the 
complex in H,O buffer (Fig. 2%) (185). These spectral changes are ascribed 
to the strengthening of the antiferromagnetic coupling in D20  due to the 
weaker acidity of D,AsO; relative to H,AsO; ; the observations thus sup- 
port the model proposed in Fig. 24. 

The model also postulates anion coordination to the dinuclear active 
site. That anions bind to the Fe(II1) ion is suggested by the UVivis, EPR, 
and Mossbauer spectral changes observed upon binding of the different 
anions to Uf, and FeZnUf (45, 185, 186). But direct evidence for anion 
coordination to the dinuclear active site comes from studies on Uf,.95Mo04 
and FeZnUf.P”O,. Coupling of the electronic spin to the 95Mo nucleus 
( I  = 3) was detected from the ESEEM spectrum (198), demonstrating that 
molybdate coordinates to the diiron unit but not specifying to which metal 
center it is bound. Broadening of the very sharp g = 4.3 signal of the 
FeZnUf-P, complex was observed when P”04 was used (Fig. 2%) (185), 
showing that phosphate coordinates to the Fe(II1) center of the dinuclear 
active site in the active enzyme; coordination to the Zn center is not 
excluded, however. 

Evidence for a bridging phosphate in the oxidized enzyme-phosphate 
complex comes from EXAFS studies on the bovine and porcine enzymes 
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Figure 25. 
coordinated with P'"0, (-) and P"0, (-.-.). 

EPR spectra of (a) Uf;AsO, in H20 (-.-.) and D20 (-) and (b) FeZnUf 

(46, 48). Features due to one Fe-P component per iron at 3.1-3.2 8, can 
be observed. Since only one phosphate is bound to each enzyme molecule, 
the EXAFS fits require that it be bridging the diiron unit. Que and Scarrow 
favored an 0,O'-bridging mode for the phosphate in the porcine enzyme 
(la, 46), by analogy to the several examples of 0,O'-bridging phosphates 
in synthetic complexes. In contrast, Kauzlarich et al. (48) proposed a ter- 
minally bound phosphate for the bovine enzyme, but did not address the 
discrepancy between the model and the coordination number determined 
for P in the fit. 

The above studies provide a working model for how anions, particularly 
phosphate, interact with the dinuclear active site. It may be conjectured 
that substrate interacts in a similar manner to initiate the catalytic process. 



DINUCLEAR IRON- AND MANGANESE-OX0 SITES IN BIOLOGY 161 

E. The Puzzle of the Oxidized Diiron Enzyme 

The purple acid phosphatases can occur in two diferric forms-one as 
the tightly bound phosphate complex (characterized for the bovine and 
porcine enzymes) (45, 171, 203) and the other derived from peroxide or 
ferricyanide oxidation of the reduced enzyme (thus far accessible for only 
the porcine enzyme) (206). These oxidized forms are catalytically inactive. 
They are EPR silent because of antiferromagnetic coupling of the two 
Fe(II1) ions and exhibit visible absorption maxima near 550-570 nm as- 
sociated with the tyrosinate-to-Fe(II1) charge-transfer transition. The un- 
changing value of the molar extinction coefficient between the oxidized 
and reduced enzymes indicates that the redox-active iron does not con- 
tribute to the visible chromophore and that tyrosine is coordinated only 
to the iron that remains ferric in agreement with the NMR spectrum of 

These diferric forms are analogous to metHr and RRB2, but evidence 
for a (poxo)diiron(III) unit in the PAP active site is equivocal. The strong- 
est argument for the presence of an 0x0 bridge comes from magnetic 
susceptibility measurements that show strong antiferromagnetic coupling 
(43, 47, 171, 189, 207). For the bovine oxidized phosphate complex, there 
is so little paramagnetic susceptibility detected that - 25 is estimated to 
be -300 cm-' (47). This measurement needs to be corroborated inasmuch 
as magnetic susceptibility data on the reduced bovine enzyme from the 
same study also suggested strong coupling in the mixed-valence state (171), 
a conclusion clearly contradicted by a variety of other studies discussed 
earlier. For the oxidized porcine enzyme, - 2 J  is estimated at 200 cm-' 
from SQUID susceptibility measurements (207) and at >80 cm-' from 
Evans' susceptibility measurements (43). These large values favor an 0x0 
bridge, but more work clearly needs to be carried out to reconcile the 
different values. 

Mossbauer studies on Uf, and Uf,. P, show antiferromagnetically cou- 
pled Fe(I1I) centers with large AEQ values (45. 190).The AEQ values for 
Uf, are among the larger ones known for this class of proteins and phos- 
phate binding does diminish the splittings significantly. These values, how- 
ever, all indicate a large asymmetry in the electric field about the S7Fe 
nucleus that is consistent with the presence of an 0x0 bridge. Recently, 
Sage et al. (190) have reported variable temperature high field measure- 
ments on Uf,. Whereas the spectra at 4 K clearly demonstrate the dia- 
magnetic character of the ground state, the spectra at 100 K show hints of 
a paramagnetic excited state. In the 8, 9 coupling scheme, this result would 
suggest population of the S = 1 state near 100 K or a J value comparable 
to that determined by Evans' susceptibility measurements. 

Resonance Raman and EXAFS studies, on the other hand, are unable 

Uf, (45). 
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to demonstrate the presence of an 0x0 bridge. No v,(Fe-0-Fe) has been 
observed (47), but its absence may be rationalized by one of two arguments: 
(a) that the 0x0-to-Fe(II1) charge-transfer band is blue shifted so that it 
cannot be probed by the laser lines used for the Raman study or (b) that 
the 0x0 bridge is trans to ligands that do not enhance the intensity of the 
v,(Fe-0-Fe) mode, thus rendering it difficult to observe. 

With EXAFS, no evidence for a short Fe-0 bond has been found. 
Analysis of the first shell EXAFS data of both the bovine and the porcine 
oxidized phosphate complexes reveals 3 Fe-0 components at 1.95-1.98 A 
and 3 Fe-N components at 2.12-2.15 A (46, 48). A comparison of the first 
shell EXAFS data on metHrN3, RRB2, and Uf;P, (Fig. 8) shows clearly 
that the Uf;P, coordination shell differs from those of the other two, 
particularly in the destructive interference at high k values. Kauzlarich et 
al. (48) have suggested that the short Fe-0 bond may be masked by the 
slightly longer Fe-O(Tyr) bond(s). However, Scarrow and Que (46) have 
tested this hypothesis with two synthetic complexes having both Fe-p-0 
and Fe-OPh bonds and found that the short Fe-0 bond can be discerned 
in the EXAFS spectra of the models. Thus the presence of the 0x0 bridge 
is a matter yet to be resolved. 

In summary, the active site structure of the oxidized diiron phosphatases 
remains a puzzle because of the seemingly conflicting experimental obser- 
vations. In of itself, the diferric phosphatases represent an inactive form 
of these enzymes and are thus of less biochemical interest than the active 
Fe(III)Fe(II) and Fe(III)Zn(II) forms. The details of the diferric active 
site are intriguing from a bioinorganic perspective, however, mainly in 
terms of its relationship to the active sites of Hr, MMO, and RRB2. 

F. Relevant Synthetic Analogues 

Model compounds to date have addressed three properties of the purple 
acid phosphatases: the visible chromophore, anion interactions, and EPR 
signals of the Fe(III)M(II) state. Work on the visible chromophore fo- 
cused on whether the purple color could be consistent with the presence 
of an 0x0 bridge. Complexes with salicylaldimine ligands are among the 
best known (p-oxo)diiron(III) complexes (33, 97c). The prototypical 
[Fe(salen)],O exhibits only visible tailing of near-UV absorptions resulting 
in its characteristic yellow color (33). Other salicylaldimine complexes ex- 
hibit similar spectra features, as does [Fe(8-meq~in)~]~O, indicating that 
iron centers with an 0x0 bridge and two phenolates per iron typically have 
blue-shifted phenolate-to-iron(lI1) charge-transfer transitions. The blue shift 
is consistent with a high-spin ferric center of diminished Lewis acidity (208). 
Removing either the 0x0 bridge or one of the phenolates should increase 
the Lewis acidity of the iron center and red shift the charge-transfer band. 
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There are several examples of bis(phenolate)iron(III) complexes, with 
[Fe(salhis),]+ (209) and [Fe(salen)Im2] + (196b) among those having ap- 
propriate A,,, values. [Fe,O(OBz)(HDP),]+ is the only example of a struc- 
turally characterized (p-oxo)diiron(III) complex with one phenolate per 
iron (80). Its A,,, is at 522 nm (CH,CI,), so an active site analogous to this 
complex would be consistent with the purple color of the oxidized phos- 
phatases. More interestingly, the hdp complex exhibits an tM near 3000 
M-lcm-' per Fe. 

With regard to anion interactions, Lippard, Wieghardt, and Que have 
explored the effects of replacing carboxylate bridges with other anions in 
their respective model systems. Relevant structural and physical properties 
are summarized in Table 11. Prominent among these complexes are the 
pphosphato derivatives for which crystal structures are known for the 
HBpz3 (75, 76), Me3TACN (77), and TPA (82) series. In addition, Wiegh- 
ardt and his co-workers (77) obtained a series of complexes with bridging 
phosphate, phosphate monoester, and phosphate diester to reveal the effect 
that charge may have on the properties of the (p-oxo)diiron(III) unit. 

The structural consequences of substituting phosphate for carboxylate 
are a slight elongation of the Fe-p-0 bonds and an increase in the Fe-O-Fe 
angles. The lengthening of the Fe-p-0 bonds is presumably due to the 
greater basicity of the phosphate ligands, which would engender stronger 
Fe-0 (phosphate) bonds and weaken the Fe-p-0 bonds, while the larger 
Fe-0-Fe angles (and consequently longer Fe-Fe distances) may be as- 
cribed to the larger bite of the phosphate ligand. These structural differ- 
ences are reflected in changes in magnetic behavior and electronic prop- 
erties. There is a clear weakening of the antiferromagnetic coupling between 
the ferric centers with -21  decreasing from -240 to -200 cm - ' when 
acetate is replaced by diphenyl phosphate; this effect may be correlated 
with the lengthening of the Fe-p-0 bonds (75, 77, 82). The coupling fur- 
ther weakens on going from a O,P(OR); bridge to a O,P(OH), - bridge 
(21 = - 160 cm ') in the Me7TACN series (77). Unfortunately, the latter 
has not been characterized crystallographically, so the structural changes 
implied by the weaker coupling cannot yet be confirmed. Such effects of 
the phosphate bridge may provide clues for clarifying the puzzle of the 
oxidized phosphatase active site. For example, it may be possible to weaken 
the coupling of the (p-oxo)diiron unit to the extcnt implied by the M6ss- 
bauer and Evans susceptibility measurements by a combination of a bridg- 
ing phosphate and strong hydrogen bonding to the 0x0 bridge. Such a 
hypothesis remains to be tested. 

Me,TACN complexes with bridging arsenate, molybdate, and tungstate 
have also been reported and may serve as models for their respective PAP- 
anion complexes (77). Tris(O,O'-pXO,) complexes can be obtained; of 
these, the tris(chromat0) and tris(arsenat0) complexes are structurally de- 
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termined and found to have Fe-Fe distances of 4.456 and 4.552 A, re- 
spectively (77). Thus, it is apparent that the tetraoxo anions can act as 
bridges in dinuclear complexes; what remains to be determined is whether 
they may coordinate with a single iron center. 

The EPR properties of some synthetic mixed-valence complexes have 
been discussed in an earlier section with references to analogous signals 
found in semimetHr’s and MMO,,. The earlier comments apply to the 
PAPs in their catalytically active Fe(III)Fe(II) forms as well. What needs 
further comment is the effect of phosphate binding in Uf,, which engenders 
an EPR signal that spans almost 0.4 T (Fig. 23). Similar anisotropic signals 
are observed in complexes of dinucleating ligands with (F-phenoxo)bis( b- 
carboxylato)diiron(II,IIl) cores (64, 65, 134). It is clear that the phenoxo 
bridge, like the aqua bridge proposed for Uf; PO4, mediates weak coupling 
between the metal centers (-J - 5 cm-I, Table 11), which is now com- 
parable to the zero-field splitting (D) of the Fe(1I) center. It is this rela- 
tionship between I) and J (i.e., ID/ - IJI) that is believed to give rise to 
such anisotropic EPR signals, but the detailed spin physics of these systems 
is not yet well understood. 

One other property for the dinucleating ligands that is useful for 
modeling the PAPs is their ability to form Fe(III)M(II) complexes. Because 
of the affinity of Fe(II1) for phenolate, a monoferric complex of the di- 
nucleating ligand can be obtained; subsequent addition of a divalent ion 
and carboxylates forms [Fe(III)M(II)L(02CR)2]z+. To date, complexes with 
Fe(III)Zn(II), Fe(III)Cu(II), Fe(III)Mn(II), and Ga(III)Fe(II) (with a slight 
synthetic modification) units have been synthesized (91, 134, 210). The 
Fe(III)Zn(II) and Ga(III)Fe(II) complexes are useful for the determination 
of the electronic properties of the Fe(II1) and Fe(1I) centers separately in 
the absence of antiferromagnetic coupling; this information is being used 
to sort out the Mossbauer and magnetic properties of the corresponding 
mixed-valence complexes. The Fe(III)M(II) complexes will also be useful 
as spectroscopic models for the Fe(III)M(II) PAP derivatives as their prop- 
erties are determined. 

IV. OTHER (p-0XO)DIIRON CENTERS IN PROTEINS 

A. Rubrerythrin 

Recently, a protein of unknown function was isolated from the pen- 
ptasmic fraction of D. vulgaris and found to contain two “rubredoxin-like” 
FeS, centers and one “hemerythrin-like” center (13). Thus, it was named, 
rubrerythrin. Rubrerythrin is a dimer of identical subunits of 21.9 kDa. 
Crystals of this protein have been grown and preliminary X-ray crystal- 
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lography results indicate a twofold symmetry in the protein (211). Since 
there is only one diiron center in the protein, retention of this symmetry 
predicts a model where each polypeptide coordinates one rubredoxin-like 
Fe with four cysteines and shares the diiron site at an interface between 
the two subunits. 

Mossbauer data on the oxidized protein show a six-line magnetic spec- 
trum attributed to the two rubredoxin-like FeS, centers, as well as a quad- 
rupole doublet which has parameters (6, 0.52 mm * s-'; AEQ, 1.47 mm . s-') 
that are typical of (p-oxo)diiron(III) sites (13). High field studies indicate 
that the latter two irons are in a diamagnetic environment and suggest that 
the two ferric irons are antiferromagnetically coupled to produce an S = 
0 ground state. The observed quadrupole splitting suggests the presence 
of an 0x0 bridge, similar to that seen in metHrN, and RRB2, but the 
strength of the coupling interaction has not yet been determined. The diiron 
center can be reduced and has Mossbauer parameters (6, 1.30 mm - s-'; 
AEQ, 3.14 mm . s-') that are nearly identical with those of reduced MMO 
and reduced RRB2. 

The UV/vis spectrum of rubrerythrin shows maxima at 365 and 490 nm 
with shoulders at 350 and 570 nm. This spectrum is similar to that seen in 
rubredoxin except that there is a higher A365/A4w ratio in rubrerythrin. 
When the spectrum of Rd from D. vulgaris is subtracted from that of 
rubrerythrin, the resultant spectrum shows a A,, at 365 nm (E 5.3 mM-km-') 
and shoulder at 460 nm, similar to that of metHr, which has a A,,, at 355 
nm (E 6.4 mM-'cm-') and shoulders at 480 and 580 nm. 

Besides strong signals at g = 9.4 and 4.3 associated with the isolated 
high-spin ferric centers, the EPR spectrum of rubrerythrin shows a weak 
signal with g values of 1.98, 1.76, and 1.57. This rhombic signal with g < 
2 is characteristic of an antiferromagnetically coupled Fe"Fe"' site similar 
to those seen in the semimet forms of hemerythrin and MMO and may 
correspond to a small portion of the diiron site that has been reduced to 
the mixed-valence form. It would thus appear that rubrerythrin belongs to 
this new subclass of iron proteins. Efforts are underway to compare the 
properties of the diiron site with those of other members of the subclass 
and to establish what biological role this novel protein plays. 

B. 3-Deoxy-~-Arubino-Heptulosonate 7-Phosphate Synthase 

3-Deoxy-~-arabino-heptulosonate 7-phosphate (DAHP) synthase is the 
first enzyme of the common aromatic biosynthetic pathway in bacteria and 
plants (212). Three such isozymes have been identified in E.  coli, which 
are sensitive to phenylalanine, tyrosine, and tryptophan, respectively. The 
tyrosine-sensitive DAHP synthase has been found to contain approximately 
one iron per mole of enzyme and to exhibit an absorption maximum at 
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350 nm (E 3500 M-km-’) (213). There is some interesting homology in 
the carboxy terminal amino acid sequence of DAHP synthase with those 
of an iron-binding region of hemerythrin (residues 50-70 of the P. gouldii 
protein (214a), but sequences determined later for other DAHP synthases 
do not match (214b,c). The sequence homology, the iron content, and the 
absorption characteristics all hint that DAHP synthase may belong to this 
class of iron-oxo proteins, but this evidence is circumstantial at best and 
needs stronger corroboration. 

V. DIMANGANESE CENTERS IN PROTEINS 

Recently, proteins with proposed (p-0xo)dimanganese active sites have 
emerged. In this group are the ribonucleotide reductases found in cory- 
neform bacteria (8, 215) and catalases found in aerobic lactic acid bacteria 
(14). These enzymes have been proposed to have manganese analogues of 
the hemerythrin active site based on spectroscopic similarities of the en- 
zymes with corresponding dimanganese models. This analogy is reasonable 
since Mn(II1) and Fe(II1) have similar ionic radii and form similar com- 
plexes. Indeed, there is a growing list of metalloenzymes where the active 
site can involve iron in one system and manganese in another. The best 
example is superoxide dismutase, which has been crystallographically char- 
acterized in its iron and manganese forms and shown to have very similar 
metal coordination environments (216). Other examples that are much less 
well characterized include homoprotocatechuate 2,3-dioxygenase (217), 
catalase (218), and ribonucleotide reductase; one difference between iron 
and manganese is the latter’s greater accessibility to higher valent oxidation 
states. This property is presumably utilized by the oxygen evolving complex 
of Photosystem I1 in the oxidation of water, a topic formally beyond the 
scope of this chapter. Since much of the synthetic work on dimanganese 
complexes has been initiated with the oxygen evolving complex as the 
rationale, however, we will discuss the system briefly. Many excellent re- 
views on the subject have been published recently (219-222). 

A. Manganese-catalase 

The enzyme catalase mediates the conversion of hydrogen peroxide to 
water and dioxygen. While most catalases have a heme center as the pros- 
thetic group (218), the aerobic lactic acid bacteria and their close relatives 
cannot produce heme, and instead, utilize a non-heme, manganese-con- 
taining “pseudocatalase” (14). Unlike heme catalases, these Mn-containing 
catalases are only weakly inhibited by cyanide or azide. Manganese-catalase 
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has been isolated from three different bacterial sources and consists of an 
aggregate of either four (Thermoleophilum album) (223), five (Lacto- 
bacillus plantarum) (14), or six (Thermus thermophilus) (224) identical 
subunits of 34 kDa. 

Manganese-catalase exhibits a visible spectrum with A,,, at 470 nm (E 

1350 M-lcm-') and shoulders at 395 and 500 nm (225). That it contains 
dimanganese sites is indicated by crystallographic and EPR studies 
(15, 224, 226). The crystal structure of the T. thermophilus enzyme shows 
a bundle of four Q helices with the dimanganese unit located in the center, 
in amazing homology to the structure of hemerythrin (2, 3).The Mn-Mn 
separation is estimated to be 3.6 A; however, the resolution at this stage 
of structure refinement is insufficient to determine the nature of the bridging 
groups. 

EPR studies on Mn-catalase show a multiline signal centered at g = 
2.0 (15, 227). Below 50 K, the enzyme from T. thermophilus shows a 
dominant 18-line signal that can be fit using parameters characteristic of a 
MnIIMn"' unit; this signal is strongly temperature dependent and not de- 
tectable above 50 K. At 50 K the spectrum is a superposition of a 22 line 
and a 16-line pattern attributed to Mn"Mn" and Mn"'Mn'" forms, respec- 
tively (227). The EPR studies on the enzyme from L. plantarum reveal 
only the 16-line signal associated with the Mn"'Mn'" species, which is 
observed even at 6 K (Fig. 26) (15). This spectrum has parameters (g = 
2.0075, A ,  = 154 G, A2 = 81 G), which are nearly identical with those 
of the 16-line pattern of the enzyme from T. thermophilus (227). The 
disagreement in the two EPR studies is not resolved. Nevertheless, it is 
clear that there is a new active site for biological peroxide disproportion- 
ation and new mechanistic possibilities must be considered. 

B. Ribonucleotide Reductase 

Recently, a new type of ribonucleotide reductase that did not require 
coenzyme-B12 or iron for activity was discovered in the coryneform bac- 
teria Brevibacteriium ammoniagenes and Micrococcus luteus (228); this 
enzyme requires manganese instead. Like the diiron-containing enzyme 
from E. coli, the enzyme from B.  ammoniagenes consists of two compo- 
nents, a 30 kDa B1 subunit that binds the nucleotides and 100 kDa B2 
subunit consisting of two 50-kDa chains with at least one Mn per chain 
(8). Enzyme from Mn-deficient cells showed no ribonucleotide reductase 
activity but could be activated by addition of Mn2+ (215). Furthermore, 
54Mn was incorporated into the B2 subunit when the bacteria were grown 
on j4MnC12-enriched medium (8). These experiments strongly implicate a 
manganese containing active site. 
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Figure 26. EPR spectrum of the manganese catalase from L. plantarurn. Reprinted with 
permission from R. M. Fronko, J .  E. Penner-Hahn, and C. J .  Bender, J .  Am. Chem. Soc., 
220, 7554-7555 (1988). Copyright 0 (1988) American Chemical Society. 

The electronic spectrum of the B2 subunit (A,,, = 455, 485, and 615 
nm) closely resembles those of Mn-catalase and synthetic tribridged 
Mni"0 complexes (8). The metal site was thus proposed (229) to be anal- 
ogous to the diiron center of the enzyme from E. coli. This analogy may 
be reasonable as iron restores 50-70% of the activity in protein derived 
from Mn-deprived cells (230). Similar to the enzyme from E. cofi, the Mn- 
containing ribonucleotide reductase is inhibited by hydroxyurea and au- 
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rintricarboxylic acid (230). This result suggests that the Mn-containing 
enzyme may also use an organic radical in its mechanism; however, none 
has been detected by EPR studies. The structure of the manganese site, 
the involvement of a free radical, its nature, and how it is generated remain 
interesting problems to be solved in the future. 

C. The Oxygen Evolving Center from Photosystem I1 

The most studied of the manganese enzymes is the oxygen evolving 
center from Photosystem I1 (PS 11), which involves four Mn ions in the 
active site and catalyzes the four-electron oxidation of water to dioxygen 
in photosynthesis (219-222). Kok et al. (231) showed that the 02-evolving 
complex in PS I1 is oxidized in four one-electron oxidation processes. The 
five states of this protein are designated as St,-S4 with So being the totally 
reduced form. The S, state is only transiently stable and rapidly converts 
to So with concomitant O2 evolution. A complete review of this work is 
beyond the scope of this chapter, but several points should be made in 
relation to the other 0x0-bridged Mn species. 

EPR studies on the S2 state of the manganese aggregate reveal a pattern 
at g = 1.96 consisting of at least 16 hyperfine lines with possibly more 
lines in the wings (232). This 16-line pattern was originally simulated with 
a pair of antiferromagnetically coupled manganese atoms (232). When the 
wings of the spectrum are included, however, the pattern can be reasonably 
fit using parameters characteristic of three Mn"' and one Mn'" (233). 

EXAFS studies on the S1 and S2 states of the oxygen evolvin center 
of PS I1 show that each Mn atom has one Mn neighbor at 2.7 (234). 
There were also three O,N scatterers at 1.75 8, and three 0 , N  scatterers 
at 1.98 8, characteristic of bridging and terminal ligands, respectively. A 
longer Mn-Mn interaction may also be present at 3.3 8, (220). The short 
Mn-ligand distances have been observed in manganese coordination chem- 
istry only for complexes containing bridging oxide species, while the 2.7- 
A Mn-Mn distance is characteristic of Mn2(p-0)* cores. Thus proposed 
structures for the tetramanganese center incorporate the Mn,02 structural 
motif, including a distorted cubane-like Mn404 cluster and an Mn402 
butterfly structure, both of which have been found in synthetic com- 
plexes (235). 

D. Models 

The emergence of dimanganese units as potential metalloprotein active 
sites has resulted in an intense synthetic effort to model such sites. Since 
the metalloproteins are not structurally well characterized, there are few 
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benchmarks with which to compare the synthetic analogues. Among these 
include the visible spectrum (Mn-catalase and ribonucleotide reductase) 
(8, 236), the multiline EPR signal (Mn-catalase and the oxygen evolving 
center) (15, 227, 233) and the Mn-Mn separation (-3.6 8, in Mn-catalase 
and 2.7 and probably 3.3 8, for the oxygen evolving complex). 

1,  Structural Aspects 

A large number of dimanganese complexes has been synthesized and 
structurally characterized. They can be classified according to the nature 
of their bridging units, as illustrated in Fig. 27 and listed in Table VIII. 
Figure 28 shows the structure of the ligands. As expected, Mn-O,, bonds 
are short, averaging about 1.8 8,, irrespective of whether the complex 
contains Mn"' or Mn'". The Mn-Mn separation depends on the number 

monobridged 

dibridged 

tribridged 

tetrabridged 

LMn-0-MnL 

... 0 .  ... 
L , M n j  ,MnL, 

0 

0 
LMn/ 'MnL 

LMn,',MnL 

b o d  
Y 

LMn. /O\MnL 
\'O.y.O'l 

,Yo 

R ... 0,. 
L,Mn, ,MnL, 

f4 

R 

R 

LMn. /O\MnL 

Figure 27. Structural core motifs of the synthetic dimanganese complexes. 
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of bridges and the nature of these bridges. The only two examples of (p- 
0xo)dimanganese complexes with no additional bridges have tetradentate 
macrocyclic ligands and linear or nearly linear Mn-0-Mn bonds. The Mn- 
Mn distances are thus the sum of the Mn-p-0 bond lengths, 3.42 8, for 
the phthalocyanine complex (263) and 3.54 8, for the tetraphenylporphin 
complex (274). The presence of additional bridges serves to decrease the 
Mn-0-Mn angle and shorten the Mn-Mn distance. Additional carboxylate 
brid es result in Mn-0-Mn angles of -120" and Mn-Mn distances of 3.1- 

W and the Mn-Mn distance to 2.6-2.7 A, respectively (Table VIII), while 
a third 0x0 bridge further reduces the angle and the distance to 78" and 
2.3 8, (238). It is conjectured that a metal-metal bond may be present in 
the tris(p-0x0) complex, but firm evidence is lacking. The 2.6-2.7 8, Mn- 
Mn distance found for the bis(p-0x0) complexes make the Mn202 unit the 
favored structural motif to account for the 2.7-8, distance found for the 
oxygen evolving complex in Photosystem I1 (234). 

Modification of the 0x0 bridge invariably lengthens the Mn-p-0 bond 
and increases the Mn-Mn distance. The tribridged (p-oxo)bis( p-carbox- 
ylato)dimanganese(III) core illustrates this point well. The parent unit, of 
which there are seven examples, has an Mn-Mn separation of -3.1 8, 
(229, 237, 254-257). One-electron oxidation without altering the bridges 
lengthens the Mn-p-0 bonds slightly and increases the Mn-Mn separation 
to 3.23 8, (264). In the corresponding dimanganese(I1) complex, the 0x0 
bridge is protonated, thereby increasing the Mn-p-0 bond lengths to 2.05 
8, and the Mn-Mn distance to 3.35 8, (237, 238). Further protonation to 
a p-aqua derivative yields Mn-p-0 bmds of 2.22 8, and a Mn-Mn distance 
of 3.74 8, (239). Replacement of the p-0x0 bridge to a p-phenoxo group 
as in the Mn"Mn"' complexes affords Mn-Mn distances of -3.5 8,. These 
are trends paralleled by similar tribridged diiron complexes. 

The TACN and Me,TACN complexes of Wieghardt constitute the most 
versatile series of compounds, affording a range of oxidation states and 
bridging arrangements. In total, six different core combinations can be 
obtained and structurally characterized, namely, Mn&OH)( p-OAc), 
(237), Mnf'(p-O)(p-OAc)2 (237, 254), Mn"1Mn1V(p-O)(p-OAc)2 (264), 

3.2 x (264). A second 0x0 bridge decreases the Mn-0-Mn angle to near 

Mn111Mn1v(p-0)2(p-OAc) (272), Mn~"(p-O>, (238), and Mn:'(p-OAc), 
(238). 

Details of the coordination chemistry about the Mn atoms are as ex- 
pected from data on mononuclear complexes, with Mn(II1) showing the 
effects of the Jahn-Teller distortion and 0x0 groups exerting their trans 
bond lengthening effects. The consequences of these occasionally com- 
pet$g effects are illustrated in the structures of [Mn111Mn1v02L2] and 
[Mn~110(OAc)2L2] complexes. There are two examples of mixed-valence 
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Figure 28. Structures of additional ligands and their abbreviations. 

Mn,O, complexes where the oxidation states of the metal atoms can be 
assigned (L = TPA, tren) (265, 270). In these cases, the Mn'"-O,,, bonds 
are clearly shorter than the corresponding Mnlll-Ooxo bonds by 0.06-0.08 
A. On the Mn'" ion, the Mn-N bonds trans to the 0x0 groups are slightly 
longer than those cis to the 0x0 groups; on the Mn"' ion, the Mn-N bonds 
trans to the 0x0 groups are significantly shorter than those cis to the 0x0 
groups, the dramatic elongation of the latter bonds being ascribed to Jahn- 
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Teller effects. In the [Mn:110(OAc)zL2] complexes, the Mn-N bonds trans 
to the 0x0 groups do not differ much in length from their cis analogues, 
in contrast to what is observed for the iron derivatives. Wieghardt argues 
that this result is due to Jahn-Teller compression along the O,,,-Mn-N 
axis congruent with the requirement for a short Mn-0,,, bond (237). The 
compression should shorten the Mn-Ntrans bond, but this effect is canceled 
by the trans effect of the 0x0 group, thus yielding an Mn-N bond com- 
parable in length to the others. 

2. Electronic Spectra 

Detailed comparisons of the electronic spectral properties of the various 
dimanganese complexes have not yet been carried out and undoubtedly 
will contribute to our understanding of their electronic structures. The (p- 
oxo)bis(pcarboxylato)dimanganese(III) complexes exhibit spectra (Fig. 
29) that are remarkably similar to those of Mn-catalase and ribonucleotide 
reductase. The features in the visible region are probably ligand-field tran- 
sitions by analogy to mononuclear Mn(II1) complexes; however, some 
intensity may be due to charge-transfer transitions of the [Mnz0(0Ac)2]2+ 
core, because Mn-0-Mn vibrations at 558 and 717 cm-’ are observed with 
406.7 nm excitation and Mn(0Ac) modes at -340 cm-’ are enhanced with 
457-488 nm excitation (229). 

480 560 640 720 800 860 

1.2 

0.8 

0.4 

Figure 29. 
from Ref. 113. Copyright 0 1989 The Chemical Society. 

Electronic spectra of [MM’O(OAc),(Me,TACN)2]2’. Reprinted with permission 
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3. EPR Properties 

Multiline EPR signals are observed for all the mixed-valence complexes. 
These signals arise from S = 4 states derived from antiferromagnetic cou- 
pling of Mn(II1) and Mn(I1) or Mn(1V) ions, the multiplicity of the signals 

complexes exhibit a 16-line signal (Fig. 30b), which is observable even 
resulting from distinct 55Mn ( I  = 3 )  nuclei. In general, the Mn"'Mn*"O 2 

I I I I I I I I I 

2.0 3.0 4.0 5.0 

I I I I I 
3.0 4.0 

I I I I I I I I 
2.0 3.0 4.0 5.0 

kG 

Figure 30. EPR spectra of (a) [Mnz(BCMP)(OAc)z](C104)z, ( b )  [Mn202(tren)z](C104)3, and 
(c) [FeMnO(OAc)z(Me,TACN)](C104)z. Reprinted with permission from Refs. 113,250,265. 
0 American Chemical Society and The Chemical Society. 
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above liquid nitrogen temperatures because of their large J values (cf. 
Section V.D.4). A values of 160 * 10 and 78 ? 3 G for the two inequivalent 
55Mn nuclei can be derived from the spectra (265, 269, 272, 275), and these 
match the 16-line spectrum of Mn-catalase well (15). 

The Mn11Mn111(OPh)(OAc)2 complexes typically have a 29-line EPR sig- 
nal (Fig. 30a) (240, 250, 252). Because of the weak antiferromagnetic cou- 
pling between the metal centers, these signals are more difficult to simu- 
late. The d4-d5 system requires a 30 x 30 spin Hamiltonian energy ma- 
trix that includes the effects of magnetic exchange, the single ion zero-field 
splittings, and the Zeeman interaction. Hendrickson and his co-workers 
(250, 251) provide a detailed report of these efforts. 

The weak antiferromagnetic coupling found in the Md'Mn"' complexes 
also allows the population of higher states of the spin manifold at fairly 
low temperatures. Thus, broad features at g - 4 observed even at 7.5 K 
are ascribed to the S = I state, and signals near g - 8 can be discerned 
at 30 K that may arise from the S = Q state (250). 

EPR signals of one other complex deserves brief mention. Christou and 
his co-workers (253) report that Mn,(biphen),(biphenH)(bipy), with a 
Mn"Mn"'(pOPh)2 core exhibits signals at g = 12,5.1 (with 5sMn splitting), 
2.01, and 1.47. These signals may derive from a ferromagnetically coupled 
Mn"Mn"' unit ( J  = 0.89 cm-I) and needs further investigation. 

4. Magnetic Properties 

In general, the magnetic interactions between manganese ions in a di- 
nuclear complex are strongest at higher oxidation states and decrease as 
the metal centers become more reduced (Table VIIl). The Mn;"03 core 
shows by far the largest antiferromagnetic coupling ( J  = -390 cm-'), 
very likely enhanced by the short Mn-Mn distance and the multiple su- 
perexchange pathways (238). The MniVO2 and Mni"0 cores also exhibit 
strong antiferromagnetic coupling; J values for [Mn202(phen),14 + and 
[Mn202(TPA),]4+ are - 144 and - 137 cm-', respectively (266, 271). 

The addition of one electron into the Mn202 core does not appear to 
alter the coupling. All dibridged Mn1"Mn'"02 complexes exhibit J values 
of (-150 ? 10) cm- '  (see Table VIII). The presence of an additional 
carboxylate, however, has unpredictable effects. The TACN complex has 
a J value of -220 cm-' (272), while the (bipy,Cl) complex has a f value 
of - 114 cm-' (253). The conversion of a Mn111Mn'V02(0Ac) core to a 
Mn"'Mn'"O( OAc), core leads to a significant weakening of the coupling 
to -40 cm-' (264). But, more interestingly, reduction of the Mn11'~1"20(OAc)2 
core by one electron almost eliminates any magnetic interaction. Indeed, 
of the six examples with the Mnf'O(OAc)2 core, three exhibit weak an- 
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tiferromagnetic coupling while the other three show weak ferromagnetic 
coupling. 

The weakness of the magnetic interaction in the Mni110(OAc)2 core, 
particularly as compared to the strong antiferromagnetic coupling observed 
for the corresponding Fe$110(OAc)2 core (cf. Section II.A.l), has been the 
subject of some discussion. Sheats et al. (229) suggested that, since the 
M-0,,, bond is the shortest bond in both Mn and Fe complexes, the d:  
orbital would be expected to be the most destabilized among the five 3d 
orbitals of each metal center. Coupling might then be expected to result 
from a d:-dl interaction via the 0x0 bridge. The fact that this orbital would 
be occupied in the Fe case and unoccupied in the Mn case would explain 
the difference in magnetic interactions. 

This hypothesis was put to test with the synthesis of the heterobimetallic 
[Fe"1Mn1110(OAc),(Me3TACN)]2 + ( 1 13). Although not crystallographi- 
cally characterized, the FeMn complex exhibits an optical spectrum that 
is distinct from an equimolar mixture of the two homodinuclear complexes 
(Fig. 29). More compelling is the observation of an EPR signal from the 
expected S = 4 ground state showing six 55Mn hyperfine lines (Fig. 30c, 
AMn(S = 1), 110 G or u&, 82.5 G). If a dl-dl interaction were the dominant 
pathway for antiferromagnetic coupling, then the FeMn complex should 
be weakly coupled; however, a J value of -72 cm-' is observed. In an 
analysis of the magnetic orbitals of the M:"O(OAC)~ core, Girerd and his 
co-workers (113, 276) proposed that the dominant pathway for antiferro- 
magnetic coupling must be the df-dx, pathway to explain the magnetic 
properties of all three complexes. Indeed, JMnFe is predicted to be approx- 
imately 60% of JFcFe based on the fact that there are two df-d,, pathways 
in the diiron case and only one in the FeMn case and that the diiron case 
has 25 microstates while the FeMn case has only 20 [(1/20)/(2/25)]. This 
relationship is observed. Other MniT1, Mn"Mn"', and Mni' complexes ex- 
hibit weak coupling; but these complexes have not been compared in suf- 
ficient detail to yield insights. 

5. Redox Properties 

The redox properties of the dimanganese model complexes are listed in 
Table IX. In general, three redox states can be accessed electrochemically. 
For 0x0-bridged complexes, the MniV, Mn1IIMdV, and Mn:" can be attained 
with the Mniv/Mnll'Mn'V couple at about 1-1.8 V vs. NHE and the 
MnlllMn'V/Mnill couple 0.6-0.9 V lower. The phenoxo-bridged complexes, 
on the other hand, access the Mn;", MnIIMnlI1, and MniI states in the 
same potential range. This positive shift in potential when the 0x0 bridge 
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TABLE IX 
Redox Potentials of Dimanganese Complexes" 

Complex References IV,IV/III,IV III,IV/III,III III,III/II,III II.III/II,II 

[ M ~ ~ B P M P ) ( O B Z ) ~ I  
[Mn2(BCMP)(OAc),] 
[Mn:(BIMP)(OAc),] 
[MnzLCl21 
[MnzLBr2] 

[Mn20H(OAc)2(Me3TACN)2] 
p-Hydroxo complexes 

271 + 1 .56b 
266 + 1.280 
265 + 1 .03W.d 
270 + 1.14h.e 
271 + 1.28h 
268 +0.9Y.d 
269 + 1.w 
258 + 1.534'.d 
278 + 1.22/ 
278 + 1.12/ 
238, 264 + 1.76* 
229 + 1.17'.R 
255 + 1 SW.8 
255 

240 
250b 
240a 
250, 251 
252 
246 
246 

264 

-b 0.w 
+0.340 
+0.282' 
+ 0.44h.d 
+ O.4gb 
+O.3Uh.' 
+ 0.22ob 
+ 0.765'.d 
+ 0.22f 
+0.37' 
+ l . l@ 
+ 1.066" 
+ 0.9Y 
+ 0.99 

+ 0.028 

+ 1 . 4 4 b  
+ 1.146dS 
+ 1.31h 
+ 0.896d* 
+ 1.21W.d 
+ 1.20 
+1.30 

+ 1 

+0.71h.' 
+0.616** 
+ 0.77* 
+0.415d,g 
+0.63F6 
+ 0.596 
+ 0.629 

+ 0.7od.g - 
"All potentials reported vs. NHE. 
hOriginally reported as vs. SCE (+  0.24-V correction factor). 
'Originally reported as vs. Ag/AgCl ( + 0.20-V correction factor). 
dQuasireversible. 
'Irreversible. 
loriginally reported as vs. Ag/Ag' ( +0.57-V correction factor). 
ROriginally reported as vs. Fc+/Fc ( +0.55-V correction factor). 

is replaced by phenoxide is also observed in iron chemistry (cf. 
Section II.D.2). 

There is not much work thus far modeling the reaction chemistry of the 
dimanganese proteins; more will undoubtedly be published in the near 
future. Dismukes and his co-workers (249) have found that [Mn,(HPTB)C13] 
decomposes H202 catalytically with an initial rate proportional to  
[H20,]2[complex], while mononuclear Mn(I1) is ineffective. It is proposed 
that the reaction proceeds through the initial formation of a M n ~ " ( p 0 )  
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intermediate; this observation may serve as a basis for an analogous 
mechanism for the function of the Mn-catalase but will need further 
investigation. 

VI. PERSPECTIVES 

M-0-M units are emerging as important structural motifs in metallo- 
proteins. Besides the diiron and dimanganese proteins discussed in this 
review, such structures are likely for dicopper centers (279, 280) and pos- 
sible for the nickel sites in urease (281). There has been an explosion of 
literature relating to this area, and this high level of activity will undoubt- 
edly continue, given the interest in and importance of the various systems 
that contain such sites in proteins. What we would like to emphasize is the 
breadth of expertise that has been needed for our understanding of these 
active sites to the present stage, which include physics, spectroscopy, syn- 
thetic chemistry, mechanistic chemistry, biochemistry, molecular biology, 
and microbiology; these talents will be required to uncover further secrets 
that nature has hidden in the chemistry of these fascinating metalloproteins. 

ACKNOWLEDGMENTS 

This review was written with the support of the National Institutes of 
Health (GM-38767) and the National Science Foundation (DMB-8804458). 
These agencies have also supported the work from the Que laboratory that 
is cited in this manuscript. A. E .  T. is grateful for a National Research 
Service Fellowship from the N. I. H. (GM-12792). We thank our colleagues 
in the Minnesota Metalloprotein Interest Group for their enthusiastic sup- 
port and stimulating discussions, including Eckard Munck, John Lipscomb, 
Edmund Day, Bridget Brennan, Andy Borovik, Sheila David, Brian Fox, 
Michael Hendrich, Ted Holman, Randy Leising, John Lynch, Stephane 
Menage, Vasilios Papaefthymiou, Linda Pearce, Richard Norman, and 
Robert Scarrow. We would also like to  thank Professor Stephen J. Lippard, 
Professor Joann Sanders-Loehr, and Professor Karl Wieghardt for valuable 
input. 

ADDENDUM 

SemimetHr. Based on recent CD and MCD data, McCormick and Sol- 
omon (282) found that the Fe" sites in (semimet),Hr and (semimet)oHr 
differ substantially. They propose that the Fe"' sites are six coordinate in 
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both semimet forms while the Fe" sites are six and five coordinate in 
(semimet),Hr and (semimet)oHr, respectively. Furthermore, the two forms 
appear to be related by a pH equilibrium. Together with previous obser- 
vations on the redox kinetics of hemerythrin (51) and the similarity of the 
antiferromagnetic interactions in both semimet forms (51, 89), the new 
data suggest the following scheme: 

His, 
H i s r  

/ \\- 4- \ OH- 
-o/ - His His His' \ 0 

0 7 "  
Y I 

x 

(sernimet),Hr (semimet),Hr 

It has been previously noted that electron transfer is facile for the metHr/ 
(semimet),Hr and (semimet),,Hr/deoxyHr couples (6, 148). With the five- 
coordinate Fe" site, (semimet)oHr can be readily reduced to deoxyHr 
without significant structural rearrangement (282). On the other hand, the 
presence of hydroxide as an exogenous ligand for the Fe"'site in (semi- 
met),Hr allows the facile deprotonation of the hydroxo bridge to form the 
oxo-bridged metHr. This scheme also accounts for the lack of pH de- 
pendence for the metHr/(Semimet)RHr couple (147). The transfer of the 
second electron in either direction becomes relatively more difficult because 
of the structural reorganization required for the intramolecular electron- 
transfer process. 

MMO,&. Further analysis of the integer spin EPR signal of the diferrous 
form of MMO indicates that the scheme in Fig. 13, which depicts an axial 
system with D < 0 and J B D ,  cannot apply to this particular system (283). 
For MMOred, the EPR signal can be accounted for quantitatively with either 
of two models: (1) IJI B ID(, D > 0, EID = 0.16 or (2) IJI < 101/3, D < 
0. In the first case, the resonance would still be from an S, = 4 multiplet 
similar to that depicted in Fig. 13, except that the multiplet must be in- 
verted. In the second case, however, the total spin, ST, is not a valid 
quantum number and Fig. 13 would not apply. Currently, the spectroscopic 
data cannot differentiate between the two models; nevertheless, the anal- 
ysis concludes that the g = 16 signal that is observed for MMO is a 
consequence of a ferromagnetic interaction between the two Fe" centers. 

Manganese-Catalase. A recent ESEEM study by Dikanov et al. (284) 
on the manganese-catalase from T. thermophilus reports evidence for an 
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imidazole group near the dimanganese active site. The value of the isotropic 
hyperfine coupling interaction (A = 2.3 f 0.5 MHz) and the magnitude 
of the anisotropic component of this coupling indicates a nitrogen atom 
that is not directly coordinated by manganese but one further removed 
from the region of principal unpaired electron density. Dikanov et al. 
suggest that this effect is from the uncoordinated nitrogen of a ligated 
histidine residue. 

Recent Results. Noteworthy papers have recentIy appeared regarding 
the generation of tyrosyl radical from metRRB2 (285, 286) and the for- 
mation of dioxygen complexes from nonheme ferrous precursors (287, 288). 
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I. INTRODUCTION 

The biological utilization of phosphate derivatives is of utmost impor- 
tance. Phosphate diesters form part of the backbone of DNA. The phos- 
phate derivatives and anhydrides, in particular ATP, are the main method 
of energy transduction in the cell and phosphorylation of proteins is a key 
step in the regulation of some metabolic pathways. In contrast to their 
reactivity in biological systems, phosphate derivatives are generally un- 
reactive in laboratory conditions. A striking feature of many of the enzymes 
in this area is that most of them are metalloenzymes or require metal ion 
cofactors (108). This observation prompts the question, Do metal ions 
have a special effect on the reactivity of phosphate derivatives or are they 
merely used in a structural role (la)? A number of mechanisms by which 
metal ions could conceivably facilitate the reactions of phosphate deriva- 
tives are fairly obvious and include the six modes listed below. 

1. Electrophilic activation of the phosphorus center. 
2. Charge neutralization of the phosphate moiety. 
3. Provision of an efficient nucleophile at biological pH, for example, 

4. Organization of the reactants for an intramolecular reaction. 
5 .  Orientation of the substrate for the enzyme. 
6. Activation of the substrate in a strained chelate. 

coordinated OH- ion. 

This chapter reviews some of the work that has been conducted in an effort 
to evaluate the efficacy of the above mentioned potential activating modes 
and other more specific questions that have arisen in the course of these 
investigations. 
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11. REACTIONS OF PHOSPHATES IN THE ABSENCE OF 
METAL IONS 

Nucleophilic substitution of phosphates appears to proceed via two basic 
mechanisms (1 15 144), Scheme 1 ; the dissociative mechanism [ s N 1  (P)] and 
the associative mechanism [&2(P)]. The dissociative mechanism proceeds 
via an extremely reactive three-coordinate metaphosphate intermediate 
and the associative mechanism proceeds via a five-coordinate phosphorane 
or equivalent, which may or may not be an intermediate. 

A. The Dissociative Reaction, SJ(P) 

The elimination-addition reaction for phosphate esters was first pro- 
posed to account for the shape of the pH-rate profile of alkyl monoesters 
(40), which are most reactive at the maximum concentration of the mon- 
oanion. that is. -pH 4. The explanation for this observation was that the 
reaction proceeded via a metaphosphate “intermediate” by the expulsion 
of an alcohol group with the proton for the alcohol being transferred from 
the phosphate as the reaction proceeds. Further studies of the reactions 
of monoesters have implied that the above mechanism operates for all alkyl 
and aryl monoesters where the pK, of the leaving group exceeds about 
5.5. In these instances, the alcohol or phenol needs to be protonated to 
be an effective leaving group. In contrast, phosphate monoesters with a 
phenolic leaving group with a pK, < 5.5 show rate maxima where the 
dianion predominates (18,94). In this situation, the phenolate ion appears 
to be an effective leaving group and therefore does not require protonation. 

Since the mid-1950s many experiments have been performed lending 
support to the thesis that metaphosphate was involved in the hydrolysis of 

+RO 

Hydrolysis of phosphate esters. Scheme 1. 
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ionized phosphate monoesters. These include studies showing that the 
products of solvolysis of monoesters carried out in mixed alcoholic-aqueous 
media are alkylphosphate and phosphate in a ratio that is close to that of 
the molar ratio of the solvent (86). The interpretation is that a phospho- 
rylating agent is produced that is not selective towards the two nucleophiles 
present. Also, 2,4-dinitrophenylphosphate phosphorylates the sterically 
hindered tertiary butyl alcohol in acetonitrile at almost the same rate as it 
is hydrolyzed in that solvent, implying a dissociative-type mechanism (1 14). 
The oxyen kinetic isotope effect in the hydrolysis of 2,4-dinitrophenyl- 
phosphate, with the l80 atom on the phenol group, (k<)16/k@) is 1.02 -f 
0.004, which is indicative of substantial P-0 bond cleavage in the rate 
limiting step (66). The three phase test (120) in which the reactive phos- 
phate is anchored to insoluble polymer beads and the receptor is attached 
to another type of bead, both in an inert solvent shows that the reactive 
phosphorylating agent has migrated through the solvent to the receptor 
molecule. A bimolecular reaction between the reactant and receptor is 
precluded by the fact that they are attached to separate insoluble polymers. 

Experiments have been performed that appear to demonstrate the pro- 
duction of the metaphosphate fragment from other than a phosphate de- 
rivative. The pyrolysis of an appropriate precursor molecule, for example, 
methyl-2-butenylphosphonate (Scheme 2) yields products attributable to 
the reaction products of methylmetaphosphate (146). 

Recently, Westheimer and co-worker (22,23) re-examined the Conant- 
Swan fragmentation of P-halophosphonates and have presented evidence 
for the fragmentation proceeding via metaphosphate (Scheme 3). The 
PO, anion so generated can be trapped by the addition of a suitable reagent 
(22, 23). 

The monomeric metaphosphate anion has also been directly observed 
in the gas phase by mass spectrometry (107). Ramirez and co-workers have 
utilized the negative ion chemical ionization technique to study the frag- 
mentation of phosphotriesters. In many of these spectra, a prominent peak 
occurs at mle = 79; exact mass measurements of this peak confirm that 
it is PO,. It is important to note, however, that all reactions where the 
metaphosphate anion has apparently been trapped have been conducted 
in nonaqueous media. 

Scheme 2. Pyrolysis of methyl-2-butenylphosphonate. 
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Scheme 3. The Conant-Swan fragmentation (according to Westheimer (22, 23)). 

Knowles and co-workers have studied the stereochemical consequences 
of the presumed S,l(P) reaction. They have shown that the methanolysis 
of chiral ‘60170180-s~bst i t~ted phenol- and 2,4-dinitrophenylphosphate and 
phosphocreatine (13, 14), under conditions where they were expected to 
react by the metaphosphate pathway, all undergo complete inversion of 
configuration at phosphorus. This result implies that the putative meta- 
phosphate is not a free intermediate; that it is not even long-lived enough 
to equilibrate with the solvent cage in which it is formed. It was concluded 
that the reaction must be preassociative at least in aqueous-alcoholic me- 
dia. A recent report (24) has shown that the Conant-Swan fragmentation 
described earlier also occurs with inversion about the phosphorus atom. 

In acetonitrile solution, the transfer of the phosphoryl group of the 
monoanion of phenylphosphate to tert-butanol proceeds largely with ra- 
cemization at the P center (61) indicating that under these conditions the 
metaphosphate anion has a lifetime long enough at least to equilibrate with 
its environment. A second possibility is that the PO, intermediate under- 
goes multiple transfer reactions with the solvent before ultimately trans- 
ferring to the final acceptor. Likewise the terminal phosphate in ADP is 
transferred to a variety of alcohols in acetonitrile with racemization about 
the phosphorus center (43). 

Unlike its phosphate parent, the dianion of chiral ( l80 substituted) 4- 
nitrophenyl-thio-phosphate undergoes solvolysis in ethanol to yield ethyl- 
thiophosphate, which is completely racemic (44, 45), implying that thio- 
metaphosphate has a longer lifetime than metaphosphate in protic solvents. 
The monoanion is largely racemized in ethanol (80%) and aqueous ethanol 

The volume of activation for the hydrolysis of 2,4-dinitrophenylphos- 
phate in aqueous solution is -4.8 cm’.mol-’ (116) and this has been in- 
terpreted as a reaction that involves some associative nature. In contrast, 
the activation volume for the hydrolysis of 2,4-dinitrophenyl-chio-phos- 
phate is + 10 cm3.mol-’, which is indicative of a more dissociative pathway 

These are all experiments that indicate the short life of the “PO; in- 
termediate” and display a spectrum of knowledge about its properties 
without being exhaustive. 

(70%). 

(19). 
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B. The Associative Reaction, SN2(P) 

The addition-elimination reaction proceeds via addition of a nucleophile 
at phosphorus to generate a five-coordinate intermediate or activated com- 
plex. The phosphorus atom is readily able to use its d orbitals to expand 
its coordination number and it is argued that an attacking nucleophile such 
as OH- adds to the four-coordinate phosphorus to form a pentacoordinate 
phosphorane (143). It appears that generally the pentacoordinate inter- 
mediate will have a trigonal bipyramidal structure , although spirocyclic 
phosphoranes seem to favor square pyramidal structures (80). 

1.77 

R 
R 

1.61 

1.78 0 

1 

(Bond lengths in  A ,  R = C,H,) 

Phosphate di- and triesters appear to react exclusively via this SN2(P) 
mechanism. Phosphate monoesters can react via either mechanism de- 
pending on their state of protonation (115), but the neutral diprotonated 
monoesters always appear to react via the SN2(P) pathway. 

X-ray crystallographic analyses of available trigonal bipyramidal phos- 
phoranes show that, usually, apical bonds are longer (see, e.g., 1) and, as 
a corollary, weaker than the equatorial bonds (54, 117). 

X-ray structures determined for trigonal bipyramidal phosphoranes with 
mixed alkyl-alkoxy substituents invariably show that the alkoxy groups 
prefer apical coordination and alkyl groups prefer the equatorial sites (138). 
An approximate scale of apicophilicities, a measure of a substituent’s pref- 
erence for an apical position in the trigonal bipyramid, has been deduced 
for phosphoranes from NMR studies of these compounds (137). The scale 
spans F- to alkyl groups in order of decreasing apicophilicity. Phosphor- 
anes appear to be stabilized by the presence of four-, five- and six-mem- 
bered rings incorporating the phosphorus atom as witnessed by the relative 
paucity of X-ray structures for nonring phosphoranes (1 17). 

Phosphoranes, however, are not coordinatively saturated. There are 
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many examples of hexacoordinate phosphorus compounds, for example, 
PF;, P(OCH,);, and P(OC6Hj)6 (49), it can be concluded that like phos- 
phoranes, hexacoordinate phosphorus compounds are also stabilized by 
electronegative substituents (49). Therefore, it is evident that four-coor- 
dinate phosphorus has no problem expanding its coordination number to 
five or six. 

C. Cyclic Phosphates 

Much pioneering work on the mechanism of hydrolysis of phosphate 
esters was done by Westheimer and co-workers in the 1950s and 1960s. 
They observed that the five-membered ring cyclic phosphates were hydro- 
lyzed millions of times faster than their acyclic analogues in both acid and 
base (143). Thus 2 is hydrolyzed in base -107-f01d faster than 3 (100). 

2 3 

Significantly, in the acid hydrolysis of ethylene phosphate, 2, oxygen 
exchange in the reactant occurred at almost the same rate as hydrolysis. 
Similarly, the hydrolysis of methylethylenephosphate, 4, in acidic solution 
took place with both ring opening and loss of the methoxy group, but in 
basic conditions only ring opening was observed (38). Prior to these ob- 
servations the explanation for the rapid hydrolysis was simply the strain 
relief in the product (39), however, similar rates for exocyclic and endo- 
cyclic hydrolysis invalidated this argument. 

4 

During the 1960s Westheimer proposed a reaction mechanism that ac- 
counted for all of these observations and that had predictive value as well 
(143). It was postulated that hydrolysis of these cyclic phosphates pro- 
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ceeded via a phosphorane which, because of the presence of the ring, was 
much lower in energy than the corresponding acyclic phosphorane relative 
to the starting phosphate esters. The extent of the exocyclic cleavage was 
dependent on whether the intermediate phosphorane could pseudorotate 
or not (113). Westheimer's theory can be summarized by a number of rules: 

1. The reaction proceeds via a trigonal bipyramidal phosphorane in- 

2. The nucleophile and leaving group enter and depart the phosphorane 

3. The trigonal bipyramidal intermediate may pseudorotate, with cer- 

4. Four- and five-membered rings may only span axial-equatorial po- 

5 .  Orientation of substituents in the intermediate is dependent on the 

The theory is best illustrated by the acid hydrolysis of methylethylene- 
phosphate. Scheme 4 shows how pseudorotation of the phosphorane in- 
termediate can accommodate exocyclic hydrolysis. The rate enhancement 
of the five-membered cyclic phosphate arises from two effects of the ring. 
The cyclic phosphate ester is strained in spanning the tetrahedral angle of 
lW", which raises the strain energy of the cyclic phosphate relative to that 
of the acyclic phosphate (65). In going from the phosphate ester to the 
intermediate, the angle that the ring is required to span is reduced to W, 

termediate. 

at the axial position. 

tain restrictions (see rules 4 and 5). 

sitions. 

relative apicophilicities of the substituents. 

Scheme 4. The acid hydrolysis of methylethylenephosphate (143). 
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Scheme 5. Hydrolysis of phenylsalicylphosphate (Ar = C,H,) 

the strain is thereby relieved in the formation of the intermediate. In 
addition, the presence of the ring in the trigonal bipyramidal intermediate 
helps stabilize the structure (65) ,  which also favors formation of the in- 
termediate from the cyclic phosphate. These effects are reflected in a low- 
ering of the energy of the transition state for the reaction. 

D. Intramolecular Reactions 

With a few notable exceptions the di- and triesters of phosphates are 
generally hydrolyzed quite slowly. These exceptions include the five-mem- 
bered ring phosphate esters described previously and phosphate esters, 
which have available to them an intramolecular pathway, that is, phosphate 
esters that have a pendant nucleophilic functional group in a suitable po- 
sition to attack the phosphorus atom. Alcohol (12), amine (101), or car- 
boxylic functional groups (1) able to form four- five-, or six-membered 
rings by nucleophilic attack at phosphorus react relatively rapidly. For 
example , the hydrolysis of phenylsalicylphosphate (Scheme 5) ,  is accel- 
erated 107-108-fold over the analogous intermolecular path (92). 

111. REACTIONS OF PHOSPHATES IN THE PRESENCE OF 
LABILE METAL IONS 

Simple metal ions have been known for some time to promote poly- 
phosphate and phosphate ester hydrolysis (135). Several proposals for the 
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mechanisms by which metal ions act have been advanced (127, 128, 131). 
A major problem with experimental systems of this kind is that the divalent 
metal ions are substitutionally labile, and form numerous complexes, most 
of which are in rapid equilibrium. This situation makes it extremely difficult 
to unravel the system and to say with certainty that any particular complex 
or binding mode is wholly or partly responsible for the rate enhancement. 
It is axiomatic, however, that substitution lability is an essential require- 
ment for efficient catalysis and presumably this is the reason enzymes 
choose mostly first-row divalent metal ions as cofactors. 

Lanthanide hydroxide gels have been known for about 50 years to cat- 
alyze the hydrolysis of polyphosphates and phosphate esters (20). However, 
the study of these systems is fraught with similar difficulties to those men- 
tioned previously, that is, the inability to be able to identify the complexes 
responsible for the activation. Butcher and Westheimer (20) in 1955 in- 
vestigated the hydrolysis of a variety of phosphate esters by La(OH), gels. 
The gel promotes the hydrolysis of the esters by up to 103-fold. The reaction 
is at the P-center as shown by tracer studies. In that communication, the 
mechanism by which the metal ion promotes hydrolysis could not be spec- 
ified although a mechanism involving the intermediacy of the metaphos- 
phate anion was suggested as a possibility. 

Sigel and co-workers have over a number of years investigated the 
hydrolysis of a variety of nucleoside 5’-triphosphates and the effects of 
divalent metal ions. A significant result is that for the hydrolysis of E-ATP 
(E-ATP is 1 ,N6-ethenoadenosine 5’-triphosphate) in the presence of both 
Zn2+ and Cu2+, the most active species is a 2: 1 complex metal ion: E-ATP 
(122). It was also proposed that a metal ion bound OH- ion effected the 
hydrolysis. The effect of a number of divalent metal ions on the rates of 
dephosphorylation of a number of nucleotide triphosphates has also been 
investigated (128). The ability to dephosphorylate ATP decreased in the 
order Cu2+ > Cd2+ > Zn2+ > Ni2+ > Mn2+ > Mg2 + . It was suggested that 
since the pH maximum for the hydrolytic reaction for a particular metal 
ion paralleled the tendency for that metal ion to form hydroxo complexes 
(i.e., the pK, of the coordinated water molecule) that a metal bound 
hydroxide ion was involved in the reaction. The most reactive species of 
the pyrimidine triphosphates could be formulated as [M,(NTP)(OH)], al- 
though the structure of the active complex could only be speculated upon. 
The reactivity of the purine NTPs was attributed to the dimeric species 
[M,(NTP),(OH)]. In both cases, however, two divalent metal ions and a 
bound hydroxide ion seem to be required to activate the NTPs to hydrolysis. 

Breslow and co-workers (64) studied the hydrolysis of diphenyl-4-nitro- 
phenylphosphate (DPNPP) by the Zn2+ complex of macrocycle 5 (112). 
Wooley had studied this complex and found that it catalyzed the hydration 
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of acetaldehyde analogously to the enzyme carbonic anhydrase (148, 149). 
The complex 5 also catalyzed the hydrolysis of DPNPP in 50% acetonitrile 
in a reaction that was probably dependent on the deprotonation of the 
coordinated water ligand. Interestingly, the coordinated hydroxide ion is 
more effective than free OH- at promoting the hydrolysis of the triester. 
This result presumably reflects the effectiveness of an intramolecular path- 
way as compared to an intermolecular route. The kinetic pK, found for 
this reaction is 8.7, identical to the value found independently for the aqua 
complex. In addition, slightly higher amounts of phenol than normal were 
liberated as well as the expected p-nitrophenol. The reaction proceeds at 
pH 8 only -%-fold faster in the presence of 1 mM of the zinc complex of 
5 as compared to its absence. No estimate of the equilibrium constant for 
coordination of the DPNPP by the zinc complex of 5 was made and there- 
fore no estimate of the actual rate of attack of the coordinated hydroxide 
ion on the P center could be made. The complex behaves as a true catalyst, 
with a turnover number in the region of  several hundred; however, the 
reaction is eventually inhibited by the major diester product of the reaction, 
diphenylphosphate. 

5 

Morrow and Trogler (109) have studied the hydrolysis of two phosphate 
diesters by [Cu(bipy)12 + (bipy = 2,2’-bipyridine) in aqueous solution at 
75°C in the pH range 5.8-8.3. For both bis(4-nitropheny1)phosphate and 
ethyl-4-nitrophenylphosphate the reaction was proposed to proceed via 
coordination of the diester to the [Cu(bipy)]?+ moiety followed by attack 
of a cis coordinated OH ion at the P center. Maximal rate enhancements 
of -lo3- to 104-fold were reported. The reaction was accompanied by 
incorporation of a single l8O label in the product ethylphosphate when the 
reaction was conducted in l80 labeled water. Saturation kinetics were ob- 
served for the hydrolysis of ENPP (ethyl-4-nitrophenylphosphate). The 
reaction obeyed Michaelis-Menton kinetics with a k ,  for the ENPP ion of 
4.7 x lo-’ M and a first-order reaction rate constant of 5.6 x lW4 s-’  
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for attack of the coordinated hydroxide ion on the complexed diester at 
75 "C. The kinetic pK, (7.0) observed for the hydrolysis of ENPP by this 
complex ion is close to the measured pK, (7.1) for [ C ~ ( b i p y ) ( O H ~ ) ~ ] ~ + .  
This result is rather surprising in view of the reduced overall charge on 
the complex when the phosphate diester is coordinated. 

The hydrolysis of 2-( 1,10-phenanthrolyl)phosphate not unexpectedly 
shows a catalytic effect for a variety of metal ions (59). The metal ions 
Cu2+, Ni2+, Co2+, and Zn2+ have some effect on the rate of its hydrolysis, 
but only Cu2+ has a large effect. The ester binds all four metal ions very 
well, with saturation kinetics observed above 1 mM for all the metal ions 
involved. The Cuz+ ion was most effective at promoting hydrolysis of the 
ester. The rate enhancement is not great, however, amounting to -300- 
fold at pH 8 and 85 "C. The reaction was proposed to proceed via attack 
of H20 on complex 6 or its kinetic equivalent, for example, attack of 
hydroxide ion on the protonated form of complex 6. Apparently, the Cu2+ 
coordinated OH- ion, when formed as expected at -pH 7, is sterically 
restrained from attack at the P center. 

6 

Brown and Zamkanei (11) have reported that the Co(I1) complexes of 
7 act as nucleophilic catalysts towards the hydrolysis of several phosphate 
triesters and a phosphonate diester. For 7a the nucleophile is a Co(I1) 
bound hydroxide ion, for 7b the Co(I1) coordinated alcoholate anion is 
suggested to be the nucleophile. The complexes were not significantly 
superior to the Co(I1) ion alone except they remained soluble at higher 
pH. There was no evidence that the phosphate derivatives are bound to 
the Co center during the reaction. 

The use of several long-chain copper chelates, 8a and b, to hydrolyze 
DPNPP has been reported (104). These complexes form micelles in water 
to which the triester is bound reasonably strongly (K,, ,  = 2.6 x lo5 M -  '). 
Once bound the triester is hydrolyzed. The observed rate constant reaches 
a maximum at a concentration of 0.6 mM in 8a. The reaction is almost 
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7 

R = H = 7a, R = CH,CH,OH = 7b. 
- L  

independent of pH in the region of pH 6-8, and it is claimed that this 
independence implies that the pK, of the Cu-OH, moiety in the micelle 
is less than pH 6, and that the reaction proceeds via attack of the coor- 
dinated hydroxide ion on the micelle bound ester. It is estimated that the 
rate enhancement over the uncatalyzed reaction is up to 105, which is very 

8a 8b 

substantial compared to that usually observed for divalent metal ions; 
micelle formation seems to play a very important role in the reaction. The 
reaction is catalytic, at least up to two turnovers. The complex 8a also 
hydrolyzes a number of other phosphate derivatives including BNPP and 
the nerve agent GD, a fluorophosphonate ester. Another complex, 8b, 
with hydrolytic properties similar to 8a was also prepared. The solubility 
of the complex in water was rather limited, however. 

IV. REACTIVITY OF SUBSTITUTION INERT 
METAL ION COMPLEXES 

A. Introduction 

The problems encountered with the study of labile metal ions, that is, 
the difficulty of assigning a “configuration” to the complex responsible for 
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the rate enhancement, can be resolved by the use of well-defined substi- 
tution inert complexes. The use of such complexes has yielded important 
information, particularly with respect to the activation of the P center to 
attack by inter- and intramolecular nucleophiles. The major part of this 
chapter therefore, is concerned with an analysis of the reactivity of such 
robust complexes, because there is a need to establish what the effective 
paths are in order to design good catalysts to promote the reactions. A 
consequence of such catalysis is that turnover ensues and by implication 
the rate limiting steps become more difficult to define. 

B. Intermolecular Attack of Nucleophiles 

The first topic discussed in this section is the intermolecular attack of 
nucleophiles on the P center of coordinated phosphate derivatives. This 
method is probably the simplest by which a metal ion can influence the 
reactivity of the phosphate moiety, since it does not necessarily involve 
any change in the mechanism. Coordination of a metal ion to a phosphate 
derivative will have two immediate effects; one is to increase the positive 
charge on the phosphate and the other is to make the P center more 
electrophilic. The effects are mutually dependent and cannot be readily 
separated. For anionic or polar nucleophiles both effects will tend to in- 
crease the rate of attack of the nucleophile at the P center. 

The first clear example of activation of a phosphate exclusively by this 
mode was the reaction involving intermolecular attack of hydroxide ion 
on trimethylphosphate (TMP) coordinated to the pentaammineiridium(II1) 
moiety (75). This complex was chosen because the Ir-0 bond is not readily 
broken and survives the reaction at the P center. The reaction of the free 
TMP in hydroxide ion solution presumably occurs by direct attack of hy- 
droxide ion on the P center to give the five-coordinate oxyphosphorane 
and ultimately methanol and dimethylphosphate. Similarly, the reaction 
of the complex occurs exclusively by attack of OH- at the P center yielding 
finally dimethylphosphatopentaammineiridium(II1) ion and methanol, as 
shown by an lXO tracer experiment. Both reactions have the same rate law: 

u = k,[phosphate ester][OH-] 

Free TMP has a rate constant kl of 1.6 x L.mol--' s-I in aqueous 
conditions at 25 "C (3). The Ir(II1) complex has a rate constant kl of 
6.7 x lo-* L-mol-' s-I at 25 "C, a rate enhancement of 400-fold. This 
effect is significant but not exciting in relation to the enzymic catalysis. 

The analogous Rh(II1) complex has also been synthesized and its reac- 
tivity studied (77). Like the Ir(II1) complex, the P center is attacked by 
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OH- to produce the coordinated dimethylphosphate (DMP) anion and 
methanol; in this case, however, the reaction is accompanied by consid- 
erable Rh-0 bond cleavage. This reaction presumably occurs by the char- 
acteristic dissociative conjugate base, S,l(cb), mechanism (136) for metal- 
ligand bond rupture, which also has a first-order dependence on hydroxide 
ion concentration. At zero buffer concentration the rate follows the rate 
law: 

u = kp[complex][OH-] + k,,[complex][OH-] 

where k p  is 6.9 x 1 t 2  Lamol-' s-' at 25 "C and refers to the production 
of methanol and coordinated DMP; kcb has the value 0.42 L.mol-' s-' and 
refers to the S,l(cb) reaction to produce free TMP and pentaamminehy- 
droxorhodium(II1). The reaction was actually followed in 1-butylamine 
buffers and a significant effect of free amine was observed. The amine 
actually attacked the carbon of the methyl groups to demethylate the co- 
ordinated TMP and produce methylated butylamine. 

The rates for attack of hydroxide ion on the P center of TMP coordinated 
to both metal ions are identical within experimental error, indicating that 
the metal ions Ir(II1) and Rh(1II) have very similar inductive and charge 
modification effects on the TMP ester. 

The other member of this triad of metals. [pentaamminetrimethyl- 
phosphat~cobalt]~' , was first synthesized by Taube and co-workers in the 
1960s (90, 123). They reported that the hydrolysis of the TMP complex 
produced only the aquapentaamminecobalt(II1) complex and free TMP 
and that the reaction occurred predominantly with Co-0 bond cleavage 
but with some P-0 bond cleavage, 20% in neutral solution and 12% in 
alkaline solution. Later, however, the experiment was repeated and shown 
to occur with at least 97% Co-0 bond cleavage by the SNl(cb) mechanism 
(52). We can presume that the attack of hydroxide ion on the P center of 
trimethylphosphatepentaamminecobalt(II1) occurs with a similar rate con- 
stant to that observed for the analogous Rh(II1) and Ir(II1) complexes 
since similar effects have been demonstrated for the members of the cobalt 
triad with intermolecular reactions of coordinated amides and nitriles (15, 
16, 46, 151). The rate constant for the SNl(cb) (ligand loss) reaction for 
the Co(II1) complex is 78 L-mol-' s at 25 "C (52) and therefore the 
reaction of the P center is too slow to compete effectively. 

It has. however, proved possible to demethylate the pentaammine- 
TMPcobalt complex by the use of "softer" nucleophiles such as SCN-, I -  
and S20: (83). The reaction occurs exclusively at the carbon center of 
the methyl group. The rate enhancement over the same reaction on the 
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uncoordinated TMP is -150-fold for all three nucleophiles, and similar to 
that observed for attack of OH- on the P center of TMP. 

The net result is that, in these intermolecular reactions mediated by the 
metal ion, the rate enhancements can be appreciable but not dramatic and 
certainly not anywhere near the enzymic activation. 

C. Intramolecular Attack of Hydroxide Ion : Cobalt(II1) Complexes 

The efficiency of the intramolecular nucleophile OH in causing hy- 
drolysis was examined initially through the reactivity of the 4-nitrophen- 
ylphosphate ion in the complex ion cis-[(en),Co(OH,)(NPP)]+ (87). In that 
study, it was shown that the labeled cis coordinated hydroxide ion attacked 
the P center to yield 4-nitrophenolate and the chelated phosphate ion as 
the P-containing product. An initial rate increase over the pH range 6-8 
coincides with deprotonation of the coordinated water molecule to give 
the coordinated hydroxide ion. The pH independent region (pH 8-12) 
corresponds to the reactivity of the hydroxo complex and yields 86% NP 
and 14% NPP as the products. Tracer studies (lXO) show that the former 
derives solely from the attack of the coordinated nucleophile and the latter 
by Co-0 rupture of NPP from isomerized trans-[(en),Co(OH)(NPP)] via 
the usual S,l(cb) path, Scheme 6 .  The kinetic pK, for the reaction was 
7.6, as was the directly measured pK, for the aqua group proton. Between 
pH 8 and 12 the rate constant for production of NP was -1O-'s-' at 25 "C. 
This intramolecular path yields initially the intermediate five-coordinate 
phosphorane that has a lifetime long enough to exchange oxygen (17-2096) 
with the solvent water; this result in turn implies the involvement of a six- 
coordinate species as an activated complex or intermediate. The five-co- 
ordinate phosphorane decays rapidly to the chelate phosphate complex 
whose ring opens at pH > 9 to yield some of the monodentate phosphato 
complex (17, 102). The rate enhancement of the reaction over the un- 
coordinated NPP ion is >105-fold at pH 9 since the rate constant for 
hydrolysis of NPP in aqueous solution at pH 9 is estimated to be 2 x lo-' 
s-I at 25 "C (57). 

The essential feature of the reaction is relatively rapid hydrolysis of the 
ester moiety by the intramolecular nucleophile at near neutral conditions. 
This rate enhancement occurs despite the formation of a strained four- 
membered ring and despite the reduction of basicity of OH- on coordi- 
nation to the metal ion. Coordinated OH- is in this system some 107-108- 
fold less basic than free OH-,  yet it is a more efficient nucleophile by a 
factor of 105-106. The comparison clearly attests to the efficiency of the 
intramolecular pathway. 
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Scheme 6 

rrans -[Co(en)*(OH)(NPP)J’ 

(en)2Co 

\ 
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Other primary features of this chemistry are that it demonstrates facile 
0 - t o - 0  phosphoryl transfer and that the mode of reaction of the monoester 
is by the phosphorane path and not via the metaphosphate intermediate. 
Both the tracer experiments and the chelate product require this conclu- 
sion. 
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Scheme 7 

It is of interest to compare the metal centered chemistry with that of 
an organic analogue such as that shown in Scheme 7. The reaction is first 
order in OH- in the pH range 8-14 with k = 0.21 L.mol-' s at 25 "C 
and p = 1.0 M (12). It follows that at pH 8 coordinated OH- is much 
more efficient than the alcohol in effecting the hydrolysis. By implication, 
however, the alkoxide ion would be superior to coordinated OH - in an 
intramolecular role if allowance were made for the difference in ring size. 
This conclusion follows from the relative basicities of the two nucleophiles. 
In this context, it is clear that metal ions can provide a source of efficient 
nucleophiles (coordinated OH-) at biological pH, whereas an alcohol group 
would be in more difficulty on this count and would require a general base 
to remove the proton and create the nucleophile. 

Substitutionally labile hydroxo(aqua)tetraaminecobalt(III) complexes 
may also be used in a catalytic or semicatalytic role (Scheme 8) and by 
inference the bound OH- ion is the effective nucleophile. Rapid water 
exchange in these complexes is the key step followed by competitive co- 
ordination of the substrate. [Co(tn),(OH)(OH2)I2+ ion was an early reagent 
effective in regard of its ability to hydrolyze 4-nitrophenylphosphate (2), 
polyphosphates (73, 74, 87), nitriles (47) and to hydrate olefins (62). The 
strategy has since been taken up and used effectively for a variety 
of substrates. Various cobalt(II1) complexes of the general formula 
[N,Co(OH)(OH,)]*' [where N4 represents a bis-bidentate or tetradentate 
N donor ligand(s)] have been used to hydrolyze the phosphonate esters 4- 
nitrophenyl-methylphosphonate and ethyl-4-nitrophenyl-methylphospho- 
nate (91). The complexes include, N4 = tn,, tmen,, trien, and bipy, (tn = 
1 .3-propanediamine7 tmen = 2,3-dimethyl-2,3-butanediamine7 trien = 1,8- 
diamino-3 ,6-diazaoctane7 bipy = 2,2'-bipyridine). The rate of the reaction 
to produce 4-nitrophenolate from both phosphonates parallels the reactiv- 
ity of the complexes with regard to exchange of the coordinated water 
(tmen2 > tn, > trien > bipy,), indicating that the rate-limiting step in the 
reaction is probably the substitution step shown in Scheme 8. The intra- 
molecular attack of the cis coordinated hydroxide ion upon the P center 
proceeds rapidly. The rate constant observed for liberation of NP is thus 
related to the rate of exchange of water on the complex. The reactions 
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Scheme 8 

appear to be catalytic at least for several turnovers. The most reactive 
complex, ~is-[(tmen)~Co(OH)(OH~)]~+, yields an apparent second-order 
rate constant for the reaction with PMP of 1.47 X lo-' Lamol-' s -l. 

Hydrolysis of the monoester 2,4-dinitrophenylphosphate (DNPP) by the 
complexes [(trpn)Co(OH)(OH2)I2+ (trpn = 4-(3-propylamine)-4-azahep- 
tane-l,7-diamine) and [(tn)2Co(OH)(OH2)]2+ occurs relatively rapidly (119). 
The trpn complex reacts by a mechanism that appears to be a reversible 
binding of the phosphate to the Co(II1) ion followed by intramolecular 
attack of the cis coordinated hydroxide ion. The equilibrium and first-order 
rate constants required to describe the system are 216 mol-' and 0.106 s-' ,  
respectively. The reaction promoted by the (tn)2 complex is more complex 
and apparently involves both a 1 : 1 complex analogous to that above and 
a 2: 1 Co:P complex. The constants describing the system were given 
as K ,  = 314 mol-', K,  = 212 mol-2 and kl = 1.39 x s - l  and k2 = 

2.81 x s-l. The results imply that the amine ligands have a marked 
effect on the rates of the intramolecular reactions, that is, a 103-fold dif- 
ference for the hydrolysis of the cis coordinated phosphate esters. It is not 
likely that the pK, values of the coordinated water molecules differ by more 
than one unit but it is likely as a result of the compression from the chelate 
rings that the angle between the bound substrate and the cis OH is less 
for the trpn complex than for the tn2 complex. 

Similarly, Chin and co-workers have studied the hydrolysis of a number 
of phosphate esters by several complexes of the type [N,CO(OH)(OH~)]~+ 
(25-28). Cyclic-AMP is estimated to be hydrolyzed 108-fold faster, at pH 
7 and 50 "C, in the presence of [(trien)Co(0H)(OH2)]" than in its absence 
(25). The mechanism proposed is that described above. In later reports 
(27,28) the effect of changing the N4 ligand is described. The cyclen, tren, 
and trpn complexes (which are all cis complexes) hydrolyze bis(4-nitro- 
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pheny1)phosphate (BNPP) with apparent second-order rate constants that 
parallel their rates of anation by phosphate ion. The differences, however, 
which amount to some 300-fold are explained solely in terms of differences 
in the rates in intramolecular attack of hydroxide ion. In another paper 
(26), however, the importance of the rate of formation of the phosphate 
ester complex with the less labile cobalt ions was acknowledged to be 
important. This uncertainty highlights the problem of using even well- 
behaved pseudolabile metal ion complexes when investigating reaction 
mechanisms of this type; that is, it is difficult to separate the various reaction 
steps and equilibria. 

Irrespective of these uncertainties, rate enhancements using these pro- 
cedures are substantial. The reagents are useful to do the chemistry re- 
quired on a reasonable time scale, pH and temperature, and they add 
significantly to the chemical armory. Moreover, there are interesting 
stereochemical facets to be explored. For example, recent work in 
this laboratory (147) has shown that different complexes of this type 
have different reactivities towards 3',5'-cyclic AMP; the complex 
[trienC0(0H)(OH,)]~+ yields predominantly 3'-AMP as the major (-90%) 
product. The complex [(tn)2Co(OH)(OH,)]2 + , however, yields -80% of 

3 2 

---- ~ ---..-, __,l 
4 3 

Figure 1 .  
after reduction of Co(II1). 

I 1 P  NMR of the products of hydrolysis of cyclic-AMP by [N4Co(OH)(OH2)]2* 
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the 5’-AMP (Fig. 1). This difference can be interpreted in terms of differing 
steric demands of the two complexes when bound to the substrate. The 
implication in this study is that reagents of this type may selectively cleave 
DNA or RNA at the 3’ or 5‘ sites. 

D. Intramolecular Attack of Hydroxide Ions : Iridium(II1) Complexes 

The use of the coordinated hydroxide ion as an intramolecular nucleo- 
phile has also been explored for Ir(II1) bound phosphate esters. The com- 
plexes 9 and 10 were synthesized and their behavior studied over the pH 
range 5-14 (78). As the pH was increased from 5 for both complexes, the 
rate of release of nitrophenolate increased as the aqua group was depro- 
tonated. Both the complexes had kinetic pK, values of around 7.0 as 
expected for dicationic Ir(II1) complexes. Above -pH 8 the reaction reaches 
a plateau region and the rate of production of NP is independent of pH. 
As the concentration of hydroxide ion is increased above pH - 11 the rate 
of release of NP increases again. 

9 10 

The rate of hydrolysis of both complexes over the entire pH range 
follows the rate law: 

u = { k i K , / ( K ,  + [H’])} + kz[OH-] + k3[0H-I2. 

For the ENPP complex the values of the rate constants were 4.6 X lo-’ 
s I ,  2.7 x 10 L.mo1-ls-l and 6.6 x L’-mol-2 s for k l ,  kZ, and 
k3, respectively. Likewise for the BNPP complex the rate constants are 
3.95 x s - l ,  2 x Lemol-’ s I ,  and 6 x lo-: L’.mol-’s- (79). 

31P NMR spectra recorded while the reaction was in progress indicated 
that a single species was produced over the entire pH range. In the 31P 
NMR for both complexes only the ring opened monodentate monoester 
was observed. Apparently the chelate monoester that must be formed in 
the initial reaction is hydrolyzed rapidly. The metal ion locus for the re- 
action, Ir(III), is an extremely inert cation with respect to ligand exchange; 
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indeed, this reason is why it was chosen and, unlike the reactions of the 
Co(II1) complexes in the previous section, no cis-to-trans isomerization 
was observed. It follows that the Ir(II1) ion should also limit the rate of 
any metal centered reaction, for example, Ir-0 cleavage. It was therefore 
of considerable interest to determine whether the ring-opening of the che- 
late ester occurred with P-0 or Ir-0 cleavage. An lSO tracer study was 
conducted using the 31P NMR isotope shift method and the reaction was 
judged to occur at least predominantly with P-0 cleavage. Thus although 
the chelate ester is not observed, its presence as a short lived intermediate 
is not in doubt. The fact that the chelate ester is present and is rapidly 
hydrolyzed, presumably via an SN2(P)-type mechanism, is of interest. No 
reaction was observed for the monodentate ethylphosphate even in 1 M 
NaOH over 50 days at 20 "C. This result implies a maximal rate constant 
of s-' for the conditions. The rate constant for the generation of 
the chelate at pH 8 is -5 x s-', so ring opening must occur at least 
as fast. If the chelate monoester is hydrolyzed by intermolecular attack of 
hydroxide ion then a second-order rate constant of 210 Lemol-' s-l is 
required to produce an observed rate of the correct magnitude. This value 
represents a rate enhancement for attack of OH- on the P center of some 
lo9. If the reaction proceeds by attack of water, then the rate need only be 
-5 x s-*; however, this value represents still a very substantial 
increase in the susceptibility of the ester towards P-0 cleavage upon che- 
lation to the Ir(II1) ion but not towards exohydrolysis. 

Similarly, for the BNPP complex (10) hydrolysis and generation of the 
chelate occurs with a rate constant of 4 x s-l at pH 8 and 25 "C. 
Intermolecular attack of hydroxide ion on the uncoordinated ester NPP 
occurs with a rate constant of 2 x s-' in 0.5M NaOH at 25 "C. If the 
ring opening of the product chelate NPP occurs by intermolecular attack 
of OH- then to achieve a rate of 4 x s-' at pH 8 a second-order rate 
constant of 4 x 102 L-mol-' s-' is required. This value represents a rate 
increase of 10'l-fold for P-0 bond rupture over that for the uncoordinated 
ester. 

Therefore, the chelation of the phosphate ester does have a very sig- 
nificant effect on its reactivity. The reaction, however, is ring opening and 
no loss of the exocyclic ester group is observed even for the 4-nitrophenol 
group. By applying Westheimer's criteria for a sN2(P) reaction, namely, 
that the nucleophile and leaving group enter and depart, respectively, from 
the apical positions of the trigonal bipyramid (TBP) and that the small 
ring must span axial-equatorial positions in the TBP, it is apparent that 
the entering nucleophile occupies one apical position, and one of the ox- 
ygen atoms of the chelate ring occupies the other. Consequently, the ester 
group must always be equatorially oriented in the TBP, 11. For loss of this 
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ester group to occur, the TBP intermediate must undergo some form of 
rearrangement, for example, pseudorotation, to place the ester group in 
an axial position. That this reorientation does not occur even with the 
nitrophenolate leaving group implies that the TBP intermediate is either 
not able to rearrange or that the lifetime of this intermediate is too short 
to allow such a process to take place. Since all the substituents of the TBP 
intermediate are of similar apicophilicity and there are examples of phos- 
phoranes containing four-membered rings (50) that are able to pseudo- 
rotate readily, there seems no reason why the TBP should not be able to 
pseudorotate. It seems simply that chelate P-0 rupture for decay of the 
TBP intermediate is faster than pseudorotation. 

11 

The major product of the hydrolysis of cis-[(en),Ir(OH)(BNPP)] + (10) 
the corresponding monoester, is also hydrolyzed by attack of the cis co- 
ordinated hydroxide ion with a rate constant of 8 x s - '  at 40 "C, 
or -2 X s-* at 25 "C in the pH independent region. The product of 
this reaction is the ring opened monodentate phosphato complex cis- 
[(en),Ir(OH)(OPO,)] .. Thus, unlike the corresponding Co(II1) complex, 
the chelate is not thermodynamically stable even at pH 9. The rate of 
attack of the cis coordinated hydroxide ion on the P center is also -500- 
fold slower than that reported for the analogous Co(II1) reaction. 

12 

The major product of the hydrolysis of [(NH3),IrBNPPI2+ (see below), 
complex 12, undergoes intramolecular attack of hydroxide ion to yield the 
chelated phosphoramidate ion, which is observed in the 31P NMR spectra 
of the reaction products along with the ring opened species, N-coordinated 
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phosphoramidate. The coordination of the N of the phosphoramidate to 
the Ir(II1) ion greatly increases the acidity of the protons on that atom, as 
observed previously for Co(II1) chelated phosphoramidate (pK, = 13.1) 
and the tetraammineiridium-N-ethylphosphoramidate (pK, = 12.5). As 
expected, the deprotonated nitrophenylphosphoramidate is less susceptible 
to nucleophilic attack at the P center than the protonated complex. Thus 
the first-order rate constant for attack of coordinated hydroxide ion on the 
N-protonated complex is 3.1 x lo-) s-l at 25 "C but, as the pH is increased 
to above pH 11, the rate drops to 2 x s-l. The kinetic pKa and the 
pK, determined from the 31P NMR chemical shift dependence are both 
-9.8 (see Fig. 2). The effect of the nitrophenyl group as compared to the 
ethyl group lowers the pKa by 2.7. 

The attack of the cis coordinated hydroxide ion on the P center of 
complex 12 occurs more rapidly than for the reaction of the BNPP complex, 
10. Interestingly, the chelated phosphoramidate product is observed tran- 
siently in the 31P NMR spectrum of the reacting ions at pH 10.4. At pH 
6.1 it is relatively long lived, perhaps indicating that the ring-opening reac- 
ton is dependent on [OH-]. The product in both cases was the monodentate 
N-coordinated phosphoramidate. 

PH 

Figure 2. 
A hepes, V tris, x caps, 0 OH-, 0 acetate, 0 NH,. 

pH vs., rate and ,'P NMR chemical shift for the reaction of U. Buffers; mes, 
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E. Intramolecular Attack of Amido Ion : Cobalt(II1) Complexes 

The transfer of the phosphoryl group from oxygen to oxygen has been 
demonstrated by the preceding experiments, but one of the important 
biological pathways is facile transfer of a phosphoryl group from an oxygen 
to nitrogen. This section addresses that issue. The hydrolysis of 4-nitro- 
phenylphosphate coordinated to the pentaamminecobalt(II1) moiety has 
been studied, Scheme 9 (70). The reaction proceeds via two competing 
pathways, the S,l(cb) path resulting in loss of the NPP ligand, and the 
other involving attack of coordinated amido ion (NH,) at the P center. 
Deprotonation of an ammonia cis to the ester leads to rapid reaction and 
ester hydrolysis (estimated k ,  = 0.4 s-' at 25 "C). It is not clear at this 
time if the process is concerted or if the aminophosphorane has a lifetime 
long enough for its intermediacy to be probed. If it is an intermediate, 
however, it does not have a lifetime long enough to exchange its oxygen 
atoms with the solvent H20. What it achieves relatively rapidly is the 
elimination of the nitrophenol with the production of the phosphoramidate 
ion. The phosphoramidate ion is presumably chelated initially and under- 
goes rapid Co-0 ring opening to give the hydroxo-N-bound phosphor- 
amidate complex, which is the first observed (31P NMR) product of the 
reaction. 

Scheme 9 
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In addition to hydrolysis in order to produce nitrophenolate, this re- 
action involves rapid transfer of a phosphoryl group from 0 to N. If the 
amido ion concentration is taken into account, then the ester hydrolysis 
and 0-to-N phosphoryl transfer are enhanced at least 108-fold relative to 
the uncoordinated ester reacting with OH- or NH3 (the pK, of the coor- 
dinated ammonia is estimated as -17). If the concentration of the intra- 
molecular nucleophile is ignored (kOH = 3.6 x L-mol-' s-' at 25 "C) 
then the rate enhancement factor is still lo5-fold. The enhancement for the 
intramolecular reaction is surprisingly large when it is borne in mind that 
a strained four-membered ring is formed. The strain in a trigonal bipyramid 
about the P atom is, however, not as great as that expected in the tetra- 
hedral ground state provided that the chelate spans the axial-equatorial 
positions. Therefore, it can be inferred that the reaction is concerted or 
that addition of the nucleophile is rate limiting and not decay of the ami- 
nophosphorane. 

The metal ion chemistry may be compared with the related intramo- 
lecular organic substitutions using the substrate shown in Scheme 10. This 
process is also first order in OH- up to the pK, of the amine moiety, after 
which a limiting rate is reached (k = 2.7 X lW3 s-' at 35 "C, = 1.0 
M) (111). Clearly the process is much slower than that estimated for the 
complex. Correspondingly, however, the pK, of the amine is much lower 
than that for the complex, 9.4 vs. -17. The different reactivities reflect in 
part this difference in pK, and in part the strain difference in formation of 
the ring systems. The four-membered chelate should be considerably more 
difficult to form than the five-membered organic ring. 

The reaction of fluorophosphate in the [(NH3)5C003PF]+ moiety pro- 
ceeds in an analogous manner (41), with loss of F- and a rate enhancement 
of >lo7 over the uncoordinated fluorophosphate. The rate constant for 
attack of the coordinated amido ion on the P center is 1.7 x L-mol-' 
s-' at 25 "C, as is the rate constant for the parallel reaction resulting in 
the loss of the 03PF3- anion from the complex. The rate constant for 
hydrolysis of fluorophosphate ion in 0.6M NaOH at 80 "C is 8.2 x lo-' 
s-' (51) and is estimated to be -10-'O L.mol-' s-l at 25 "C (41). If the 

Scheme 10 
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proportion of the complex in the deprotonated state is taken into account, 
a rate enhancement of some 10lO-fold is estimated. Despite the fact that 
this reaction proceeded -10-fold faster than the analogous NPP reaction 
the chelate phosphoramidate was still not observed. 

The observation of the elusive chelate phosphoramidate was achieved, 
however, by using an even more reactive analogue, the 2,4-dinitrophen- 
ylphosphate complex [(NH3),CoDNPP] + (76). The second-order rate con- 
stant for the production of 2,4-dinitrophenolate ion was 1.8 x 1W2 Lamol-' 
s-' at 25 "C, -100-fold faster than that observed for the NPP complex. 
The N,O chelate was observed by 31P NMR to grow in and decay over the 
course of the overall reaction. This obsesvation supported the inference 
that the chelate phosphoramidate was an intermediate in this and the 
previous reactions. The chelate phosphoramidate complex displayed a sub- 
stantial pH dependence of its 31P NMR chemical shift; at an OH- ion 
concentration of 0.15M the chemical shift was 22.1 ppm and at 0.98M it 
was 30.6 ppm. A plot of pH vs. chemical shift for the chelate followed a 
titration curve for a single ionizable proton with a pK, of 13.1 and chemical 
shifts of 18 and 34 ppm for the fully protonated and deprotonated com- 
plexes, respectively. As expected from the previous studies the chelate was 
observed to decay to the monodentate N-phosphoramidate complex with 
a rate constant (1 x s-') apparently independent of [OH-] in the 
range 0.15-0.5M NaOH but increasing to -2 x s-'  in 1.OM NaOH 
at 25 "C. When compared to the rate of attack of NH3 on the P center in 
1M NH3 solution [1.5 x lo-' L-mol s-'  (76)J the rate of attack of the 
cis coordinated NH; ion on the P center represents a rate enhancement 
of 103-fold, but if the amount of nucleophile in the deprotonated form is 
considered, this value rises to -lo6. 

The observation of the chelate phosphoramidate in the previous series 
of experiments pointed the way to investigate the reactivity of a chelated 
phosphoramidate ester. This opportunity arises by coordinating a phos- 
phate diester to the [(NH3)$oI3+ moiety. After attack of the coordinated 
amido ion at the P center, the aminophosphorane should decay to the 
chelate phosphoramidate monoester. Such an imidoester would contain 
essentially a very strained chelate ring including the phosphorus atom and 
an exocyclic ester group and the reactivity of such systems has been the 
subject of considerable speculation ever since Westheimer rationalized the 
reactivity of the cyclic organic phosphate esters. The ester chosen for this 
study was the ethyl-4-nitrophenylphosphate ion (ENPP) (79). As expected, 
the hydrolysis reaction was first order in hydroxide ion and complex. The 
familiar pattern of some ligand loss was also observed. Below 25 "C, the 
dominant reaction produced nitrophenolate, the SN1 (cb) reaction produced 
free ENPP, which increased relatively at higher temperatures. The phos- 



228 P m r p  HENDRY AND ALAN M. SARGESON 

phorus containing product of the NP producing reaction was found to be 
the chelate phosphoramidate ester 13 and the rate constant for production 
of the chelate was 0.29 L-mol-' s-' in hydroxide ion solution at 25 "C. The 
free ligand is hydrolyzed in hydroxide ion solution with a rate constant of 
3.3 x L-mol-I s-l at 25 "C and p, = 1.OM. Thus the cleavage of NP 
from the ester is enhanced 106-fold upon coordination to the [(NH3)&oI3+ 
moiety, or 108-fold if the concentration of the nucleophile is taken into 
account [estimated pK, = 16 ( S ) ] .  

+ 

13 

In base the chelate, 13, decomposed to the free ethylphosphoramidate ion; 
no intermediate in the reaction between the chelate and the free ethyl- 
phosphoramidate was observed. The lSO tracer studies showed that the 
reaction proceeded with Co-ligand cleavage, that is, no reaction occurred 
at the P center. The rate of decomposition of the phosphoramidate ester 
chelate was estimated to be s-l and was independent of hydroxide 
ion concentration in strongly basic solution, almost identical to the rate of 
ring opening of the chelate phosphoramidate complex under the same 
conditions. The base independent ring-opening react2ons of these chelates 
is interesting from the point of view of the S,l(cb) mechanism for metal- 
ligand bond rupture. Under the conditions of the ring-opening reactions 
for both the chelate phosphoramidate and the phosphoramidate ester, the 
nitrogen in the chelate ring is largely deprotonated, and is probably acting 
to labilize the adjacent site, that is, the oxygen of the chelate ring in the 
manner usually ascribed to the deprotonated amine group in the S,l(cb) 
reaction. 

The hydrolysis of ethylene phosphate in hydroxide ion solution proceeds 
with a rate constant of 5 x L.mol-' s-' (100). The 0-P-0 angle in 
the ring of ethylene phosphate of 99" is expected to be rather similar to 
that for the four-membered ring incorporating the cobalt and phosphorus 
centers. Therefore it is likely that reaction at the strained P center of the 
complex is eclipsed by a more rapid metal-ligand cleavage reaction. This 
problem can be circumvented by the use of metal ion complexes of Ir(II1) 
where the metal-ligand bonds are more inert as the locus for the reaction. 
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F. Intramolecular Attack of Amido Ion : Iridium(II1) Complexes 

With the above arguments in mind the reactivity of two pentaam- 
mineiridium(II1) phosphodiester complexes was investigated (79a). The 
first of these, the ethyl4nitrophenylphosphate complex, [(NH3)JrENPP]*+, 
hydrolyzed in aqueous hydroxide ion solution by a reaction consisting of 
two paths, both paths yielded the same products. The reaction obeyed the 
rate law; 

u = kl[complex][OH-] + k2[complex][OH-]2 

The rate constants for the reaction were k,  = 2.4 x L-molt' s-.' and 
k2 = 2.9 x L2-mol-* s-l. Both paths produced two phosphorus 
containing metal complexes in the same relative yields. The minor 
species (19% yield) was readily identified as the ethylphosphate complex 
[(NH&rEP]+. The major species, however, was not the chelate phos- 
phoramidate ester, but the ring opened species, N-coordinated monoden- 
tate ethylphosphoramidate, 14. Both products were indefinitely stable in 
hydroxide ion solution. The reaction proceeds some 103-f01d slower than 
the reaction of the analogous Co(II1) complex, which is rather significant 
and will be discussed in detail later. The slower rate of production of the 
4-nitrophenolate ion also accounts for the failure to see the chelate phos- 
phoramidate esters. 

14 

The major product of the reaction obviously arises from attack of a cis 
coordinated amido ion on the P center of the phosphate ester since there 
is no other source of nitrogen in the reaction, the minor product, however, 
the [(NH#rEP]+ ion could come from a variety of sources. The most 
obvious route is by intermolecular attack of hydroxide ion on the coor- 
dinated ester. Such is probably not the case, however. The yield of the 
product is constant over the range of hydroxide ion concentrations studied 
where the contribution of the overall third-order reaction accounts for -10 
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to -60% of the reaction products. It seems likely, therefore, that the two 
products are produced from some intermediate common to both pathways 
after the rate-limiting step. The obvious choice for such an intermediate 
is the chelate ethylphosphoramidate. Attack of OH- on the chelate could 
produce both the observed reaction products depending on whether the 
reaction proceeded with P-N or P-0 cleavage by analogy with the iridium 
chelate ester chemistry (Section 1V.D). The origin of the pathway second 
order in hydroxide ion is less clear. There are at least two possibilities; 
either the reaction is occurring via a hexacoordinate intermediate or it may 
reflect deprotonation of the intermediate phosphorane. These alternatives 
are not able to be evaluated on the basis of the current data. 

The major product of the reaction displayed a variable 31P NMR chem- 
ical shift with pH. This variation is ascribed to deprotonation of the bridging 
nitrogen. The pK, of that proton was -12.5, and the chemical shift for the 
fully protonated and fully deprotonated species was 9.0 and 27.0 ppm, 
respectively. These values are similar to those observed for related Co(II1) 
complexes. 

The bis-4-nitrophenylphosphate analogue [(NH,),IrBNPP] + reacts in a 
similar manner (79). The same rate law obtains and the rate constants are, 
kl = 4.8 x L - m o l - ' ~ - ~  and k2 = 1.2 x lo-' L2-molF2 s-' at 25 "C. 
Despite the increased rate of production of the chelate phosphoramidate 
ester, it was still not observed by 31P NMR. Again, twq products were 
observed by 31P NMR in constant ratio, independent of hydroxide con- 
centration. They were the [(NH,)&NPP]+ ion and the complex 12, which 
reacted further by attack of the cis coordinated hydroxide ion on the phos- 
phate ester. The [(NH,)&NPP]+ ion does not react further in the time 
scale of this experiment. This finding is in accord with our observations on 
the relative reactivity of the Co(II1) and Ir(II1) complexes, which lead us 
to predict a half-life for hydrolysis of the [(NH3),IrNPP]+ ion in 1M NaOH 
at 25 "C of -200 h. 

The rate constant for attack of OH- on the chelated phosphoramidate 
ester must be at least of the order of 2 x 10' L-mol-' s-'  at 25 "C, which 
is the rate constant for its production in 1M NaOH solution. This value 
represents an enormous rate enhancement for attack of OH- on the P 
center of free 4-nitrophenylphosphoramidate due largely to relief of strain 
engendered by the chelation of the ester. Similarly, the rate constant for 
attack of OH- on the chelate ethylphosphoramidate must be at least 5 x 
W4 L-mol-' s-' in order for the chelate not be observed in that system. 

Thus all attempts to observe the exocyclic cleavage of the ester group 
have thus far been thwarted by the more rapid ring-opening reaction for 
phosphoramidate esters. 
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G. Activation by More than One Metal Ion 

A study of the reactivity of the supposed chelate [(tn),Co02P(0)- 
OC6H4N02]+ (2) concluded that chelation of the NPP ester activates it 
toward hydrolysis by induction of strain in the four-membered ring. It was 
later shown, however, that the object of the study was not a chelate but 
a rather unusual dimer, 15. At the time there were compelling reasons for 
assuming the chelate structure, but it will not help the present analysis to 
go over that ground again. It suffices to say that the problem has been 
resolved and the dimer leads to interesting phosphate ester hydrolysis. 

2+ 

15 

The reactivity of the more inert "en" analogue of this dimer complex 
was elucidated by Jones et al. (88). The complex undergoes a rapid ring 
opening of the eight-membered ring followed by two competing reactions, 
attack of a cis coordinated OH- on the bridging phosphate ester moiety, 
and further cleavage of the dimer by S,l(cb) Co-0 bond rupture. The 
reaction proceeds as shown in Scheme 11 with rate constants k2 = 2 x 

s-l at 25 "C for the (en): analogue and -4 x lo-' s-' for the (tn), 
analogue. 

These rate constants are of interest when compared to the rate constant 
for attack of coordinated OH- at the P center of the mononuclear complex 
16, namely, -8 x 10V4 s-l at 25 "C (87). Clearly, the dimeric complex 15 
leads to hydrolysis of the ester some 25-fold faster than 16 and the (tn), 
analogue is -500-fold faster. It follows that coordination of a second metal 
ion complex to the phosphate ester results in a modest but significant rate 
enhancement and that the N ligands on the Co(II1) ion can modulate the 
effect. 

Similar effects are observed for the NH2 ion as an intramolecular nu- 
cleophile. The complex [(NH3)5CoNPP] + retains a single basic oxygen on 
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16 

the phosphate moiety which is available for coordination to another metal 
ion. When that site is occupied by another [(NH3)&oI3+ moiety the com- 
plex [(NH3)5CoNPPCo(NH3)s]4+ is formed. This complex hydrolyzes in a 
reaction that is first order in hydroxide ion and complex concentration, 
and like the analogous mononuclear reactions, two competing pathways 
are present (79). The dominant pathway at temperatures below 35 "C is 
that producing the 4-nitrophenolate ion and the competing pathway, in- 
volving Co-0 rupture, produces the complexes [(NH3)&oNPP] - and 
[(NH3)SC~(OH)]2+ (Scheme 12). The reaction proceeds 100-fold faster than 
that for the mononuclear complex [(NH&,CoNPP] + , which provides clear 
evidence that the role of the second metal ion complex is significant but 
much less significant than that of the first. These effects arise because one 
metal ion institutes the intramolecular pathway, whereas the second metal 

2+ 0 

O\~/,OC~H,NO~ + 
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only enhances the rate of the reaction by charge neutralization and with- 
drawal of electron density from the P at much the same level as described 
for the TMP hydrolysis with intermolecular nucleophiles (Section 1V.B). 

The implication in these studies is that multiple metal ions and/or pro- 
tons will assist nucleophiiic attack at the anionic phosphorus residues at a 
significant level (2 100-fold per addition). 

H. Chelation of the Phosphate Esters and Phosphate Ion 

The chelation of phosphate ion itself needs some discussion. Lincoln 
and Stranks (102) have published an extensive series of papers on the 
phosphato complexes of a series of Co(II1) complexes. They showed that 
the chelate is the thermodynamically favored species in the pH range 5- 
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9, for both the tetraamminecobalt and bis(ethy1enediamine)cobalt com- 
plexes. Subsequent investigations by Jones et  al. (87) and Buckingham et 
al. (17) have shown that the chelation and ring opening of the chelate both 
occur exclusively with Co-0 bond cleavage over the entire pH range. The 
same situation should hold for labile metal ion complexes but may not 
obtain for the more inert complexes of iridium(III), for example. 

Independently, and after Westheimer’s explanation of the reactivity of 
cyclic phosphate esters, Farrell et al. (58) and Harrowfield (71) investigated 
the reactivity of Co(111) complexes of methyl phosphate. Some enhance- 
ment of the reactivity of methyl phosphate was observed, but it was not 
possible to discriminate between the perceived options for the reaction at 
the time, Scheme 13. Moreover, it is very likely that the complexes made 
in this manner are not four-membered chelates but are dimers like 15, 
which react by ring opening and intramolecular attack of the coordinated 
nucleophile as in Scheme 11. Many attempts to synthesize such Co(II1) 
chelates have been unsuccessful (58, 71, 72), which is surprising given the 
ease with which the chelate phosphate complexes can be made. So far such 
chelates have only been observed or deduced as intermediates and some 
of the previous discussion points to the lack of reactivity with respect to 
exo-ester hydrolysis in such authentic chelates of phosphate esters and 
phosphoramidate esters. This result can be attributed to lack of pseudo- 
rotation relative to ring opening by P-0 cleavage in the phosphorane or 
ring opening of the metal ion chelate. Regardless of the reason for lack of 
reactivity in this mode, it does not seem likely that this is a fruitful path 
for exo-ester hydrolysis in enzymic systems containing phosphate deriva- 
tives coordinated to a metal ion. 

Some discussion of the relative rates of the intramolecular reactions 

0 o +  
/ \p&--,oH 

(en)2Co\O/ COMe 

Scheme 13 
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involving the Co(II1) and Ir(II1) metal ions is relevant. In all instances 
where formation of a four-membered ring was involved, the reaction cen- 
tered around the Ir(II1) ion occurred -103-fold slower than for the cor- 
responding Co(II1) complex. The reason for this decrease cannot be a 
different degree of activation of the phosphate ester by the two metal ions, 
because this effect has been shown to be small for the hydrolysis of TMP 
and other coordinated substrates (15,16,46,151). Moreover, nucleophiles 
bound to Ir(II1) are somewhat more basic than for Co(II1). The reason 
for the rate difference most likely lies in the fact that the two metal ions 
are quite different in size. The effective ionic radii of the two ions are 
0.55 A and 0.68 8, for Co(II1) and Ir(III), respectively (125). This large 
difference must influence the energy required to form the strained four- 
membered ring. X-ray crystallographic analyses of the complexes 
[(en)2C002P02] (2) and [(NH3),Co02P0,] (105) show that the in-ring bond 
angles and lengths are almost identical for both complexes. In both cases, 
the four-membered ring containing the Co(II1) and the phosphorus atom 
is strained (Fig. 3). In the case of the bis(ethy1enediamine) complex, the 
nonbonded interatomic distance between the Co and P is only 2.554 A, 
which is close to the sum of the covalent radii of the two atoms involved. 
The large Ir(II1) ion must cause further strain in this ring. Simple geometric 
considerations dictate that if the metal-0 bond lengths are increased to 
2.1 A, a reasonable estimate for the Ir-0 bond, and the bond angles and 
lengths about the phosphorus center are invariant, the 0-M-0 bond angle 
would be decreased to 69", much more strained than the angle subtended 
at the Co(II1) center. If these critical bond angles, 0-M-0 and 0-P-0, 
were increased to relieve the strain the metal-phosphorus nonbonded in- 
teraction would increase. 

co-  P = 2 5 5 4  

Figure 3 .  
[(en)2Co02POz] (2). 

The bond lengths (A) and angles in the chelate phosphate ring in the complex 
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Molecular mechanics calculations imply that, in addition to the fact that 
the longer bond lengths increase the separation of the nucleophile and the 
P center, the intrinsic resistance to deformation of the 0-M-0 bond angle 
will be greater for Ir(II1) than for Co(II1). From an inspection of molecular 
geometries, it has been anticipated that the 0-Ir-0 bond angle may need 
to compress to nearly 70" to achieve a reasonable activated complex ge- 
ometry for the reaction involving the intramolecular attack of hydroxide 
ion on a coordinated phosphate derivative, see above. In contrast to this 
expectation, a suitable activated complex geometry for the corresponding 
Co(II1) complex would be closer to 78"-80", for the 0-Co-0 angle based 
on the geometry in the product ground state (2,105). The strain difference 
between the Co(II1) and Ir(II1) complexes is also apparent in the stability 
of the chelate phosphate ion, for Co(II1) the chelate is the thermodyn- 
amically favored complex at neutral pH (102) but for Ir(II1) the chelate 
phosphate has yet to be observed at any pH. This strain effect must influ- 
ence the stability of the chelated esters and it is quite possible that the 
Co(II1) chelated phosphate esters may behave quite differently to their 
Ir(II1) analogues. 

The strain involved in closure of the four-membered ring thus depends 
on the size of the metal ion for the d2 ions, Co(II1) and Ir(II1). However 
it does not necessarily follow that because, for example, the Zn(I1) ion is 
larger than Ir(III), that the ring closing will be even more sterically re- 
strained. The Zn(I1) ion is a d'O metal ion and does not possess a large 
ligand-field stabilization energy so it is able more readily to accommodate 
severe deformation of bond angles. In fact, the structure of zinc phenyl- 
phosphonate (103) possesses a four-membered chelate ring with an in-ring 
angle of 64.5" at the distorted octahedral Zn(I1) center and a Zn-0 bond 
length of 2.28 A. The flexibility of coordination at the Zn(I1) center is also 
evident from the relatively small distortion at the P center, 0-P-0 in-ring 
angle 105" and an 0-P bond length of 1.54 A. It is also evident in the 
high-resolution structures of at least two Zn2+ phosphatases (60, 81). 

I. Conclusions 

The studies described in this section indicate that; 

1. Coordination of a trivalent metal ion to a phosphate ester has only 
a modest effect on the electrophilic nature of the P center. The 
combined effect of the electron withdrawal and reduction in net neg- 
ative charge amounts to a rate enhancement of the order of 10-103 
for attack by OH-. 
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2. One of the most effective ways that metal ion can promote reactions 
of phosphate esters is to provide an intramolecular nucleophile; that 
is, it is able to coordinate the phosphate in a position that is accessible 
to an adjacent coordinated nucleophile. This effect is dependent on 
the nature of the metal ion and, in particular, the ease of formation 
of the requisite four-membered ring. The intramolecular effect cannot 
be dissected precisely from the electrophilic activation, but it can be 
argued to add at least -104 to the rate enhancement. 

3. Provision of an available nucleophile at physiological pH is an im- 
portant role for the metal ion in the model chemistry, and it is a 
likely role for the metal ion in enzymes. 

4. Chelation of phosphate monoesters has not to date been effective at 
promoting the exocyclic hydrolysis of an ester group. For Ir(II1) 
complexes, however, the four-membered chelate ring is reactive in 
another way, namely, by chelate ring opening with P-0 cleavage. 
With the Co(ll1) complexes, however, this ring opening occurs with 
Co-0 rupture. 

5. Addition of multiple metal ions enhances the reactivity of phosphate 
esters by a variety of methods. For example, one metal ion may be 
able to provide the intramolecular nucleophile and electrophilic ac- 
tivation while another activates the phosphate ester by further with- 
drawal of electron density and charge neutralization. 

In the following section the relevance of these effects is considered in 
the light of what is known of mechanisms of appropriate phosphatase and 
polyphosphatase enzymes. 

V. RELATIONSHIP BETWEEN MODEL STUDIES AND 
ENZYME MECHANISMS 

A. Escherichia coli Alkaline Phosphatase and Related Enzymes 

Recent developments in the structural analyses of enzymes that cleave 
phosphate esters have revealed a common property for the reaction center 
(60, 81, 93, 130), namely, more than one metal ion, usually Zn2+, is in- 
volved. The first example of this kind to be identified was E. coli alkaline 
phosphatase, an isologous dimer of molecular weight 94,058, which con- 
tains 4.0 (20.3) g atoms of tightly bound Zn2+ per mole and 1.3 (20.2) g 
atoms of Mg' + per mole (130). Recent refinements of the structure of this 
enzyme (93) containing PO:- ion show that two phosphate oxygen atoms 
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are separately bound to two Zn?+ ions. These observations imply that both 
ZnZ+ ions are involved in binding and activating the substrate monoesters. 

The enzyme is used in nature to hydrolyze phosphate monoesters in 
general: 

03POR2- + H 2 0  - HOP0:- + ROH 

Also, it is clearly established that the process occurs by first phosphorylating 
a serine residue of the enzyme and then by hydrolysis of the phosphoseryl 
enzyme (33). The enzyme will also transfer the phosphoryl group to another 
alcohol as well as to water, and it has been shown by using chiral 1h0,170,1R0, 
4-nitrophenylphosphate that the phosphoryl transfer to 1,2-propanediol 
occurs with net retention of chirality (89). Implicit in this observation are 
two inversion-substitution processes at the P center, that is, inversion in 
the PO3 transfer to the enzyme and again in the PO3 transfer to water (98). 

The model studies imply mechanistic paths in the enzyme that would 
accommodate much of the rate enhancement and are consistent with the 
observations above. These are displayed in Scheme 14. The phosphate 
ester binds to both Zn2+ ions, which activates the P center to attack by 
the coordinated deprotonated serine nucleophile. Binding the serine hy- 
droxyl to the metal ion enhances its deprotonation and gives an efficient 
intramolecular nucleophile, as we have seen from model studies. Such a 
process would also be assisted by an enzyme base to remove the proton 
intramolecularly and protonation of the alkoxide leaving group by an en- 
zyme acid would be helpful. In addition, inversion of configuration would 
ensue at the P center. A coordinated water at the second Zn2+ ion could 
then be deprotonated to function as the intramolecular nucleophile which 
eliminates the serine alkoxide ion. Both aspects would be assisted by an 
enzyme base and acid, respectively. The stereochemistry of the processes 
would lead to inversion and therefore to net retention overall consistent 
with the expectation from the experiments by Jones et al. (89). 

It can be seen from the models that the combination of binding the 
substrate to two metal ions plus the intramolecular nucleophile can lead 
to rate increases of at least 108, which is a large component of the enzymic 
activation. The remainder of the rate enhancement could readily be ac- 
counted for by the assistance of the enzyme acids and bases strategically 
placed to donate and accept protons at the appropriate sites in a synchro- 
nous manner. 

It is striking that at least two other enzymes, which carry out similar 
hydrolysis functions for phosphate esters, show related constellations of 
metal ions in the active site (60, 81). The high-resolution structure (1.5 A) 
of phospholipase C from Bacillus cereus (81) shows three five-coordinate 
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Scheme 14 

Zn2+ ions bound to a mixture of histidine, aspartate, glutamate residues, 
and water ligands. The phosphate ion replaces two water molecules. Two 
Zn2+ ions are bound to one oxygen of the PO:- ion and another oxygen 
is bound to the remaining Zn2+. Also, high-resolution structures of editing 
complexes of single-stranded DNA bound to the large fragment of DNA 
polymerase I (Klenow fragment) from E.  coli (60) shows two divalent metal 
ions (Mg2+, Mn2+, or ZnZ+) interacting with the phosphodiester to be hy- 
drolyzed. The proposed mechanism for the 3’-5’-exonuclease reaction is 
shown in Scheme 15. It may be possible, however, that metal ion M2 could 
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Scheme 15 

also bind the phosphoryl group and make the intramolecular attack of the 
nucleophile more intimate. Certainly, the model chemistry would support 
such a role and the present structural detail does not seem to exclude it. 
Moreover, an advantage in using the Zn2+ ion is its ability to accommodate 
the optimum juxtaposition of the nucleophilic OH- ion and the phosphate 
ester for efficient hydrolysis. This flexibility is also seen in its capacity to 
coordinate four, five, and six ligands quite readily depending on steric 
demands of the system. It is not likely that the tyrosine hydroxyl group 
will function as a base to remove H+ from Zn-OH,, however. 

B. Yeast Inorganic Pyrophosphatase 

Yeast inorganic pyrophosphatase (YIP) is an enzyme consisting of two 
identical subunits giving a molecular weight for the dimer of 64,000. Yeast 
inorganic pyrophosphatase catalyses the reversible hydrolysis of pyro- 
phosphate. In the presence of Mg2+, YIP appears to be specific for py- 
rophosphate; however, when other activating metal ions are employed, 
the enzyme becomes less specific and will hydrolyze a number of pyro- 
phosphate esters (21). There is even a possibility that a mixture of enzymes 
is present in some preparations (55). 

The native dimer binds divalent metal ions in the absence of phosphate, 
but in the presence of phosphate three divalent metal ions are bound with 
high affinity. These metal ions include Mg2+, Mn2+, Co2+, Zn2+, Ni2+, 
Fe2+, and Cd*+, all of which activate the enzyme, and Ba2+ and Ca2+ which 
inhibit YIP (95). Zn vivo, Mg2+ appears to be the ion that is bound to the 
enzyme. NMR studies of ‘13Cd substituted YIP show that, in the presence 
of phosphate, three separate Il3Cd resonances are observed, all of which 
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are different from free Cd2+ in solution (142). The chemical shifts of all 
three Cd2+ signals indicate that the ligands to the metal ions are almost 
all oxygen donors as might be expected for sites that normally bind Mg2+ 
(142). 

The enzyme seems to have two binding sites for phosphate per subunit, 
one high affinity site and another site of lower affinity. The substrate for 
the enzyme in the hydrolytic direction is the Mg’+ pyrophosphate complex. 
There is still some discussion as to whether the substrate is a P1,P2 chelate 
(95) or a monodentate species (142). Cooperman (34) is of the opinion 
that it is more likely that the natural substrate for the enzyme is the mon- 
odentate pyrophosphate. This conclusion is based on the observation that, 
for the (Cd2+)3 enzyme in the presence of phosphate, apparently only one 
of the two bound phosphates interacts with the Cd” ion. This conclusion 
is supported by an increase in the 31P NMR line width following a change 
from * W d  ( I  = 0) to l13Cd (I = 4). 

Evidence in favor of the chelate as the substrate has come from studies 
of the MgZ *-PZO;- equilibrium. which indicate that the chelate is the most 
abundant species (96). More compelling evidence has come from the ob- 
servation that the stable chelates [(H20)&rP207]-, [(NH3)4C~P207]-, and 
[(H20)4RhP207]- are substrates for the enzyme in the presence of added 
divalent metal ions (4, 95. 126). Moreover, the monodentate complex 
[(NH3),CoOP20,]- is not a substrate for the enzyme (96). The Cr(II1) and 
Rh(II1) aqua complexes and Co(II1) amine complexes, unlike Mg(I1) com- 
plexes, are substitution inert, allowing separation, purification, and char- 
acterization of specific complexes. The [(H20)4CrP207]-, [ (H20)4RhP207] -, 
and [(NH3)4C~P207]- complex ions have therefore been purified and un- 
ambiguously characterized as the P1 ,P2 chelate by X-ray crystallographic 
analyses (105, 106, 126). 

These observations indicate that one metal ion is required to chelate 
the substrate and at least one other divalent metal ion is required for 
activity. More recent work employing paramagnetic probes provides evi- 
dence that three metal ions are involved in the catalytic cycle of the enzyme 
(4, 97). Also, when [(NH3)4C~P207]- was used as a substrate, the initial 
product of the reaction was C ~ S - [ ( N H ~ ) ~ C O ( P O ~ ) ~ ] ~  (69). 

There is an essential arginine located in the active site (34), which is 
required to be protonated for activity. Competitive inhibitors of the re- 
action such as phosphate, [CaP,O,]*- and [MgO3PCH(OH)PO3I2- also 
competitively inhibit the inactivation of the arginine 77 residue by phen- 
ylglyoxal (34). This result implies that the protonated arginine residue is 
involved in substrate binding presumably by hydrogen bonding. 

Any consideration of the mechanism for the hydrolysis of pyrophosphate 
must account for the following observations: The substrate is a Mg*+- 
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pyrophosphate complex, two more divalent metal ions are required for 
activity, and there appears to be an essential arginine residue in the active 
site. 

Two proposals for the mechanism of YIP are quite similar (34,95), both 
include metal ion binding to pyrophosphate to produce a substrate, both 
have proposed a metal bound hydroxo ligand as a nucleophile (the hydroxo 
ligand is produced by deprotonation of an aqua ligand by an adjacent basic 
amino acid residue), both involve stabilization of the substrate by inter- 
action with the protonated arginine residue. The mechanisms differ in the 
spatial arrangement of the substrate, the various metal ions, and essential 
amino acid residues. 

C. Pyrophosphate Cleavage 

Pyrophosphate is extremely inert at neutral pH in laboratory conditions. 
Its hydrolysis can be enhanced mildly by the presence of a variety of metal 
ions (135, 141). Certain Co(II1) reagents, however, are able to ac- 
celerate its hydrolysis up to 107-fold (42, 67, 82). These reagents 
are cls-[(hydroxo)(aqua)tetraamminecobalt(III)]z+ complexes such as cis- 
[(tn),Co(OH)(OH,)]’+. The function of the amine groups is to stabilize 
the Co(II1) oxidation state while at the same time allowing the aqua group 
to exchange relatively rapidly. The hydroxo group also has two functions; 
one is to assist the labilization of the water ligand, the other is to act as 
an intramolecular nucleophile towards a cis coordinated phosphate residue. 

The addition of 3 mol of [ (~~) ,CO(OH)(OH~>]~+  to 1 mol of pyro- 
phosphate or 2 mol of [(tn),Co(OH)(OH,)]’+ to 1 mol of [(en),CoP2O7]- 
results in an almost maximal rate of hydrolysis of P20:- ( k  = 2.8 X 

s-’ at pH 7) (42), compared to the rate in the presence simply of 
sodium ions of s-’ at pH 7 and 25°C (141). For a ratio of 1:l 
[(~~),CO(OH)(OH,)]~+ : P20{- very little hydrolysis of the pyrophosphate 
occurs; for a 2: 1 ratio hydrolysis occurs, but at a greatly reduced rate as 
compared to that observed for the 3 :  1 ratio. The proposed active species 
is complex 17. The outline of the mechanism derived from 31P NMR studies 
is as follows: first, the stable [(tn),CoPz07]- ion forms rapidly and com- 
pletely. The second and third cobalt complexes add to produce complex 
17. It has not been clarified yet whether the reactivity of the 2:l system 
is due to the reactivity of the 2: 1 complex or whether it is due to a small 
amount of the 3 : 1 complex. This second possibility seems likely since the 
2: 1 reaction appears not to proceed to completion. The major product of 
the 3 :  1 reaction is complex 18. It appears that two extra chelatable com- 
plexes are required for relatively rapid cleavage of the initially formed 
chelated pyrophosphate because less rapid cleavage is observed for complex 
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17 

0 

18 

19 plus 1 mol of [(tn)2Co(OH)(OH,)]2-. The results imply that chelation 
of the leaving phosphate residue is important and aids the P-0 bond 
rupture as shown in 17. The bis(che1ate) product is also significant since 
hydrolysis of the stable CoP,O; chelate would not be a thermodynamically 
favored process without the formation of two stable Co chelate rings in 
the product to affect the rupture of the stable CoP207 chelate. 

The whole reaction sequence can be modeled reasonably well for 
cleavage of the P @ -  ion in [(en)2CoP207]- using 2 mol of 
[C~(tamen)(oH)(OH,)]~+ [tamen = 6-methyl-6-(4-amino-2-azabutyl)-l,4- 
diazacycloheptane] as the effective reagent. The mechanistic outline 
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Figure 4. [Species] vs. time plot, solid lines are calculated from rate constants given in 
Scheme 16. 0 = 33 ppm, = 11 ppm, and + = 14 ppm, [(en)2P,0,] = 0.025M, 
[Co( tamen)( OH)( OH,)] = 0.05M 

and fitting for the derived rate constants for the reactions are given in 
Fig. 4 and Scheme 16. A condition approximating the steady state ap- 
plies and it is evident that if the nonreactive mixed chelate complex 
[(en),C~P,O,Co(tamen)]~+ could be avoided then the hydrolysis rate would 
be even more rapid (steps K,k,). 

The hydrolysis of pyrophosphate is also enhanced in the presence of cis- 
[(NH3),Pt(OH2),I2+ (9, 10). The reaction profile appears to be much more 
complex than that for the cis-[(tn),C0(0H)(OH,)]~+ promoted reactions, 
although again multinuclear species (2: 1, Pt: P207) seem to be involved 
and the participation of a cis coordinated hydroxide ion seems likely. The 
reaction is also complicated by a change of oxidation state of the platinum 
in the reaction and some Pt(1V) and mixed-valence species appear to be 
involved. 

These model systems imply an important role for the multiple metal 
ions in the yeast inorganic pyrophosphatase reaction. A plausible mech- 
anism consistent with its known properties and requirements is shown in 
Scheme 17. Clearly, the metal ions would reduce the charge on the phos- 
phate residues and activate the P centers to nucleophilic attack. They also 
probably provide “intramolecular” hydroxide nucleophiles. 

D. Triphosphate Hydrolysis 
, 

Like pyrophosphate, linear triphosphate is hydrolyzed by cis-[(tn),- 
Co(OH)(OH,)]’+ and similar Co(II1) reagents (67). Bidentate coordination 
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in the complex [(NH3)4CoP3010]2 (a, p coordination) has a small effect 
on the rate of cleavage at neutral pH (36). Addition of [(NH3)5CoOH2]3+ 
accelerates the reaction slightly but still only -25-fold over the uncoor- 
dinated triphosphate (37). Addition of the complex [(NH3)4Co(OH2)2]3+ 
results in a hydrolysis rate enhancement of 700-fold over that for the free 
triphosphate (37). Addition of the complex cis-[(~yclen)Co(OH)(OH~)]~~ 
results in a rate enhancement of some 5 x 105-fold over that for free 
triphosphate and 3 x l@-fold over that for the bidentate complex (110). 
The reaction depends on a deprotonation with a pK, of 7.9 for optimal 
reaction rates, which corresponds to the deprotonation of the aqua group 
of the cyclen complex to yield the cis coordinated hydroxide ion required 
for the reaction as shown in 20. 
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Scheme 17 

The a,?-coordinated triphosphate complex [(NH3)4C~P3010]2- has also 
been synthesized (121), but little has been reported on its hydrolytic reac- 
t ivit y . 

The a,@,?-tridentate complex [(tacn)CoP,0,,J2- (68), on the other 
hand, shows greatly enhanced reactivity. In the presence of 1 mol of 
[(tn)2Co(OH)(OH,)J2+ the triphosphate is cleaved to pyrophosphate and 
phosphate with a half-life of 3 min at 25 "C and pH 7.3, an increase of lo6- 
fold over the free triphosphate (Scheme 18). The rate of the cleavage is 

0 

0 
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0-P 
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Scheme 18 

independent of the additional [(tn),Co(OH)(OH,)]” , but the extent of the 
reaction is dependent on the amount of reagent. The reaction only goes 
to completion in the presence of 3 mol of reagent. It proceeds at a maximal 
rate when only a single mole of [(tn)2Co(OH)(OH,)]’+ is added to the a- 
phosphate, however, and this result is ascribed largely to the difference in 
leaving group capabilities of PO:- vs. PzO$-. Additional metal ion is not 
needed to help P20; depart. 

E. Kinases 

As a major source of energy for chemical reactions in biology, nucleoside 
5’-triphosphates (NTPs) are involved in many enzyme catalyzed reactions 
that involve transfer of the terminal PO; group to an acceptor molecule. 
The class of enzymes that catalyze these reactions are named NTP’ases 
when the acceptor molecule is water, or kinases, when the acceptor mol- 
ecule is other than water. An outstanding feature of this group of enzymes 
is that, with one possible exception, all require at least one divalent metal 
ion (frequently Mg2+) for activity (108). The metal ion appears to partic- 
ipate in the reaction as the NTP complex and in some cases additional 
metal ions may be required by the enzyme. The thesis that the substrate 
for some kinases is the P,y-chelate Mg2 +-NTP complex has been supported 
by the fact that the substitution inert complexes P,y-[(NH,),CoATP]-, P,y- 
[(HZ0)4CrATP]-, and/or [(H,O),RhADP] (126) can also serve as sub- 
strates for some kinases. P,y-bidentate coordination of NTP to a metal ion 
causes the P phosphorus center to become chiral. The two diastereoisomers 
thus produced (since the nucleoside is chiral) have been designated, some- 
what misleadingly, A and A (35). This nomenclature is confusing since 
these symbols are the standard nomenclature used to describe the chirality 
at the metal centers of multidentate metal ion complexes. Here we will 
use the standard ( R . S )  nomenclature to describe the stereochemistry of 
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the tetrahedral centers. All the enzymes investigated thus far utilize only 
one of the diastereoisomers as a substrate. Thus yeast hexokinase will 
hydrolyze only the ( R )  isomer of P,y-[(NH3),CoATP]- ion (35). These 
complexes are inferior substrates for a variety of enzymes: the P,y- 
[(NH,),CoATP]- complex is a poor substrate for the Ca2+ and Mg2 + ATP’ases 
(63) P,y-[(H20)4CrATP]- is a substrate for glycerokinase[(R)isomer], py- . 
ruvate kinase (S), phosphofructokinase ( R ) ,  creatine kinase ( R ) ,  myoki- 
nase ( R ) ,  and arginine kinase ( R )  (29). In addition to their substrate ac- 
tivity, they also act as competitive inhibitors of kinases utilizing their natural 
substrates. In cases where the inert complex is both a substrate and a 
competitive inhibitor it is often found that the k ,  and k, values are quite 
similar (63), thus reinforcing the notion that these molecules are reasonable 
substrate analogues. 

Sulfur substituted ATP analogues have also been used as substrates for 
certain kinases (30, 84, 85). When a sulfur atom is stereospecifically sub- 
stituted for oxygen in a nonbridging position on the a or P phosphorus of 
ATP, that phosphorus center becomes chiral and the molecule becomes 
diastereoisomeric. These diastereoisomers have been separated and tested 
as substrates for some kinases including arginine kinase (30), 3-phospho- 
glycerate kinase (85),  hexokinase (84), and pyruvate kinase (84). As shown 
previously, the substrate for most kinases is actually a metal ion NTP 
complex. When Mgz+ is the activating metal ion, one of the diastereomers 
is preferred, that is, one of the diastereomers has a lower K,,, (stronger 
binding), and a higher V,,, than the other. When Cd2+ is the activating 
metal ion, however, the other diastereomer is preferred. The rationale for 
these observations is that Mg2t prefers to bind oxygen, whereas Cd”, 
being a “softer” cation, preferentially coordinates to sulfur. This disparity 
necessarily generates two different diastereoisomers for the Mg’ + and Cd2+ 
6-chelates and since the enzyme takes one absolute configuration of the 
substrate, it follows that the two thiopyrophosphate moieties must be en- 
antiomeric. 

It appears that, from the large number of kinases investigated by these 
two techniques, the enzymes will utilize only one conformation of the 
complex, that is, they are typically stereospecific. It is also apparent from 
these studies that the kinases require the NTP substrate to be coordinated 
to a metal ion for activity. 

and (S)(p) isomers 
of ADP(a-S) (a thio substituted ADP) by Mn2+ substituted creatine kinase 
has shown that the enzyme binds the (R)(,,) substrate with the MnZt bound 
to the 0 but, with the (S)(p) substrate, the enzyme bound form is predom- 
inantly coordinated via the sulfur atom. Both these complexes result in the 

A recent report (129) on the utilization of the 
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The complex preferentially formed between ATP(R-@) and Cd2' 

22 

Thr: complex preferentially formed between ATP(R-&S) and Mg2* 

a,P-chelate ring having the same required conformation. This finding con- 
curs with earlier studies using Mg2+ and Cd2+. 

The stereochemical courses of many enzymic reactions involving phos- 
phate derivatives have been investigated, and they have been reviewed by 
Westheimer (145) and Knowles (99). The individual steps in all enzymic 
reactions so far investigated have been found to proceed with inversion 
about the phosphorus center. 

F. Nonenzymic Hydrolysis of ATP and ADP 

ATP and ADP are hydrolyzed in neutral aqueous solution by the familiar 
[N,CO(OH)(OH,)]~+ ions. Milburn and co-workers have made a detailed 
study of the effect of these complexes on the dephosphorylation and de- 
pyrophosphorylation of these nucleotide phosphates (73, 74, 133, 134). 
The most reactive complexes contain more than one metal ion. Similar 
observations were made by Sigel and co-workers (122,128). The hydrolysis 
of ATP by [(tn),Co(OH)(OH,)]" proceeds measurably faster than for ATP 
alone only when the amount of [(tn),Co(OH)(OH,)I2+ added exceeds that 
required to form the 1 : 1 Co: ATP complex. The 1 : 1 complex formed is 
almost exclusively the P,-y six-membered chelate and shows no detectable 
increase in the rate of hydrolysis compared to free ATP. Addition of more 
[(tn),Co(OH)(OH2)l2+ results in relatively rapid hydrolysis of ATP, 
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up to 105-fold enhancement at pH 7 in the presence of 3 mol of 
[(tn),Co(OH)(OH,)]'' per ATP. Presumably, the reaction proceeds via 
attack of the cis coordinated hydroxide ion on the P center, probably the 
center to which that [(~~),CO(OH)(OH,)]~+ moiety is coordinated. The 
rate constants estimated for the 2: 1 and 3: 1 complexes are 6 x lo-, and 
4 x lo-) s-l, respectively, at 25 "C and pH 7. 

The structure of the first [N4Co(OH)(OH2)]'+ moiety, that is, the com- 
plex that forms the P,y chelate, is not important in determining the reac- 
tivity of the system upon addition of more [N,CO(OH)(OHJ]~+. The pre- 
formed complexes [(trpn)Co(ATP)] react at identical rates when equivalent 
amounts of [(tn)zCo(OH)(OHz)]~+ are added (133). When 1 mol of 
[(trpn)Co(OH)(0H2)l2+ is added to either of the above preformed ATP 
complexes, however, the rate of hydrolysis of ATP is almost 100 times 
faster than that for the analogous reaction with added [(tn),Co(OH)- 
(OH,)]'+. The reason for this behavior is probably two-fold, first, the rates 
of water exchange for the [(trpn)Co(OH)(OH,)]'+ are significantly higher 
than for [(~~),CO(OH)(OH~)]~+ (118) and, secondly, the trpn complex is 
constrained to be cis, which is the geometry required for hydrolytic activity. 
The [(~~),CO(OH)(OH~)]~+ complex can also coordinate in trans config- 
uration, which would be inactive. 

23 

A Possible Structure of the Active 3:1 [(tn).Co(OH)(OH,)]*+/ATP complex. 

All of the above reactions involve predominantly dephosphorylation of 
the ATP; however, when Cu2+ or Ca2+ is added to preformed [N,Co(ATP)] 
significant amounts of pyrophosphate are produced (134). This result is 
ascribed to the fact that Cu2+ at least has a reasonably strong affinity for 
the N7 of the adenine moiety and from this position a Cu2+ bound OH-- 
ion is able to attack the a-phosphorus. No reasonable explanation for the 
reaction involving the [N,CO(OH)(OH,)]~+ species not attacking the 
a-phosphorus was advanced despite the fact that these complexes un- 
doubtedly coordinate to the a-phosphate residue. 
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Like ATP the hydrolysis of ADP is promoted by [(~~) ,CO(OH)(OH~)]~+ 
and other [N,CO(OH)(OH,)]~+ reagents (73, 118). The reactivity of the 
system is dependent on the amount of Co(II1) reagent added in excess of 
that required to form the 1 : 1 a,P-chelate complex. The reactive complex 
may be as drawn in 24. 

In all these examples, both enzymic and model systems, it can be seen 
that the role of the metal ions is an active one. They do not merely hold 
the pieces together. Moreover, the model studies, especially on the pre- 
formed robust complexes, give clear indications on how the metal ion 
activates the substrate, provides a potent nucleophile at neutral pH, and 
helps the leaving group depart. 

24 

A Possible active complex in the hydrolysis of ADP 

VI. CONCLUSIONS 

This chapter collates data from various sources so that the roles the 
metal ions play in the enzymic manipulation of phosphate derivatives might 
be assessed. The use of model systems has allowed an estimation of the 
degree of activation (rate enhancement) expected for particular modes of 
metal ion-phosphate derivative interaction. In the enzymic systems, some 
of the roles proposed from the model systems seem to be especially relevant 
and it is no coincidence that the multiple metal ions required for high 
activity in the models are reflected in the clusters of metal ions in the 
reaction centers of some enzymes apparent when high-resolution structural 
analyses have been carried out. Clearly, charge neutralization, polariza- 
tion, intramolecular nucleophiles, and effects on the leaving groups are all 
pertinent aspects for the metal ion’s role in the natural systems. They are 
certainly important in the model systems. Moreover, much, but not all, of 
the rate enhancement in the metalloenzymes can be accounted for by these 
effects. Also, the role of intramolecular acids and bases in the enzyme 
systems is probably important. Certainly, the structures imply intimate 



252 PHILIP HENDRY AND ALAN M. SARGESON 

involvement. Duplication of these last effects is still at a primitive stage in 
model chemistry and in chemistry in general, although the community is 
aware of the possible value of such interactions in assisting reaction rates. 
More and better molecular engineering is clearly required in this area. 

The presence of metal ions in the metabolism of phosphate derivatives 
seems to be quite general and the role of Zn2+ in alkaline phosphatase 
(31, 33) was discussed in some detail. The roles of Fez+ and Zn2- in the 
purple acid phosphatases (6, 7, 8,48, 53) is still under active investigation, 
however, and the role of metal ions, in particular Zn2 ' , in the metabolism 
of RNA and DNA and in gene expression generally is receiving some 
attention (56, 124). Vallee (139) has shown, for example, that Zn2' defi- 
cient Euglena gracillis develop abnormally. Many enzymes involved in the 
replication and transcription of DNA have been shown or suggested to be 
Zn2+ metalloenzymes (32, 150), and given the fact that DNA and RNA 
are long-chain phosphate esters and negatively charged, it is not surprising 
that metal ions are so intimately involved in their metabolism. These areas 
at least will be fruitful for exploration. Moreover, some of the metal com- 
plexes may be useful in dissecting the polynucleotide polymers in a con- 
trolled way (synthetic restriction agents) and as reagents for molecular 
biology in general as well as for mechanistic studies in particular. 

ABBREVIATIONS 

ADP 
AMP 
ATP 

BNPP 
cyclen 
DMP 
DNA 
DNPP 
DPNPP 
en 
ENPP 
EP 
N 
NMR 
NP 
NPP 
NTP 

biPY 

Adenosine 5'-diphosphate 
Adenosine 5'-monophosphate 
Adenosine 5 '-triphosphate 
2,2' -Bipyridine 
Bis(4-nitropheny1)phosphate 
1,4,7.1O-Tetraazacyclododecane 
Dimethylphosphate 
Deoxyribonucleic acid 
2,4-Dinitrophenylphosphate 
Diphen yl-4-nitrophen ylphosphate 
1,2-Ethanediamine 
Ethyl-4-nitrophenylphosphate 
Ethylphosphate 
Any amine donor ligand 
Nuclear magnetic resonance 
4-Nitrophenol( ate) 
4-Nitrophenylphosphate 
Nucleoside 5'-triphosphate 
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phen 
PMP 
RNA 
tamen 
TBP 
tmen 
TMP 
tn 
trien 
trpn 
YIP 

1 ,lo-Phenanthroline 
4-Nitrophen ylmethylphosphonate 
Ribonucleic acid 
6-Methyl-6-(4-amino-2-azabutyl)- 1-4-diazacycloheptane 
Trigonal bipyramid 
2,3-Dimethyl-2,3-butanediamine 
Trimethylphosphate 
1,3-Propanediamine 
3,6-Diazaoctane-1 ,&diamine 
4-(3-Propylamine)-4-azaheptane-l,7-diamine 
Yeast inorganic pyrophosphatase 
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I. INTRODUCTION 

The study of electron transfer (ET) in metalloproteins has taken ad- 
vantage of the foundation laid by research on simple chemical systems 
(173,174,189). It was recognized early that parameters such as ET distance 
and driving force would have to be carefully controlled in order to provide 
experimental information that could be used in a meaningful way to eval- 
uate theoretical models (108-110). Since it proved to be difficult to accom- 
plish this goal through intermolecular ET studies, attention turned to mea- 
surements of intramolecular ET rates in systems in which the donor and 
acceptor are separated by a fixed and known distance. 

Work on intramolecular ET complexes has included investigations of 
intervalence spectra in binuclear complexes (29,160,178). Recent research 
has been focused on measurements of the distance and driving force de- 
pendence of intramolecular ET rates in donor-acceptor complexes. Con- 
currently, methods to monitor ET in metalloproteins and protein-protein 
complexes have been developed. Our aim in this chapter is to compare 
and contrast ET data from proteins and donor-acceptor complexes in an 
attempt accurately to represent the current level of understanding of ET 
processes as they relate to biological systems. Our emphasis will be on the 
potential control of ET by variation in fundamental parameters such as 
the ET distance, driving force, and intervening medium. 

Because of the vast quantity of published ET research, we have had to 
neglect several important areas of current interest. Many investigators have 
built systems to try to mimic the first steps of photosynthesis as well as the 
low-temperature (4.2 K) ET seen in photosynthetic reaction centers. Ef- 
ficient ET has been observed down to 10 K in certain complexes (19, 184), 
and studies of ET across membranes using model systems have been made 
(59, 135, 137, 167). A relatively new area related to photosynthetic charge 
separation encompasses the study of ET in polymers that have been func- 
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tionalized with redox-active metal complexes and organic molecules. The 
main goal of this research is to exploit the diffusion properties of polymers 
to achieve long-lived charge separation (98. 127, 128). 

11. ELECTRON TRANSFER IN INORGANIC AND 
ORGANIC SYSTEMS 

A. Free-Energy Dependence 

An unusual dependence of ET rate on reaction free energy (AG“) was 
predicted by Marcus over 30 years ago (109). Inspection of Eq. 1 (108- 
110) 3 

k,, = (7r/fi2AkB T)1’Z[H,b]2e~p--[(AG0 + A)’/4AkB T ]  (1) 

shows that k,, will increase as - AG“ increases, reaching a maximum value 
when -AG” = A. When -AG“ becomes larger than A ,  the rate will de- 
crease. A plot of log(k,,) vs. - AGO should have the shape of an upside- 
down parabola; the portion of the parabola where k,, is increasing with 
increasing driving force is known as the “normal” region, and the part 
where k,, is decreasing with increasing driving force is known as the Marcus 
“inverted” region. Whereas Marcus theory treats the free-energy depend- 
ence of k,, classically, several theories have been developed that take into 
account the quantum nature of the vibrational states of the electronic levels 
involved. Typically, the donor is treated as being in its vibrational ground 
state and is allowed to interact with the quantized vibrational levels of the 
acceptor. One such expression for k,, is given in Eq 2 (21, 42, 91), where 
the 

k,, = (7r/h2A,kB T)1’2[H,b]2 

x 2 (e-sSw/w!)exp-[(A, + AGO + whw)?/4ASkBT] (2) 

summation is over the vibrational quantum levels of the acceptor and S = 

X,/ho. As with Marcus theory, the equation predicts that the rate will be 
a maximum when -AG“ = A = A, + A,. The exponential term in Eq. 1 
(or’the summation in Eq. 2) often is referred to as the nuclear or Franck- 
Condon term. Many early experiments failed to reveal the inverted be- 
havior predicted by Eqs. 1 and 2. At best the rate of ET between donors 
and acceptors in solution was seen to increase with increasing driving force 
and then level off. A typical example of this behavior is the quenching of 
the first excited triplet state of [Ir(ppz)(cod)12 (pz = pyrazolyl and cod = 

1,5-cyclooctadiene) with a series of alkylated pyridinium acceptors. The 
rate rises as -AG” increases, but levels off at the diffusion limit (115). 
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A thorough study of the inverted region utilized pulse radiolysis on 
frozen methyltetrahydrofuran (MTHF) solutions of biphenyl as donor, with 
a range of organic acceptors (-AGO from 0.01 to 2.75 eV) (129). The 
increase in rate with -AGO in the normal region was observed to be steeper 
than the decrease with -AGO in the inverted region. This phenomenon 
was related to the difficulty in maintaining a constant A across a series of 
acceptors as -AGO increases. It was noted that the reduction potentials 
of the high-driving-force acceptors were probably overestimates, and that 
A was higher for these acceptors due to their chemical nature. Both these 
factors would lead to a slower apparent decrease of rate in the inverted 
region (129). Using a frozen matrix was key to observing the inverted 
region, since it eliminated diffusion effects that had previously obscured 
inverted behavior. 

Rigidly bridged donor-acceptor compounds have allowed the free-en- 
ergy dependence of k,, to be studied without obfuscation by diffusion lim- 
itations. A convincing account of inverted behavior was achieved for a 
series of compounds where a steroid was used to bridge between biphenyl 
as donor and a series of organic acceptors (Fig. 1) (130). The plot of log(k,,) 
vs. -AG" in Fig. 1 is consistent with the predictions of Marcus theory. 
This system prevents diffusion control of the overall reaction from ob- 
scuring the intrinsic nature of the ET reaction, and the acceptors cannot 
form excited-state products that would lead to anomalously fast rates in 
the inverted region. The effect of solvent polarity on the dependence of 
rate on free energy also was studied in this system. Fitting the data to Eq. 
2, it was found that the value of A, was 0.75,0.45, and 0.15 eV (A, = 0.45 
eV) in MTHF, di-n-butyl ether, and isooctane, respectively (20, 21, 130). 
The A, value decreased as the solvent became less polar, as expected from 
a dielectric continuum model for X, (see Eq. 7, Section 11,B). A similar 
dependence of A, on solvent polarity was observed in an investigation of 
the AGO dependence of k,, for a zinc porphyrin linked to a series of sub- 
stituted quinones by the rigid spacer bicyclooctane (84). The value of A 
increased in the series benzene < MTHF < butyronitrile < acetonitrile. 
A fit of the benzene data to Eq. 2 gave A, = 0.3 and A, = 0.3 eV. 

Another method of varying the driving force of an ET reaction involves 
using different excited-state donors. Typically, the forward ET reaction 
(usually a charge separation, CS) is followed by CR with a much larger 
driving force (see Fig. 2). If a porphyrin is the donor in the photoinduced 
ET reaction, the driving force of both the electron transfer and the charge 
recombination may be varied by metal substitution into the porphyrin. It 
is possible to vary the driving force of reactions involving charge separation 
by varying the solvent polarity. Weller (187) has developed an expression 
that describes the effects of solvation on the free energy of CS (Eq. 3), 
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Figure 1 .  
Miller (20. 21) for a donor and acceptor bridged by a steriod spacer. 

Log k,, vs. -AGO plot showing inverted behavior from the data of Closs and 

AGO(€) = ( E g  - ELd)MeCN + [(ei/e)(l/r - l/a)] - (e337r) (3) 

where (Eg - E;d)MecN is the difference in the electrochemical potential of 
donor and acceptor in acetonitrile, r is the average radius of the donor 
and the acceptor, a is the donor-acceptor separation, and E is the static 
dielectric constant of the solvent. 

A combination of these methods (Zn and metal free porphyrin donor, 
three quinone acceptors, and toluene and butyronitrile as solvents) was 
used in a system in which a porphyrin was linked to a quinone via a rigid 
triptycene spacer. The spacer maintains a constant edge-edge separation 
of 6-7 A between the donor and the acceptor (185,186). These techniques 
allowed a -AC" range of 0-0.8 eV for photoinduced charge separation 
(CS) and 1.2-1.8 eV for charge recombination (CR) to be studied. The 
log(k,,) vs. - AG" plots for photoinduced ET and CR when fit separately 
to the best parabola (Eq. 1) both maximize at -AG" = X = 0.9 eV and 
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Figure 2. Energy level diagram for a photoinduced ET reaction in a donor-acceptor com- 
pound. k,, is the forward ET rate, k ,  is the rate of charge recombination (cr), and k ,  is the 
natural decay rate of the excited donor in the absence of an acceptor (161). 

k,, = 2.5 x lO"s-'. The photoinduced CS reactions show normal (k,, 
increases with increasing - AGO) behavior; for CR, the rates are inverted 
(ke, decreases with increasing - AGO). These data indicate that, in spite of 
the different electronic states involved in photoinduced CS and CR, the 
rearrangements of solvent and donor-acceptor structure must be similar. 

In a system in which a porphyrin was capped by a quinone or methyl 
viologen with flexible alkyl ester straps, metal substitution (Mg' + , metal 
free) and solvent variation (CCI4, toluene, chlorotoluene-toluene, CH2CI2, 
CH,CN) established a - A t ?  range of - 0.07-1.1 eV for photoinduced CS 
and 1.13-2.07 eV for CR (73). A much steeper increase in rate with - AG" 
was observed in the normal region than the decrease of rate with -AGO 
in the inverted region. The data could not be fit well using the Marcus 
equation; however, a reasonable fit was obtained using a displaced oscil- 
lator quantum mechanical model. 

A recent observation of inverted behavior has come from studies of 
photoinduced CS from singlet and triplet excited states and CR using an 
iridium dimer donor bound to a series of N-alkylpyridinium acceptors via 
a phosphonite ligand (43,44). The plot of In k,, vs. - A t ?  gave an excellent 
fit (almost no scatter of data points away from the theoretical curve) to 
the Marcus equation (Eq. 1) with A = 1.1 eV. It was assumed that the 
same values of A,, A,, and Ha,, could be used for all three types of reactions, 
an assumption not a priori evident given the different spatial extent and 
polarizabilities of singlet states, triplet states, and radicals. The surprisingly 
good fit to the Marcus equation suggests, however, that A,, A,, and Hdb do 
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h v  

not vary significantly for the three different reactions in this particular 
complex. 

Interestingly, inverted behavior has been observed for reactions in so- 
lution between donors and acceptors that are not attached by molecular 
bridges. In a novel approach, the diffusion-control problem was avoided 
by monitoring charge recombination in geminate radical pairs (see Fig. 3). 
It is possible to extract the CR rate constant, k,,, from the quantum yield 
of radicals escaping from the geminate radical pair (Eq. 4), where Qwp is 
monitored with a cation radical trap such as dimethoxystilbene (DMS). 

/" \D\Ms OMS? 

With 2,6,9,10-tetracyanoanthracene (TCA) and 9,10-dicyanoanthracene 
(DCA) as acceptors and a range of two-ring aromatic compounds as donors, 
k,, was found to decrease by a factor of 100 as - A C  increased from 2.03 
to 2.90 eV (49). A fit to Eq. 2 gave A, = 0.95 eV, A, = 0.6 eV, and Hab = 
11 cm-' (with w set to 1500 cm-l). In another study, several redox-active 
systems, including [ Rh(dp-phen),13 + .2+  (dp-phen = diphenylphenanthro- 
line), [ C r ( d p - ~ h e n ) ~ ] ~ + - ~  + , disodium tetraiodofluorescein (Er2-), and zinc 
octaethylporphyrin (Zn(OEP)), were studied with aromatic amines, meth- 
oxybenzenes, and quinone acceptors (143). For Cr" and Rh" donors, in- 
verted behavior for k,, was observed for -AGO > 1.7 eV. Interestingly, 
although A = 1.7 eV for both the Cr and the Rh systems, the steepness 
of the driving-force dependence of k,, was much greater in the normal 

Figure 3 .  Schematic representation of the reactions involved in geminate radical pair re- 
combination, showing the ground state, the excited state, the geminate radical pair, and the 
separated radical pair, k,, is the geminate radical pair recombination rate, k,, is the rate of 
separation (diffusion) of the geminate radical pair, and DMS is diniethoxystilbenc, a cation 
radical scavenger (49). 
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region for Cr donors than for the Rh donor. Marcus theory predicts that 
a steeper -AGO dependence should lead to a smaller A. In the normal 
-AGO region, the slope of the log(k,,) vs. -AGO plot followed the order 
Cr"-aromatic amine+' > Er-'-quinone-' > Rh"-aromatic amine +. > 
Zn(0EP) +'-quinone-', for the geminate radical pair systems studied. This 
order is the same as that expected from estimates of the electronic coupling 
matrix element, &,, based on orbital overlap arguments. It was proposed 
that the value of Hab. not just the value of A, influenced the slope of the 

Several other interesting results have been obtained from work with 
geminate radical pairs of DCA and TCA with aromatic donors. Two-ring 
and one-ring donors fall on separate log(k,,) vs. -AGO curves with A, = 
1.6 and 1.45 eV, respectively (52). This observation is in accord with pre- 
vious data, indicating one-ring aromatics are better solvated than two-ring 
aromatics (53). The log(k,,) vs. -AGO plots of contact pairs vs. solvent- 
separated pairs gave dramatically different A, values, 0.55 and 1.6 eV, 
respectively (51). This result accords with the distance dependence of A, 
(Eq. 7). For acetonitrile, AA5 = 7.63[(1/r0) - (l/r)], so that if 7 8, is taken 
as the separation distance of a solvent-separated radical pair with a Ax, of 
approximately 1 eV, a reasonable separation distance (r, = 3.6 A) for a 
contact radical pair is obtained. A study of the differences between charge- 
shift reactions (CSH) vs. CR reactions was carried out by comparing 9- 
methylacridinium (9-MA+) geminate radical pairs with TCA and DCA 
geminate radical pairs (52). In contrast to a theory developed by Kakitani 
and Mataga (86-88), the log(/?,,) vs. -AGO plot in the inverted region was 
found to be steeper for the CSH reaction than for the CR reaction, mainly 
due to the smaller A, for CSH, 1.4 vs. 1.6 eV for CR. Studies of k,, as a 
function of -AGO beween DCA, TCA, and deuterated alkylbenzene do- 
nors demonstrated that high-frequency C-H vibrations have a significant 
effect on ET rates (50). This work indicates that the assumption that only 
carbon skeletal vibrations are important in ET processes (using o = 1500 
cm-' when fitting Eq. 2) may not always be appropriate, and that high- 
frequency vibrations must be included in the analysis in some circum- 
stances. 

The very important result achieved with both rigidly bridged donor- 
acceptor model systems and geminate radical pairs is that an inverted region 
exists for ET reactions having -AGO > A. The data also provide insight 
into a strategy that could be used in nature to achieve charge separation 
in the proteins involved in photosynthesis. In particular, it is now estab- 
lished that charge separation can occur at fast rates at low driving forces, 
and that charge recombination from the charge-separated state could be 
much slower if the driving force is large enough to be in the inverted 

log(k,,) VS. -AGO plot (143). 
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region. The data of Closs and Miller (20, 21, 130) on the solvent depend- 
ence of A, also suggest a possible reason for the choice of a nonpolar protein 
environment for photosynthesis. As A, decreases in less polar environments, 
optimal charge separation will be achieved at small - AG" values (wasting 
less of the photoexcitation energy) and the recombination reaction will be 
further into the inverted region (slower rate). 

Caution, however, is advised when comparing the absolute values of A 
reported. Closs and Miller have pointed out that varying the structure of 
the donor or the acceptor can affect the value of A of ET reactions [see 
above (20, 21, 130)]. Also. since A, is solvent dependent (Eq. 7), using 
solvent to vary AGO will affect A of the reaction as well. In some studies, 
donor-acceptor compounds with spacers of unequal length have been used 
on the same log(kel) vs. -AGO plot. Given the distance dependence of A, 
(Eq. 7), such a practice will produce unreliable A values. Such effects may 
account in part for the scatter of data points observed in some log(kel) vs. 
-AGO plots and may indeed affect the shape of those curves so that con- 
clusions based on curve shape should be made carefully. Inverted behavior 
for ET reactions, however, is now on firm experimental (as well as theo- 
retical!) ground. 

B. Distance Dependence 

According to standard theory (Eq. 1 and 2), the ET rate is proportional 
to the square of the electronic coupling matrix element, H a b  

To a first approximation, electronic coupling results from overlap of the 
donor and acceptor orbital wave functions. Since orbital wave functions 
decay exponentially with distance, Hab also is expected to decay exponen- 
tially with distance. Two common ways to express this decay are shown in 
Eqs. 5 and 6 (21, 110). 

Hab = (Hab)O exp[-p(r - r 0 ) / 2 ]  

k l  = kO, exp[-Mr - roll 
(5  1 
(6) 

The value of (3 reflects the efficacy of the medium in coupling the donor 
and the acceptor. Since electronic coupling between donors and acceptors 
is often treated in terms of a superexchange model, the decay of electronic 
coupling is sometimes reported per bond rather than per unit distance. In 
the bond-coupling model, the exponent in Eq. 5 becomes [ - P'(N - 1)/2], 
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where N is the number of bonds separating the donor and the acceptor 
and (&)O becomes ( H a & .  The term ( H a &  reflects how well the donor 
and the acceptor couple to the medium that bridges them. Both ( H a &  and 
P must be favorable for the overall coupling of the donor and acceptor to 
be substantial. 

The nuclear term in Eqs. 1 and 2, which is replaced by kop in Eq. 6, has 
a distance dependence of its own. In particular, A,, derived assuming a 
dielectric continuum, is dependent on the donor-acceptor separation, rDA 

(Eq. 7). Therefore, if P is to reflect only the rate of decay of electronic 

A, = -e2(1/2rA + 1/2rB - l/rDA)(l/e, - 1/eOp) (7) 

coupling with distance, k,, values at different distances must be corrected 
using Eq. 7 to account for changes in the free energy of activation, AG* 
(AG* = [(AGO + A)*/4A] in Eq. l ) ,  due to A,. Equation 8 has been 
employed 

k = ko exp[ - (P + r)(r - (8 )  

by Sutin (76), where P represents the decay with distance due to the 
electronic term and y is the decay with distance due to the nuclear or 
Franck-Condon term (AG*, A$). It is possible to extract P and y values 
from ET activation parameters (76). 

Many compounds containing a donor and an acceptor joined by a flexible 
linker have been synthesized (see Ref. 185 for an extensive list of refer- 
ences). The difficulty in using such compounds to study the distance de- 
pendence of ET is that the flexibility of the linker precludes knowing the 
donor-acceptor separation precisely. Distances have been estimated from 
fluorescence quenching volumes (61) and NMR conformational studies (60) 
with such compounds. NMR studies indicated that the methylene linker 
between the porphyrin and the quinone in carotenoid-porphyrin-quinone 
triads is in an extended (all-anti) conformation (60). The calculated value 
of P, based on this conformation for the series of methylene linkers, was 
0.6 A - ' .  If one methylene in each chain is in a gauche conformation, 
however, the predicted P would be 1.7 k l .  So, even under the best 
conditions, ambiguities exist when flexible linkers are used to study the 
distance dependence of ET rates. 

The first experiments to examine reliably the distance dependence of 
ET involved suspension of donor and acceptor molecules in a rigid matrix 
at variable concentrations so that the average separation of donor and 
acceptor could be varied (129). Since then, many complexes of sophisti- 
cated design have been synthesized in order to extract information about 
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electronic coupling from Eqs. 5, 6, and 8. Common to the design of all 
these compounds is a donor and an acceptor joined by an electrochemically 
inert molecular bridge. The molecular bridge is typically composed of 
discrete synthetic units so that the distance between the donor and the 
acceptor can be changed by altering the number of units in the bridge. In 
most instances, the bridge is designed to be rigid so that the distance 

MzN-n-DCV 

\ OM. 'CN 

Ru(DTS)Ru 

Figure 4.  Donor-acceptor complexes with saturated-carbon bridges: ( a )  norbornyl bridges 
(72); (6) cyclobutane bridges (171, 172); (c and d )  fused eyclohexane or steroid bridges 
(20, 21, 33, 45. 46); ( P  and f )  bicyclobutane bridges (4, 85). 
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between the donor and the acceptor is known precisely. It is evident from 
Figs. 4-6 that an impressive array of molecular bridges has been utilized. 
The saturated-carbon bridges (Fig. 4) include strained norbornyl (4a) (72, 
142,147,149,181-183) and cyclobutane rings (4b) (171), fused cyclohexane 
rings [4c (33, 45, 46) and 4d (20, 21)], and connected bicyclooctane units 
[4e (84, 85, 99) and 4f (4)]. In Fig. 5 ,  the donor-acceptor compounds use 
peptide bridges (75, 76, 161) that contain a mixture of saturated and un- 
saturated chemical groups. Finally, the compounds in Fig. 6 are bridged 
by polyenes (6a) (192) or aromatic groups (6b) (41, 64, 65). 

Maintaining the donor and acceptor at a fixed distance is an important 
attribute of the compounds in Figs. 4-6. However, the overall electronic 
coupling is expected to depend not only on the length of the bridge but 
also on the orientation of the donor and the acceptor relative to the bridge. 
It is therefore advantageous to control this parameter as well. The ori- 
entation of the donor and acceptor relative to the bridge is known precisely 
only for the norbornyl-bridged compounds (72). 

ZnP(BC0)Q 

Figure 4. (Continued) 
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= 2:  En 
Figure 6. 
(h) polyphenyl bridges (41. M, 65). 

Donor-acceptor complexes bridged by aromatic groups: ( a )  polyene bridges (192); 

There are two common methods for estimating electronic couplings in 
donor-acceptor molecules. Values of Hab and p may be obtained from ET 
kinetics using Eqs. 5.6, or 8, or from intervalence absorption spectra using 
a theory developed by Hush (71). Tables I and I1 give estimates of the 
donor-acceptor electronic couplings in the molecules depicted in Figs. 4- 
6, using ET kinetics and intervalence spectra, respectively. Considering 
only data that have been corrected for the distance dependence of AG*, 
p values span the range of 0.14-1.2 kl. Thus, depending on the com- 
position of the bridge, the difference in the decay of the ET rate over 4 p\ 
can amount to almost two orders of magnitude. In most cases, the decay 
in k,, due to the distance dependence of the nuclear factor (y) is relatively 
small (a factor of 2-3 over 4 A; y = 0.2-0.3 a ', see Tables I and II), 
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TABLE I1 
Electronic Coupling Parameters Derived from Intervalence Absorption Spectra 

B” ( f j d o  P’ (Ha& lHudr)l IW’ 
D-A S!stem (kl) (cm I) (bond I) (cm I )  Hab(r i 4 A)]’ L(r t 4 A)]’ Kcferences 

Ru(V.)Ku 0 14 0 17 1 8  192 

Ru(dioxA)Ru 0 75 11606 20 1 33.45 
Ru(DTS)Ru 0 78‘ 0 85 484d 22 6 l l O O d  161 

[MJ-n-DCV] 0 57 1 8 S b  0 84 4355 9 7  14Y 

“Calculated from Hab values. 
bCaluclated using r, values. 
‘Hah calculation (Ref. 70); assumed a 2.2-A spirobutane width. 
dSulfur-to-sulfur bond count. 

but in some instances it is very significant (a factor of up to 30-50 over 4 
A; y = 0.9-1.0 kl, see Tables I and 11). Hence, to evaluate the role of 
electronic coupling in determining E T  rates at various distances, the dis- 
tance dependence of the nuclear factor must be taken into account. 

Some trends are apparent in the @ values of the various bridging groups 
(Figs. 4-6). In particular, the smallest values of p (0.14-0.56 k’) occur 
when the bridging group contains mainly T orbitals. Several theoretical 
treatments of bridged donor-acceptor compounds indicate that aromatic 
or polyene bridges should be much better conductors than aliphatic bridges 
(83,96,97). Experimentally, a direct comparison has been made between 
k,, of an (Os, Co) dimer bridged with cyclohexyldione dioxime and k,, for 
the same dimer bridged with the aromatic analogue of this bridge, ben- 
zoquinone dioxime (33). The rate of  ET from Os(I1) to Co(II1) increased 
by almost a factor of 100, from 7.2 x to 6.3 x 10-V1,  upon replacing 
the aliphatic bridge with its aromatic analogue (33). Peptide bridges, which 
have a mixture of saturated and unsaturated units, also provide a good 
medium (@ = 0.68-0.75 k l )  for ET. The f3 value for proteins is about 
0.7-1 .0 k’ (uncorrected for the distance dependence of the nuclear factor) 
(76, 118), in close agreement with peptide model systems. Surprisingly, 
aliphatic bridges provide strong electronic coupling as well (p = 0.57-0.95 
k’). Molecular orbital calculations for the thiaspirobutane bridge have 
shown that the alignment of the orbitals in the HOMO provides a good 
hyperconjugative pathway for electronic cou ling (see Fig. 7) (172), thereby 

spiro linkages. 
A recent study allows a direct comparison of peptide and aliphatic groups 

bridging the same donor-acceptor pair (162). Two different amide bridges 
were compared to a bicyclooctane bridge. The ET rate for the amide 
bridges was 10-100-fold higher than for the bicyclooctane bridge. These 
data suggest that peptide linkages provide better electronic coupling than 

explaining the relatively favorable @ (0.78 8: -’) for this bridge despite the 
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Figure 7. 
(172). 

Pictures of the highest occupied molecular orbitals (HOMO) for dithiaspiro bridges 

simple aliphatic bridges; however, inspection of the data in Table I shows 
that there is significant overlap of the ranges of p values for peptide and 
aliphatic linkers. The slower ET rate for the bicyclooctane-bridged com- 
pound may be intrinsic to coupling through bicyclooctane and not through 
aliphatic spacers in general. The p values for bicyclooctane(BC0)-bridged 
donor-acceptor compounds suggest that this inference is true; however, 
neither p value has been corrected for the distance dependence of the 
nuclear factor. 

An important factor controlling electronic coupling through aliphatic 
bridges has been elucidated recently. Two isomers of the norbornyl-bridged 
donor-acceptor system have been synthesized, in which the all-trans link- 
ages of the original series have been replaced partially with cis linkages 
(see Fig. 8 )  (94, 145). The ET rates through these bent bridges were 
approximately 10-fold slower than for the corresponding all-trans com- 
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Figure 8. 
cis linkage in the bridge (145). 

Norbornyl-bridged donor-acceptor complexes: ( a )  all-trans linkages; ( h )  with one 

pounds. despite a slightly decreased through-space edge-edge distance. 
These data indicate that Hoffmann’s through-bond interaction theory, which 
predicts that an all-trans, antiperiplanar alignment of u bonds is the op- 
timum conformation for electronic coupling in alphatic systems (68. 69), 
is applicable to ET reactions. 

The data for the trans vs. the cis norbornyl bridges support the postulate 
that ET in this case occurs by a superexchange (bond-mediated) mechanism 
in preference to a direct through-space mechanism. Despite the shorter 
through-space distance for the bent compounds, their E T  rates relative to 
the all-trans compounds are slower. This result demonstrates that specifics 
of the bridge and not the through-space separation control the ET rate. 
Closs and Miller similarly found that their rate data for a series of bridged 
donor-acceptor molecules correlated better with the number of bonds sep- 
arating the donor and the acceptor rather than with the through-space 
distance (20, 21). Strikingly, the electronic coupling matrix elements, Ha,, , 
for the 2.7-ee and 2,7-aa isomers of decalin-bridged donor-acceptor com- 
pounds, were almost identical (same number of bonds separating donor 
and acceptor) despite a difference of 6.3 A in the through-space separation 
distance (see Fig. 9). Thus, superexchange coupling mechanisms are strongly 
implicated in long-range ET reactions. 

A much stronger solvent dependence was noted for the ET rates in the 
case of the bent norbornyl-bridged compounds. The distance dependence 
of the electronic coupling also was similar to that observed in rigid glasses 
(p = 1.20 ki, see Table I). A tentative proposal was put forth suggesting 
that solvent-mediated superexchange could compete with bridge-mediated 



278 BRUCE E. BOWLER, ADRIENNE L. RAPHAEL, AND HARRY B. GRAY 

(B) 
Figure 9. ( a )  2. 7 equatorial-equatorial and ( h )  2, 7 axial-axial decalin-bridged donor- 
acceptor complexes. 'The donor-acceptor center-center separation distance is 12.5 A for the 
equatorial-equatorial isomer and 6.5 f ,  for the axial-axial isomer (21). 

superexchange when bridge coupling was not optimal. A crude correlation 
of rate with solvent polarizability was obtained (94). On this point, it is of 
interest that a p of 1.8 A-' was extracted from an ah initio theoretical 
treatment of ET in the [Fez+ :Fe3+]-hexaaquo couple (139). The p for ET 
in a rigid organic glass (1.2-1.4 k'; see Table I) is significantly below this 
value, thereby indicating that organic solvents, although they do not pro- 
vide a fully bonded pathway, can provide better pathways than water for 
ET. This observation could be useful in thinking about electronic coupling 
through proteins, since fully bonded pathways are often circuitous (28), 
whereas much more direct pathways involving one or two hydrogen-bond 
interactions, and possibly through-space interactions between nonbonded 
atoms, often exist (11, 28). 

Some interesting electronic coupling data have been obtained from log(kct) 
vs. -AGO plots for charge recombination within geminate radical pairs. It 
was found that f&, = 10.7 cm-' when the donor is a one-ring aromatic 
and that H a h  = 7.8 cm-' when the donor is a two-ring aromatic (53). Since 
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the MOs of a one-ring aromatic are less nodal than those of a two-ring 
aromatic, it is not surprising that electronic coupling is also better for one- 
ring aromatics. The distance dependence of electronic coupling was dem- 
onstrated in geminate radical pairs. The value of &, was 200 cm-' for 
contact radical pairs and 11 cm-I for solvent-separated radical pairs (51). 

Tables I and I1 also contain values for (Ha,,),, and (H&)& The matrix 
elements ( f f a b ) o  and (Ha,,); can be understood as the coupling of the donor 
and the acceptor to the molecular bridge or as the intrinsic coupling of the 
donor with the acceptor at van der Waals contact. The largest ( H a &  value 
is observed for [M2N-n-DCV]-. The very good coupling of the donor- 
acceptor to the bridge in the [M2N-n-DCV] - compounds has been attrib- 
uted to the existence of two equivalent pathways through the bridge, the 
small size of the acceptor (DCV), and the large I1 coefficient (0.7) on the 
acceptor atom attached to the bridge (149). 

Binuclear metal complexes often exhibit unusually low ET rates (33, 
46, 75). And, at comparable separation distances, the rates of ET in 
ruthenium-modified proteins are well below those of bridged organic do- 
nor-acceptor compounds (90, 118, 126). It is of interest to consider how 
much of this difference is due to electronic coupling factors. For example, 
in the complex Os(II)(dioxA)Co(III), k,,(Os to Co) is 7.2 x 10-ss-l (33, 
46). Similarly, Ru(BC0)Co has a rate of less than 3.6 x 10-6s-1 (4). The 
Na(Sp)Bi compounds of Closs and Miller having a similar-sized spacer and 
a smaller driving force have ET rates of approximately 1 x 109s - (20, 
21). The Co is probably responsible for much of this effect, since reduction 
of Co(II1) to Co(I1) places an electron in a a*(e,) orbital, leading to large 
changes in Co-to-ligand bond lengths and hence a large reorganization 
energy (159). In the normal region, a larger A for a given driving force 
will slow down the rate by decreasing the value of the nuclear term. The 
electronic coupling of Co to the bridge may be affected as well (159). 
Unfortunately, with the current data, it is not possible to separate the 
nuclear and electronic effects for these Co-containing binuclear complexes. 
For the related complexes, Ru(dioxA)Ru, the observed electronic coupling 
parameters (see Table 11) are comparable to those reported for the Na(Sp)Bi 
compounds; hence, poor coupling to the intervening medium is not intrinsic 
to metals. The maximum ET rate (A = -AGO) of 1.1 x 101's-' for an Ir 
dimer linked to a series of alkylated pyridinium derivatives (edgeedge 
separation distance, re, of 5.8 A) is relatively large (44). The value of 
f f a b  = 21 cm-' calculated from the log(ket) vs. -AGO plots is about one- 
third the value of !&,, (54 cm-I) observed for the Na(Sp)Bi compound 
with re = 6.4 A. The Ru(DTS)Ru complexes with (Ha& = 484 cm-' (see 
Table 11) also couple somewhat less well to the bridge than the Na(Sp)Bi 
complexes. Turning to comparisons at longer donor-acceptor distances, 
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ET rates in ruthenium-modified horse heart cytochrome c (Ru-Fe-cyt c) 
indicate that f i a b  = 0.03 cm-’ (re = 11.7 A) (126). This value is a factor 
of 200 smaller than the H a b  = 6.2 cm-’ observed for Na(Ste)A (re = 10.2 
A for naphthalene bridged by a steroid to a series of acceptors) (20, 21). 
Given that p values for proteins (0.7-1.0 k’) (6, 118) and Na(Sp)Bi (0.95 
A-’) are about the same, the longer distance through the intervening 
medium for Ru-Fe-cyt c can only account for about a factor of 2 tiecrease 
in Hab. In this analysis, then, the remaining factor of 100 is attributable to 
poorer donor-acceptor coupling to the intervening medium (smaller ( I fah)” ) .  

Confirmation of such a low awaits studies of the distance dependence 
of ET in cytochrome c. 

An important factor in the coupling of the donor-acceptor to the in- 
tervening bridge is the orientation of the donor and the acceptor orbitals 
relative to the relevant bridge orbitals. Molecular orbital calculations on 
the Na(Sp)Bi compounds (20, 144) show that the value of can vary as 
much as a factor of 15, corresponding to a factor of 225 in rate, depending 
on the orientation of the donor and the acceptor relative to the bridge. 
Molecular mechanics calculations demonstrated that , for the equatorial- 
equatorial Na(Sp)Bi isomers, the lowest energy conformation corre- 
sponded to maximum H a b .  Calculations also indicated that the energy well 
was not steep enough to prevent other less favorable conformations from 
being sampled, thereby decreasing H a b  from its maximum value. Similarly, 
for the‘A(N)D and P(N)D compounds (see Fig. 6), the values of Hab 
calculated using extended Hiickel methods (65) were about a factor of 4 
larger than the experimentally determined values (41). Whereas the MO 
calculation was carried out for the conformation giving maximum electronic 
interaction, in reality the donor and acceptor can readily rotate relative to 
the bridge, sampling many conformations with less favorable electronic 
coupling. Hence, the observed H a b  is smaller than the calculated If&. The 
importance of maintaining the optimum conformation for electronic cou- 
pling is evident and may be another reason for the strong electronic cou- 
pling observed for the norbornyl-bridged donor-acceptor compounds, in 
which the donor and the acceptor are rigidly attached to the bridge (27, 

Investigation of the effect of the orientation of donors and acceptors is 
of great importance in understanding electronic coupling. Very few ET 
systems exist in which the donor and acceptor are held absolutely rigidly. 
There are several molecules, however, in which the orientation of the donor 
and the acceptor is constrained within certain limits. A porphyrin-por- 
phyrin-quinone trimer has been synthesized in which the porphyrins are 
held in a “flat” (1,4-phenyl linkage) or “gabled” (1,3-phenyl linkage) ori- 
entation (165, 166). Consistently faster rates are observed for ET from the 

147, 149, 181-183). 
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distal porphyrin to the quinone for “gabled” vs. “flat” isomers (166). 
Whether or not this effect is purely orientational is unclear, since the 
through-space distance and the number of bonds separating the distal por- 
phyrin and the quinone are less for the “gabled” isomers than for the “flat” 
isomer. Two isomers of a porphyrin-porphyrin-pyromellitide trimer also 
have been synthesized, a side-by-side arrangement and a stacked one (27). 
Both photoinduced ET from the porphyrins to the pyromellitide and charge 
recombination back to the porphyrins are a factor of at least 100 faster for 
the stacked versus the side-by-side isomer. A definite orientation effect 
seems to be operative in this case, since the number of bonds separating 
donor and acceptor is the same in both isomers; however, the average 
through-space distance may be shorter. Compounds in which two por- 
phyrins are held roughly parallel or perpendicular to each other by steric 
constraints also have been described (63, 122). To date, kinetic data are 
available only for the parallel isomer. Very few investigations relevant to 
the question of orientation effects on ET in proteins have appeared; one 
indicated that the relatively slow intraprotein ET rate in cytochrome cd, 
could result from a perpendicular heme-heme orientation (107). 

Many important conclusions have been reached using inorganic and 
organic donor-acceptor molecules to study ET. The relative efficacy of 
different kinds of intervening media in coupling donors and acceptors is 
beginning to be evaluated, and the role of the conformation of the bridging 
medium is beginning to be understood. Experiments also have shown that 
a through-bond (superexchange) mechanism for ET may be more impor- 
tant than direct through-space coupling in many instances, and data from 
several sources have indicated that the intrinsic coupling of the donor and 
the acceptor to the bridging unit can be as important in controlling ET 
rates as the propagation of the coupling through the intervening medium. 

111. ELECTRON TRANSFER BETWEEN PROTEINS AND 
INORGANIC COMPLEXES 

Studies of interactions between ET proteins and inorganic redox agents 
have been extensive and have provided valuable information with respect 
to the relative importance of electrostatics, size, and the nature of the 
redox partner, and often have located redox-active protein sites. Rate 
saturation in these systems indicates that a precursor complex is formed 
and that a specifically bound complex is reacting with the metal center. 
Analysis generally is in terms of Eq. 9: 

k = Kk,, (9) 
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where K is the equilibrium constant for formation of the precursor complex, 
and k,, is the intracomplex ET rate constant. Recent investigations of ET 
reactions of proteins with inorganic complexes will be reviewed in this 
section, in order to provide a framework for the discussions of ET in 
modified proteins and protein-protein complexes in Sections IV and V. 

A. Cytochrome c 

Extensive ET studies carried out on cytochrome c (132,134) have dem- 
onstrated that the reactivity of the protein is dominated by the high positive 
charge (Fe(II1) = +7) due to lysine residues. The charge distribution is 
very uneven and leads to a dipole moment of 310 D, which contributes 
significantly to the reactivity of cytochrome c at biological ionic strengths 
(158). In addition. the heme edge (pyrrole rings I1 and 111) is partially 
exposed to solvent, and is thought to be involved in interprotein ET (92), 
whereas the thioether of Met-80 may increase reactivity with smaller ET 
reagents (180). 

Further studies of ET between the protein and inorganic complexes 
have defined three sites for binding. Site I is positioned at the top left as 
pictured in Fig. 10 (17, 175), and includes residues Met-65, and Lys-89, 
-5 ,  -86, -87 (92). This site is preferred by physiological protein partners 
(92). Site I1 includes Val-11, Ala-15, Thr-19, and Lys-7, -25, -27. Site 111, 
to the left of the heme edge, may include Ile-81, Phe-82, Ala-83, and Lys- 
13, -72, -86; sites I and 111 have high affinities for anionic reactants. Cationic 
oxidants such as [ C ~ ( p h e n ) ~ ] ~ +  interact mainly at site 11, possibly a result 
of the presence of Glu-21 and fewer positively charged side chains in this 
region (16, 35). 

Second-order rate constants have been obtained for a series of inorganic 
oxidants and reductants over a range of pH values where the rate = 
k[cyt c][complex]; or k = (klK + k,[H+])I(K + [H']) ( 5 ,  32, 35). Rep- 
resentative values are listed in Table 111. A pK, value of 6.9 was calculated, 
indicative of His-33 protonation; the latter inhibits reaction with cationic 
oxidants. Interestingly, no effect of pH on rates of cytochrome c reduction 
was found. It is difficult to analyze the ET rates in terms of a straightforward 
driving force or distance analysis, since the binding sites are not the same 
for each complex (the ET distances vary) and the charges and 
hydrophobicities change. In comparable cases, such as [Co(phen),13+ and 
[ C ~ ( t e r p y ) ~ ] ~ + ,  the ET rate increases at higher driving force (133). 

A recent study by Rush et al. (157) indicates that inorganic complexes 
can serve as both structural and ET probes. Oxidation of horse heart 
ferrocytochrome c by [ C ~ ( b p y ) ~ ] ~ +  and [Co(phen),I3+ at low ionic strengths 
(6-60 mM) was found to be independent of the concentration of the Co 
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Figure 10. 
a carbon atoms; the smaller circles represent side-chain atoms. 

Front view of the structure of tuna ferricytochrome c (17). The larger circles are 

complex. and to occur much faster than the second-order process observed 
at higher ionic strength (F 0.1M, kl = 1.5 x lo3 M - k '  ). It was proposed 
that a conformational change of the protein occurs. leading to an open 
(accessible heme crevice) form that reacts much faster with certain reagents 
than the closed form. In support of this suggestion, [ C r ( ~ h e n ) ~ ] ~  + was found 
by NMR to bind to the open form. The enhancement of the rate of oxi- 
dation may reflect both greater kinetic accessibility and a higher intrinsic 
rate constant for ET if the reorganization energy [from Fe(1I) to Fe(1II) 



284 BRUCE E. BOWLER, ADRIENNE L. RAPHAEL, AND HARRY R. GRAY 

TABLE 111 
Reactions of Cytochrome c with Inorganic Complexes 

Reaction Complex pH (mV vs. NHE) ( M - l s - ' )  References 
E" k 

Oxidation [Co(phen),],' 8.0 370 1.8 x 10' 35 
[Co(phen),lj' 5.0 1.1 x 10' 35 
[C~(terpy)~]" 8.0 270 9.2 x 10: 35 
[Co(terpy),]l' 5.0 6.3 x 10' 35 
[Fe(CN),]' - 5-8 410 9.0 x 10' 35 
[ Co( dipic j:] 5-8 747 1.0 x 104 35 

Reduction [Co(terpy):]'+ 5-8 1.0 x 10' 35 
[Ru(NH,)spy]'+ 5-8 253 4.1 x lo2 32, 35 
[ Co(sep)]'* 5-8 - 260 3.4 x lo' 5, 35 

forms] is lowered by the change in the conformation of the reduced form 
(157). 

Electron-transfer rate constants for reactions between [Ru(NH,),]?- and 
[RU(NH~)~(H~S) ]?+  and Fe(II1) and Zn-substituted cytochrome c are sum- 
marized in Table IV (36). K is estimated to be 0.4M-' for Ru(I1) and 
Fe(II1)-cyt c reactions, and K - 0.24M-' for Zn-cyt c" reactions. Electron- 
transfer rate constants span 105-108 M - l s - ' ,  probably due to the large 
reaction driving forces (note that the calculated rates are within a factor 
of 10 of the measured reaction rates) (36). 

B. Blue Copper Proteins 

Plastocyanin is the best characterized of the blue copper ET proteins: 
it is a small protein ( M ,  = 10,500 Da) containing a single type 1 copper 
site. The Cu(I1) form exhibits a strong charge-transfer band at 600 nm. 
The overall charge of the plant protein at pH 7.0 is -9. Plastocyanin is 

TABLE IV 
Reactions of Fe and Zn Cytochromc c" 

Reaction 

[RU(NH,),]~+ + Fe(II1)-cyt c 0.20(1) 6.7(1) x 104 1.5(2) 1.2 x lo' 
[Ru(NH,),(His)lZ' + Fe(II1)-cyt c 0.18(1) 8.5(1) x 104 0.8(2) 8.4 x l ( Y  
[RU(NH,),]~+ + Zn-cyt c .+  0.84(10) 1.5(2) x I@ 3.2(4) 1.4 x 10* 
[Ru(NH,),(H~s)]~' + Zn-cyt c.' 0.82(10) 3.6(5) x 1oR 1.2 x lox 
Zn-cyt c* + [RU(NH,),]~' 0.86(10) 1.4(1) X 10' 3.3(4) 1.6 X 1@ 
Zn-cyt c* + [Ru(NH,),(His)]'+ 0.88(10) 2.4(3) x 10' 2.4(3) 1.7 x 1OX 

"Reference 36. 
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found in algae and the chloroplasts of higher plants, and its function is to 
transfer electrons from cytochrome f (360 mV) to P-700' in photosystem 
I(176). 

Extensive structural information has been obtained for plastocyanins 
from plants and algae (58, 81). In general, as pictured in Fig. 11 (57), the 
copper atom is located at one end of the protein in a hydrophobic pocket 
formed by loops in the peptide backbone. The higher plant plastocyanins 
have two histidines, His-37 and His-87, both of which coordinate to copper. 
Cys-84 and Met-92 serve as the other Cu ligands. 

The algal plastocyanins from Anabaena variabilis (A .  v. ) and Scenedes- 
mus obliquus (S.O.) possess, in addition, a single uncoordinated surface 

Figure 11. 
lected side chains (57). 

Structure of poplar Cu"-plastocyanin showing the a-carbon framework and se- 
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histidine at position 59 (80). The A.v.  protein has a charge of + 1 [Cu(I)] 
at pH 7.0, and the S.O.  protein has a charge of - 9 at pH 7.0, and residues 
57 and 58, proximal to His-59, arc not present in the latter protein. Al- 
though residues 57 and 58 are deleted in S.O. (and also in parsley and 
Chlorellu fuscu) plastocyanin, the standard notation used is that of the 
poplar protein containing Met-57 and Ser-58. The His residue adjacent to 
Ser-56 is therefore referred to as His-59 in the S.O. protein. 

Studies carried out on the reactions of plastocyanin with inorganic com- 
plexes have indicated that ET  takes place in two regions on the surface of 
the protein. The first site is close to the exposed His-87 (one of the Cu 
ligands), allowing approach at the surface of the protein only - 6 A from 
the Cu atom; this region is called the “north site.” The “east site” is on 
the right-hand side of the protein as pictured in Fig. 11, and includes the 
negative patch of acidic residues 42-45, close to Tyr-83. The distance 
between the carboxylate of Asp-42 and sulfur of Cys-84 is -14 A (80). 
Another region of ET activity may be acidic residues 59-61 in higher plants; 
it is not known whether this is an independent binding site or somehow 
associated with the 42-45 region. The binding sites of several oxidants arc 
known: Negatively charged [Fe(CN)6]3- binds to the His-87 site, and pos- 
itively charged [C~-(phen)~]~+,  [ C ~ ( p h e n ) ~ ] ~ + ,  ferricenium complexes, and 
cytochrome f bind to the east site (24, 116, 154). Second-order rate con- 
stants for the reactions of plastocyanin with [Co(phen),13+ and [Fe(CN),,]’- 
are summarized in Table V (81, 120). It has been estimated that the small 
inorganic reagents also react 15-4592 of the time at other sites (119). A 
pH dependence of ET activity is consistently seen with pK - 5.0 due to 
His-87 protonation and dissociation from copper; the resulting Cu( I) is 
planar and three coordinate (58). 

In studies of reactions with inorganic complexes, it has been shown that 
small sequence differences in plastocyanins can lead to observable changes 
in ET rates. For example, in S.O.  plastocyanin, a slight decrease in ET 

TABLE V 
Rates of Reactions of Plastocyanin with Inorganic Complexes” 

Plastocyanin 

Parsley 
Spinach 
French bean 
Poplar 
Scenedesmus obliquus 
Anahena variabilis 

9.4 x loJ 
8.5 x 104 
5.8 x 104 
6.9 x 104 
9.0 x 104 
6.5 x 10’ 

3 0 x 10’ 
2.5 X lo3 
4.7 x 102 
2.9 x 103 

1.85 x 103 
6.8 x 10’ 

“From Refs. 81 and 120. 
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second-order rate constants is seen due to reduced 42-45 charge (-3 
compared to -4  for plant plastocyanins), and at alkaline pH, His-59 de- 
protonation causes a 10% decrease in rate (pK, = 7.83). The pKd of the 
active-site His-87 was found to be 5.45, in general higher than active-site 
pK values of plant proteins, due to the deletion of residues 57 and 58, 
which alters the peptide chain conformation in this area. Indeed, in the 
parsley protein, also missing 57 and 58, the same perturbed active-site pK 
is seen (120). 

Plastocyanin from the blue-green alga A .  v. has an overall charge of + 1 
for Cu(1). Rates of reduction and oxidation by inorganic complexes are 
significantly affected by the overall charge (rate constants for the 
[C~(phen)~] '+  and [Fe(CN),]' reactions are given in Table V). Saturation 
kinetics are not observed for [Co(phen),13'. NMR experiments suggest 
two possible binding sites for [Cr(CN),I7 . one located near His-59, and the 
other near Lys-9 and 33 (81). 

Excited-state ET rates have been calculated from [Cr(phen),]'+ * and 
[Ru(bpy)'I2+ * emission quenching by plastocyanin and azurin (15). For 
[R~(bpy)~] '+*  quenching by reduced plastocyanin, k, = 1.9 x lo9 M 's-l 
at -ACT = 0.48 eV, and for [Cr(phen);]'+* quenching in this system, 
k ,  = 3.5 x lo9 M-'s  at -Ac"  = 1.06 eV. For [Ru(bpy)'I2+* quench- 
ing by reduced azurin, k, = 6.5 x 10' M 's ' at -AGO = 0.53 eV, 
and for [ C r ( ~ h e n ) ~ ] ~ + *  quenching, k, = 4.0 x 1oX M - l s  ' at -AG" = 

1.11 eV. The effect of driving force on the rate constant for [CrL1I3+ * 
quenching by reduced azurin was studied using [Cr(phen),I3' *, with 
E"(Cr3+*/Cr'+) = 1.42 V, [Cr(S-Clphen);]"* with E" = 1.53 V, and 
[Cr(4,7-(CHI,)2phen)3]'+*. with Z? = 1.23 V. The three quenching 
constants were found to be within 10% of each other. 

A two-site E T  mechanism (adjacent and remote sites) was used to ex- 
plain the resulting kinetics. From NMR results and computer modeling, 
[Cr(phcn),13 + and [ C ~ ( p h e n ) ~ ] ~  + are thought to bind near Tyr-83 in plas- 
tocyanin and azurin via hydrophobic interactions. The ET distance from 
cysteine sulfur to phenanthroline was calculated from the data (12 A) and 
was found to be in close agreement with the modeling results (10.3 A) (15, 

Rhus verniciferu stellacyanin is a blue copper glycoprotein that reacts 
rapidly with many inorganic redox agents (37, 117, 169). In the chromous 
reduction of the protein (37), E'T is believed to involve binding of Cr(I1) 
to yCO; of Asp-49 and e N H 7  of Lys-50; the Cr(I1) to Cu(I1) ET would 
then take place over a Cr-Cu distance of -11 A. Since a model of the 
structure of stellacyanin indicates that there are no other negative residues 
near Asp-49, it can be concludcd that the labeling is primarily due to 
favorable ET reactivity at the 49-50 site (190). 

54). 
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C. Iron-Sulfur Proteins 

The most thoroughly investigated high-potential iron-sulfur protein 
(HiPIP) is that isolated for Chromatiurn vinosurn (a purple photosynthetic 
bacterium). The reduction potential of the iron-sulfur cluster is 350 mV, 
and the overall charge on the protein is -3; the Fe4S4 cluster is buried 
within the 9500-Da protein, ligated to cysteines at positions 43,45,63, and 
77 (Fig. 12) (1 ,  18). Several studies have been made of the oxidation and 
reduction of HiPIP by inorganic complexes (40, 62, 131, 153). 

Oxidation of reduced HiPIP by [Co(phen),I3+ (370 mV) and [Fe(CN),I3- 

Using a set of substituted ferricenium complexes (0.3-0.44 V) as oxidants, 
at pH 7.0 occurs with rates of 3.04 x lo3 and 2.09 x lo3 M-'s  -' (62). 

Figure 12. The HiPIP main chain, showing the position of all a-carbon atoms and the location 
of the cluster. The amino terminal Ser-1 is at the upper left, and the carboxyl terminal Gly- 
85 is at the lower right. Filled circles represent iron atoms (18). 
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ET rates from 0.35 X lo6 to 14 X lob M-'s-'  were measured, increasing 
with increasing driving force (153). Rate saturation was not observed for 
any of the oxidants, and the pH dependences of the reactions gave pK, 
values of 7.0 and 6.9 in the two studies. 

The pK, is assigned to His-42, which through Cys-43 is directly attached 
to the Fe4S4 cluster. The reduction potential of HiPIP increases by 30 mV 
upon protonation of this residue, and the Fe-S bond lengths increase from 
2.22 to 2.38 8, upon reduction (62). It is suspected that a conformational 
change takes place upon protonation of His-42; the protonated HiPIP,,,, is 
approximately one-half as reactive as the unprotonated form with the pos- 
itively charged oxidants. 

Rate variations for HiPIP oxidation by the above reagents are similar 
in many respects to those seen in the redox reactions with several other 
inorganic complexes (40, 62, 131). However. using [Co(4,7-DPSphen),13 
(DPSphen = 4,7-bis(phenyl-4-sulfonate)l ,lO-phenanthroline) as the oxi- 
dant, saturation kinetics were seen, consistent with an association constant 
K(25 "C) = 3420M-', and k,, = 0.02 s-' .  It was demonstrated that the 
binding site for this complex is distinct from the binding site for [Fe(CN),I3- 

The surface binding locations of the inorganic oxidants and reductants 
are unknown. Two areas proposed for the ET reaction are (a) a hydro- 
phobic patch at Cys-46 (bound to Fe4S4), near the surface residues Phe- 
48, Thr-81, and Ile-65, with a corresponding distance from the active site 
to the protein surface of -4 A, and (2) the area near His-42, where the 
distance from EN-His-42 to the sulfur of cysteine is -7.9 A (62, 153). 

(2). 

IV. ELECTRON TRANSFER IN MODIFIED PROTEINS 

Synthetic molecular bridges provide a very simple method to study in- 
tramolecular ET between an oxidant and a reductant separated by a fixed 
distance. Another useful spacer (in fact the one nature prefers!) for electron 
donors and acceptors is a protein. In 1982, long-range ET at a known 
distance through a protein was achieved using cytochrome c as a spacer 
(Fig. 13) (77, 191). Attachment of a redox-active species to a specific amino 
acid at the surface of a structurally characterized protein has several ad- 
vantages. Surface modification of a protein is expected to be nonpertur- 
bative (3, 7, 48), so it can be assumed that the structure of the modified 
protein is the same as that of the native protein. Hence, the distance and 
the intervening medium involved in ET between the native and synthetic 
protein redox sites are known (see Fig. 13). Altering the site of attachment 
allows both the distance and the intervening medium for ET to be varied. 
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Figure 13. Schematic representation of a5Ru(His-33)-modified horse heart cytochrome c, 
showing the ruthenated histidine and the heme with its axial ligands (His-18 and Met-80). 
The ET distance (edge-edge) is 11.7 A (118). 

Orientation effects on ET can be examined by varying the site of attachment 
of the surface redox complex relative to the protein redox center, while 
maintaining the same site-site separation. Changing the modification re- 
agent also permits driving-force effects on the rate of the reaction to be 
studied. Modified proteins thus are extremely versatile molecules for study- 
ing biologically relevant ET (13, 54, 55, 104, 105, 118, 163). 

A. Modification Procedures 

Histidine, glutamate, aspartate, and lysine side chains accessible on the 
protein surface have been used as sites for modification by redox-active 
metal species. The original modification procedure involved direct reaction 
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of aquopentaammineruthenium(I1) (a5Ru2+ ) with the imidazole of a sur- 
face histidine (30, 113, 193). Reaction times vary from 30 min (30) to 24- 
72 h (193), depending on the accessibility of the particular histidine. The 
yield of the reaction also can be buffer dependent (140). Scheme I outlines 
the reaction and purification procedure. The a,Ru(histidine)-modified pro- 
teins are stable in both the Ru(I1) and the Ru(II1) oxidation states and, 
although a5Ru2+ slowly dissociates from surface histidines (146), the a5Ru3+ 
complex stays attached for at least 2 months under appropriate conditions 
(194). One disadvantage of the ruthenium modification method is that there 
are relatively few surface-exposed histidines in the structurally character- 
ized ET proteins. This limitation has recently been overcome, however, 
by specifically placing a histidine on the surface of yeast iso-1-cytochrome 
c using site-directed mutagenesis and modifying that histidine with a5Ru2 + 

Surface lysine residues of horse heart cytochrome c have been modified 
through reaction with a mono-N-hydroxysuccinimide ester 4,4'-dicarboxy- 
2,2'-bipyridine followed by reaction with [Ru(bpy),CO,] (see Scheme IIA) 
(148). An advantage of this technique is that the driving force of the 
photoinduced Ru(I1)-to-Fe(II1) ET reaction can be altered readily by 
changing the substituents on the bipyridine rings. Surface-exposed gluta- 
mate and aspartate side chains have been reacted with [Co(diAMsar)]'+ 
using 1-ethyl-3-[3-(dimethylamino)propyl]carbodiimide (EDC) to activate 
the carboxylate groups of glutamate or aspartate (see Scheme IIR) (23). 
Both techniques have the advantage that surface accessible lysines, glu- 
tamates, and aspartates are much more prevalent than histidines. There- 
fore, many more ET reactions can be studied for a given crystallographi- 
cally characterized protein. 

(14). 

Ad30 min. 36 H. G25 Chromatography 

Protein-His + a,Ru(II,O)*+ - c Protein-His-Ru"a5 

FPLC Cation Exchange Chromatography Pure, singly modified 

Protein-His-Ru"'a, or 
-- Protein-His-Ru"'a, 

Isoelecmc Focusing 

Scheme I .  Preparation and Purification of a5Ru(His) Modified Proteins. 
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B. Characterization of Modified Proteins 

After a modified protein is prepared, the site of modification must be 
determined rigorously. It also is necessary to ensure that the structure of 
the protein has not been perturbed by the modification. Several methods 
have been used to determine the number and position of metal atoms 
affixed to the protein surface. The number of metal atoms is commonly 
determined by atomic absorption analysis (194) or by inductively coupled 
plasma (ICP) atomic emission analysis (23, 146). Under favorable circum- 
stances, the metal ratios in modified derivatives can be determined by UVI 
vis spectroscopy (23, 113). Another method for quantifying ruthenium 
attached to histidines is to compare the reactions of the native and modified 
proteins with diethyl pyrocarbonate (146), which is a histidine specific 
reagent. 

Two methods have been used extensively to determine the site of mod- 
ification, peptide mapping (8,14,23,30,89, 148,164, 193, 194) and NMR 
spectroscopy (8, 89, 114, 146, 193). Peptide mapping typically involves 
cleavage of the protein with a protease, followed by high-performance 
liquid chromatography (HPLC) purification of the fragments. A change in 
mobility indicates a fragment that has a metal complex attached to it. The 
fragment is then identified by amino acid analysis. The presence of the 
metal complex is determined by UV/vis spectroscopy (8, 164, 193, 194) 
or fast atom bombardment mass spectrometry (FABMS) (23). The at- 
tachment of a Ru(II1) complex to a histidine causes paramagnetic shifting 
and broadening of the C-2 and C-4 protons in the 'H NMR spectrum of a 
protein. The paramagnetism results in loss of these histidine protons from 
the aromatic chemical-shift region and their reappearance upfield of TMS 
(89, 164). For proteins containing multiple surface histidines, however, 
such as myoglobin (89) and Cundidu krusei cytochrome c (364), ambiguities 
can remain in the assignment of which histidine is modified, based solely 
on the NMR spectrum. 

A variety of physical methods has been used to ascertain whether or not 
surface ruthenation alters the structure of a protein. UV/vis, CD, EPR, 
and resonance Raman spectroscopies have demonstrated that myoglobin 
(30, 89), cytochrome c (74, 164, 193, 194), and azurin (113) are not per- 
turbed structurally by the attachment of a ruthenium complex to a surface 
histidine. The reduction potential of the metal redox center of a protein 
and its temperature dependence are indicators of protein structure as well. 
Cyclic voltammetry (113, 193), differential pulse polarography (30, 31, 
140), and spectroelectrochemistry (30,31, 194) are commonly used for the 
determination of the ruthenium and protein redox center potentials in 
modified proteins. The reduction potential and thermodynamic parameters 
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for reduction of the protein redox center in both the native and the modi- 
fied protein tend to be similar (E” within 12 mV), indicating no signifi- 
cant structural perturbation near the protein redox site upon ruthenation 
(113, 140, 193, 194). Much more variation in the reduction potential of 
the a5Ru(histidine) complex is seen, which may be due to local protein- 
environment effects on the redox properties of ruthenium (see Table VI). 

High-resolution structural data for modified proteins can be obtained 
from NMR and X-ray crystallographic studies. Extensive NMR studies of 
[a5Ruj3myoglobin (179) and Chromatium gracile high-potential iron- 
protein ruthenated at either His-20 or His-42 (170) demonstrate at most 
only slight chemical-shift changes. The X-ray crystal structure of a,Ru(His- 
48)Mb also has been determined; it is virtually identical with that of the 
native protein (136). These observations confirm that surface ruthenation 
does not significantly alter the conformation of a protein. 

C. Kinetic Methods 

As with donor-acceptor model complexes, ET reactions in proteins have 
been induced by photoexcitation and pulse radiolysis. In pulse radiolysis 
experiments. it has been found that the ratio of reduction of the surface 
metal center to the internal protein redox center can be manipulated, de- 
pending on the choice of the mediator. With ajRu111(His-33)Fe111cytochrome 
c ,  reduction of the Ru(II1) site was 35% efficient with isopropanol as 
mediator and 95% eficient with pentaerythritol as mediator (74). 

Two flash photolysis techniques have been developed to study ground- 
state ET in modified proteins. A method that allows study of ET from a 
surface aSRu(III)(histidine) to a protein redox center is outlined in Scheme 

TABLE VI 
a,Ru(histidine) Reduction Potentials 

Complex 
EO(RU”.~ +) 

(mV vs. NIIE) References 

a,Ru( histidine) 
a,Ru(imidazole) 
a5Ru(His-33)Cyt c 
aSRu(His-39)Cyt c 
aSRu(His-83)Az 
aqRu(His-48)Mb 
a5Ru(His-81)Mb 
a5Ru(His-116)Mb 
a,Ru(His- 12)Mb 

106 
105 
80(5) 

lZO(5) 

W 2 )  
50 

61 
70 
75 

194 
194 
140 
164 
113 
30 
28 
28 
28 
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Ru(bpy)? 

flash photolysis 

R U ~ ~ - P F ~ ~  R@PY )? 
Scheme 111. 
proteins. 

Method for studying Ru" + Fe"' electron transfer in ruthenium-modified heme 

I11 (140). The ET reaction is initiated by photogenerated [Ru(bpy),12'*, 
which rapidly reduces the surface ruthenium. The [Ru(bpy),I3+ is then 
scavenged by EDTA before it can back react with aSRu(TI)(histidine). 
Electron transfer to the protein metal center is then monitored spectro- 
scopically. In the case of a heme (FeP), a fast increase in absorbance 
because of direct reduction of Fe(II1)P by [Ru(bpy),I2+* is followed by a 
slower increase in absorbance due to reduction of Fe(II1)P by the Ru(I1) 
on the protein surface. Control flash experiments with unmodified proteins 
show only the fast initial increase in absorbance resulting from Fe(II1)P 
reduction by [ Ru(bpy),]' + *. Such control experiments demonstrate for 
horse heart cytochrome c (140), azurin (93), and sperm whale myoglobin 
(30) that slow reduction of the heme by the EDTA radical produced in 
the scavenging step does not occur in compctition with intramolecular ET. 
For C. krusei cytochrome c, however. the control experiment shows evi- 
dence for slow EDTA radical reduction of the heme after initial fast re- 
duction by [Ru(bpy),]" * (164). 

A method for the study of ET from a protein metal center to a sur- 
face ruthenium is given in Scheme IV (103). In this method, [Ru(bpy),I2+* 
acts as an oxidant, selectively removing an electron from a surface 
a,Ru(II)(histidine). A Ni-RBr scavenger system [Ni(II)hexamethyl- 
tetraazacyclododecane and an alkyl bromide] oxidizes the [ R ~ ( b p y ) ~ ]  + 

before it can back react with the aSRu(III)(histidine) complex. Electron 
transfer from the reduced protein metal center to the oxidized ruthenium 
can be monitored spectroscopically. 
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acavrngrr I 
Scheme IV. 
proteins (103). 

Method for studying Fe" 4 Ru"' electron transfer in ruthenium-modified heme 

D. Modified Heme Proteins 

The first studies of ground-state ET in modified proteins gave E T  rates 
of 0.02-53 s-l for ET distances of 11.7-12.7 A (see Table VII). The ac- 
tivation enthalpy for cytochrome c is lower than that for myoglobin. Equa- 
tion 10 (111) was used to evaluate the reorganization enthalpy due to the 
heme center in each of these proteins. In Eq. 10, AH;* is the reorganization 
enthalpy for 

the intramolecular ET reaction, AHrl and AH,*, are the reorganiza- 
tion enthalpies of the Ru3+x2+ and FeP3+.2+ self-exchange reactions, re- 
spectively, and A%? is the standard enthalpy of the intramolecular ET re- 
action. The reorganization enthalpy for the [a5(Rupy)]3+12+ self-exchange 
(6.9 kcal + mol-') along with measured values of AH?, and A W 2  were used 
to calculate AH& values for cytochrome c (7-8 kcal mol-I) (140) and 
myoglobin (20 kcal * mol-') (30, 31). The larger AH;* for myoglobin 

TABLE VII 
ET Reactions of Modified Proteins 

Reaction 

Ru"(His-33)Fe"'Cyt c -+ 0.180 30 IT 3,53  2 2 1 . 1  ? 0.4, -48 ? 2, 74, 140 
Ru'I'( His-33)Fe1Cyt c 3.5 t 0.2 - 3 Y L  1 
Ru"(His-48)Fe"'Mb -+ 

Ru"'(His-48)Fe"Mb -0.02 0.019 IT 0.0025 7.4 30, 31 
R~"~(His-48)Fe"Mb -+ 

Ru"His-lS\Fe"lMb 0.02 0.041 2 0.003 19.5 30, 31 
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was attributed to the loss of the axially ligated water upon reduction 
of the heme, whereas both axial ligands are retained upon reduction of 
cytochrome c. The AH:2 values for photoinduced ET from 3ZnP* (6) and 
3MgP* (25) to a5Ru(His-48)3+ are 1.7 and 2.2 kcal * mol-', respectively. 
The reorganization enthalpy AH& is smaller for these myoglobin reac- 
tions, in accord with less rearrangement of the water structure in the 
porphyrin region. 

1 .  Distance Dependence 

The distance dependence of ET in proteins has been studied in ruth- 
enated sperm whale myoglobin, where there are four surface histidines at 
different edge-edge distances from the metal porphyrin (see Table VIII 
and Fig. 14). The driving force (0.02 eV) for ET from the Fe(I1)heme to 
a,Ru(III)(histidine) is too small to allow observable ET rates for the three 
long distance histidines (His-81, His-1 16, His-12). To increase the driving 
force for the ET reaction, the iron porphyrin was replaced by zinc meso- 
porphyrin IX diacid (ZnP) (6) and magnesium mesoporphyrin IX diacid 
and diester (MgP and MgPde, respectively) (25, 26, 28). Photoinduced ET 

TABLE VIII 
Photoinduced ET in a,Ru'IL(His)(MP)Mb 

Reaction (s '1 (kcalimol) ( 4  References 
ket AH* A S f  

3ZnP* -+ 

a,Ru"'(His-48) 12.7 70 C 8 x 103 1.7 C 1.6 
aSRu"'(His-81) 19.3 86 2 12 5.6 f 2.5 
a,Ru"'(His-116) 20.1 89 C 3 5.4 2 0.4 
aSRu"'(His-12) 22.0 101 rt 11 4.7 f 0.9 

3MgP*(diacid) -+ 

asRu"l(His-48) 12.7 57 rt 4 x lo? 2.2 C 0.3 - 11 C 7 26, 28 
a5Ru"'(Ilis-X1) 19.3 82 2 12 5.8 ? 0.5 1 2 6 26, 28 
a,Ru"'(His-llh) 20.1 69 C 3 5.2 2 0.5 3 f 7 26, 28 
aSKuLL'(His-12) 22.0 67 rt 11 5.2 2 0.5 -1 f 6 26, 28 

)MgP*(diester) + 

a5Ru"'(His-4X) 12.7 32 C 5 X 10' 26, 28 
a5Ru"'(His-81) 19.3 48 C 1 26. 28 
a5Ru"'(His-116) 20.1 49 2 8 26, 28 
a,Ru"'(His-12) 22.0 39 rt 9 26.28 
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His-12 

His-1 1 s-81 

Figure 14. Schematic representation of sperm whale myoglobin showing the ruthenated 
histidines 12, 48, 81, and 116, and the heme with its axial histidine. The edge-edge El 
distances are shown for each histidine ( 1  18). 



ELECTRON TRANSFER IN MOLECULES AND PROTEINS 299 

20 I I 

Ink,, 10 

0 
0 1 0  2 0  

(d-3) A 
Figure 15. Ln k, I vs. distance plot for sperm whale rnyoglobin, showing that the ET rate 
for His-12 scales with a p of 0.78 k' compared to the value of 0.88 k' for the ET rates of 
His-81 and HIS-116. Data are for ET from the excited triplet of Mg-mesoporphyrin to 
a&( His)'* (28). 

was then observed from 3MP* to the a*Ru(III)(histidine) on the protein 
surface. The driving force for this E T  reaction is approximately 0.8 eV 
(slightly less for the mesoporphyrin IX diester) (28, 36). In Table VIII, it 
can be seen that the ET rates scale with edge-edge distance, re, and a plot 
of log(k,,) vs. distance (Fig. 15) gives p values in the 0.8-0.9-k'  range 
for all three metal-porphyrin systems (25, 28). Corrected ET rates (for 
AGO differences) for a,Ru(His-33)cytochrome c and porphyrin-substituted 
hemoglobin (see below) fall near the lines in Fig. 15. It also has been found 
that luminescence quenching rates (probably ET rates) for [ R ~ ( b p y ) ~ ] ~ +  * 
attached to surface lysines in horse heart cytochrome c scale roughly with 
r, (148). 

One notable observation is that the ET rate to a,Ru(His-12) is higher 
than expected based on its edge-edge distance to the metal porphyrin (see 
Fig. 15 and Table VIII). Since Trp-14 lies directly on the through-space 
ET pathway (6, 25, 28) between His-12 and the porphyrin, it may play a 
role in enhancing the E T  rate. One possibility is that f3 is approximately 
0.1 k* less for His-12 than for the other myoglobin pathways (Fig. 15) 
(28). Unusual ET rate enhancement effects of aromatic amino acids also 
have been observed in protein-protein complexes (see Section V). The- 
oretical treatments of protein ET have indicated no special advantage for 
ET pathways through aromatic groups, however (95). Recently, E T  from 
a,Ru(II)(His-62) to Fe(II1) in a yeast iso-1-cytochrome c mutant, produced 
by site-directed mutagenesis methods, showed no apparent rate enhance- 
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ment despite having the polarizable Trp-59 and Met-64 side chains in the 
ET pathway (14). It remains to be seen whether aromatic amino acid 
residues play a special role in conducting electrons through a protein me- 
dium. 

Not all data in the literature are consistent with ET rates scaling with 
r,. Cytochrome cTS1 has been ruthenated at His-47; the Ru(I1)-to-Fe(II1) 
ET rate is 13 s - ’  for re = 7.9 A. The driving force for ET is the same as 
for horse heart cytochrome c modified at His-33. and yet ET is slower (13 
vs. 30 s-I) for an re that is 3.8 A shorter (146). Several other unusually 
slow rates for short edge-edge separation distances have been observed 
for ruthenium-modified blue copper and iron-sulfur proteins (see below). 

A theory has been developed that suggests that ET in proteins is 
regulated by pathways that are optimal combinations of through-bond, 
hydrogen-bond, and through-space links (10, 11, 28). In this model, the 
molecular orbitals of the protein matrix mediate ET by a superexchange 
mechanism analogous to that proposed for donor-acceptor model com- 
pounds (see above). A computerized procedure (12) was employed to 
search for such pathways (see Fig. 16), and the ET data for His-33 of horse 
heart cytochrome c and His-62 of yeast iso-1-cytochrome c were found to 

Figure 16. 
the heme in a His-62 mutant yeast iso-1-cytochrome c (14). 

Diagram showing two pathways (10. 11, 28) for E?’ from ruthenated His-62 to 
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be consistent with the pathway model, although a dependence of electronic 
coupling on re also fits the data (14). Pathways generated for the four 
ruthenated histidines of myoglobin fit the experimental data fairly well, 
but there are some significant discrepancies (10, 28). Significantly, a cal- 
culation of f & h  based on the His-48 pathway predicted by the model is in 
reasonable agreement with the experimentally measured value (10, 28). 
Electron transfer rate data for a ruthenated Fe-S protein, however, do 
not support the pathway model (see below). 

Neither the pathway model nor the edge-edge correlation of electronic 
coupling can explain all the ET rate data. Issues such as the role of aromatic 
groups in long-range coupling must be clarified before the data can be 
understood properly using either model. It also is likely that ET rate data 
from different proteins may not be directly comparable using either the 
pathway model or an re dependence, since the intrinsic donor-acceptor 
coupling between ruthenium and a protein redox center may vary from 
one protein to another. 

2. Driving-Force Dependence 

It is common to write an activationless ET rate as a product of a nuclear 
frequency factor, v,( - loL3 s-I), and an electronic factor K,: 

UnKC = (lT/h*Ak~ T)”’[H,h]* (11) 

In this framework, the full expression for the ET rate at any AGO is 

k,, = u,,K~ exp-[(AGO + A)*/4XkBT] 

K, = ~ k )  cxp[ -@(re  - 3 ) ]  

(12) 

(13) 

In Eq. 13, K: is the value of K, when the donor and acceptor are in close 
contact (re = 3 A). 

Two methods for varying the ET driving force in proteins are commonly 
used. One way is to vary the reduction potential at ruthenium by replac- 
ing an ammine ligand with a substituted pyridine (see Table IX) (126) and 
the other is to vary the energy of the 3MP* state by varying the metal 
(see Table X) (28). Some difficulty has been encountered in evaluating 
E(MP+ /3MP*). A self-consistent method of determining E(MP+PMP*) 
has been developed, however, so that reliable AGO values for photoinduced 
ET in proteins are now available (26). 

Driving-force studies have been carried out for both His-33-modified 
horse heart cytochrome c (36, 126) and His-48-modified sperm whale myo- 
globin (28, 90). In early work, relatively high values for A were obtained, 
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TABLE IX 
Electron-Transfer Data for a,(L)R~"~(Hi~-33)(MP)Cytochrome c" 

Reaction (ev) (s-I) (ev)  (s '1 (cm-l) 
- Ac" ket h V& H., 

Charge Separation 

3ZnP* + a5Ru1IL 0.7 7.7 x 105 
'ZnP* + a,(py)Ru"' 0.97 3.3 x 106 1.15 3.9 x 106 0.13 
'ZnP* -P a,(isn)Ru"' 1.05 2.9 X 106 

Charge Recombination 

ad(isn)Ru"I + ZnP-. 0.66 2.0 x 1w 
a,(py)Ru"l -+ ZnP*. 0.74 3.5 x 105 1.24 2S x 106 0.10 
aSRu" + ZnP'. 1.01 1.6 X 106 

RuIFe ET 

a5Ru" + Fe"'P 0.18 3.0 x 10' 1.20 2.0 x 105 0.03 

"From Ref. 126. 

consistent with data from porphyrin-substituted hemoglobin (see Section 
V). In driving-force studies with horse heart cytochrome c ,  fits of log(k,,) 
vs. -AGO to Eq. 12, in which V,K~ = 1013 s--l was assumed, gave either 
p = 1.8 A-' for A = 1.2 eV or A = 1.85 eV for p = 1.2 k' (36). 
Reasonable values for A or p gave unreasonable values for the other pa- 
rameter. Similar evaluation of driving-force data for myoglobin, setting 

TABLE X 
Electron-Transfer Data for a5Ru"'(His-48)Mb('MP*~ 

- Ac" k,, 
Mb('MP*) (ev)  (s I )  

ZnMb 
MgMb 
CdMb 
PtMb 
PdMb 
H2Mb 
FeMbb 

0.88 
0.87 
0.85 
0.73 
0.70 
0.53 
0.02 

7.0 f 1.0 x loJ 
5.7 t 0.4 x 1oJ 
6.3 t 0.5 x 1 0 4  
1.2 * 0.1 x 1oJ 
0.91 t 0.1 x loJ 
0.076 * 0.006 X loJ 
4.1 k 0.3 x lo-* 

"From Ref. 28. 
*Groundstate ET (Fe" + RulI1). 
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v,,K: = 101'-10'3 s-' and p = 0.91 k', gave A = 1.9-2.45 eV (90). Both 
these studies used high values for v,K:, which assumes good donor-acceptor 
coupling at close contact. 

In more recent work, V,K: has been varied freely so as to achieve the 
best fit of Eq. 12 to the log(k,,) vs. -AGO data. With use of a series of 
metalloporphyrins substituted into myoglobin, a driving-force study for 
photoinduced ET ['MP* --f aSRu(III)(His-48)] was accomplished (Table 
IX) (28). A plot of log(k,,) vs. -AGO gave A = 1.3 * 0.3 eV and V,K: = 

107-109 s-'. Extrapolation of Hah = 0.006 cm - 1  (re = 12.7 A) between 
a,Ru(His-48) and the metalloporphyrin gave &(re = 3 A) = 0.3 cm-' 
(28), indicative of a highly nonadiabatic ET reaction at close contact. For 
horse heart cytochrome c, an extensive driving-force study using both pho- 
toinduced ET and CR reactions has been completed (Table X) (126). It 
was found that the plots of log(k,,) vs. -AGO for photoinduced ET, CR, 
and Ru(I1)-to-Fe(II1) electron transfer were best fit separately to Eq. 12. 
The values of A range from 1.15 to 1.25 eV (Table X and Fig. 17), slightly 
smaller than A for myoglobin. The H&, values derived from u,,K, (Eq. 11) 
are 0.03-0.13 cm-'. If p = 0.9 A-l is assumed, then extrapolation to close 
contact gives Hdh(r, = 3 A) = 1.5-6.5 cm-'. Thus, ET from His-33 of 
horse heart cytochrome c also would be nonadiabatic at close contact; 
however, the electronic coupling is much better for ET between His-33 
and ZnP/FeP in cytochrome c than from 3MP* to His-48 in myoglobin. 
These studies demonstrate that A values in protein systems are comparable 
to A values (0.5)-1.25 eV) in the donor-acceptor model complexes discussed 
earlier. The electronic coupling estimated for close contact, however, is 
dramatically smaller than the range (314-1900 cm ') extracted from data 

Figure 17. Ln k,, vs. -9G plots for ET 
in a4LRu(I-Iis-33)3'. i -  horse heart cyto- 
chrome c (L = NH,, pyridine, or isonico- 
tinamide). The different plots are for the 
reactions ( a )  ZnP' + Ru"', ( b )  Ru" + 

for the rate data (126j. 
0 1 ZnP'., and (c) Ru" + Fe"'. See Table IX 

- A G O ,  eV 
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obtained for the model compounds (Tables I and 11). The intrinsic (close 
contact) electronic coupling also varies significantly from protein to protein. 

3. Reversibility of Electron Transfer 

Isied and co-workers (9) have reported that ET from a,Ru(II)(His-33) 
to Fe(II1)P in cytochrome c exhibits a rate of 53 s-' (-AGO = 0.11 eV), 
but ET from Fe(I1)P to a4(isn)Ru(III)(His-33) (- Ahc" = 0.18 eV) was not 
observed, despite the larger driving force. The authors proposed that ET 
into the oxidized heme was more facile than ET out of the reduced heme. 
This apparently directional ET in cytochrome c was.attributed to a con- 
formational change in the protein upon heme reduction. Interestingly, 
ET between FeP3+**+ and a,R~(His-48)~+.*+ in myoglobin has been shown 
to be reversible (-AGO = 0.02 eV) (103), and ET from Fe(I1)P to 
a4pyRu(III)(His-48) in mvoglobin (-AGO = 0.24 eV) also occurs (103). 

Conformational changes could control ET reactions in proteins. The 
rates of such changes often are in the same range as ET rates; for example, 
the T-R transition in hemoglobin occurs at a rate of approximately 
2 x 104 s-' (112). Hoffman and Ratner (66,67) have pointed out that a 
way to test for conformational control of an ET reaction is to measure the 
reaction rate at different driving forces. If the rate stays the same, the ET 
reaction is conformationally controlled. If it does not, it is not confor- 
mationally controlled. No evidence for conformation control exists for ET 
in ruthenium-modified proteins on this basis. Data from both ruthenated 
His-33 in horse heart cytochrome c (126) and ruthenated His-48 in myo- 
globin (103) show that the rate changes with AGO in a manner consistent 
with Marcus theory. 

E. Modified Blue Copper Proteins 

A comparative study of intramolecular long-range ET from ruthenium 
complexes bound to the protein surface to copper in S.0 and A.v.  plas- 
tocyanins has been performed (80, 82). The two proteins were modified 
with asRu3+ at the exposed His-59, as pictured in Fig. 18. 

Reduction of PCu"Ru"' was monitored at 597 nm. By using pulse 
radiolysis generation of C0;- to reduce PCu"Ru"', the reduction ( k  = 
6.7 x 1oX Me' s-') partitioned between Cu" (72%) and Ru"' (28%), 
yielding the stable PCu'Ru"' and transient PCu"Ru". The transient species 
then decayed both by intra- and intermolecular reactions ( k l ,  k2) to 
PCulRul":kl was found to be <0.08 SKI for A.v .  plastocyanin, and <0.26 
s-l for S.O. plastocyanin (80). 

The rates of ET in these proteins are anomalously low with respect to 
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Figure 18. 
variahilis plastocyanin (80). 

View of the El' donor and acceptor centers in ruthenium-modified Anabenu 

the other proteins investigated so far (see Table XI). These results indicate 
that, in this weakly coupled system, the effect of the intervening medium 
on long-range ET is significant. The inner-sphere reorganization energy 
for blue copper proteins should be small. since the geometry at the copper 
site is intermediate between Cu(1) and Cu(I1) (54, 56). The outer-sphere 
reorganization energy is expected to be small as well, since the Cu site is 
buried (and no solvent molecules are proximal to the metal). In addition, 
the ruthenium-labeled histidine is thought to be similar in structure to that 
of the modified histidines in other proteins. 

The intervening medium between donor and acceptor therefore may be 
the most influential factor in ET rate determination. One favorable route 
for ET in plastocyanin has been found from Tyr-WASP-42 to Cu(I), with 
a 14 A edge-edge separation: the ET rate in the [Co(phen),13+-plastocyanin 
precursor complex was found to be 26 s- '  (the driving force, however, is 
only 20 mV) (SO). Importantly, reaction of [a5RuIm]2+ with the A.v.  and 
S.O. proteins results in k,, > 5 x lo ' s - '  (80). Clearly, a5Ru3+-His-59 is 
not at an optimal site for ET. 

TABLE XI 
Electron-Transfer Rates in Ruthenated Proteins 

Protein E I .  (A) ( ev )  (s. I) References 

Cytochrome c (horse heart) Ru" Fe"' 11.7 0.18 30 126 
Azurin (f'. u . )  Ru" ---f Cu" 11.8 0.24 1.9 k 0.4 93 
Azurin (P. a . )  Ru" + Cu" 11.8 0.24 2 . 5 k 0 . 8  80 
Myoglobin (sperm whale) Ku"+ Fe 12.7 -0.02 0.02 28. 103 
Plastocyanin ( A .  v.) Ru" -+ Cu" 11 .Y 0.26 <0.08 80 
Plastoeyanin (S .  0.) Ru" + CU" 10-12 0.29 <0.26 80 

re - A G O  kct 
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Pseudomonus aeruginosu (P. a. ) azurin has been ruthenated at His-83 
(re - 11.8 A) (54, 93, 113); the donor-acceptor separation is pictured in 
Fig. 19. Production of aSRu(His-83)*+-Az(Cu2+) was achieved by flash 
photolysis in the presence of [ R ~ ( b p y ) ~ ] ~ + .  The reduction of the protein 
was monitored at 625 nm, and the intramolecular Ru(11)-to-Cu(l1) ET rate 
of 1.9 s-' was found to be independent of temperature. The Cu reorgan- 
ization enthalpy was estimated to be <7 kcal * mol-' (93, 113), a value 
confirming that blue copper is structured for efficient ET. Table XI com- 
pares ET rates for the blue copper proteins with those for heme proteins; 
the blue copper rates are low in comparison with the heme protein rates 
over similar distances and driving forces. This effect could be a result of 
poor electronic coupling of a5Ru with the copper center, possibly owing 
to unfavorable ET pathways. 

Rhus verniciferu stellacyanin has been labeled with a5Ru3+ at both ex- 
posed histidines, His-32 and 100 (38, 39). A pulse radiolysis study was 
carried out, and both the Ru(II1) and Cu(I1) sites were reduced by formate 
radicals on the order of 1 X lo9 M - l s - ' ,  in 55 and 45% proportions. A 
slower reduction of Cu(I1) also was found; this was attributed to Ru(I1) 
to Cu(I1) ET, with a rate constant of 0.05 s-l. Since a crystal structure of 
stellacyanin is not available, the ET distances were estimated from a com- 
puter model to be -16.1 8, (39). The relatively low ET rate is in line with 
the slow ET reactions observed for azurin and plastocyanin. 

Figure 19. View of the ET donor and acceptor 
centers in azurin with a,Ru" bonded to the im- 
idazole of His-83 (93). 
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F. Modified IrorrSulfur Proteins 

For an intramolecular ET study, HiPIP was modified with a5Ru3+ at 
His-42. The a5Ru3+-His-42 protein has a Fe,S1 reduction potential of 350 
mV. The protein was reduced using pulse radiolysis to HiPIP,,-Ru", which 
then formed HiPIPFed-Ru"'. This system is interesting, because the esti- 
mated through-space distance from the Fe4S4 cluster to a5Ru3 + -His-42 is 
only 7.9 A, and the through-bond pathway also is relatively short, as 
pictured in Fig. 20 (78, 79). 

Three distinct kinetic stages are seen at 480 nm for reaction of e,,, with 
HiPIP,,-Ru"'. Stage 1 is initial reduction, at 1.7 x 10"' M Is-*,  which 
partitions to some extent between HiPIP,,-Ru" and HiPIPred-Ru1'. The 
former then transfers an electron, in stage 2, to give HiPIPred-Ru"', with 
kz = 18 * 2 s-l at 20 "C. Stage 3 is associated with the presence of 
HiPIPred -Ru"' resulting from autoreduction, that is, HiPIPred-Ru" + 
HiPIP,,,-Ru"' + 2HiPIPrCd-Run1; k,  - 1 X 10' M - k '  (78). 

The process in stage 2 was assigned to intramolecular ET, because k2 is 
independent of the concentration of HiPIP,,-RuT", the decay remains first 
order after several pulses, and the rate is not affected by the presence of 
reductant or [Fe(CN),I3 - (78). 

At a driving force of -0.27 eV, k,, (Ru to the Fe,S, cluster) was found 
to be 18 s-l .  The ET rate is -2 orders of magnitude lower than expected 
by comparison with cytochrome c ET rates, assuming an exponential de- 

M l t  49 

Figure 20. The FeJS, cluster of HiPIP, which is coordinated by Cys-43; also shown is His- 
42, which is the site of ruthenium modification (79). 
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pendence on re with p = 0.9 A-'. The ET also is disturbingly slow in view 
of the short through-bond pathway; His-42 is adjacent to Cys-43, which is 
bonded directly to the iron-sulfur cluster. 

V. ELECTRON TRANSFER IN 
PROTEIN-PROTEIN COMPLEXES 

Recent investigations have begun to provide more detailed information 
about factors that control ET in protein-protein complexes (122, 150, 188). 
Several different approaches have been used to vary the ET driving forces 
in these systems, and in certain cases site-directed mutagenesis has been 
utilized to change a particular amino acid residue thought to be involved 
in an ET pathway. In this section, we review work on protein-protein 
complexes in which the structures of both partners are known. 

A. (Fe,Zn)-Hybrid Hemoglobins 

In studying ET between proteins, complications may arise because the 
systems exhibit more than one stable conformational state (66). In hemo- 
globin (Hb), for example, the a2p2 tetramer exists in two distinct states, 
T (deoxyhemoglobin) and R (oxyhemoglobin). Electron transfer between 
subunits in hemoglobin hybrids, [al(Fe), pz(Zn)] and [al(Zn), P2(Fe)], has 
been studied by Hoffman and co-workers (47, 66, 121, 151). The associ- 
ation of the Fe and Zn subunits has been extensively characterized (121); 
photogenerated 3Zn-protoporphyrin* transfers an electron to  a ferriheme 
acceptor, as outlined in Scheme V. 

The quaternary structure adopted by the hybrids is the T form, where 
the metal-metal distance is 25 A; the porph rin planes are approximately 
parallel and the edge-edge distance is -20 81 (Fig. 21). In the deoxyhem- 
oglobin structure, the subunits of closest approach are alpz.  Since alp, 

CA) [ZnP.Fu '!I PI J 
Scheme V. 
substituted protein systems (121). 

Proposed kinetic scheme for electron transfer following flash excitation in Zn- 
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O= .= Fe 

Zn 
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Figure 21. 
by roughly 25 A (150). 

The (al. fi:) ET unit in hemoglobin. The metals in the two h e m s  are separated 

distances are much longer (Fe-Zn, 37 A), the Hb is considered as two 
independent alp2 ET pairs. The ET rate [ k ,  = 100 (10) s-l, kb > lo3 s--l 

(Fe"P -+ ZnP")] is strongly temperature dependent. 
Fe(II1)-heme ligand replacement with imidazole increases the rate to 

175 s-l, CO binding does not affect the rate, and ligand replacement with 
F- ,  CN -, or Ny decreases the rate to 20 s I .  the ET rate constant in hybrid 
hemoglobin therefore depends strongly on heme ligation. The changes in 
k, with axial ligation cannot be explained readily by energetics (AGO) or 
spin state; the trend that emerges is that the net charge associated with the 
ferriheme acceptor correlates with the rate: k, is large when X is neutral 
and Fe"IX is positive (X = H20. Im) and ET involves a charge shift. The 
ET rate is small when Fe"'X is neutral (X = F- ,  CN- ,  Ny) (121). Work 
also has shown that the rates vary with the metal (Zn or Mg) in the 
porphyrin donor (138). 

The temperature dependences from 77-313 K of the ET rates for [a,(Fe), 
P,(Zn)] and [al(Zn), P,(Fe)] Hb hybrids have been determined (151). In 
these systems, the rate constant for long-range reduction of the aquoferri- 
heme by 3ZnP* is k, = kobq,, - kD, where kD is the rate of 3ZnP* decay in 

lit 
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reduced Hb hybrids (-55 s-l). Decay rates (kD) do not significantly vary 
over this temperature range. Electron transfer rates for the intersubunit 
transfer decrease rapidly from the room temperature (300 K) value [k ,  = 
100 (6) s-'1. At 140-160 K, the rates become temperature independent, 
and the low-temperature tunneling rate constant for [a,(Fe), &(Zn)] is 9 
(2) s-'; for [a,(Zn), P,(Fe)], it is 8 (2) s-'. 

For [cxl(Zn), p,(Fe)], a smooth transition occurred down to the tem- 
perature-independent region, whereas for [al(Fe), p,(Zn)J, a plateau was 
found between 230 and 270 K. The evidence suggests that, upon cooling, 
the heme of [a,Fe(III)(H,O)P,Zn] binds a histidine and remains low spin, 
whereas the [cx,Znp,Fe(III)(H,O)] hybrid does not change its coordination. 

The reorganization energies extracted from the temperature dependence 
of the 3ZnP* -+ Fe"' reaction (-AGO - 0.8 eV) are as follows: [cxl(Zn), 
p,(Fe)], X = 2.06 eV; [al(Fe), P,(Zn)], X = 1.79 eV (151). The X values 
are expected to be large, since reduction of Fe(II1)-P results in the loss of 
H20,  with change in the Fe position with respect to the porphyrin plane. 
as well as changes in the porphyrin geometry. 

B. Cytochrome c-Cytochrome bJ 

Cytochrome c and cytochrome b5 form a complex in which the two heme 
centers are believed to lie in parallel planes separated by a closest edge- 
edge distance of 8.5 A, with a center-center separation of 16 A. With use 
of pulse radiolysis and flash photolysis, rates were measured in various 
derivatives under conditions where >90% of the cytochrome hS was bound 
to cytochrome c. Rates were found to be independent of concentration in 
this regime. Fe(III)-cyt b5 decay at 428 nm and Fe(II)-cyt c growth at 416 
nm were coincident. Electron-transfer driving forces and rates are given 
in Table XI1 (123, 125). The reorganization energy was estimated to be 
0.8 eV (123). 

TABLE XI1 
ET Rates in Cyt c-Cyt b, Complexes" 

Donor- Acceptor 

Fe( 1I)cyt c-Fe( 1II)cyt b, 0.3 1.6 2 0.7 X lo3 
'porph-cyt c*-Fe(1Il)cyt b, 0.35 5 x l(r 
)Zn-cyt c*-Fe(II1)cyt b, 0.75 5 x 10' 
H2porphyrin-cyt c*-Fe(II1)cyt b, 1.1 8 k 1 x 10) 

"From Refs. 123 and 125. 
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Molecular dynamics simulations of the cyt c-cyt b5 complex have shown 
that different heme geometries and relative orientations are sampled over 
46 ps; the protein complex may find a configuration that is potentially more 
favorable for ET than the docked structures (106). Of potential relevance 
in this connection is the finding that the phenyl side chain of Phe-82 in cyt 
c can be moved to a position in which it bridges the cyt c and cyt b5 hemes 
(188). 

C. Cytochrome br(Fe, Zn) Hemoglobin 

Electron transfer also has been measured between cyt b5 and (Fe, Zn)- 
hemoglobin (168). The proteins form a noncovalent complex ( K  = 3.4 x 
105M -'); in a model of the complex, the hemes are coplanar with a 7 8, 
edge-edge distance. The ET rate in ZnHb-cyt bs (3ZnP* - Fe(II1); -AGO 
= 0.75 eV) is 8 x lo3 s-', as compared with 4 x lo5 s-l in Zn-cyt c-cyt 
b5. The reason for the slower rate is not known, but it is possible that the 
heme orientation in the ZnHb-cyt b5 complex is not optimal for ET (168). 

D. Cytochrome c-Cytochrome bz 

In the cyt c-cyt b2 complex, the lack of a strong driving force dependence 
of  the ET rate points to a rate-limiting conformational change (124). The 
initial reduction of S. cerevisiae cytochrome b2 by flavin was followed by 
ET to horse heart cytochrome c .  For Fe(I1I)cyt c-cyt b2 (-AGO - 0.2 eV), 
k,, = 200(80) s-l at 25°C (pH 7, 5 mM P,). Under the same conditions, 
the rate of photoactivated ET from 3Zn-cyt c* to cyt b2 ( -AGO = 0.8 eV) 
is 600(200) s-'; for 3porph-cyt c*-cyt b2 (-AGO = 0.4 eV), k,, = 700(100) 
S - 1 .  

E. Cytochrome c-Cytochrome c Peroxidase 

Cytochrome c and cytochrome c peroxidase (ccp) are physiological part- 
ners in the ccp reaction cycle; structural, thermodynamic, and kinetic data 
are available for the protein-protein interaction (141, 155, 177, 195). A 
model indicates that the cyt c-ccp complex is stabilized by specific salt 
bridges with the hemes in parallel planes; the Fe-Fe distance is -24 A, 
and the edge-edge distance is 16 8, (155). 

Long-range ET studies have been carried out between Zn-cyt c and Fe- 
ccp (22), monitoring the reaction at 420 nm (ES or Fe'"-ccp absorbance, 
where ES, the oxidation product of Fe"-ccp and peroxide, has two oxidizing 
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equivalents, namely, Fe'"0 and a protein-based arganic radical cation). 
The process followed is 

kf 

k, 
M-cyt c + ccp(ES) [M-cyt c/ES] * [M-cyt c+-ccp(III)] (14) 

Electron transfer from cyt c to ccp proceeds with a rate of 800 s- l  at 
-AGO = 0.90(0.15) eV. In order to vary the driving force for ET, rates 
were measured for Fe-cyt c, Zn-cyt c, and H2-porphyrin-cyt c (porph-cyt 
c ) .  For ET from porph-cyt c to ES, k = 0.01 s-' at -AGO = 0.05 eV, and 
from ZnP-cyt c to ES, k = 0.2 s-l at -AG" = 0.35 eV (pH 7.0, 10 mM 
P,, 25°C). It has been shown that the binding of porph-cyt c and Zn-cyt c 
to ccp is similar to that of cyt c; kf is approximately lo9 M - k '  , and k, is 
roughly lo3 s-I (kf and k, are assumed to be the same in all three cases). 

The cyt c-ccp reorganization energy was estimated to be 1.5 eV, which 
falls within the range found for other protein-protein complexes. The 
relatively large reorganization energies obtained for protein complexes may 
be a result of redox-dependent fluctuations of the protein-protein orien- 
tation, since the primary binding mode is electrostatic (salt bridges) (22). 

Elucidation of the factors that control ET in the cyt c-ccp system has 
been facilitated by employing yeast iso-1-cytochrome c mutants with Phe, 
Tyr, Gly, Ser, Leu, and Ile at position 82 (in vertebrate numbering); these 
mutants also have Thr in place of Cys at position 102. The residue at 
position 82 is important, because Phe-82 is thought to be involved in the 
ET reaction in the cyt c-ccp complex (156). Zn-protoporphrin IX has been 
substituted for the heme in ccp, and photoinduced long-range ET has been 
measured from Zn-ccp to cyt c (Scheme V) (100-102, 152). 

The ET rates are given in Table XIII. All mutants except Gly-82 behave 
similarly in the excited-state (k , )  reaction, but back ET is very dependent 
on the residue at position 82. For the Ser, Leu, and Ile mutants, k, is -lo4 

TABLE XI11 
Electron-Transfer Rates for Position-82 Mutants of Iso-1-Cytochrome L" 

Residue-82 

Phe 

Ser 
Leu 
Ile 
Glv 

TYr 
166 2 4 
173 ? 1 
151 2 5 
93 * 5 
56 5 3 
13 ? 2 

1.9 ? 0.6 X 10' 
1.5 * 0.6 x l(r 
2.3 2 0.5 
2.0 2 0.5 
3.0 5 0.5 
1.4 ? 0.3 

"From Ref. 101. 
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less at 0°C than for the position-82 aromatics (101). For the Gly mutant, 
k, is reduced as well as kb, suggesting that the conformation of the complex 
has changed. The large differences in back ET rates are not well under- 
stood. 

In summary, studies of long-range ET in protein-protein complexes, 
both among physiological partners, nonphysiological protein complexes, 
and subunits of one protein, have shown that rates generally increase with 
driving force, in Marcus fashion, the exception being the cyt c-cyt b2 
complex. Reorganization energy values range from 0.8 eV (cyt c-cyt bj) 
to 2.06 eV (Zn, Fe-hybrid hemoglobin). Although much has been learned 
from the work done to date, it is evident that ET experiments need to be 
carried out over a larger range of distances and driving forces in complexes 
in which systematic structural changes can be made. With more informa- 
tion, it should be possible to elucidate at least some of the factors that 
control ET in natural systems. 

GLOSSARY OF TERMS 

Constant reflecting distance dependence of electronic cou- 

Constant reflecting the dependence of electronic coupling on 

Charge separation 
Constant reflecting distance dependence of the nuclear factor 
Optical dielectric constant ( = n2;  n = refractive index) 
Static dielectric constant 
Electron transfer 
Reaction free energy 
Activation free energy 
Activation enthalpy 
Electronic coupling matrix element 
Electronic coupling matrix element at close contact (ro) be- 

tween the donor and acceptor 
Electronic coupling matrix element with one bond separating 

the donor and acceptor 
Charge recombination rate 
ET rate 
ET rate at close contact between donor and acceptor 
Optimal (activationless, - AGO = A) electron-transfer rate 
Quenching rate 
Rate of radical escape from a geminate radical pair 

pling 

the number of bonds separating donor and acceptor 
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k, and kb Forward and back ET rates, respectively, for photoinitiated 

Electronic coupling factor 
Electronic coupling factor when donor and acceptor are in 

Reorganization energy ( = A, + A,) 
Solvent reorganization energy 
Internal reorganization energy 
Photoexcited triplet state of metalloporphyrin 
Nuclear frequency factor 
Quantum yield of radical escape from a geminate radical 

ET distance 
Donor-acceptor separation 
Edge-edge ET distance between donor and acceptor 
Close contact distance between donor and acceptor 
Activation entropy 
Vibrational quantum number 
Vibrational frequency 

reactions 

closest contact 

pair 
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I. INTRODUCTION 

One important example of inorganic molecular recognition is found in 
the metalloregulatory proteins, heavy-metal sensors that mediate metal- 
responsive gene regulation. These proteins can be differentiated from other 
metal-containing proteins involved in gene expression by their ability to 
alter the expression of specific genes in response to changes in metal ion 
concentration (144). The metalloregulatory proteins characterized to date 
(Table I) act as heavy-metal ion receptors that bind a specific metal and 
subsequently undergo some type of structural change that can be com- 
municated to other biopolymers in a genetic control circuit. Physical and 
inorganic studies of the coordination environment can provide unique in- 
sights into the molecular basis of receptor sensitivity and selectivity between 
heavy metals. The corresponding principles, coupled with the availability 
of overexpressed proteins, can in turn be applied in the design of metal- 
specific macrocyclic and chelating ligands, metal ion separation schemes, 
heavy-metal biosensor devices, and in the development of pharmaceutical 

TABLE I 
Systems Exhibiting Metal-Responsive Gene Expression 

Metal Ion 
Metalloregulatory 

Svstem Protein References 

Prokaryotes 
Arsenate 
Cadmium 

Copper 
Iron 

Mercury 

Molybdenum 

Tellurium 

Eukaryotes 
Iron 

Copper 

Cadmium 

Zinc 

Resistance operon 
Resistance genes 
Oxidative stress response 
Resistance operon 
Superoxide dismutase 
Uptake regulon 

Resistance operon 

Anaerobic respiration 
Nitrogenase 
Nitrate reductase 
Resistance operon 

Ferritin 
Transferrin receptor 
Respiratory proteins, Cyt-c 
Metallothionein 
Plastocyanin, Cyt-c5.52 
Metallothionein 
Heat shock response 
Metallothionein 

PcoR 

Fur 
AngR/Taf 
MerR 

IRE-BP 
IRE-BP 
HAP1 
ACE1 (CUP2) 

MTF- 1 

163 
176 
44 
15, 16.5 
79 
8 
166 
144,185, 
200 
so 
98 
96 
100 

87, 118 
87, 118 
153 
68, 93, 203 
133 
77 
21 1 
205 
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agents that capitalize on the differences between metal-responsive gene 
regulation in microbes and in humans. 

One of the best understood metalloregulatory proteins is MerR, an 
ultrasensitive and specific receptor for mercuric ion. This small, metal- 
sensing, DNA-binding protein has been purified to homogeneity and shown 
to act as a switch controlling the expression of mercurial detoxification 
systems in bacteria. A formidable barrier to understanding the coordina- 
tion chemistry involved in Hg(I1) recognition by the MerR receptor is the 
absence of well-established relationships between spectroscopic parameters 
and structural characteristics such as coordination number and geometry 
in the Hg-thiolate literature. 

A. Scope of this Chapter 

This chapter focuses on correlating the structural, solution, and spec- 
troscopic properties of mercuric-thiolate complexes in general and incor- 
porates recent models for the mechanism of heavy metal recognition by 
the MerR receptor. Before the inorganic chemistry of Hg(I1) thiolates is 
addressed, a brief discussion of other members of this recently identified 
class of metal-activated proteins is provided. Biochemical evidence for the 
ultrasensitivity of the MerR switch to Hg(II), presented in Section I.D, 
quantitatively defines recognition in terms of the selectivity for Hg(I1) over 
other soft metal ions. These results are provided at the outset so as to 
frame a recurring question: What type of coordination environment in 
MerR allows (a) high binding constants for Hg(I1) in the presence of 
competing cellular thiols; (b) discrimination against other soft metals; and 
(c) a distinct structural change in protein conformation when the site is 
occupied? This chapter is a review of mercury thiolate chemistry and does 
not address sulfide complexes or the interaction of organomercurial species 
with thiolates but rather focuses on the difficult problem of characterizing 
Hg-SR complexes with coordination number greater than 2. As will be 
shown, molecular recognition of mercuric ion by the MerR receptor in- 
volves more than simple linear bis-thiolate coordination. This chapter con- 
ciudes with an overview of the mechanics of Hg-MerR interactions with 
the macromolecules involved in this metal-responsive switching event. 

B. Background 

One of the most tantalizing chemical transformations known to ancient 
practitioners of inorganic chemistry involved roasting of mercuric sulfide 
ores such as cinnabar to form hydrargyrum or quicksilver (60). As the toxic 
properties of mercury became more widely appreciated in the middle ages, 
formulations of the metal and its salts were used in medical applications, 



MERCURY(I1)-THIOLATE CHEMISTRY AND MerR 327 

including the treatment of syphilis (120). More recent interest in the chem- 
istry of mercuric ion in biological systems has been stimulated by bio- 
chemical studies of the effect of Hg(I1) on enzymes and proteins such as 
metallothioneins (59) and the discovery of specific bacterial processes for 
Hg(I1) detoxification (176, 182, 184, 200). 

The chemistry of mercuric ion in a biological medium is dominated by 
thiolate complexes of low coordination number, yet several other types of 
coordination environments have been proposed for mercuric complexes of 
amino acids, proteins, and enzymes. Corresponding small molecule mer- 
curic-thiolate complexes in the solid state frequently exhibit distinct linear 
geometries with weak but significant secondary bonding interactions. Sim- 
ple correlations between solid-state structure or stoichiometry with the 
stereochemistry of solution complexes is complicated by several phenom- 
ena. First, complexes of low coordination number tend to form clusters in 
solution and in the solid state. The barriers to polymerization can be low, 
and often influenced by the nature of the solvent and the counterion. 
Second, while the thermodynamics of mercuric thiolate interactions indi- 
cate extremely strong bonds, these complexes undergo rapid ligand ex- 
change, complicating attempts to correlate features of NMR spectra with 
the structure of the ions in solution. Further complicating the elucidation 
of the solution chemistry of these complexes is the dearth of well-char- 
acterized mononuclear mercury-thiolate complexes with coordination 
number greater than 2. As a result, assignments based on electronic, vi- 
brational, and NMR data are frequently controversial. Recent results cor- 
relating solid-state and solution spectroscopy for crystallographically char- 
acterized complexes can, in some cases, resolve these controversies. Further 
progress in elucidating the nature of mercuric ion interactions with bio- 
polymers such as MerR requires an expansion of the structural and spec- 
troscopic data base of three- and four-coordinate mercuric thiolate com- 
plexes. 

A complementary approach to probing the Hg(I1) coordination envi- 
ronment in biopolymers such as MerR involves mutagenesis of amino acid 
residues involved in metal ion coordination. A great deal of progress has 
been made in this area in the last three years and these results will be 
compared to those obtained from physical methods described above. The 
feasibility of developing additional spectroscopic techniques as probes of 
mercuric ion coordination environments in small molecules, proteins and 
solid-state complexes are discussed in Sections IV-VI. 

C. Regulation of Gene Expression by Metals 

Inorganic stimuli can induce a number of biological responses that are 
initiated at the genetic level. The molecular mechanisms involved in these 



328 WRIGHT, ET AL. 

processes are being addressed by using a combination of approaches from 
the fields of inorganic chemistry, biochemistry, and molecular biology. In 
the last few years, several members of the class of proteins responsible for 
regulating metal response have been isolated from both prokaryotic and 
eukaryotic organisms. Table I, updated from Ref. 159, is a brief list of 
systems in which metal-responsive gene expression has been demonstrated. 
Detailed overviews of systems exhibiting metal-responsive gene expression 
can be found elsewhere (144,160). Of the systems where metalloregulatory 
proteins have been isolated, those regulating bacterial mercuric ion re- 
sistance (MerR), bacterial iron uptake (Fur), and yeast metallothionein 
expression (ACEl), are the best understood at the molecular level. 

D. Metal Ion Sensitivity and Selectivity 

Although metalloregulatory proteins can alter the expression of a target 
gene in response to more than one type of metal ion, each protein exhibits 
a different level of metal ion sensitivity and selectivity. The DNA-binding 
activity of the Fur protein, a repressor of iron uptake genes in bacteria, 
may be induced not only by Fe(II), but also by Cd(II), Co(II), Cu(II), 
Mn(II), and Zn(I1) (7). Similarly, DNA-binding and transcriptional acti- 
vation by the ACEl protein, a regulator of metallothionein genes in yeast, 
may be induced by Cu(I), Cu(II), and Ag(1) (68). Some of these additional 
metal ions are called gratuitous inducers in order to distinguish them from 
the physiologically relevant metal ion, particularly when they are not pro- 
cessed by the gene products that they induce. For example, Fur is activated 
to bind DNA by the six divalent metal ions listed above but Fe(I1) is the 
primary effector. Cd(II), Cu(II), and Zn(I1) do not generally cause repres- 
sion of iron uptake in vivo, and Mn(1I) results in the reduction of iron 
uptake to a level two-thirds of that caused by Fe(I1). Similarly, Cu(1) 
appears to be the primary effector for ACEl (68). Metalloregulatory pro- 
teins may discriminate between metals by using protein side chains to create 
a coordination environment optimized for a specific metal ion. Alterna- 
tively, they may recognize specific complexes of metal ions with small 
molecules (e.g., iron citrate) instead of binding the metal ion directly; 
however, this mechanism has not been demonstrated in any of the above 
systems. 

While more than one metal may activate these metalloregulatory pro- 
teins, it is important to consider the relative concentration that induces 
half-maximal activity in each case. As seen below, a receptor-metal ion 
binding constant may vary over several orders of magnitude depending on 
the metal, thus providing a thermodynamic basis for efficient discrimination 
between metal ions with similar properties. 
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E. The MerR Protein: An Hg(II)-Sensitive Switch 

The logic behind the regulation of bacterial detoxification of mercuric 
ion is simple. In the absence of mercuric ion, the cell does not require that 
Hg(I1) detoxification proteins be present. Thus, these proteins, including 
mercuric ion reductase, are not synthesized and the genes encoding the 
proteins are said to be repressed. When Hg(I1) concentrations exceed a 
threshold level M )  the rnerTPAD genes, which encode the detoxi- 
fication machinery, are rapidly transcribed and subsequently translated into 
proteins. The change in Hg(I1) concentration effectively activates a mo- 
lecular switch (MerR), turning on transcription of the mercury resistance 
proteins. 

I .  Ultrasensitivity to Mercuric Ion 

The switching activity of MerR for the stimulation of resistance genes 
has been shown to be responsive to submicromolar concentrations of mer- 
curic ion but requires higher concentrations of cadmium (159). Using 
purified protein and the method of abortive transcriptional initiation 
(130), the metal ion sensitivity and selectivity of MerR has been further 
delineated. By quantitating levels of transcription in response to a range 
of lo-'* -10 * M HgC12, the half-maximal effective Hg(I1) concentration 
for in vitro activation has been determined to be 1.0 x M ,  making 
MerR an exquisitely sensitive metal sensor (157). This result is even more 
striking considering that MerR is able to detect these trace levels of Hg(I1) 
in the presence of M dithiothreitol, a chelating dithiol ligand. In 
addition to detecting very low mercuric ion concentrations MerR dem- 
onstrates ultrasensitivity, shifting from 10 to 90% of transcriptional acti- 
vation in response to a small increase in Hg(I1). This behavior is evident 
by the apparent Hill slope (a,,,,,) of 2.3(0.4) of the transcriptional response 
to Hg(I1) concentration (Fig. l ) ,  in contrast to the expected naPP = 1 
observed for proteins obeying Michaelis-Menten kinetics. The molecular 
basis of this type of cooperative (or threshold) effect is briefly addressed 
in Section VlII and elsewhere (157). 

2. Metal ion Selectivity 

The ability of metal ions other than Hg(I1) to stimulate MerR activation 
of transcription has been investigated. In addition to Hg(II), varying de- 
grees of activation are observed in response to Cd(II), Zn(II), and Au(I), 
as shown in Fig. 2 (157). In each case, much higher concentrations of metal 
ions are necessary for induction, and levels of transcription are never as 
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Figure 1. Transcriptional activity of the mercuric ion resistance genes in response to Hg(I1) 
concentration. Transcription is measured in counts per minute of radioactive mRNA (M = 

data). Data were fit by a nonlinear least-squares program and curves were generated with 
apparent Hill slopes (rzapp) of 1 (dashed line) and 2.8 (solid line). 

high as in the presence of Hg(I1). Although MerR responds to other metal 
ions, induction of the mer operon does not confer resistance to these metals. 
Induction by Cd(II), Zn(II), and Au(1) is thus gratuitous. Transcription is 
also induced by Au(III), although this response may result from reduction 
to Au(1). It is of interest that extracts of mercury-resistant bacteria have 
been reported to cause the reduction of Ag(1) and Au(II1) to colloidal 
metal (185). It was not demonstrated, however, whether this activity was 
a property of cell lysates or specifically of mer operon gene products, since 
mercury-sensitive bacteria were not analyzed. Thus, in the case of MerR, 
discrimination between the signal, Hg(I1) , and gratuitous inducers such as 
Cd(I1) is achieved by a receptor site that has a much higher binding constant 
for Hg(I1) and which therefore activates transcription at much lower con- 
centrations of Hg(I1) than Cd(I1). The coordination environment respon- 
sible for the combined sensitivity and selectivity can be addressed by phys- 
ical and inorganic studies of Hg(1I) and Cd(I1) forms of the MerR protein 
described below. 

As with the induction of metallothionein (58, 103, 125, 193), there is a 
correlation between physicochemical properties of the metal ion, such as 
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Figure 2. Transcriptional activation of the mercurie ion resistance genes by MerR in response 
to the concentration of various metal ions. Transcriptional activity is measured as moles of 
RNA produced per mole of  DNA template per hour. Curves are approximate fits of re- 
sponsiveness data (157). 

the Pearson-Mawby softness parameter, up (1). and its ability to induce 
MerR transcriptional activation. In the latter case, not all soft metals ac- 
tivate transcription and a wide range of maximal activities is observed 
among those that do. The high degree of Hg(I1) sensitivity and discrimi- 
nation exhibited by the coordination environment of the MerR receptor 
must have a basis in specific structural preferences and solution chemistry 
of Hg(I1). As is shown below, the coordination chemistry of this d'" metal 
ion is diverse and distinct from the other d"' ions in the Zn triad. 

11. STRUCTURAL CHEMISTRY OF MERCURIC-THIOLATE 
COMPLEXES 

A. Model Complexes and Scope of Structural Survey 

Structural and spectroscopic characterization of simple mercuric coor- 
dination compounds containing the ligands available in biological systems 
(i.e., thiolate, thioether, carboxylate, amine, aquo, and chloride) is crucial 
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to elucidating and reconstructing the metal-binding sensitivity and selec- 
tivity of these various proteins. As elaborated in Section 111, the thiolate 
groups of cysteine side chains in enzymes and polypeptides are the principal 
biological ligands for Hg(I1). Detailed structural knowledge of model com- 
plexes facilitates systematic correlation of spectroscopic data with coor- 
dination environments in biopolymers. A number of previously character- 
ized bis-thiolate-Hg(I1) complexes provide a broad base of structural 
information. Although there are a large number of HgL2 complexes that 
exhibit additional Hg-L interactions at longer distances, mononuclear Hg- 
thiolate complexes with coordination number >2 and mixed-ligand donor 
types are rare. Inconsistent use of the term “coordination number” fre- 
quently results in confusion in the literature, and for this reason a definition 
consistent with structural, chemical and spectroscopic properties is outlined 
here. This section focuses on simple mercuric coordination complexes con- 
taining at least one thiolate. Structures with sulfide, dithiocarbamate, di- 
thiolene, or the general R( = S)S- ligand type (52) are not examined here. 
Mercuric-halide complexes are not discussed in detail, except when found 
with thiols, since the structural chemistry of mercuric halides has been 
thoroughly discussed (6, 57, 167, 204). 

B. Primary and Effective Coordination Number 

1.  Definitions 

Mercuric-thiolate complexes are well known for their unusual coordi- 
nation environments and predominantly exhibit geometries that are vari- 
ations on a linear two-coordinate theme. Coordination number four is 
typically found with bridging thiolates (54). Solid-state structural studies 
commonly show that additional ligands are found at distances longer than 
would be expected for covalent bonding to mercuric ion, but shorter than 
the sum of their respective van der Waals radii. Frequently, these ”long” 
interactions do not fit simple geometric descriptions and are commonly 
referred to as secondary bonds. GrdeniC proposed two types of coordi- 
nation number for such complexes (72): 

1 .  The primary (or characteristic) coordination number, indicating mer- 
cury-ligand bond distances appropriate for the sum of their respective 
covalent radii. 

2. The effective coordination number, indicating all mercury-ligand in- 
teractions that are less than the sum of their respective van der Waals 
radii, or simply the total number of primary and secondary bonds. 
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A simple shorthand notation for referring to the unusually complex 
coordination of Hg(I1) was also suggested by GrdeniC. A typical example, 
Hg(SMe)2 (25) ,  is denoted as a [2 + 31 complex indicating two short, 
primary bonds and three longer secondary bonding interactions from ad- 
jacent molecules, yielding an effective coordination number of five. This 
notation provides a simple, efficient way to describe the local Hg(I1) co- 
ordination environment. 

The sums of the respective covalent and van der Waals radii for Hg(I1) 
and relevant donor atoms are given in Table 11. An additional 0.2 A is 
added to the bridging sulfur covalent radii compared to terminal sulfur 
radii, as suggested by Bowmaker et al. (23). Although several values for 
the van der Waals radius of Hg(I1) (29, 52, 12, 147) have been reported, 
the most recent work by Canty and Deacon proposed a value of 1.73 A 
with an acceptable range from 1.70 to 2.00 A, which is used in this chapter 

Examination of Table I1 shows that Hg-L secondary bonding distances 
typically fall within 1 A of the covalent bond length. Secondary bonding 
interactions are important in the solid state and the effective coordination 
number is often successfully used to explain physical and spectroscopic 
data (57). In solution, the effective coordination number is less useful as 
the solvent can play a large role in altering existing secondary bonds. 
Solvent coordination can also contribute directly to secondary bonding 
interactions (151). The primary coordination number itself is difficult to 
determine for Hg(I1) complexes in solution due to dissociation processes, 
ligand exchange, and cluster formation. In X-ray crystallographic studies, 

(29). 

TABLE I1 
Hg(l1)-Ligand Bond Lengths(A) from Summation of Known Covalent and 

van der Waals Radii 

Hg(I1) Covalent Hg(I1) van der Waals 
Radii (1.48 A ) b  (1.73 A). 

Ligand“ (Covalent; van der Waals)(a) Hg-L(A) Hg-L( A) 
S (1.02; 1 . 8 0 ) d  2.50 3.53 
S* (1.22;‘ 1.80)d 2.70 3.53 

CI (0.99;d 1.73)” 2.47 3.43 

0 (0.73; 1.50)d 2.21 3.23 
N (0.75; 1.55)d 2.23 3.28 

“An * denotes a bridging sulfur. 
bRefcrence 142; 
‘Reference 29. 
qeference Y4. 
‘Reference 23. 
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the coordination environment is precisely defined, but shorthand termi- 
nology (i.e., bis-coordinate, trigonal, four-coordinate) is frequently carried 
over from the structural literature into the spectroscopic, chemical, and 
biological literature without discrimination between primary and secondary 
bonding. For simplicity, it is preferable to have a single definition of co- 
ordination number that is consistent with the physical and chemical prop- 
erties of the mercuric complexes. As will be shown throughout the course 
of this chapter, the categorization of coordination based on the sum of the 
covalent radii consistently delineates the chemical and spectroscopic prop- 
erties of each group. Thus, throughout this chapter the term coordination 
number refers to the number of Hg-L bonds that have distances less than 
or equal to the sum of the covalent radii. Adoption of this convention in 
the Hg(I1) literature may help avoid problematic assignments such as those 
found for NMR spectra for “four-coordinate” Hg(02CCH3)2 (78). The 
crystal structure shows two Hg-0 bonds with an angle of 171” and three 
longer bonds outside the sum of the covalent radii ([2 + 31 coordination) 
(4), but the NMR spectrum (78) was interpreted as arising from a four- 
coordinate complex. Based on the GrdeniC convention, Hg(02CCH3)* is 
best described as a linear bis-coordinate complex with three secondary 
bonding interactions. As seen in Section VI. B, this distinction is critical 
to understanding such spectra. 

2. Thiolute Ligands 

Thiolate ligands (RS-) can be classified as psuedohalides and are usually 
found in F,-bridging or terminal coordination. Anionic sulfur is a good 
donor and is easily polarizable, which accounts for its affinity toward large, 
soft metal ions. The bulk and electronic nature of the R group is easily 
varied and can exhibit strong effects on the coordination environment. 
Recent reviews by Dance (54) and Blower and Dilworth (19) on the struc- 
tural chemistry of metal-thiolate complexes demonstrate the versatility of 
this class of ligand. 

The Hg(I1) chemistry of thiolate ligands is dominated by low coordi- 
nation numbers. The Hg(SR)? compounds with MeS- and EtS-. prefer 
linear coordination. Unexpectedly, the bis n-Bus- and t-BUS- complexes 
favor a tetrahedral polymeric chain structure, making simple correlations 
with respect to ligand bulk difficult to rationalize. The complex [Et,N][Hg(S- 
f-Bu)J has a trigonai planar structure (202), whereas the stoichiometrically 
identical [Et,N][Hg(SMe),] (23) is dimeric with tetrahedral coordination. 
These structures are easily rationalized on the basis of steric arguments, 
but other less tangible effects also have considerable influence on the co- 
ordination geometry. With the [Hg(SPh),]- anion, replacement of the 
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[Bu,N]+ cation with [Me,N]' induces formation of the dimeric tetrahedral 
structure preferentially over the mononuclear trigonal complex (54). 

C. Two-Coordinate Complexes 

Coordination number (CN) 2 is found in Group IB (+  1) ions, and is 
common for Hg(I1). Indeed, two is the most common coordination number 
for Hg(II), and this phenomenon has been attributed to the ease of forming 
d-s-p hybrid orbitals (61,146) and/or to the minimization of metal d orbital 
overlap with ligand nonbonding p orbitals (190), with relativistic consid- 
erations (156) playing an important role in either scheme (discussed in 
greater detail Section 1I.G). A number of two-coordinate mercuric-thiolate 
complexes have been structurally characterized and the pertinent metrical 
data for both primary and secondary bonding has been summarized in 
Table 111. (Hg(sa~charinate)~(bipy)] and Hg(02CCH& are the only com- 
plexes listed with no sulfur donor ligands. The zwitterionic [2 + 21 
[Hg(sa~charinate)~(bipy)] has primary Hg-N bonds at 2.14 and 2.12. A, 
and secondary Hg-N interactions at 2.33 and 2.39 A (90). Similarly, the 
neutral [2 + 31 Hg(02CCH& has short primary bonds at 2.06 and 2.09 A, 
and secondary bonds at 2.71, 2.75, and 2.76 A (4). These examples of 
primary Hg-N and Hg-0 bonding are listed for comparison, since there 
are few such examples in the presence of thiols. 

1.  Mononuclear Complexes 

Mononuclear complexes with a CN = 2 exhibit covalent bond lengths 
between 2.316 and 2.361 A and angles in the range of 180.0-167.4' (see 
Table 111). It is interesting to note that all the complexes solved to date 
have at least one weak secondary bonding interaction. 

Simple correlations between the number and strength of secondary bond- 
ing interactions, the primary bond distances, and the distortion of the 
primary S-Hg-S bond angle do exist. Ideally, [2 + 11 and [2 + 21 com- 
plexes would have the greatest deviations from linearity (trigonal and tet- 
rahedral distortions), while the [2 + 31 and [2 + 41 would remain linear, 
since the primary thiolate ligands could occupy short axial positions in 
flattened trigonal bipyrimidal and octahedral structures. Primary bond lengths 
are expected to increase with the number of secondary bonding interac- 
tions. This trend is readily observed in the following series of complexes: 
the [2 + 11 [Hg(SC5H,NH(CH3))2][C104]1 (10) with bond lengths at 2.329 A 
and S-Hg-S bond angle of 176.9"; [2 + 2][Hg(pen€l)2C12 (37) at 2.335 A 
and 171.6"; [2 + 31 Hg(SCH& (25) at 2.36(5) 8, and 180"; and finally [2 



TABLE I11 
Comparison of Selected Distances and Angles in Two-Coordinate Mercuric-Thiolate Compounds 

~~~~~ ~ ~ 

Primary Secondary 
Coordination Bonding Kefer- 

Compound" Numberb Interactions' Ligand" Hg-L(A) L-Ilg-L("y ence 

1. [Hg(cys)cysH)]CI. 2 

2. IHg(SC,Il~NH(CH3))21. 2 

3. 2[~~,-CI(Hgpen~I)~1.3(~~- 2 

4. {Hg(sa~charinate(~(hipy)] 2 

0.51120 

[C10412 

Cl).2(H,O).(HzO.C1)3 
(three equivalent Hg atoms) 

5. [I 1gfO~CCf i3)J 2 

5.  [Hg(penH)2]C1z~Hz0 

10. (Hg(cysH)CIZ}. 
(polymeric chain) 

12. [tigd(S-t-Bu)~(py)~Cl~] 
(tetramer with two 
independent Hg sites) 

2 

2 

2 

1 

I 

1 

2 

3 

2 

2 

3 

1 

4 

2 

2 

2 
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1s 
1s 
1 CI' 
2s 
1 0' 
1 s  
1 CI 
1 C1' 
2 N  

2 N' 

10 
1 0  
1 0 '  
1 0' 
1 0 '  

1s 
1s 
1 CI' 
1 C1' 
2 s  
2 0' 
2 s  
3 S' 
2 s  

2 S' 
2 S' 
2 s  
2 S' 
2 0' 
1 p2-s 
1 CL2-s 
1 CI' 
1 CI' 
1 p2-s 

1 P2.S 
1 CI' 
1 CI' 

Hgl 
1 Pz-s 
1 k - s  
1 CI' 
1 C1' 

2.355(3) 
2.329(5) 

2.329(4) 

2.32(2) 
2.371 (1) 
3.06(2) 
2.141(4) 
2.120(4) 
2.393(3) 
2.328(4) 

3.232(5) 

3.08(2) 

2.06(3) 
2.09(3) 
2.71(3) 
2.76(3) 
2.75(3) 

2.335(5) 
2.357(4) 
2 850(5) 
3.323(5) 
2.316(2) 

2.36(5) 
3.25(5) 
2.45(6) 
2.36(2)f 
3.53 
3.55 
2.361(7) 
3.42q7) 
3.08(2) 
2.490(4) 
2.453(4) 
2.582(4) 

2.464(6) 
2.471(6) 
2.513(6) 
2.634(5) 

2.878(4) 

2.645(5) 

2.39( 1) 
2.38( I) 
2.70(1) 
2.81(1) 

169.8(1). 

176.9( I). 

167.2( 9) 
81.6(5) 

135.4(2) 

70.7( 1) 
102.7(2) 

118.7( 1) 
176 
173 
112 
105 
81 
70 

111.1( 1) 

98.5( 1) 

171 6(1)* 

180 (r 

180.0(25). 
-90 
18V 

-90 
-90 
I?# 
w1.9(2) 

l36.O( 1)' 
103.8(1) 
91.4 
96.3(1) 

130.2(3)' 
112 5(2) 

102 3(2) 
104 l(3) 

yY.0(2) 

104.0(3) 

159.9(3)' 
104 2(3) 
92 3(4) 
96.5(3) 

189 

10 

21 

90 

1 

37 

207 

25 

24 

5 

189 

39 

32 



TABLE 111 (Continued) 
Comparison of Selected Distances and Angles in Two-Coordinate Mercuric-Thiolate Compounds 

Compound' 

Primary 
Coordination 

Numberb 

Secondary 
Bonding 

Interactions" Ligandd L-Hg-L(")P 
Refer- 
ence 

3 

13 [Hh)S- t-Hu)j 
(p~coline)~CL] 2 
(tetramer with two 
independent Hg sites) 

3 

14. (Hg(SMC)(02CCIi,)}, 2 
(polymeric Fheet) 

1.5. (Hg(SMc)(02CCtl,)(Py)), 2 
(polymeric chain) 

16. (Ilg(SMe)(OiCCHI) 
(y-picoline)}, 2 
(two independent polymeric 
strand\) 

17. [Hg(O~CC:Il?)Z(S<:6IIO] 2 
(two independent 
Hg atoms in a polymeric 
chain) 

2 

3 

3 

3 

A 

HgZ 
1 p2-S 
2 JL:-s 
1 CI 
1 N' 
Hgl 
1 P2-s 
1 pz-s 
1 CI' 
1 CI' 
w 
1 &2-s 

1 pz-S 
1 CI 
1 " 
I gL2-S 

1 k - S  
1 0 '  
1 0 '  
10' 
1 pz-S 
I fL2-s 

1 0 '  
1 N' 
1 0 '  

Hgl 
1 p2-s 
1 w-s 
1 0 '  
1 " 
1 0' 

Hg2 
1 pt-s 
1 k - s  
1 0' 
1 " 
10' 

Hgl 
1 k - s  
1 pz-s 
1 0 '  
1 0 '  
1 0 '  

H& 
1 pz-s 
1 p:-s 
1 0 '  
1 0 '  
1 0 '  
1 0 '  

2.50(Y) 
2.488(7) 
2.4.511) 
2.44(3) 

2 . 3 ~ q n )  
2.379(8) 
2.74818) 
2.74918) 

2.50.5( 8) 
2.501(8) 
2.479( 10) 
2.39(2) 
2.38715) 
2.405(5) 
2.42(2) 

2.70(2) 
2.471(.5) 
2.432( 5 )  
2.43(2) 
2.432(5) 
2.69( 2) 

2.82(2) 

2.471(7) 
2.41417) 
2.44(2) 
2.49(2) 
2.66(2) 

2.45917) 
2.473(6) 
2.37( 1) 
2.4 1 (2) 
2.80(2) 

2.445(3) 
2.48113) 

2.5.51(10) 
2.378(8) 

2..509(8) 

2.410(3) 

2.514(8) 
2.8S2(9) 

2.403(3) 

2.483(9) 

2. 873( 8) 

127.7(3). 

115.713) 
98.4(.5) 

98.0(7) 

158.1(3). 
8Y.2(3) 

105.9(3) 
96.8(2) 

130.9(2). 
113.2(3) 
112.8(3) 
95.0(6) 

l5Y .q2). 
Y7.0(3) 

100.9(4) 
99.0(3) 
Y2.2(4) 

143.0(2). 
110.8(4) 
W.6(4) 
9.5.4(5) 

int.0(4) 

141.312)' 
86.3(5) 

11 1.6(5) 
88.2(.5) 

128. 116) 

136.1(2). 
107.8(4) 
111.5(4) 
87.1(4) 

135.3(6) 

143.7(1). 

l62.4( I). 
104.1(2) 
93.4(2) 
51.913) 

33 

179 

179 

337 
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TABLE 111 (Continued) 
Comparison of Selected Distances and Angles in Two-Coordinate Mercuric-Thiolate Compounds 

Primary Secondary 
Coordination Bonding Refer- 

Compound" Number* Interactions' Ligandd Hg-L(A) L-IIg-L("y encc 

18 {Hg(Si-Pr)CI}. 2 4 Hgl 16 
(polymeric chain with two 2 JLZ-S 2.378(2) 178.2(2). 
independent Hg sites) 2 CI' 2.985(8) 97.2(2) 

2 C1' 3.342(8) 83.8(2) 
4 0 Hg2 

2 f i rs  2.537(6) 119.5(2). 
2 p,Cl 2.534(8) 115.3(2) 

111.3(2) 
100.1(2) 

19. {fig(S-i-Pr)(02CCH.l), 2 4 1 ~ 2 - S  2.41 156.2. 155 
(polymeric chain) 1 k2-S 2.40 96.7 

10 '  2.42 81.6 
2 0' 2.76 100.1 
1 0 '  3.14 88.7 

(polymeric chain) 1 k2-S 2.42 94.1 
1 0 '  2.47 80.3 
1 0 '  2.86 96.8 
10 '  2.78 89.5 
10 '  2.98 107.8 

20. {H~(S-~-BU)(OZCCHJ)}~ 2 4 1 pz-S 2.40 157.0' 155 

T h e  abbreviation for the penicillamine zwitterion, -SC(CH3)2CH(NHf)CO0 is penH. (208) 
bPrimary coordination number indicating the number of ligands that fall within a reasonable range of thc normal 
sum of the appropriate covalent radii. 
'Secondary bonding interaction indicates the total number of ligands around the mercuric ion that arc bound at a 
distance greater than the sum of the covalent radii but less than or equal to the sum of the appropriate van der 
Waals radii. 
d ( ' )  indicates secondary bonding interaction. 
cy) indicates S-Hg-S bond angles for primary Hg-S bonds from independent ligands. 
fEXAFS data (Refs. 191, 209). 

+ 41 Hg(C7H502S)2-C4HB02 (5) at 2.361 8, and 180". Exceptions, however, 
are not uncommon. For example, the [2 + 21 [H~(SS~(O-~-BU)~)~]  complex 
(207) (2.316 A and 180") has the shortest reported Hg-S bond length, and 
no distortion of the S-Hg-S angle. Factors such as the unusual Si R group 
and the chelate effect of the intramolecular ether oxygen atoms weakly 
bound to the Hg(I1) center (Hg-0' 2.88 A) may explain the unusually 
short Hg-S bond; however, the lack of distortion in the S-Hg-S angle is 
more subtle, and possibly steric in nature. The [2 + 21 complex of peni- 
cillamine, [Hg(~enH)~]Cl~  (37) and the [2 + 11 complex [Hg(cys)(cysH)]Cl 
(189), have primary S-Hg-S angles of 171.6 and 169.8", respectively. Ap- 
parently, the single long Hg-Cl(3.23 A) secondary bond in [Hg(cys)(cysH)Cl 
effects a greater distortion towards trigonal geometry than the two bridging 
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chlorides (one at the same distance of 3.23 A, the other significantly shorter 
at 2.85 A) towards tetrahedral geometry. Again, it is possible that the 
steric bulk present in the penicillamine ligand could restrain the S-Hg-S 
angle. These anomalies demonstrate the rather large steric effect inherent 
with a soft Hg(I1) d’” ion and the practical consideration that must be given 
to any attempt to correlate secondary bonding interactions with bond lengths 
and angles. 

The compound Hg(SC,H,), has been deliberately left out of this dis- 
cussion, since there are questions concerning the accuracy of the reported 
crystallographic data (24). Recent EXAFS data best fits a two-coordinate 
sulfur ligation with bond distances at 2.36(2) A (191, 209). These data are 
consistent with predictions based on the other two-coordinate complexes, 
whereas the crystallographic data give a Hg-S bond distance of 2.45(6) A 
(24). X-ray powder diffraction data, when compared to the powder dif- 
fraction pattern calculated from the crystallographic data, also suggest the 
crystal structure data is incorrect (123). 

2. Polynuclear Complexes 

Syntheses of 1 : 1 Hg(SR) complexes invariably lead to polymeric chains 
or small cluster structures. This class is the most common found within the 
scope of this chapter and a dozen such structurally characterized com- 
pounds are listed in Table 111. The general polymeric formula, {Hg(SR)L,}, 
(where L = acetate. chloride, and/or pyridine bases; x = 1-3), indicates 
the wide selection of mixed-ligand coordination environments accessible. 
The structure consists of (-Hg-S-), chains, often cross-linked into sheets 
by secondary bonding to acetates or halide groups bridging adjacent mer- 
curies. Primary Hg-S bonds are slightly longer than in the mononuclear 
two-coordinate complexes (Hg-S,, = 2.419 vs. 2.339 A, respectively). These 
compounds often crystallize with two independent Hg sites (see Table HI), 
making spectral assignments more difficult, if not impossible. 

The mercuric coordination environment is highly distorted with S-Hg- 
S primary bond angles ranging from 178.2” to 130.2”; Hg-S primary bonds 
are usually asymmetric with one bond -0.01-0.06 A longer than the other 
(Table 111). Secondary bonding interactions play a more noticeable role in 
stabilizing the cationic Hg(1I) center. Whereas mononuclear Hg(SR), have 
average Hg-Cl’ and Hg-0’ secondary bonds at 3.05 and 3.02 A, respec- 
tively, the polymeric {Hg(SR)}, average considerably shorter secondary 
bonds at 2.83 A (Hg-Cl’), 2.64 A (Hg-0’), and 2.44 A (Hg-N’) (Table 
111). Increased secondary bonding interactions and asymmetric primary 
coordination are directly related to the high S-Hg-S angular distortion, 
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as seen in (Hg(SMe)(O,CCH,)(py)},, which has [2 + 31 mercuric coordi- 
nation (32) and a S-Hg-S angle of 143". These distortions, unlike the 
mononuclear bis complexes, do not behave in any predictable fashion. 
Complexes such as the [2 + 11 {Hg(i-PrS)Cl},, (16), with linear S-Hg-S at 
178", are less distorted than [2 + 31 and [2 + 41 complexes. 

D. Three- and Four-Coordinate Complexes 

Unlike the neutral 1 : 1 Hg(SR)L, polymeric compounds and 1 : 2 Hg(SR)2L, 
linear complexes (where L is a nonthiolate ligand), anionic [Hg(SR),-,]"- 
complexes bind Hg(I1) in a primary three- or four-coordinate environment. 
usually with no secondary bonding interactions. A large stoichiometric 
excess of thiolate ligands apparently overcomes the d-s-p hybrid orbital 
rearrangement energy allowing more 6p participation and stabilization (see 
Section 1I.G). The resulting four-coordinate complexes with exclusive thiolate 
coordination are much like the corresponding cadmium and zinc complexes 
(52, 139, 187, 194, 196). The Hg(I1) center also has a considerable three- 
coordinate chemistry in solution and the solid state, as determined by IR,  
Raman, NMR, and X-ray crystallography and discussed throughout this 
chapter. This structural motif was proposed for the coordination of Hg(I1) 
to the Tn501 MerR metalloprotein (202,209). A similar site was proposed 
for the Bacillus MerR protein based on site-specific mutagenesis results. 
(83). 

1.  Mononuclear Complexes 

Table IV contains a summary of the structural data for relevant three- 
and four-coordinate Hg(I1) complexes. These complexes are important as 
models for the higher coordination environment currently postulated in 
MerR, which was invoked to explain its high affinity for Hg(I1) in a buffer 
containing excess thiol(l44). Only two mononuclear three-coordinate Hg- 
thiolate complexes have been structurally characterized to date. [n- 
Bu,N][Hg(SC,H,),] (45) (Fig. 3) is a distorted trigonal planar complex with 
two short Hg-S bonds at 2.41 and 2.43 A and a third longer bond at 2.51 A. 
The largest angular deviation from 120" occurs between the two shorter 
bonds (S-Hg-S of 137") showing a significant distortion towards linear 
geometry; however, all Hg-S bond lengths are within the expected covalent 
bonding distance. The second complex, [Et,N][Hg(S-t-Bu),] (202) (Fig. 
4), is closer to the idealized trigonal planar geometry with the largest 
S-Hg-S angle at 121.2" and bond distances (2.438, 2.436, and 2.451 A) 
fall into narrow range with no distinctly long or short bonds. This structure 
is a particularly valuable model complex because the alkylthiolate ligands 



TABLE IV 
Comparison of Selected Distances and Angles in Three- and Four-Coordination Mercuric-Thiolate 

Primary Secondary 
Coordination Bonding Refer- 

Compound Number" Interactions* Ligand'.d IIg-L(A) L,-Hg-L(") ence 

(Et,N][Hg(S-t-Bu)i] 3 0 1s 2.438(1) 121.24(4) 202 
I S  2.451(1) 120.85(4) 
1 s  2.436(1) 117.90(4) 

1s 2.407(3) 102.9(1) 
1 s  2.431(3) 137.1(1) 

( ~ - B ~ ~ N ] [ ~ I ~ ( S C ~ I I I ) ~ ]  3 0 1s 2.507(3) 120.0(1) 45 

Hg(I1)-substituted 3 1 1 IIis 2.34(5) 100 46 
poplar plastocj-anin 2.25(3)' 133 

1IIis 2.36(5) 119 

1 ('ys 2.38(5) 112 
2.32(3)' 101 

1 Met' 3.02(5) 

2 s  2.552(1) 114.43(7) 

2.25(3)( 81 

[Me,N]# b&sc61 I J C ~ ) ~ ]  4 0 2s 2.537(1) 119.79(6) 43 

109.84(4) 
101.76(4) 

1s 2.606(8) 1W.2(2) 
[EtNz[I  k(s6)z 1 4 0 1 s  2.505(5) 117.0(2) 138 

1s 2.5 17(6) 99.6( 2) 
1 s  2.527(5) 109.6(2) 

1s 2.538(4) 119.3(1) 
1 s  2.553(5) 113.0(1) 
1s  2.564(4) 1W.4(1) 

96.4( 1) 
96. I(1) 

IPhPIz[Hg(S,)zl 4 0 1 s  2.547(4) 124.4(2) 139 

[PhiP]2[Hg,(SCHzCI 12S),] 4 0 Hgl 85 
2 k2-S 2.563(2) 101.1(3) 
2 p.:-S 2.545(2) 115.0(1) 

107.6(1) 

2s 2.371(2) 159.0(1) 
2 S'  2.864(2) 85.6(1) 

87.5(1) 
107. h( 1) 

116.0(1) 

2 2 2 Hg* 

[EtJNl:l&(SMej,l 2 Hg* 
(two equivalent Hg 4 0 1 s  2.438(2) 121.87(7) 23 
sites) 1 s  2.473(2) llh.W(7) 

1 p.2-S 2.629(2) 106.98(6) 
1 p.2-S 2.706(2) 104.94(6) 

108.68(7) 
94.27( 5 )  

WdS-r-Bu);}, 4 0 2 IL,-S 2.59(2) 121(1) 114 
(poiymeric chain) 2 p.2-s 2.66(2) W 1 )  

87(1) 

341 
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TABLE IV (Continued) 
Comparison of Selected Distances and Angles in Three- and Four-Coordination Mercuric-Thiolatc 

Primary Secondary 
Coordination Bonding Refer- 

Compound NumbeP Interactionb Ligand',d Hg-L(A) L-IIg-L(") ence 

IHg(S-n-Buh1. 4 0 Hgl 178 
(polymeric chain) 1 p2-S 2.482(5) 122.2(1) 

1 p2-S 2.552(4) 114.5(2) 
1 p2-S 2.549(5) 113.0(2) 
1 p2-S 2.628(5) 106.4(2) 

102.4(2) 
94.3(2) 

HgZ 
4 0 1 p2-S 2.500(5) 117.9(2) 

1 p.2-S 2.524(5) 115.0(1) 
1 p2-S 2.535(5) 109.5(2) 
1 p2-S 2.584(4) 106.1(2) 

105.0(2) 
103.7(2) 

(polymeric chain, two 1 s  2.420(1) 143.8(1) 
independent Hg sites) 1 s  2.442(11 118.8(1) 

1 p2-S 2.772(1) 104.4(1) 

Y4.2(1) 
86.4(1) 

IHg,(SC:H2CI12S)Jn 4 0 2 Hg* 85 

1 ~2-s  2.675(1) 99.3(1) 

[Ph,P][ Hg,(SClI:C,,Ha 3Hg* 86 
CH~S)~] .~MCOII  4 0 2 s  2.423 107.5 
(cluster., three equiva- 1 p2-s 2.642 90.3 
lent Hg atoms) 1 ps-S 2.775 84.3 

'Primary coordination number indicating the number of ligands that fall within a reasonable range of the normal sum 
of the appropriate covalent radii. 
bSecondary bonding interaction indicates the number of ligands around the mercuric ion that are bound at a distance 
greater than the sum of the covalent radii but less than or equal to the sum of the appropriate van der Waals radii. 
c(') indicates secondary bonding interaction. 
d ( * )  Indicates symmetrically equivalent Hg. 
'EXAFS data Ref. 112. 

are electronically similar to the biological ligand cysteine. Thiophenolate 
ligands, on the other hand, have a lower pK, than the alkylthiolates and 
ligand-based low energy UV transitions (n 4 n*), which obscure ligand- 
metal charge-transfer bands. Under conditions where the trigonal structure 
is maintained, bond lengths in solution appear to be similar to those in the 
solid state. Using large angle X-ray scattering (LAXS), Person and Zintl 
(152) report average solution bond lengths at 2.454( 11) and 2.457(7) 
for mononuclear, trigonal [Hg(S-n-Bu),]- and [Hg(SC6H5)3]-, respec- 
tively. This is consistent with the solid-state data (202). 
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Figure 3. 
based on Ref. 45. 

Molecular structure with Hg-S bond lengths and angles of IHg(SC,H,),]- anion, 

Other Hg-thiolate complexes with a stoichiometry of Hg(SR);, are 
dimeric [Hg2(SR)6]2 clusters with bridging thiolates. Figure 5 shows the 
structure of [(MeS),Hg( pSMe)2Hg(SMe)2]2 (23). The central sulfurs are 
shown to bridge asymmetrically (2.629 vs. 2.706 A), with each "half" of 
the dimer strongly distorted towards trigonal geometry. Indeed, these di- 
mers are believed to dissociate upon solvation to form the mononuclear, 
trigonal species (22). 

Only three monomeric four-coordinate complexes, [Me,N][Hg(SC&CI),] 
(43)- [Et,N][Hg(S,),] (138), and [Ph,P],[Hg(S,),] (139) (Table 1V) have 
been structurally characterized. All these complexes have a distorted 
tetrahedral geometry with the largest S-Hg-S angle at 119.8", 117", and 
124.4", respectively. Bond lengths range between 2.505 and 2.606 A, and 
although some exceed the 2.52 8, sum of the covalent radii given in Table 
11, the lack of any obvious short or long Hg-S bonds and the relatively 
undistorted S-Hg-S angles (-109O) make it clear that these bonds are all 
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Figure 4. 
based on Ref. 202. 

Molecular structure with Hg-S bond lengths and angles of [Hg(S-t-Bu),] anion, 

covalent. Figure 6 shows the [Hg(SC,H,Cl),]*- anion, the only structurally 
characterized mononuclear, tetrahedral Hg-thiolate complex in the liter- 
ature to date. These distances are all longer than those in two- and three- 
coordinate Hg-thiolate complexes, continuing the trend toward longer bonds 
upon increasing coordination number. 

2. Polynuclear Complexes 

The Hg(I1) center easily forms four-coordinate multimeric complexes 
with bridging thiolate ligands. This binding motif was proposed for Hg(I1)- 
metallothionein after titration with four equivalents of Hg(I1) (101). Table 
IV lists several four-coordinate model cluster compounds. All the com- 
pounds are anionic except for the neutral {Hg(S-t-Bu),}, (114) (Fig. 7) and 
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Figure 5 .  
anion, based on Ref. 23. 

Molecular structure and Hg-S bond lengths of [(MeS)ZHg(pz-SMe)ZHg(SMe),]Z- 

{Hg(S-n-Bu),}, (178). Structural trends are difficult to rationalize for this 
series since the sterically smaller ligands EtS- and MeS- form neutral, 
linear, mononuclear two-coordinate compounds (24, 25). 

The trinuclear anion, [Hg3(SC2H4S)4]2- (85),  was originally described 
with one central four-coordinate Hg atom with bridging thiolate ligands 
with two symmetrically related four-coordinate Hg’ atoms. A better de- 
scription, indicated in Fig. 8, is one central four-coordinate Hg atom with 
a pair of two-coordinated Hg‘ atoms: the coordination environment of Hg’ 
is thus [2 + 21. Bond lengths are consistent with four- and two-coordinate 
terminal thiolate coordination about Hg and Hg‘ ~ respectively (Table IV). 
The “bridging” thiolates are viewed instead as intramolecular secondary 
bonding interactons. Spectroscopic data for this complex should be par- 
ticularly useful in substantiating the bonding definition proposed in this 
chapter. 

E. Thioether Complexes 

Methionine weakly coordinates Cu(I1) in the native and Hg(I1) in the 
metal substituted poplar plastocyanin (46, 48). Although secondary bond- 



Figure 6. 
011 Ref. 43. 

Molecular structure and Hg-S bond lengths of [Hg( p-SC6H4C1),]'- anion, based 

Figure 7. Molecular structure and Hg-S 
bond lengths of the polymeric {Hg(S-t-Bu)2}, , 
based on Ref. 114. 

346 
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2.852 A;' 

Figure 8. Molecular structure and Hg-S bond lengths of the trimetallic cluster [Hg3(SC2H,S),]*- , 
based on (85). Intramolecular secondary bonding interactions are indicated by the dashed 
line. 

ing interactions can be important for overall stability, this mode is not the 
only type of coordination observed for thioether ligands. The neutral sulfur 
donor, although a poor ligand relative to thiolate, can bond covalently to 
Hg(1I) preferentially over anionic ligands such as chloride (see Table V). 
Two-coordinate complexes are much less numerous and have shorter pri- 
mary bonds than higher coordinate complexes [average Hg-(SRJ 2.451 
and 2.580 A, respectively]. Halides and other common counterions play 
an important role in primary and secondary bonding. 

Coordination numbers are not as readily apparent for thioether com- 
plexes because many secondary bonding interactions for sulfur, chloride, 
and oxygen lie within 0.1 A of the listed covalent bond lengths (Table 11). 
A list of some of the structurally characterized Hg-thioether complexes is 
given in Table V. Thioether containing complexes have been assigned 
primary coordination numbers and secondary bonding interactions as with 
the thiolate complexes; however, some assignments may have little chem- 
ical or physical significance. 



TABLE V 
Selected Bond Distances and Andes in Mercuric-Thioether Compounds - I 

Primary Secondary 

Compound Number" Interactionsb Ligand' Hg-L(A) 
Coordination Bonding 

[ Hg(6-mercaptop~rine)~Cl~] 2 2 

(fHg(Me(EtCtlPhCH2) 2 3 
S)CI212}" 
(polymeric chain) 

4 

2 

[Hg(l.4-thio~an)~CI~] 4 

4 

0 

0 

1 

1 

L 

2 s  
2 CI' 

1 s  
1 CI 
1 FT 
CI' 
1 cL3- 

CI' 
1 F3- 
CI ' 
Hi$ 
1 s  
1 s  
1 pz-CI 
1 c 1  

Hg2 
1 CI 
1 CI 
1 Kz-Cl 
1 s  
1 s  
1 CI 
1 c1 
1 s  
1 s  
1 CI 
1 CI 
1s 
1 s  
1 s  
1 s  
10' 
1 s  
1 s  
I S  
1 s  
10 '  
1 s  
1 s  
10 
10 
1 0 '  
10 '  

2.460(3) 
2.622(3) 

2.433(4) 
2.315(5) 
2.677(5) 
2.838(10) 
2.995(10) 

2.552(6) 
2.672(7) 
2.427(6) 
2.460(6) 

2.315(7) 
2.313(7) 

2.54(2) 
2.59(2) 
2.43(2) 
2.52(2) 
2.580(2) 
2.699(2) 
2.107(3) 
2.419(3) 
2.58(4) 
2.51(5) 
2.60(5) 
2.71(1) 
2.35(1) 
2.663(5) 
2.587( 6) 
2.650( 6) 
2.563(5) 
2.76(2) 
2.436(5) 
2.537(4) 
2.28(1) 
2.259(9) 

3.03( 1) 

2.900(6) 

3 W 1 )  

Kefer- 
L-HC-I.(")d cnce 

139.8( 1)' 
95.7(1) 

105.1(1) 
149.8(2) 
103.5(2) 
91.4(2) 
79.0(2) 

103.2(2) 

116.8( 1) 

85.2(2). 
134.19( 19) 
101.3(2) 
110.6(2) 

166.8(2) 
95.2(2) 

115.0(8). 
112.0(6) 
114.0(6) 
1O3.0( 3) 
83.15(6). 

109.11(8) 
112.19(8) 
117.54(9) 

157(1) 
9 7 m  

152(1) 
93(11 
91.5 

159.6 
163.5 

123.2( i)' 
120.2(2) 
9 4 4 3 )  

130.2(3) 
46.3(3) 

116 

17 

53 

131 

3 

3 

106 

20 

348 
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TABLE V (Continued) 
Selected Bond Distances and Angles in Mercuric-Thioether Compounds 

Compound 

Primary Secondary 
Coordination Bonding Kefcr- 

Number" Interactionsh Lipand' Hg-L(A) L-ILC-LP)d ence 

[Hg(metI 1)z][C10.,]~2H20(i) 4 2 1 s  2.500(4) 122.7(1). 31 
(intermolecular cross- 1s  2.475(4) 
linking thru carhoxylates) 1 0  2.27(1) 

1 0  ?.32(1) 
1 0 '  ?.X?(1) 
1 0' 2.86(1) 

"Primary coordination number indicating the number of ligands that fall within a reasonable range of the normal sum 
of the appropriate covalent radii. 

bSecondary bonding interactions indicate the total number of ligands around the mercuric ion that are hound at a 
distance greater the sum of the covalent radii hut less than or equal to thc sum of the appropriate van der Waals 
radii. 
'(') indicates secondary bonding interaction. 
dC) indicates S-fig-S bond angles for primary lig-S bonds from independent ligands. 
TODTCOD - 1,4,7.10-tetraoxa-13,16-dithiacyclooctadccane. 
"ITCTD 7 1 ,4,8,1l-tetrathiacyclotetradc~ane. 
W C H D  = 1 .S,Y.I3-tetrathiacyclohexadecane. 
%thH - cthionine zwitterion. 
'met13 : methioninc zwitterion. 

F. Statistical Survey of Thiolate-Containing Complexes of Hg(I1) 

Table VI is a statistical analysis of the primary bond length data pre- 
sented in Tables 111-V. A cautionary note is in order when considering 
such small data sets, highlighting the need for more model complexes. 
With this current definition of coordination number, however. a simple 
correlation between the Hg-S bond length and the primary coordination 
number can be drawn. The mean Hg-S bond lengths increase -0.1 A with 
primary coordination number for both mononuclear and polynuclear com- 
plexes and distinct ranges of bond lengths are apparent for each type of 
coordination. These data are useful in interpreting EXAFS results and 
permit judicious deduction of the binding site geometry. Coupled with 
modern spectroscopic and molecular biological tools, it should be possible 
to critically examine and refine the molecular structural interpretation of 
Hg-binding sites in proteins. 

Only one crystal structure of a Hg(I1)-substituted metalloprotein has 
been solved where the Hg binding site is known to high resolution (1.9 A). 
The structure of Hg(I1)-substituted poplar plastocyanin provides a partic- 
ularly interesting example, with Hg(I1) coordinated to two histidines (His), 
one cysteine (Cys) and one methionine (Met) (46). The effect of Hg sub- 
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TABLE VI 
Statistical Survey of Coordination Number and Hg-S Bond Length 

Coordination Number of 
Numbef Range (A) Mean (A) U b  Complexes 

Two' 
Threed 
Four' 

Mononuclear, Thiolate 

2.316-2.361 2.34 0.02 7 
2.407-2.507 2.44 0.03 2 
2.505-2.606 2.54 0.02 3 

Cluster, Thiolate 

Two, bridging' 2.378-2.490 2.42 0.04 13 
Three, bridgingg 2.488-2.509 2.50 0.01 2 
Four, bridgingh 2.482-2.772 2.62 0.07 6 
Four, terminal' 2.420-2.442 2.43 0.01 3 

Mononuclear, Thioether 

Two' 
Fourk 

2.433-2.460 2.451 0.013 2 
2.470-2.710 2.580 0.074 7 

"Only primary bonding interactions. 
*Standard deviation of measurements. 
'References 5, 10, 21, 25, 37, 189, 207. 
qeferences 45, 202. 
'References 43, 138, 139. 
'References 16, 32, 33, 39, 155, 179, 189. 
KReferencs 32. 33. 
hReferences 16, 23, 86, 114, 178. 
'References 23, 85, 86. 
'References 17. 116. 
kReferences 3. 20, 37, 53, 106, 131. 

stitution for Cu had little effect on the geometry of the metal binding site, 
indicating that the polypeptide structure defines the metal binding site. 
Our analysis of the structural data does include complexes with one thiolate 
ligand, and the basic correlations and coordination requirements are ex- 
pected to be analogous. Church et al. (46) report the one His-Hg-His and 
two His-Hg-Cys bond angles at 100" and 133", 119" respectively, forming 
a distorted trigonal geometry, and the Hg atom lies only 0.036 A out of 
the N(His), N(His), S(Cys) plane. The weak Hg-Met interaction (3.02 A) 
is considered a secondary bond. They point out that the unusually short 
Hg-Cys bond (2.38 A) for the three- or four-coordinate Hg(I1) ion is more 
typical of two-coordinate Hg(I1) and report normal Hg-N bond distances 
(Hg-His at 2.34 and 2.36 A) with respect to pyridine adducts of the po- 
lymeric (-Hg-(SR)-), complexes (as seen in Table 111, compounds No. 
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12, 13, 15, 16) (46). Compared to the data in Table VI, the Hg-Cys bond 
length is consistent with three coordination, allowing for a slight additional 
shortening due to a net positive charge on Hg(I1). The Hg-His bonds are 
longer than the sum of the Hg(I1) and N covalent radii (2.23 A) however, 
and by the definition in Section 1I.C are secondary bonding interactions. 
Short Hg-N(pyridine) bonds ranging from 2.11 to 2.27 A are reported in 
several two coordinate [Hg(py),]L2 complexes (where L # thiolate) (31, 
76, go), which are more consistent with primary bonding. The statistical 
data suggest the reported Hg-N bond lengths are too long. This postulate 
is supported by recent EXAFS results on Hg poplar plastocyanin that 
indicate shorter Hg-His bonds at 2.2.5 (3) A and Hg-Cys at 2.32 (3) A. 
which, within experimental error, are primary Hg-N bonds (1 12). The 
discrepancy between EXAFS and the crystallographic results is not large, 
however, considering the relative experimental errors, and points out the 
limits of interpretation for data obtained by these methods. 

G. The Zinc Family Paradox 

The low coordination numbers for Hg(I1) are scarcely seen in Zn(I1) 
and Cd(II), which favor four and six coordination. Theoretical rationali- 
zations must explain such complex behavior within the framework of the 
filled d"' orbitals. Four coordination for Cd and Zn is described simply 
using sp7 hybridization of the empty s and p orbitals and expansion of the 
coordination sphere. Nyholm used ionization potential data to compare 
Hg coordination to that in Cd and Zn complexes and attributed the unusual 
two-coordinate chemistry of Hg(I1) to a large 6s-6p orbital separation 
scheme favoring s-p linear hybrids over tetrahedral sp3 hybrids (142). Orgel 
pointed out that the actual difference in 6s-6p orbital separation was too 
small to account for the observed prevalence of linear coordination (146). 
Instead, Orgel suggested that the rather small difference in the Hg(I1) Sd'" 
+ 5d' 6s promotion energy, approximately one-half that of Zn(I1) and 
Cd(II), allows significant S d p - 6 ~  orbital hybridization for certain HgLz 
complexes, stabilizing the linear conformation. This electronic rearrange- 
ment permits formation of an empty orbital with d,: character that is avail- 
able for linear bonding interactions. 

Relativistic arguments lend support to both proposed hybrid schemes. 
The relativistic effect on the heavy sixth row elements lowers the energy 
of the s and p orbitals and, as a result of more effective nuclear screening, 
effectively raises the d and f orbital energies. Nonrelativistic 6s-6p energy 
differences are one-half the relativistic separations, while the lowered 6s 
and raised 5d orbitals explain the low Sdi0-5d96s promotion energy (156). 
Fisher and Drago have extended Orgel's hybridization scheme to include 
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some 6p2 participation (61). The extent of the orbital mixing is dependent 
on the electron-donating strength of the ligand. Methide is an exceptionally 
strong electron donor and causes extensive d-s-p hybridization in Hg(CH,),. 
which is linear and shows little tendency to expand its coordination sphere 
(61). Chloride, on the other hand, is much less electron donating and effects 
only minor d-s-p hybridization; thus, strong secondary bonding interac- 
tions characterize these Hg-Cl complexes (61). Compared to halides, thiol- 
ates are stronger, more polarizable donor ligands and so behave in their 
coordination chemistry with Hg(I1). Secondary bonding interactions are 
observed in both the solid state and in solution, but they are neither as 
strong nor as prevalent as with the mercuric halides. 

Tossel and Vaughan argue that the d-s hybridization alone does not 
specifically favor low coordination numbers, but rather the overriding fac- 
tor in determining the bonding geometry for Hg(I1) is minimization of the 
metal d (Md) orbital interactions with ligand p (Lp) nonbonding orbitals 
(190). Upon increasing coordination number, the energy of the Md orbitals 
is raised, whereas those of the Lp orbitals are unchanged. If the Md orbitals 
have slightly lower energy than the Lp orbitals, low coordination number 
is favored so as to minimize the resulting interaction. Conversely, high 
coordination number is favored if the reverse is true. The Md orbitals for 
Zn(I1) and Cd(I1) lie well below the nonbonding p orbitals for sulfur and 
apparently do not significantly interact even for higher coordination num- 
bers. The Md for Hg(I1) lie only slightly below the sulfur Lp, because of 
the relativistic effects on the 5d atomic orbitals, however, and much stronger 
destabilization is felt with increasing coordination number (190). 

Complete theoretical explanations of bonding in three- and four-coor- 
dinate Hg(I1) complexes are, at present, lacking. Fisher and Drago explain 
Zn(I1) and Cd(I1) bonding as essentially n-s and n-p in character as the 
larger nd-ns separation prevents d-s mixing (61). A simplistic description 
for Hg(I1) would then assume higher coordination numbers suppress d-s 
hybridization and bonding is chiefly 6s and 6p in character. The Md-Lp 
orbital interaction scheme proposed above by Tossel and Vaughan (190) 
does not adequately explain the dearth of higher coordination number 
compounds for Hg(I1). 

H. EXAFS Characterization of a Hg(Cys)3 Binding Site in MerR 

The Hg(I1) substituted proteins can be studied using extended X-ray 
absorption fine structure (EXAFS) (112, 170). Although EXAFS affords 
information only for an average structural environment, and furnishes no 
indication of sample homogeneity, the technique can yield accurate infor- 
mation on average metal-ligand distances. 
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To investigate the coordination Hg(I1) environment in MerR, Hg X-ray 
absorption spectra have been obtained utilizing the Hg-LIII absorption edge 
(191,209). EXAFS data were collected on structurally characterized model 
Hg(I1) compounds having two, three, and four thiolate ligands (209). Pro- 
tein EXAFS data were collected on lyophilized and ammonium sulfate- 
precipitated Hg-MerR. The EXAFS spectra and corresponding Fourier 
transforms showed only a single resolved shell of scatterers. The best fits 
for a single shell of S scatterers are shown in Table VII (191). Only modest 
improvements in the quality of fit were obtained by including either a 
second shell of 1 S atom or 2 N atoms. For fits including N atoms, it was 
not possible to refine Hg-N distances consistently from sample to sample. 
Furthermore, possible histidine coordination was ruled out by the absence 
of a second shell of C atoms. A survey of the available structurally char- 
acterized Hg(1I)-thiolate coordination complexes suggested that the most 
reasonable interpretation of the EXAFS results is for Hg(I1) bound by 
three thiolate ligands at an average bond distance of 2.43 A. As seen in 
Table VI, the average bond distance of three-coordinate Hg(I1)-thiolate 
complexes is 2.44(3) A. The EXAFS results for the Hg(I1) protein are 
consistent with an Hg(SR)3 environment. Chloride or exogeneous buffer 
thiol ligation was ruled out by spectrophotometric titrations and gel filtra- 
tion studies using radiolabeled thiols (210). Since addition of a third thiolate 
ligand to Hg(I1) can be thermodynamically favored in some environments, 
as discussed in Section III.A, a three-coordinate thiolate Hg(I1)-bind- 
ing site in MerR can provide an additional driving force favoring Hg(I1) 
binding to the MerR receptor site over the cellular thiol pool. 

TABLE VII 
EXAFS Curve-Fitting Results for a Single Lyophilized Sample of Hg-MerR“ 

Type (A) (Bonds) (A2 x lo3) (A) (Bonds) (A2 x 10’) “F”‘ 

1 Shell S 2.43 2.8 - 1.2 4.3 
1 Shell S 2.43 3 -0.8 4.4 

2 Shell S 2.41 2 -3.2 2.51 1 0.3 4.0 
1 Shell S 2.43 2 - 1.0 2.27 2 8.6 4.0 
1 Shell N 

Hg-SR n (Hg-S) Au2 ( b )  IIg-‘X’ n (Hg-X) Au’ (b)  

n fixed 

“Data are for a lyophilized sample with the optimum signal to noise. An average of three data sets does 
not statistically distinguish a model composed of a single shell of 3 S atoms from a model with a single 
shell composed of 1 N and 2 S atoms (209). 
b A d  is the variation in the Debye-Waller factor relative to the appropriate model compound. 
The  goodness of fit, F = [ ( ~ ~ * ~ ~ k ~ - x ~ ~ ~ p k ~ ) ~ / ( N  - 1)~1’2((Xk3),,-(Xk)),,,1.100%. 
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111. AQUEOUS Hg(I1) CHEMISTRY 

Apart from the ionic Hg(I1) complexes derived from strong oxy acids, 
(e.g., sulfate, nitrate, and perchlorate), acetate, and fluoride, the over- 
whelming majority of Hg(I1) compounds are covalent. Unfortunately, sim- 
ple thiolate complexes of Hg(I1) tend to be quite insoluble in aqueous 
solution. As a result, thermodynamic data for aqueous Hg(I1) thiolate or 
halide complexes are scarce. Thiolate ligands are often considered to be 
pseudohalides. Consequently, an understanding of mercuric halide chem- 
istry can be utilized in studying thiolate chemistry. This comparative ap- 
proach will be used in several of the following sections as thermodynamic 
and spectroscopic data are used to predict trends for the chemical behavior 
of thiolate ligands. The following sections on the solution chemistry of 
Hg(I1) serve to introduce us to the general trends observed for the for- 
mation of thiolate complexes with Hg(I1). Although not intended to be a 
complete survey of all the reported thermodynamic values for complexes 
involving the Hg(I1)-thiolates, the lack of thermodynamic information 
available, particularly for the formation reactions involving the three- and 
four-coordinate complexes, highlights the need for further study of Hg- 
thiolate chemistry. 

A. Thermodynamics 

As reviewed by Ahrland, Hg(I1) compounds follow the expected ther- 
modynamic trends for the formation of soft metal ion complexes: reactions 
between soft acceptors and soft donors are strongly exothermic, with very 
little change in entropy (2). Since soft metal ions are generally much more 
weakly hydrated than are hard metal ions, the energy released upon for- 
mation of a covalent bond between the metal and soft ligand is not offset 
by a large energy requirement for dehydration of the metal ion. Thus, no 
large entropy increases are likely to occur upon complexation and the 
formation free energies are dominated by the exothermicity of the covalent 
bond formation. These trends are nicely illustrated by the halides of Hg(II), 
as seen in Table VIII. The first and second stepwise formation enthalpies 
for mercuric halides, AHI and A H z ,  are similar, as are the third and fourth 
stepwise formation enthalpies. AH3 and AH,. Throughout the series of 
halides, the first two formation enthalpies are much larger than those for 
the addition of the third and fourth ligands. The change in the magnitude 
of the stepwise formation enthalpy upon addition of the third undoubtedly 
reflects the change in coordination geometry from linear to trigonal or 
tetrahedral. As the halides become softer on going from chloride to iodide, 
the AHn (and consequentially AG,) for all steps become dramatically larger. 
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For example, AH, is -24.7 kJ-mol-' for chloride, -42.2 kJ-mol-' for 
bromide, and -75.3 kJ-mol-' for iodide. Thus, the increasingly covalent 
character of the Hg-X bonds is reflected in the larger AHn values measured 
as the ligands to Hg(I1) become softer. The formation reactions and ther- 
modynamics for inorganic ligands with Hg(I1) have been thoroughly re- 
viewed (89). 

In aqueous solution the stepwise formation constants for thiolate com- 
plexes follow the same general trend as those of the halides, but the dif- 
ference between the first two formation enthalpies and the third and fourth 
formation enthalpies are much larger than in the halide series. Until re- 
cently, aqueous studies of cysteine and glutathione formation constants 
have been unable to provide evidence for three- and four-coordinate Hg- 
thiolate species. These studies have typically indicated large formation 
constants for the two-coordinate complexes with thiolate ligands. For ex- 
ample, cysteinate has been found to have log p2 values ranging from 39.4 
to 43.6, where p2 is the cumulative formation constant for addition of two 
ligands (180, 197). Similarly, the formation constant for addition of the 
first ligand, K1, was reported to be -10142 (117). Despite the large ranges 
of experimentally determined formation constants for several thiolate con- 
taining ligands, reflecting limitations of the mercury electrode systems com- 
monly used for these measurements, systematic studies have been made 
of the chelating ability of various sulfhydryl containing ligands (40). For- 
mation constants and thermodynamic functions for some principal Hg- 
thiolate complexes are tabulated in Tables VIII and IX. 

Mercury(I1)-thiolate complexes have been successfully studied in pyr- 
idine solution (152,213). Unlike the bis complexes described above, several 
trigonal mononuclear thiolate-Hg( 11) complexes have been postulated for 
butane thiolate and benzene thiolate ligands in pyridine solution. In these 
studies the sharp differences between the formation energies for the ad- 
dition of the first, second, and third ligands is lost. Although AH,  is slightly 
larger than the AH2 and AH, values, the latter two formation enthalpies 
are similar in magnitude. These trends are depicted in Table VIII. In 
pyridine it is quite evident that three very strong bonds are made to Hg(I1); 
there was no evidence for the addition of a fourth thiolate ligand (213). 
Pyridine solutions of the trigonal n-butylthiolato- and phenylthiolato- 
mercury(I1) complexes were studied by large angle X-ray scattering and 
found to be trigonal planar with average bond distances of 2.454(11) and 
2.475(7) A, respectively (152). These results are consistent with the crys- 
talline structures for homologous trigonal compounds, for which the few 
examples available have been shown to have average bond distances of 
2.44(3) A, as discussed in Section 11. D. 
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Recent 13C NMR investigations of Hg(I1)-thiol ligand exchange kinetics 
have demonstrated the existence of three-coordinate aqueous Hg(I1) com- 
plexes with L-cysteine, glutathione, and D,L-penicillamine (42). These com- 
plexes have been further studied by polarimetry; the complex formation 
constants for glutathione are in good agreement with those obtained from 
I3C NMR data (174). Calculations based upon the formation constants 
obtained for addition of the third thiolate ligand from NMR data indicate 
that significant amounts of the three-coordinate complex are formed with 
Hg(I1) when thiolate ligand is present in large excess. For example, the 
formation constants obtained for glutathione predict that nearly 10% of 
the Hg(I1) from a 1 x M Hg(I1) solution will be found as the [Hg(SR),]- 
species at physiological glutathione concentrations and pH (42). 

Thioethers have also been shown to form strong complexes with Hg(I1) 
in aqueous solution (47, 104, 105, 127, 137). The chelate effect has been 
utilized in several of these thioether compounds in efforts to improve che- 
lation therapy in Hg(I1) poisoning (13). Several of the formation constants 
of ligand systems based on thioethers are in Table IX. In contrast to 
thiolates, only weak Hg(I1)-thioether complexes are formed in highly do- 
nating solvents such as dimethyl sulfoxide and pyridine (213). 

B. Lability of Hg(I1)-Thiolate Ligand Complexes 

As discussed in previous sections, sulfhydryl ligands have an extremely 
high affinity for mercuric ion. Despite the strength of these complexes, a 
considerable body of evidence is consistent with the lability of Hg(I1)- 
thioiate complexes toward exchange with sulfhydryl ligands. Evidence for 
the role of thiol ligands as being the predominant ligand to mercury in 
biological systems comes from 'H NMR studies of intact erythrocytes. 
which indicate that the sulfhydryl-containing tripeptide glutathione com- 
plexes Hg(I1) (95). In aqueous solution, 13C NMR spectra of Hg(SR)2 
complexes fail to detect 13C-1wHg coupling; this result has also been inter- 
preted as a result of the lability of Hg(I1)-thiol bonds (66). For glutathione 
(GSH) complexes of Hg( XI), 13C resonances are exchange-averaged be- 
tween the free and complexed forms of glutathione, suggesting exchange 
rates that are fast on the NMR time scale. 

In an effort to determine the reactions involved in Hg(It)-thiol ex- 
change, Cheesman et al. (42), have studied complexes of Hg(I1) formed 
in the presence of excess glutathione, cysteine, and penicillamine. Mea- 
surements of I3C NMR spectra as a function of pH provide data suggesting 
that [Hg(SR),]- complexes are formed in significant concentrations at 
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thiol: Hg ratios >2: 1. These results were particularly surprising given the 
absence of detectable aqueous f Hg(SR),]- species in earlier investigations 
of Hg(I1) reactions with glutathione and cysteine ligands (40, 180, 197). 
The presence of significant quantities of [Hg(SR),]- in aqueous solution 
in the physiological pH range provides a convenient mechanism for rapid 
thiol exchange. The only [Hg(SR),]- complexes characterized structurally 
to date have trigonal planar geometry, although vibrational spectroscopic 
studies of alkyl thiolate complexes suggest other geometries are possible 
(119). The addition of the third glutathione ligand to Hg(I1) may result in 
the formation of a symmetric planar complex. All of the ligands in such a 
complex have the same probability of dissociating; an [Hg(SR),]- complex 
would then provide a convenient mechanism for the rapid exchange of 
thiol between the bound and free forms. Since an associative exchange 
mechanism via a three-coordinate intermediate is expected, the existence 
of the three-coordinate complex provides a kinetic explanation for the 
observation that Hg(I1)-thiolate complexes are more labile in cell extracts 
(42). These studies also provided rate constants for the exchange of glu- 
tathione, as outlined in Eqs. 1 and 2. 

The rates for loss of the third thiolate or thiol ligand (k1 and k - ? )  are 
6.3(3.0) x lo3 s ’ and 6.3(1.0) x 10’ Lsmol - l  s -  l ,  respectively. At pH 7, 
the average lifetime of the [Hg(SG),]- species was calculated to be 1.4 X 

s. Using ligand-to-metal ratios (RSH: Hg) as high as 6: 1.  these workers 
did not find it necessary to include [Hg(SG),]’- to fit the chemical shift 
data expressed either as functions of GSH:Hg ratio or pH. The absence 
of four-coordinate species in this system may reflect a smaller formation 
constant for addition of the fourth ligand, implying that large excesses of 
thiol are necessary for formation of a four-coordinate species. For example, 
in an investigation of the electronic spectra of tetrahalide complexes of 
Hg(II), Day and Seal reported that qualitatively a minimum of 10-fold 
molar excess of halide over complex was necessary to position the equi- 
librium towards full formation of the four-coordinate bromo- and chloro- 
species (55) .  

The extent to which one thiol displaces another in bis complexes has 
also been demonstrated by using 13C NMR and polarimetry for the ligands 
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glutathione, penicillamine, and mercaptoethylamine (174). The stability of 
these complexes at physiological pH was found to decrease in the order 
Hg(mer~aptoethy1arnine)~ > Hg(penicillarnine), > Hg(glutathione)*. Equi- 
librium constants for the displacement reactions were found to be 1.12 for 
the displacement of glutathione by penicillamine and 1.19 for the displace- 
ment of penicillamine by mercaptoethylamine. These studies also examined 
the formation of [Hg(SR)$ species for glutathione; the formation constant 
obtained by polarimetry was consistent with that obtained from NMR data 
(42, 174). 

A dramatic demonstration of the facile exchange between Hg(I1) and 
thiolate ligands has been observed in metal exchange reactions of the all- 
Cd(I1) form of metallothionein (MT) with the all-Hg(I1) metallothionein 
monitored by the changes in absorbance of a ligand-to-metal charge trans- 
fer (LMCT) band at 300 nm (101). A consequence of the strong complexes 
that Hg(I1) makes with thiolate ligands is that the expected formation 
constants for the Hg(I1) and Cd(I1) forms of metallothionein are noticeably 
large (e.g., Table IX). While the reactions of the divalent heavy metals 
with thiolate ligands is expected to be nearly diffusion controlled, the 
expected off-rates for Cd(I1) and Hg(I1) from metallothionein are expected 
to be quite low. Consequently, the free metal ion concentrations in these 
protein solutions is expected to be much lower, and the ability of Hg(I1) 
and Cd(1I) to exchange in a facile manner led Johnson and Armitage to 
suggest that a direct interaction between the Cd-MT and Hg-MT metal 
sites accounted for the rapid exchange (101). Displacement reactions of 
Cd(I1) from Cd-metallothionein by Hg(1I) were also observed to occur 
rapidly, again suggesting that exchange occurs via a metal-thiolate inter- 
mediate. The ready displacement of Cd(I1) from Cd-metallothionein by 
Hg(I1) is not unexpected given the large formation constants for Hg-thiol- 
ate complexes. The 2D NMR solution and crystal structures of metallo- 
thionein indicate that the metal sites are not deeply buried in the small 
protein (26, 67, 199), presumably insuring that thiolate ligands are readily 
available either to coordinate or exchange metals. The exchange kinetics 
were best fit to a bimolecular reaction expression with a calculated rate 
constant of 182 M - '  s-'. The bimolecular kinetics support the contention 
that metal exchange occurs via a direct exchange mechanism involving the 
metal clusters. 

The ready availability of thiolate ligands in biological systems implies 
that thiolate complexes dominate Hg(I1) coordination in biological systems. 
Despite some controversy regarding the accuracy of formation constants 
for Hg-thiolate complexes, extremely large formation constants are con- 
sistently reported in the literature. Recent results suggest that Hg(I1) ap- 
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pears to display some flexibility for its coordination geometry in thiolate 
complexes. The formation constants for addition of a third thiolate ligand, 
although not nearly so large as those for the first two thiolates, are not 
inconsequential, particularly at pH values near and above the physiological 
pH. There has been no definitive observation to date of mononuclear 
[Hg(SR),]’- complexes with biologically relevant ligands, although tetra- 
coordinate species may be quite readily formed in bridging thiolate envi- 
ronments. 

IV. ELECTRONIC SPECTROSCOPY OF Hg(I1) COMPLEXES 

Since Hg(I1) has a closed-shell d’” electronic structure, it is often con- 
sidered “spectroscopically silent” in optical and EPR spectroscopy. Recent 
advances in a variety of spectroscopic techniques have made this description 
of Hg(I1) complexes obsolete. Relativistic effects tend to lower energy of 
the Hg 6s orbital (156), and consequently the LMCT spectra of Hg(I1) 
tetrahalides and three- or four-coordinate alkyl thiolate complexes are 
distinctly different than those obtained for two-coordinate complexes. As 
described below, ultraviolet spectroscopy has provided details about the 
Hg(I1) coordination in the MerR protein (202, 210). 

The earliest reports correlating UV spectra with the coordination en- 
vironment of Hg(I1)-thiolate complexes have come from the biochemical 
literature, whereas similar correlations with model complexes have only 
recently been reported (202). Mercury(I1) substitution has been used to 
examine coordination sites in a variety of proteins. A systematic electronic 
spectroscopy study of mammalian metallothionein derivatives prepared 
from the Group IIB metals has led Vasak et al. (198) to propose that 
Hg(II), Cd(II), and Zn(I1) atoms are coordinated in sites with tetrahedrally 
related geometry. These interpretations were based on the location of the 
lowest energy band, assigned as the S + Hg ligand-to-metal CT transition. 
Gaussian analysis of the Hg(I1)-metallothionein vs. metallothionein dif- 
ference spectrum resolved a lowest energy LMCT band at 303 nm, which 
was assigned using Jorgensen’s semiempirical theory of charge-transfer 
spectra (107). In this approach, the electronegativity of the ligands bound 
to a central atom can be empirically correlated to the optical spectra of 
these complexes. Using the correlation between the optical electronega- 
tivities of the halide and the pseudo-halide thiolate, and the lowest LMCT 
energies of the corresponding tetrahedral complexes of Hg(II), these au- 
thors tentatively assigned the transition as arising from a tetrahedral ge- 
ometry at the Hg(I1) site, despite a lack of three- or four-coordinate thiolate 
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model data. Similar difference spectra were observed by Johnson and Ar- 
mitage for metallothionein in titrations of Cd(II),-metallothionein with 1- 
14 equivalents of Hg(I1) (101). Initially, Hg(I1) quantitatively replaces 
Cd(II), in a site that is assigned tetrahedral geometry by analogy to the 
work of Vasak et  al. (198). Analysis of the spectral data by the method of 
singular value decomposition indicated that at ratios above 4 Hg(I1) per 
metallothionein, some Hg(I1) centers adopt a linear geometry. The X-ray 
crystal structure and the NMR solution structure of Cd(II), Zn(I1)-me- 
tallothionein confirm that the predictions made by Vasak et al. (198) are 
correct for Zn(I1) and Cd(I1) (26, 67, 199). Given the absence of optical 
spectra for mononuclear four-coordinate alkyl thiolate complexes of Hg(I1) 
in the literature, and the presence of similar transitions in Hg(SR); model 
complexes (see below), acceptance of a four S-coordination site for Hg(I1) 
in metallothionein requires some caution, although the Hg(I1) site might 
well involve bridging thiolates as found for the Cd(l1) and Zn(I1) sites. 

An investigation of Zn(II), Cd(II), Co(II), and Ni(I1) binding to Neu- 
rospora crussu Cu(1)-metallothionein led to the assignment of a distorted 
tetrahedral coordination for Hg(I1) by the presence of a LMCT band at 
283 nm (14). The Neurosporu metallothionein differs structurally from 
mammalian metallothionein, consisting only of 25 amino acids, and as 
isolated, binding six Cu(1) ions to seven cysteinyl residues. Conversely, 
mammalian metallothioneins are typically composed of 61 amino acids of 
which 20 residues are cysteines. Substitution of the Ni(II), Co(II), Zn(II), 
Cd(II), and Hg(I1) into Neurospora metallothionein resulted in a metal- 
to-protein stoichiometry of 3 : 1. Spectroscopic titrations with these various 
metals suggested that the first two of the metal ions to bind are in nearly 
indistinguishable geometries (distorted tetrahedron), with the third metal 
bound in a different, undetermined fashion. The significant blue shift ob- 
served in Neurosporu metallothionein over the mammalian metallothionein 
may reflect contributions to the spectrum from thiolate bridging among 
metals in the mammalian form. Alternatively, the blue shift may reflect 
higher symmetry in the Neurosporu Hg(I1) site. Although these results 
were interpreted in terms of Hg(I1) binding in a distorted tetrahedron, 
Hg(I1) might bind in the Neurosporu site in a Hg(Cys)3-type environ- 
ment. 

Electronic difference spectra of the Hg(I1)-substituted blue copper pro- 
tein plastocyanin have been interpreted in terms of an unusually low energy 
charge transfer from a cysteine S atom to the central Hg(I1) atom (188). 
The Hg( 11)-plastocyanin affords a unique opportunity for investigating the 
coordination geometry via the UV spectrum since the three-dimensional 
structure of the Hg(I1)-protein complex is known to high resolution (46), 
as is the structure of the native copper protein (48, 74). In plastocyanin, 
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Hg(I1) is coordinated in a distorted tetrahedral or trigonal environment 
through bonds to a thiolate S atom of cysteine at a distance of 2.34(5) A 
and to two imidazole N atoms of histidines with bond lengths of 2.34(5) 
and 2.36(5) A. The thioether S atom of methionine at 3.02(5) A is best 
considered a secondary bonding interaction. Substitution of Hg(I1) for 
Cd(I1) resulted in only minor changes in the geometry of the metal site. 
The trace of the peptide backbone and conformations of side chains did 
not dramatically change. Recent EXAFS data for Hg(I1)-plastocyanin are 
reasonably consistent with the X-ray structure, with best fits obtained to 
data using a 2N shell with average Hg-N distance of 2.25(3) A and a single 
S shell with a bond distance of 2.32(3) A. The distal methionine S atom 
could not be distinguished from the EXAFS data (112). Difference UV 
spectra of Hg(I1) derivatives of this protein have a A,,, of 247 nm (A€ = 
9800 M-' cm ') with a distinct shoulder at 280 nm (AE = 2100 M cm-l) 
(188). 

Electronic spectra of the tetrahedral halide complexes [Et,N],[HgX,] 
have been analyzed in terms of symmetry-related linear combinations of 
ligand orbitals utilizing the conventions of Ballhausen and Gray (9). The 
spectra obtained by Day and Seal (55)  are consistent with the lowest energy 
absorption bands being one-electron transitions of the type t2 + a,. Based 
on their MO scheme, this observation corresponds to molecular orbitals 
that are composed almost entirely of ligand localized r p  (3t2) and metal 
localized 6s (3al). Alternatively, an MO scheme has been proposed by 
Gunter et al. (73) that interprets the absorption spectra of the tetrahedral 
halides in terms of transfer from ligand-localized p molecular orbitals to 
either Hg-localized 6s- or 6p-like orbitals. Magnetic circular dichroism 
(MCD) spectra were used to interpret this model in favor of charge transfer 
into the empty 6p-like Hg-centered MO from the ligand localized p MO 
(type t2 + t f ) .  The energy of the lowest energy charge-transfer band of a 
complex has been described in the context of the optical electronegativities 
of the central atom and ligands in the complex by Jorgensen (107). This 
type of analysis has been performed for the Cd(I1) and Hg(I1) derivatives 
of mammalian metallothionein (198). Utilizing the tetrahedral halide 
complexes as model electronic environments, and the optical electroneg- 
ativity value for the thiolate ligand reported by McMillin (132), Hg(1I) 
was assigned a distorted tetrahedral coordination geometry in mctallo- 
thionein. An example of an optical electronegativity analysis is shown in 
Fig. 9. 

Low-energy LMCT bands in the wavelength range from 280 to 310 nm 
are hallmarks of distorted tetrahedral complexes containing a Hg-SR bond. 
To investigate whether Hg(I1) recognition by the MerR protein involves 
Hg(I1) binding to the protein in a nonlinear coordination geometry, spec- 
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Figure 9. Lowest energy LMCr  bands of several proteins plotted as a function of ligand 
optical electronegativity. For comparison, the lowest energy bands of tetrahedral halide Hg(l1) 
complexes are shown, along with a line obtained from the halide data. As bis Hg(I1)-thiolate 
complexes have significantly higher LMCT energies, these data suggest that Hg(I1) in the 
MerR protein is in a higher number coordination environment. 

troscopic titrations of MerR have been performed with Hg(I1) in the pres- 
ence of competing thiol ligands, as shown in Fig. 10 (202, 210). These 
titrations confirm the earlier reports of one Hg(I1) per protein dimer, and 
a typical data set is plotted in Fig. 10 as the change in absorbance vs. Hg(I1) 
added (82, 145, 171, 172). The difference spectra delineate a characteristic 
peak at 245 nm (A€ = 12,500 M-'  cm-l) and a distinct shoulder at 290 
nm (A€ = 3550 M - '  cm- l ) ,  with both titration curves displaying an end- 
point of one Hg(I1) atom bound per dimer of protein. The Hg-MerR 
difference spectrum is quite similar to that reported for Hg-metallothionein 
(198). Table X summarizes the observed optical spectra for several Hg(I1) 
substituted proteins, as well as two-, three-, and four-coordinate model 
complexes. 
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Figure 10. Difference electronic spectra obtained by anaerobic Hg(I1) titration of 1.25 x 
10 -' M MerR solution in the presence of 0.0011M 2-mercaptoethanol, 1M NaCl, 0.01M sodium 
phosphate at pH 7.00. Similar spectra were obtained over a wide range of competitor thiol 
and chloride concentrations, as well as in buffered 0.5M NaBr or 0.5 M KF. 

Despite the obvious similarities between the difference spectra obtained 
for Hg-MerR and the other Hg-substituted proteins discussed above and 
as shown in Fig. 11, some caution is advised in assigning a distorted tetra- 
hedral or tetrahedral geometry to Hg(I1) in this protein. A vital point to 
consider in evaluating Hg(I1) environments in these metalloproteins is that 
no study analogous to those of Day and Seal, which relates LMCT spectra 
and ligand optical electronegativity for Hg(1I) tetrahalides, exists for tri- 
gonal Hg(1I) complexes. Absorption spectra obtained from the recently 
characterized trigonal planar complex [Et,N][Hg(S-t-Bu)] strongly suggest 
that, while electronic spectra may indicate that Hg(I1) is indeed in a site 
with higher than two coordination, it may not readily distinguish between 
three and four coordination (202). This complex exhibits a A,,, of 245 nm 
(E = 17,000 M-' cm-I) in ethanol. The lowest energy transition in the 
aliphatic [Hg(SR),]- complex varies in energy with changes in the solvent 
dielectric and is found at 300 nm in benzene. Thus, in terms of the position 
of the lowest energy LMCT band, the spectrum of this model complex is 
not significantly different from those of Neurospora Hg-substituted metal- 
lothionein, Hg-MerR, and the Hg-substituted blue copper proteins. These 
recent results indicate that three-coordinate Hg-SR centers could be re- 
sponsible for Hg-protein transitions and underscore the need for other 
aliphatic thiolate complexes of Hg(I1) with primary coordination numbers 
of three and four. The lower energy of the analogous LMCT band in Hg- 
substituted mammalian metallothioneins may reflect either a higher co- 



366 WRIGHT. ET AL. 

0 4 8 12 16 20 
pM Hg(ll) added 

Figure 11. Titration curves obtained from difference electronic spectra for titration of MerR 
with Hg(I1). Titrations were performed in anaerobically sealed 1-cm path cuvettes with 0.001M 
2mercaptoethanol competitor. Protein was buffered at pH 7.00 with 0.01M sodium phos- 
phate, 1M NaCI, 0.1% w/v octyl-P-glucopyranoside. 

ordination number for Hg(II), a pronounced difference in site geometry, 
or simply a change in the electronic environment arising from bridging 
thiolate ligands. 

V. VIBRATIONAL SPECTROSCOPY OF Hg(SR), 

Vibrational spectroscopy is useful in elucidating aspects of the structure 
and geometry of Hg(I1) compounds. The Hg-S stretching and bending 
modes are of low energy, due to the large atomic weight of mercury. 
Consequently, vibrations are observed in the far IR and in the low-energy 
Raman shift regions, 50-500 cm-'. The fundamental parameters of interest 
with respect to Hg(I1)-thiolate compounds are the number and energies 
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TABLE X 
Lowest Energy Electronic Transitions in Hg(I1)-Substituted Proteins and 

Model Compounds 

Proteins (difference)( nm) (icm mol protein) Reference 

Neurosporu IIg3-MT 283 8,800 14 

Hg-Substituted ASh0"ldU A€ 

HgTMI' 245 Not reported 198 
304 Not reported 198 

Hg-plastocyanin 245 188 
280 2,100 1 88 

Hg-stellacyanin 240 13,000 210 
278 2,180P 210 

2 w  3,350 202 
Hg-MerR" 245 (Amax) 12,500 202 

Model Compounds A,,, (nm) € 

Four coordinate 

Three coordmatc 
Hg( Cys,) peptide' 2x0 Not reported 38 

Hg(S-t-Bu), 245(EtOH) 17,000 202 

Hg(S-r-Pr): 228CHKN) 3,400 

260(Cl f,CN) 17,700 
Two coordinate 

262(CH,CN) 650 

"Value based on a single measurement. Stellacyanin was the gift of K.  Burns, F. Kleniens, 
D. R. McMillin, Purdue University. 
"Based on a dimer forniulntion for MerR. 
'Amino acid sequence: N-Ac-Pro-Cys-Orn-Cys-Pro-(iln-Cys-(iln-Cys-Arg-Arg-Val; Om is 
ornithine. 

of Hg-S vibrations in both the Raman and the IR. In principle, for a b' w e n  
local symmetry around Hg(II), and for a given coordination number, simple 
symmetry considerations predict a certain number of IR-active and Raman- 
active normal vibrational modes (51). Furthermore, there is a reasonable 
correlation between the coordination number and the energy of the vibra- 
tional modes. Thus, from the IR and Raman spectra of Hg(SR),, it may 
be possible to deduce the coordination number and geometry. 

In practice, two factors complicate analyses of vibrational spectra. First, 
the assignment of low-energy bands to specific Hg-S vibrations is some- 
times difficult, because of ligand modes in the same spectral region. In such 
cases either metal or ligand variation can be used to unravel complex 
spectra. Fortunately, there is extensive literature on the vibrational spec- 
troscopy of the Hg-Cl bond (22); since the atomic weights of S and C1 are 
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nearly identical, vibrational modes of isostructural Hg(Cl), and Hg(SR), 
compounds are isoenergetic, and in some cases Hg-S vibrational modes 
have been assigned on the basis of comparison to previously assigned Hg- 
C1 modes (23 ) .  Alternatively, the analogous Cd(I1) or Zn(I1) compounds 
can be prepared. The M-S stretches appear in different low-energy regions 
(Zn > Cd > Hg), but the ligand modes are invariant. The second com- 
plexity in extracting information from vibrational spectra is that there is 
no simple correlation between Hg(I1)-thiolate stoichiometry and Hg(I1) 
coordination number. particularly when thiolates bridge metal centers or 
the R groups contain potential ligands. In the absence of other structural 
information such as crystallography, EXAFS, or NMR, prediction of the 
identity, number, and geometric disposition of ligands in the coordination 
sphere of Hg(1I) solely on the basis of vibrational spectra, however well 
resolved, is very difficult. 

Despite the aforementioned difficulties, Raman and IR spectroscopies 
are valuable because they can be used to rule out certain geometries, both 
from the energies of vibrations and from symmetry-based arguments. For 
example, the symmetric mode of two-coordinate Hg-S compounds is typ- 
ically found above 300 cm-', and often above 350 cm-', and hence is easily 
distinguished from complexes with CN = 3 or CN = 4, where Hg-S modes 
are found below 250 cm-'. Predictions based on group theory can provide 
incontrovertible evidence about local symmetry around Hg(I1). For in- 
stance, linear Hg(SR)2 compounds possess the symmetry of the point group 
DCOh, which is centrosymmetric. Coincidental vibrational bands in Raman 
and IR spectra would rule out centrosymmetric structures, thereby indi- 
cating a lowering of symmetry through solvent coordination to Hg(I1). 

A. Vibrational Spectroscopy of Hg(I1) Halides 

Thiolate has been described as a pseudo-halide (92), and a close struc- 
tural correspondence exists between halide and thiolate complexes of Hg(I1). 
It is therefore worthwhile to review several features of the vibrational 
spectroscopy of the Hg-X (X=CI-, Br-, and I-) bond, which has been 
extensively studied (22 ) .  We focus in particular on Hg-Cl bonds in HgC12, 
HgCI; , and HgCli- . the three species of most relevance to mercury- 
thiolate chemistry. 

Since the chemistry of mercuric ion is replete with bridging ligands and 
with secondary bonding interactions in both condensed media and in the 
solid state (see above), gas-phase studies are useful for obtaining infor- 
mation about isolated species. In Raman studies of vapor phase HgC12, 
the symmetric Hg-CI stretch (vs) has been assigned at 358 cm-' (22 ) ,  and 
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IR studies give the asymmetric stretch (u,) at 413 cm-’. Data from solution 
studies, when compared to gas-phase measurements, provide a measure 
of solvent interaction with HgCl?. Even noncoordinating solvents such as 
benzene interact with complexes, as evidenced by a lowering of v, and v, 
by 19 and 21 cm-’, respectively, to 339 and 392 cm-’ (151). Presumably 
these interactions are van der Waals in nature. The effects of solvent in- 
teraction are to lengthen the Hg-C1 bond (and thus lower the energy of 
vibrations). Solvents containing 0, N, S,  and P exhibit increasing inter- 
action with HgC12. In the extreme case, a strongly coordinating solvent 
like triethylphosphine causes a lowering of v, and w, to 209 and 195 cm-l, 
respectively (1 51). These shifts must be considered coordination complexes 
of the form HgCI2L2; for L = pyridine, the solid state Raman spectrum 
of HgCl,(py), and the solution Raman spectrum of HgC12 in pyridine have 
nearly identical v(Hg-Cl). 

By using a variety of techniques, the species MX’, MX?, MX, , and 
MX: have been observed in titrations of Hg(I1) with varying quantities 
of C1-. Importantly, increasing the coordination number results in a lower 
frequency vibration in the Raman spectrum (22). For Zn and Cd, MX, is 
not trigonal planar in tri-n-butyl phosphate solutions, as evidenced by 
observation of an IR band for the totally symmetric stretching mode v,, 
forbidden in D3,, symmetry; for Hg(II), the Dih geometry is observed. 

B. “Linear” Hg( 11)-Thiolates 

By far the most studied of Hg(I1)-thiolate compounds are those with 
the stoichiometry Hg(SR)2. While no vibrational studies have been carried 
out in the vapor phase or in matrix isolation, a number of solution studies 
exist, and many solid-state vibrational spectra have been reported. In some 
cases, significant differences in solution and solid-state spectra are found. 
The vibrational data are consistent with linear coordination in the vast 
majority of compounds. Where important secondary interactions exist or 
when the geometry changes from linear to tetrahedral (as in the structurally 
characterized Hg(S-f-Bu)2, Fig. 7), the Raman and IR data reflect devia- 
tion from simple linear coordination, although in some cases, the proper 
assignment of Hg-S vibrational modes is unclear, for the reasons described 
above. 

Table XI lists solid-state and solution Raman and IR data for compounds 
with the stoichiometry Hg(SR)2. Of the five compounds structurally char- 
acterized, Hg(SMe),, (25). Hg(SEt), (23), and [Hg(4-MP)J2+ (10) are es- 
sentially linear, while Hg(S-t-Bu), (Fig. 7) and Hg(S-n-Bu)? have polymeric 
structures, with all thiolates bridging the Hg centers to provide a distorted 
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TABLE XI 
Vibrational Spectroscopy of Hg(SR). 

Solid State Solution 

IR Raman Refer- IR Raman Refer- 
Compound Structure (cm-') (em l) ence Solvent (em-]) (cm I )  ence 

lig(SMe): Linear 

Linear 

Tetrahedral 

Tetrahedral 

Linear 

Bridging 

Trigonal 
tetrahedral 

331 
338 
338 
268 
405 
268 
256 

252 

331 
112 

-348 
37 1 
365 
353 
395 
350 
350 
311 

260-280 

206 
201 
212 
178 
158 

[PPh4lz[Hg(SPh)4l 165 

"BALH = 2,3-dimercaptopropanol. 
bBME = 2-mercaptoethanol. 
'DMPH = 1,3-dimercapto-2-propanol. 

CH@H 
'2-MEP = 

I 
cH3 

'3-MMP = 

I 
CHS 

d[4-MP] = 

297 34 
295 91 
298 18 
246 18 
394 34 
245 

18 

218 18 

185 18 
188 34 

-298 28 
352 30, 35 
344 30,35 
325 30. 35 
372 10 
326 10 
302 10 
305 148, 

214 
321 195 
259 23 

208 23 
203 23 
211 23 
180 119 

179 119 

Pyridine 

Pyridine 

CCI, 
F'yridine 
CC14 
Pyridine 
CCI, 
Pyridine 
CCI4 

EtOII 

EtOH 

335 18 

330 304 18 

330 i n  
359 320 18 
359 18 
361 325 18 
358 18 
246 223 18 
214 18 

282 23 

206 23 

tetrahedral environment in the solid state. In the remaining compounds, 
the geometry has been tentatively assigned as linear, based on the sym- 
metric stretch (Raman-active) and the asymmetric stretch (IR-active). 

Three groups have reported vibrational data for Hg(SMe)2 in the solid 
state, all of which are in agreement: v, = 337 cm-' in the IR, and v, = 
297 cm-' in the Raman (18, 34, 97). In all cases where the geometry is 
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linear, the symmetric stretch is at lower energy, as expected. Furthermore, 
none of the linear compounds have the coincidence of Kaman and IR 
bands expected for noncentrosymmetric species. As seen in Table 111, 
Hg(SMe)? exhibits significant secondary interactions in the solid state not 
found in Hg(SEt),. It is not surprising, then. that the vibrational spectra 
for the ethyl and methyl derivatives differ; however. two groups have 
proposed radically different assignments for u(Hg-S). In a study of several 
aliphatic Hg(SR), derivatives, Biscarini et al. (18) assigned v7 and vas at 
268 and 246 cm-', respectively, for Hg(SEt),. Canty et al. (34). on the 
basis of comparison with Zn and Cd derivatives and of the physical prop- 
erties of Hg(SMe)? (mp = 175°C) and Hg(SEt), (mp = 76"C), favored 
the assignment of v, at 405 cm * and v ,  at 394 cm I .  

Two lines of reasoning favor Canty's assignment follow. First, the vi- 
brations of most of the other linear compounds fall between 300 and 400 
cm-'. Indeed, the only other spectroscopic data on a crystallographically 
determined example of linear coordination is for [€Ig(4-MP)2]2 + (the com- 
plex is positively charged because the ligand is zwitterionic), where uas = 

395 cm - '  and v, = 372 cm-' (10). The second point is that in the absence 
of secondary interactions in the solid state, one would expect the Hg-S 
modes in the solid to occur at higher energy than in solution, where even 
noncoordinating solvents exhibit some interaction. Biscarini et al. (17) 
measured the solution spectrum of Hg(SEt), in CC14 and in pyridine. and, 
in both solvents, u, was 330 cm - I .  This value suggests the higher set of 
values for the Hg-S modes are correct. 

A number of Hg(SR)- complexes with potentially chelating ligands have 
been studied: Hg(BALH), Hg(BME)2, and Hg(DMPH) (Table XI). In all 
cases, a linear geometry is reported, on the hasis of the vibrational data. 
The only aromatic R group studied is phenyl (35). and the reported data 
point to linear coordination as well (va = 365 cm-', vI = 344 cm - I ) .  

The only Hg(SR)2 compounds with nonlinear coordination in the solid 
state are Hg(S-t-Bu)? and Hg(S-n-Bu), , which have bridging thiolates to 
give a distorted tetrahedral coordination. The crystal structure of the t-Bu 
derivative (Fig. 7) reveals the presence of two long and two short pairs of 
Hg-S bonds differing by 0.07 A. The Raman band in this compound has 
been assigned between 185 and 188 cm ' (18. 34), but of the two assign- 
ments for the asymmetric stretch (Table XI), the lower energy band (172 
cm ') is almost certainly correct: Raman data on the tetrahedral analogues 
Cd(S-t-Bu), and Zn(S-t-Bu)2 identify the 338 cm vibration as a ligand 
mode (34). Solution studies on Hg(S-t-Bu), indicate the tetrahedral in- 
teraction is diminished, if not completely removed. Both in CCI, and in 
pyridine, energies for us and w, are increased relative to the solid state, 
but are lower than those reported for the Et, Me, and n-Pr derivatives 
(18). For Hg(S-n-Bu)2, the low values for the symmetric and asymmetric 
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stretches (218 and 252 cm- respectively) also reflect higher coordination. 
Thus, Hg(S-t-Bu), and Hg(S-n-Bu), reveal anomalous vibrational prop- 
erties relative to other Hg(SR)2 compounds due to the polymeric, distorted- 
tetrahedral coordination. 

Vibrational data on the other compounds in Table XI of the stoichi- 
ometry Hg(SR),, which have not been structurally characterized, is con- 
sistent. For linear coordination, symmetric and asymmetric vibrations may 
be expected in the Raman and IR, respectively, between 250 and 400 cm-I. 
If the S-n-Pr species is removed from consideration, the window is nar- 
rowed from 330 to 400 cm-’ for the IR and 300 to 370 cm- for the Raman. 
From the correspondence of the remaining data, one must conclude that 
either the S-n-Pr derivative exhibits important secondary interactions or 
has been misassigned, more likely the former. In any case, as we will see 
below, the “two-coordinate window’’ clearly distinguishes linear coordi- 
nation, even in cases with strong secondary bonding interactions, from 
trigonal or tetrahedral coordination. There exists a need for more solution- 
phase and gas-phase (or matrix isolation) vibrational studies on Hg(SR), 
to obtain vibrational data when tetrahedral coordination or secondary in- 
teractions are clearly absent, and thus definitively establish the vibrational 
profiles for two-coordinate complexes. 

C. Three- or Four-Coordinate Hg(I1) Thiolates 

Under certain conditions, the preference of Hg(I1) for a CN = 2 with 
thiolate as a ligand can be overcome, and a few simple mononuclear com- 
plexes of the formulas [Hg(SR),]- and [Hg(SR),I2- have been structurally 
characterized. Unfortunately, only Bowmaker et al. (23) and Liesk et al. 
(119) have reported vibrational data. As was found with chloride com- 
pounds, the structure, and hence the vibrational spectra, of anionic Hg(I1) 
thiolates are very cation dependent. Moreover, these studies considered 
only phenyl, methyl, and t-Bu derivatives, which are more dissimilar than 
similar. Nonetheless, the data are consistent and effectively distinguish 
bonding interactions (primary CN = 3,4) from secondary interactions (pri- 
mary CN = 2). Based on correlation of the structurally characterized 
complexes and vibrational data it is not possible at this time to distinguish 
between three- and four-coordinate complexes on vibrational data alone. 

Vibrational analysis of crystalline [Et,N],[Hg,(SMe),] has been carried 
out. This compound is a dimer of [Hg(SMe),]- subunits, containing both 
bridging and terminal thiolates, as shown in Fig. 5. The geometry about 
Hg(I1) is distorted tetrahedral. The vibrations were assigned by comparison 
to the isostructural [Hg,Cl6I2- anion (23). In the Raman, bands at 271 and 
259 cm- are assigned to terminal Hg-S modes, while bands between 250 
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and 180 cm-I correspond to modes involving bridging thiolates (Table XI). 
In  EtOH solution, the Raman spectrum exhibits noticeable changes, in- 
cluding loss of bridging modes. The increase in the terminal stretch from 
(260-270) to 282 cm-' is consistent with a decrease in coordination number; 
hence, Bowmaker et al. suggested that dissociation to [Hg(SMe),] mon- 
omers occurred. Further evidence for dissociation comes from the coa- 
lescence of the two sharp u(CS) bands (bridging and terminal) split by 7 
cm in the solid state. The Raman spectrum has one fewer band (two) 
than expected (three) for a trigonal planar molecule with local sym- 
metry. but this difference could result from accidental degeneracy or large 
differences in intensity. 

Bowmaker et al. also studied [cation][ Hg(S-t-Bu),] vibrational spectra 
(cation = [Et,N], [Bu,N], and [(Ph,P),N]). In the solid state, with all three 
cations, asymmetric and symmetric stretches between 200 and 212 cm- 
were observed. The Raman spectrum of a concentrated EtOH solution of 
[Et,N][Hg(S-r-Bu),] gave excellent agreement with the solid-state spec- 
trum, indicating a lack of structural change upon dissolution. The ratio of 
the totally symmetric modes for the r-Bu and Me in solution (282:206 = 

1.4) is equal to the ratio of the square root of the masses of the ligands. 
The recently determined crystal structure of [Et,N][Hg(S-t-Bu),] showed 
a trigonal planar geometry about Hg(I1) (202), which is likely adopted in 
solution, and corroborates the vibrational assignment. 

The solid-state vibrational study of [Ph,P][Hg(SPh),] is interesting be- 
cause Liesk and Klar consider the possibility of trigonal nonplanar coor- 
dination (119). Group theory predicts that for trigonal planar geometry, 
uT and vw are Raman-active, while only u,, is IR active. In contrast, in a 
trigonal pyramid. both bands are active in both the Raman and IR. They 
observed two strong bands in the IR and consequently assigned a trigonal 
pyramid structure to the anion. X-ray crystallography of the analogous 
complex [ B u , N ] [ H ~ ( S P ~ ) ~ ]  showed a trigonal planar coordination; how- 
ever, this result in no way precludes the trigonal pyramid structure for the 
[Ph4P]' complex since the structures of [HgX?] and [Hg(SR),] anions 
exhibit cation-dependent vibrational spectra. The corresponding [Me,N] + 

salt is reported to contain binuclear anions of the type observed for R = 
Me, The chemistry of [HgI,]- provides an even clearer example of the 
influence of the cation on crystal structure: with [Bu,NJ', discrete mon- 
omers are found; with the smaller [Pr,N] + , dimeric [Hg2I6I2- units are 
formed; with smaller yet [SMe,] +, an infinite chain of trigonal bipyramids 
is crystallized (22). Thus, what could be construed as negligible changes 
in cation size dramatically alter the structures of these Hg(I1) compounds. 
The interactions responsible for these structural alterations is necessarily 
weak, as the vibrational modes of the [Bu,N]+ and [SMe,] + salts are almost 
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the same (22). Clearly, the subtle differences between trigonal planar and 
trigonal pyramidal geometry cannot be resolved on the basis of vibrational 
spectra alone, because of the difficulties associated in assigning all possible 
modes in both the Raman and IR. 

A single tetracoordinate mononuclear anion, [Ph,Pl2[Hg(SPh),], has 
been characterized by vibrational spectroscopy (1 19) and X-ray crystallog- 
raphy. Infrared and Raman bands are observed at 165 and 179 cm-*, 
respectively. A second Raman band, expected for tetrahedral coordination, 
was not located. As for [Hg(SPh)3]-, the low wavenumber vibrations in 
part reflect the increased ligand mass relative to t-Bu or Me. Vibrational 
data on examples of aliphatic compounds of the form [Hg(SR),]'- must 
be obtained before coherent predictions for the vibrational window of these 
compounds can be made. The data in Table XI illustrate a clear delineation 
between linear, CN = 2 and trigonal-tetrahedral, CN = 3,4. It is safe to 
say that positive identification of Hg-S stretches below 260 cm-' rules out 
linear coordination in favor of trigonal or tetrahedral geometry. No ex- 
ample of trigonal bipyramidal coordination has been elucidated, but such 
complexes would likely also fall in this range. 

Many compounds of the form MX2L2 are known, and generally a pseu- 
dotetrahedral geometry is adopted (57). When the local symemtry is Cz,,, 
there should be two M-X modes, both IR and Raman active, with the M- 
X modes falling roughly in the region of 175-300 cm-'. Thus, it may be 
difficult to distinguish Hg(SR), compounds from Hg(SR)3L or Hg(SR)2L2 
analogues on the basis of vibrational energy alone; in the absence of other 
physical data, only the number and coincidences of vibrational modes can 
be used for structural characterization. 

VI. '*Hg NMR SPECTROSCOPY OF 
Hg(I1)-THIOLATE COMPLEXES 

The use of NMR spectroscopy to characterize diamagnetic transition 
metal and posttransition metal complexes has increased tremendously in 
the past decade (111, 129). Mercury has two NMR-active isotopes, 'O'Hg 
(natural abundance = 13.22%) and lWHg (natural abundance = 16.84%). 
The former is quadrupolar (nuclear spin, I = $), and consequently, much 
more difficult to observe, due to line broadening. The latter, on the other 
hand, is one of approximately 20 nuclides in the periodic table with the 
preferred spin I = 4. Its receptivity, a measure of relative signal strength, 
is five times that of 13C; for comparison, '13Cd, the most widely studied of 
the posttransition nuclei, has a receptivity of only 8 relative to 13C. Magnetic 
resonance frequencies are intimately connected with the quantity and dis- 
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tribution of charge around the nucleus of interest; thus, NMR studies of 
Hg(I1)-thiolate complexes can be expected to shed light on the nature of 
the Hg(I1) coordination environment. 

Because of the important link between coordination environment and 
chemical shift, a brief review of the components of shielding are presented 
here (99). To a certain extent, circulation of electrons screens a nucleus 
from an external magnetic field, Bo, so that the effective field felt by the 
nucleus, Bcff, is defined in Eq. 3,  where u (the shielding) is a measure of 
the nuclear screening. The resonant frequency is proportional to the ef- 

fective magnetic field, so at a fixed magnetic field strength, shielded nuclei 
resonate at low frequency, and deshielded nuclei resonate at high fre- 
quency. Resonant frequencies are converted to chemical shifts, 6 (in ppm), 
and compared with a standard, typically Hg(CH3)2, which is assigned a 
chemical shift of 0 ppm. On a relative scale, Hg(CH3)2 is highly deshielded, 
and so most lWHg chemical shifts are upfield (negative ppm). The shielding, 
a reflection of the electronic surroundings of the nucleus, is a tensor quan- 
tity but only the diagonal elements, ul l ,  up, and u33 are of relevance. In 
solution, free rotation renders the shielding isotropic, and what is measured 
is crave (Eq. 4). In a solid-state NMR experiment, the individual tensor 
elements can be determined. Of the posttransition metal NMR-active nu- 
clides, only IWHg and l13Cd have received significant attention. The other 

nuclei are limited by either very low receptivity, excessively long spin lattice 
relaxation times, or in the case of Cu(I), large quadrupole moments (129). 
In contrast, l13Cd has been the subject of extensive study in solution and 
in the solid state, both for Cd(I1)-thiolate compounds (75) and for Cd(I1) 
metalloproteins with coordinated cysteines (69, 109, 177, 186). Where pos- 
sible, comparisons of '13Cd and lWHg data will be used to learn about the 
periodic properties of shielding. 

A. Solution lWHg NMR 

Although solution spectra of Hg(I1) compounds are relatively easy to 
obtain (124), they have proven hard to interpret. Aside from minor diffi- 
culties that arise from solvent-dependent and concentration-dependent 
chemical shifts, the solution structure of dissolved Hg(I1)-thiolate com- 
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plexes is not always clear. As noted in Section IIB.D, the tendency for 
Hg(I1) to increase its coordination number through secondary interactions 
is great, and in some cases vibrational spectra in the solid and solution 
states correspond to completely different species. Furthermore, thiolate 
exchange is very rapid in aqueous solutions (36, 42). Thus, the aqueous 
Hg(I1)-thiolate interaction is dynamic, and care is required in assigning 
solution chemical shifts to particular species. Fortunately, the shielding 
range for Hg(I1) is about 4500 ppm, larger than for any other metal in 
Groups IB and IIB, and often big enough to allow meaningful conclusions 
to be drawn about the electronic environment at the nucleus, even in the 
fast-exchange limit. 

Table XI1 lists represenative chemical shifts for a large number of 
CN = 2 Hg(I1) thiolates. The chemical shifts fall into a range from - 1200 
to - 800 ppm. The data encompass thiols containing straight-chain alkyls, 
branched alkyls, aromatic rings, saturated rings, and heteroatom-function- 
alized alkyls (glutathione). Notice that Hg(SCN)2 and Hg(Et,dtc), fall in 
this 400-ppm range, even though they are not simple thiolates. The chem- 
ical shift is dependent on solvent; for example, Hg(SEt), has a 6 at -805 
ppm in chloroform, and - 758 in 1 : 1 DMSO-pyridine. In fact, the shift 
in CDCl3 is reported at 6 = -983 ppm, although this difference could be 
due to different concentrations of Hg(I1). Among two-coordinate Hg(I1) 
compounds, thiolates exhibit a moderate amount of shielding. At the two 
extremes of lwHg chemical shifts are Hg[Si(C2H5),],, with an extremely 
deshielded chemical shift of 815 ppm, and Hg12, highly shielded at - 3435 
ppm (71). The thiolate compounds as a class have the most narrow window 
of chemical shifts. As can be discerned from Table XII, thiolates span a 
window of -850 ppm. The compounds HgCl,, HgBr,, and HgIz have shifts 
of - 1550, - 2212, and - 3435 ppm, respectively, a span of almost 2000 
ppm, while the chemical shifts of dialkyl mercury compounds vary by over 
lo00 pprn (71, 111). 

Variation of the R group in Hg(SR), reveals trends in shielding, shown 
by the chemical shifts for Hg(SR), in CHCl3 (56). In the homologous series 
Hg(SCH2R), (R = H,  Me, Et, n-Bu, and C6H5), the hydrogen and phenyl 
derivatives are more shielded by -70 ppm. Branching on the alkyl sub- 
stituents has no effect. The most shielded of the linear compounds is the 
Hg(SPh),; replacement of S by Se in this compound further increases the 
shielding. 

Carson and Dean have also studied tetracoordinate anions formed by 
solubilizing Hg(I1) salts with excess RSH and NaOH (36). Both with mon- 
odentate and chelating thiolates, the observed chemical shifts for the re- 
sulting species in solution are far removed from those for the linear com- 
pounds. The potentially chelating dithiols are deshielded with respect to 



TABLE XI1 
Solution IwHg Chemical Shifts of Mercuric-Thiolate Compounds 

Compound Solvent 8(’99Hg)” Reference 

HI0 
DMSOb 
DMSOh 
DMSO/pyridine 1 : 1‘ 
DMSOIpyridine 1 : 1‘ 
DMSO 
CDCI, 
DMSO 
CDCI, 
0.5M pyridine 
0.5M pyridine 
CHCI, (sat.) 
CHCI, (0.1M) 
CHCI, (0.1M) 
CHCI, (0.1M) 
CHCI, (0.1M) 
CIICI, (sat.) 
CHCI, (0.1M) 
CHCI, (0.1M) 

CHCI, (sat.) 

DMSO 
DMSO 
DMSO 
1 : 1 II,O/D,Of 
1 : lH,O/D,O’ 
1 : lII,O/D,Of 
CH,OH 
1 : 1H20/DLO’ 
1 : lH,O/DZOg 
1 : IH,0!D20R 

1 : 1 H20/D20 

CHCI, (0.1M) 

CHCI, (sat.) 

1 : 1HzOID:O’ 

- 993 
- 1101 
- 976 
- 893 
- 758 
- 1136 
- 814 
- 889 
- 983 
- 1270 
- 1181 
- 871 
- 805 
- 807 
- 795 
- 801 
- 793 
- 801 
- 772 
- 889 
- 1065 
- 1512 
- 569 
- 354 
- 157 
- 374 
- 302 
- 275 
- 152 
- 585 
-60 
-51 
- 19 
- 918 

182 
150 
150 
150 
150 
136 
113 
136 
113 
139 
119 
56 
56 
56 
56 
56 
56 
56 
56 
56 
56 
56 
135 
135 
135 
36 
36 
36 
136 
36 
36 
36 
36 
36 

“In ppm relative to Hg(CH,)?. 
’Equilibrated mixtures of 0.5M Hg(C,CI?)? and 0.5M Hg(SR):. 
‘Equilibrated mixtures of 0.25 M €Ig(C2C1,)2 and 0.25M Hg(SR),. 
SC,,H,CI = 4-C1-thiophenolate. 
‘Et,dtc = ?I’.N-dicthyldithiocarbamate. 
jIn solution containing thiol:Hg(NO,)z:NaOH = 12: 1:24: [Hg(II) -- 0.1 

solution containing dithiol:Hg(NO?), :NaOH = 6: 1: 18; [Hg(II)] = 0 
*tdt?- = toluene-3,4-dithiolate. 
‘PhSeH:Hg(NO,),:NaOH = 10:1:20 [Hg(II)] = 0.1 M .  

1W. 

.1 il l .  
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the monothiols. The aromatic chelate, toluene-3,-4-dithiolate (tdt), is least 
shielded among Hg complexes of the bidentate ligands. This result is quite 
perplexing in that, for CN = 2, 3, and 4 Hg(I1) complexes of monothiols, 
the phenyl derivates are more shielded than the alkyl derivatives. It is 
therefore quite possible that the observed deshielded chemical shift arises 
from a species other than [Hg(tdt)2]2-, perhaps a cluster similar to 
[Hg3(SCH2CH2S)4]z-, which contains the bidentate SCH2CH2S-. As can 
be seen from the structure of a complex isolated from the reaction of excess 

SCH2CH2S (Fig. 8), none of the ethanedithiolate ligands chelate a single 
Hg(1I); rather, each of the four bridges two Hg centers in this trinuclear 
cluster. This cluster is isolated under conditions similar to those used for 
the lWHg NMR study, so it is possible that the observed shift corresponds 
to the cluster, as opposed to the assigned [Hg(tdt)#- center. However, 
based on solid-state studies of other aromatic thiolates (see below), a cluster 
is unlikely, and the chemical shift reported for this species remains enig- 
matic. Solution chemical shifts for a variety of four-coordinate Hg com- 
plexes with 0, N, and P ligands have been reported (71). 

Both of the structurally characterized three-coordinate Hg(I1)-thiolates, 
[Hg(S-t-Bu),]- and [Hg(SPh),] -. have been studied in solution using lWHg 
NMR (135, 136), and the '%Hg chemical shifts seem to fall in the same 
broad range as the four-coordinate complexes. Figure 12 shows a plot of 

Figure 12. Solution and solid-state '*Hg chemical shifts of Hg(I1)-thiolate complexes. 
0 = aromatic thiols; 0 = aliphatic thiols; 0 = solid-state chemical shifts; A = Hg(02CCH3), . 
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chemical shifts vs. decreasing coordination number, and illustrates the 
general trend that in solution, the isotropic shift is deshielded as the co- 
ordination number increases. The chemical shift of Hg(OOCCH3)2 is very 
highly shielded compared to the thiolate compounds, and illustrates the 
potential utility of the isotropic chemical shift in distinguishing Hg-S from 
Hg-0 environments. 

The fundamental problem with the data in Table XII, and a danger in 
overinterpreting any trends in the solution data of Fig. 12, is that in most 
cases the coordination number, the solution structure, and the degree of 
polymerization are not well established. In addition to the problem of 
determining Hg nuclearity described above, solution NMR data on Group 
IIB thiolates indicate ligand exchange is commonplace and rapid on the 
NMR time scale (36). In fact, Carson and Dean were unable to obtain 
slow exchange lH or 13C NMR of any Hg(I1)-thiolates, and they report 
that the lability of tetrathiolatometallates increases in the order Zn(I1) < 
Cd(I1) < Hg(I1). This finding implies that the observed chemical shifts in 
solution are averages of at least two species in rapid exchange. The high 
lability of Hg(I1)-thiolates poses a significant barrier to quantitative ar- 
guments about shielding vs. coordination number, particularly under con- 
ditions where different types of mercury coordination environments can 
exist. For example, the strongly basic conditions used for the four-coor- 
dinate studies suggest the possibility that hydroxide could compete as a 
ligand. In 'I3Cd NMR, the influence of dynamic solution processes on 
observed chemical shifts was the primary impetus for the development of 
solid-state 'I3Cd NMR (186). Despite problems in sensitivity inherent to 
solid-state NMR, one key advantage to this technique is that the coordi- 
nation environment is static and, when combined with X-ray crystallog- 
raphy, provides a definitive structure-chemical shift correlation against 
which solution data can be compared. 

B. Solid-state lWHg NMR 

Solid-state lwHg NMR can clearly resolve several issues raised by so- 
lution NMR studies. If the solid-state isotropic shift is equal to the solution 
shift, then the solution chemical shift does not represent an average of 
several species in rapid exchange. As has been shown with '13Cd NMR 
(1 86), correspondence between solution and solid-state chemical shifts 
greatly increases the ability of the inorganic chemist to use solution spectra 
to classify molecular structure and bonding. Equally important, analysis 
of the solid-state chemical shift and the shielding tensor components can 
provide information about coordination number and asymmetry at the 
metal center in solids, even when other structural information is lacking. 
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In solid-state NMR, the individual diagonal elements of the shielding 
tensor, ull, uZ2, and u33 can be determined, provided the molecule possesses 
appropriate symmetry (see below). The shielding anisotropy, Au, is a mea- 
sure of the distortion from spherical symmetry (Eq. 5) .  Another parameter 
of interest is the asymmetry factor, q, defined in eq. 6. Eta is a measure 

of deviation from axial symmetry; by definition, in axially symmetric sys- 
tems, ull = uZ2, and thus q = 0. Ideally, the chemical shift (?I), shift 

anisotropy (Ju), and asymmetry represent powerful probes of sterochem- 
istry and bonding in spin = k, diamagnetic metal compounds such as Hg(II), 
Cd(II), and Ag(1). 

Given the differences between solution and solid-state structures for 
Hg(I1)-thiolates, one would like to measure NMR spectra of defined com- 
plexes in the solid state routinely, and utilize the additional information 
contained in the shielding tensor elements. Unfortunately, the major ob- 
stacle to solid-state NMR spectroscopy is excessive line broadening, which 
results from spin-spin relaxation (through dipolar interaction), and is in- 
herent to oriented materials. One way to overcome this obstacle is to spin 
the solid sample very rapidly (1-15 kHz) at an angle of 54.9” with respect 
to B,. This technique, magic angle spinning (MAS), effectively decouples 
the nuclei responsible for dipolar broadening, yielding an envelope of 
narrow lines separated by the spinning speed. The isotropic chemical shift 
is invariant, and is determined by spinning the sample at different speeds 
(Fig. 13), and identifying the sideband that does not move (126). 

For magnetically dilute species, such as 13C and lwHg, cross-polarization 
(CP) can be used to further enhance solid-state signals. In this technique, 
spin is transferred from abundant, highly receptive nuclei like ‘H to the 
dilute spin by simultaneous application of two magnetic fields. The net 
effect is to create a reservoir of spin for the weak signal, through dipolar 
interaction. Note that the goal of MAS was to decouple dipolar interac- 
tions; thus, CP requires a reduction, but not elimination, of MAS in order 
to restore dipolar interactions. Coupling of the two techniques (CP MAS) 
is currently the best method available for measuring NMR spectra of solids 

The chemical shift anisotropy of Hg(CH,)2 and of a number of other 
linear dialkyl Hg(I1) compounds has been measured either in liquid 

(212). 
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Figure 13. The IWHg CP MAS NMR spectra of [Me,N]2[Hg(l-chiorothiophenolate),l at 
spinning speeds of 2.0 and 3.1 kHz. The chemical shifts are referenced to Hg(CH,)>. 

crystals or by the magnetic field dependence of the relaxation time, Tl 
(70, 102, 110, 115, 201). The data indicate a huge chemical shift anisotropy 
for linear Hg(I1) (Au = 5000-7000 ppm), twice that of Cd(I1) (71). The 
ramification of such high anisotropy is that, for purely lincar Hg(I1) com- 
pounds, the solid-state spectra will be too broad to be interpretable. 

The first report of solid-state CP MAS lY9Hg NMR came in 1987 from 
Harris and Sebald in their survey of NMR of several heavy metal spin 1 
nuclei (78). Failure to obtain spectra of Hg(Ph)*, CH3Hg02CCH3, or 
PhHgO,CCH,, was attributed to excessive sideband patterns (% 125 kHz), 
a result of the large shift anisotropy expected for linear compounds. They 
were able to obtain a high-resolution spectrum of Hg(02CCH3)z, which 
they classified as a distorted four-coordinate Hg center. The crystal struc- 
ture of Hg(02CCH3)2 (4) shows two oxygen atoms at 2.05-2.07 A with an 
0-Hg-0 bond of 175", and three more oxygen atoms at a distance of 2.75 
A (Table 111). The latter oxygen atoms are inside the sum of the van der 
Waals radii €or Hg and 0, but well outside the typical bond distances. 
Coupled with the nearly linear geometry of the bonding oxygen atoms, 
Hg(02CCH3)2 is in fact a two-coordinate linear molecule with three sig- 
nificant secondary interactions; the AIJ and -q parameters are consistent 
with this assignment. While this result is not unusual for Hg coordination 
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chemistry, it is surprising that the secondary interactions contribute so 
significantly to lowering of the anisotropy. 

We have recently obtained solid-state CP MAS lwHg NMR spectra for 
a number of Hg(I1) thiolate complexes of CN > 2 (Table XI11 and Figs. 
12 and 13) (135, 136). The data are significant in several respects. Most 
importantly, they show that solid-state lWHg NMR, like solid-state W d  
NMR, is an extremely useful tool for characterizing posttransition metal 
thiolate complexes. Unlike vibrational spectroscopy and electronic spec- 
troscopy, the chemical shift is sensitive only to the coordination environ- 
ment of the metal. Comparison of isotropic shifts to the corresponding 
solution data unambiguously confirms or denies the presence of multiple 
species in solution. Finally, when shift tensor analysis can be performed, 
information on anisotropy and axial symmetry may be extracted, which 
are by themselves good indicators of coordination number, as discussed 
below. 

The isotropic shifts of the three-coordinate [Hg(SR),]- anions agree 
quite well with the solution chemical shifts, indicating the lack of multiple 
species in solution (Table XIII). The isotropic chemical shifts of the three- 
coordinate species are deshielded from the two-coordinate compounds by 

TABLE XI11 
Solid-state ]"Hg NMR Spectroscopic Data 

Tensor 
Coordination Elements Solution Anisotropy Asymmetry Refer- 

Compound Number (ppm)" Shift (ppm)" ppm"(Ao) (TI) cnces 

Hg(02cCHd1 [Z + 31 5 1 1  = -1770 - 1656 0.30 78, 135 
~ 2 2  = -2106 
5 3 3  = -3594 
u,,, = -2490 -2389b 

[(CH,)~NI[IIS(SC,II~CI)]~ 4 011 = -424 - 176 0.03 135, 136 
022 = -428 
u33 = -602 
uW, = -485 -569' 

Hg(S-r-Bu); 4 = -154 - 478 0.32 56. 135 
02z = -557 
0 3 3  = -984 
o,,, = -665 -7Y3d 

[(GH,)JWCW")31 3 all = 180 >-Y78 -0.61 135 
~ 2 2  = -216 
033 = -996 
oas0 = -344 -354' 

[ ( C ~ I ~ S ) J N J I H ~ ( S - ~ - B ~ ) ~ I  3 u,," = - 158 - 157' - - 1050 0.2-0.6 135 

'Positive chemical shift is deshielded relative to Hg(Me)l. 

'In DMSO solution. 
I n  CHCI, solution. 

*In 1M CHjC02H. 
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at least 500 ppm, which is useful in distinguishing between them, but also 
are slightly deshielded from the four-coordinate species. This trend runs 
counter to that observed for Cd and Sn toward increased shielding with 
increasing coordination number (128, 186), but is in agreement with data 
for non-thiolate Hg(I1) complexes (see below). 

For the two four-coordinate complexes we have measured by lWHg CP 
MAS NMR, Hg(S-t-Bu), and [Hg(SC,H,C1),]2 , the solid-state isotropic 
chemical shifts (Table XIII) do not agree with those obtained in solution 
(Table XII). The discrepancy arises because Hg(S-f-Bu), is a polymer in 
the solid state but is two coordinate in solution. The chemical shift of 
Hg(S-t-Bu)2 in solution more closely corresponds to those measured for 
other two-coordinate complexes (202). In the case of [Hg(SC,H,Cl),]*-, 
the complex dissolved in DMSO has a chemical shift of -569 ppm and 
titration with RS- leads to a deshielding that approaches the solid-state 
value ( - 485 ppm) (136). This finding illustrates the importance of dynamic 
processes and ligand-dissociated states in solution and is a graphic dem- 
onstration of the value of solid state lWHg NMR (136). 

C. Contributions to the IwHg NMR Chemical Shift 

The shielding parameter, u, is the sum of two terms, ( T d ,  the diamagnetic 
shielding, and up, the paramagnetic shielding (Eq. 7). The diamagetic 

shielding is that provided by free rotation of electrons about the nucleus 
while paramagnetic shielding represents the hindrance of free rotation by 
other electrons and nuclei. The paramagnetic shielding arises from a mag- 
netic field-induced mixing of the ground state with excited states of mag- 
netic dipole-allowed electronic transitions (such as LM CT and d-d tran- 
sitions). Ramsey developed exact equations, which are beyond the scope 
of this chapter, to describe ad and up. Simplified versions of these equations 
are given in Eqs. 8 and 9, where (Y ') refers to the inverse cube of the 

radius of the valence orbitals (in this case the d and s manifolds), AE is 
the energy gap between magetically active optical excitations, and (OIL*lO) 
is the integral of the product of angular momentum operator L squared 
and the ground-state wave functions (111, 128. 129). 
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For Hg (and other heavy metals), relativistic contraction of the s and p 
shells (156), and accompanying expansion of the d orbitals, has a large 
effect on ( T d ,  leading to increased screening of the nucleus. It is generally 
accepted that for d10 ions, the total shielding is dominated by the diamag- 
netic term. This phenomenon may be less the case for Hg than for Zn and 
Cd, because of an increased tendency for d-s orbital mixing, but since u d  

is relatively independent of the chemical environment, it does not come 
into play in understanding changes in screening. Rather, the chemical shifts 
are dominated by the paramagnetic shielding term. From Eq. 9, it is seen 
that shielding decreases (up goes down) as r is reduced, as AE is reduced, 
or as angular imbalance of charge increases (through the L term). These 
factors are all influenced by the identity and geometrical disposition of the 
ligands around the metal. 

Since LMCT bands are magnetic dipole-allowed, the near-UV bands 
present in three- and four-coordinate complexes, as described in Section 
IV. B, would serve to deshield lWHg resonances relative to linear coordi- 
nation. This shielding pattern has been observed for Hg(I1)-thiolates both 
in solution and the solid state, as well as for [Hg{PO(OEt),},,]2-", for which 
the two-coordinate species is about 800 ppm upfield from the three- and 
four-coordinate complexes (206). If d orbitals are ignored, the angular 
momentum component of up for three- and four-coodinate species are quite 
similar; thus, chemical shfits for three- and four-coordinate Hg(I1) com- 
plexes having similar values for AE should be the same, as is found for 
Hg-S and Hg-P environments (71, 206). The effects of LMCT may not be 
restricted to changes in AE; ab initio calculations have shown that increas- 
ing population of metal orbitals possessing nonzero angular momentum 
leads to increasing paramagnetic contributions (deshielding) (49, 108, 140). 
The nephelauxetic, or cloud expanding, properties of some ligands may 
also affect up, through reduction of (r3). 

D. Shielding Parameters from Solid-state Spectra 

The beauty of CP MAS solid-sate NMR spectra comes from the useful 
chemical information can be extracted from the envelope of narrow lines. 
Using methods developed by Maricq and Waugh (126) or by Herzfeld and 
Berger (91), the diagonal tensor elements ull, u22, and cr33 can be extracted 
when the isotropic shift is known. Using the tensor elements, the shielding 
anisotropy and asymmetry are calculated, as shown in Eqs. 5 and 6. 

For [Hg(SC6H4C1)4]2-, the very low Au and near-zero asymmetry reveal 
a high degree of charge symmetry around Hg(II), in accord with the crys- 
tallographic data for this compound (Fig. 6). The tetrahedral Hg(S-r-Bu), 
shows a pronounced DZd distortion (Fig. 7) and ha increases by -300 ppm. 
The tetrahedral compounds exhibit the lowest anisotropy, because even 
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distorted tetrahedral coordination is closer to spherical symmetry than 
other geometries available to Hg(I1). For example, the trigonal planar 
[Hg(SPh),]- and [Hg(S-f-Bu),]-, have substantially larger anisotropies, 
in the range 800-1000 ppm. Importantly, the anisotropy alone is enough 
to distinguish three- and four-coordinate Hg( 11)-thiolates; the combination 
of isotropic chemical shift with shift anisotropy and asymmetry data con- 
stitutes the most powerful discriminant available of the stereochemistry of 
CN = 3,  4 Hg(I1) thiolates. 

Analysis of the Hg(0,CCH3)2 spectrum gives A u  = - 1656 ppm, even 
larger than for the trigonal compounds. This result accords well with the 
structure, which as described above is more linear than tetrahedral. Clearly, 
the chemical shift anisotropy is sensitive enough to distinguish strong sec- 
ondary interactions from primary bonding interactions, and more impor- 
tantly, from mere van der Waals interactions. In the limit of no secondary 
interaction, the anisotropy would be expected to be 5000-7000 ppm and 
could not be measured in a typical CP MAS experiment. While the ob- 
served chemical shift anisotropy in Hg(02CCH3)2 is large compared to the 
other Hg(I1) species in Table XIII, the secondary interactions with the 
nonbonding oxygen atoms at 2.75 A obviously affect the magnetic field felt 
by the Hg(I1) nucleus. 

The information on shielding, coupled with the isotropic chemical shift, 
provides a detailed view of bonding in these compounds. Using solution 
and solid-state lWHg NMR, differences between two-, three- and four- 
coordinate Hg(I1) thiolates are clear, and further classification within a 
given coordination number is certainly possible. Correlation of solid-state 
chemical shifts with solution values provides a means of characterizing the 
dynamic properties of solution species and, with information from vibra- 
tional and electronic spectroscopy, should provide a reasonably detailed 
picture of Hg(I1) thiolate chemistry. In principle, lWHg NMR spectra can 
provide a detailed picture of the chemical environment of Hg metallopro- 
teins. As with '13Cd metalloprotein NMR, practical limitations include long- 
term stability of the metalloprotein in the probe, and problems associated 
with sample spinning even at speeds < 5 kHz (109). These difficulties 
notwithstanding, lWHg NMR in the solid state has tremendous potential 
as a physical-inorganic and bioinorganic tool. 

MI. BIOCHEMISTRY AND SITE SPECIFIC 
MUTAGENESIS OF MerR 

Resistance mechanisms specific for mercuric compounds are commonly 
encountered in both Gram-positive and Gram-negative bacteria; several 
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detailed reviews are available (176, 182, 183). Genetic studies have defined 
two classes of plasmid-derived mercury resistance (169). Narrow-spectrum 
systems provide protection against inorganic mercuric complexes while 
broad-spectrum resistance provides for detoxification of inorganic Hg(I1) , 
as well as a large variety of organomercurials. The central component of 
the detoxification mechanism in both cases involves the flavoenzyme mer- 
curic ion reductase, which reduces Hg(I1) to the less toxic and more volatile 
Hg(0) by using NADPH as a source of reducing equivalents. The broad- 
spectrum systems also produce the enzyme organomercurical lyase, which 
hydrolyzes organomercurials to hydrocarbon and Hg(I1) (176, 200). A wide 
range of organomercurials, such as dimethyl mercury and phenylmercuric 
acetate, are readily detoxified by this system. The mechanisms of both 
enzymes have been examined in detail, and kinetic data for mercuric ion 
reductase and several mutant forms lacking key cysteine residues suggest 
that mercuric ion may bind to more than two cysteine residues forming a 
three- or four-coordinate catalytic site for mercuric reductase; however. 
there is no physical or spectroscopic data supporting this hypothesis at this 
time (134). 

A number of highly homologous MerR proteins native to Gram-negative 
and Gram-positive bacteria have been defined by mapping of the plasmid- 
born resistance operons. At least five sequences for MerR proteins are 
available from various sources, providing broad- and narrow-spectrum re- 
sistances. Of these, three proteins have been overexpressed and purified, 
including the Tn21 and Tn501 MerR proteins, which regulate narrow- 
spectrum resistance, and Bacillus RC607 MerR, which regulates broad- 
spectrum resistance (81, 82). As can be seen in Fig. 14, the amino acid 
sequences of these five proteins are generally homologous. The 144 amino 
acid Tn21 and Tn501 proteins are identical in nearly 94% of their residues; 
the differences between the three are quite conservative. The remaining 
proteins display greater differences from one another, but the most dra- 
matic conservation of the proteins is in the spacing and number of cysteine 
residues throughout the family. Three cysteine residues are preserved in 
all the proteins and the relative positions of these residues, defined by C- 
XM-C-X7-C, remains conserved throughout the family (208). Presumably 
the differences observed between the broad spectrum (RC607, pDUl358, 
and pI258) and the narrow spectrum resistance MerR protein sequences 
reflect the ability of the former to respond to organomercurials, although 
this difference remains to be demonstrated. Random and site-directed mu- 
tagenesis studies have defined putative regions involved in Hg(I1) binding 
and DNA binding suggested from protein sequence homologies (143, 
144, 164, 171, 173), as diagrammed in Fig. 15. 
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DNA Binding Hg(ll) Binding 
X X I  I 

N C 

(RNA Polymerase Interactions?) 

Figure 15. Localization of protein functions as suggested by both the mutagensis studies of 
Ross, Shewchuk, and their co-workers (164, 171-173) and protein sequence homology anal- 
yses (143, 144, 210). 

A. Chemical Modification Studies of MerR 

The overexpression and purification of the dimeric, 144 amino acid 
Tn501 MerR protein in large quantities has made detailed chemical studies 
possible (143, 145, 171). A variety of studies including gel filtration, equi- 
librium dialysis, nonequilibrium dialysis, and spectrophotometric titration 
have indicated that the MerR proteins isolated to date bind a single mer- 
curic ion per protein dimer (82, 145, 171, 202). All of these studies have 
been performed in the presence of 10-10,000-fold excess buffer thiol com- 
petitors, indicating that Hg(I1) binds tightly to the protein. 

Biochemical and genetic experiments have been reported that attempted 
to address which protein residues contribute ligands to the Hg(I1) atom 
(82, 164, 171-173). The Tn501 protein sequence, available from the DNA 
gene sequence, contains a number of residues capable of binding Hg(I1) 
in each monomer, most notably four cysteine residues, three histidines, 
and four methionines. Three of the four cysteine residues from each mon- 
omer react under nondenaturing conditions with the thiol specific reagents 
5 ,5’-dithiobis-(2-nitrobenzoic acid) (DTNB) and iodoacetamide (172, 209). 
Colorimetric DTNB titrations of the Tn501 Hg-MerR complex yielded 
different results in different labs. The DTNB titrations of the Hg-MerR 
complex performed in a slight excess of DTNB (2 x M protein and 
0.001M DTNB) at pH 7.0 suggest that Hg(1I)-binding leads to the pro- 
tection of 3.2 (0.4) thiols from DTNB reaction in the Tn501 MerR dimer, 
with no loss of bound Hg(I1) (209). These results indicate that the Hg(I1) 
either binds to at least three cysteinyl residues in the Hg-protein complex 
or exerts a conformational change that prevents cysteines from reacting 
with the bulky DTNB reagent. Previous reports, under unspecified reaction 
conditions that apparently used a large excess of DTNB, found that Hg(I1) 
protected two thiols from DTNB reaction in the Tn501 protein (172). 
Similar studies on the Bacillus RC607 protein have shown that bound 
Hg(I1) protects four cysteine residues from reaction with DTNB (82). The 
reasons for the discrepancies among these different reports are not clear. 
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If more DTNB is used, the excess aromatic thiol or disulfide could compete 
with the protein for Hg(I1) and thus expose additional protein thiols for 
reaction with the DTNB reagent. Protein thiol titrations with DTNB are 
often subject to inaccuracies resulting from oxidation of the thiol residues, 
background DTNB hydrolysis, and the inherent uncertainty in measuring 
protein concentrations (161). Any or all of these factors may play a role 
in the discrepancies in results described above. In efforts to eliminate these 
contributions, we performed DTNB measurements with relatively low 
DTNB concentrations of 0.001M and at relatively low pH to eliminate 
hydrolysis interference. Protein concentration determinations were based 
on the experimentally determined extinction coefficient of 5800 M -  ' cm-' 
found for MerR (145). 

Alkylation of Tn.501 MerR for short duration with ['4C]-iodoacetamide 
suggested that a single cysteine residue in each monomer was protected 
by Hg(I1) ligation, with tryptic mapping of the alkylated protein identifying 
either Cys-115 or Cys-117 as the protected cysteine (172). Because Cys- 
115 is the only cysteine residue not evolutionarily conserved among the 
MerR proteins, Shewchuk et al. have suggested that this residue is not 
involved in Hg(1I) ligation (81, 208). The alkylation reagent can, in the 
presence of buffer components that compete for Hg(II), readily react with 
thiolates involved in Hg(I1) ligation (27) or a coordinated protein thiolate 
in rapid exchange with buffer thiols, thus complicating the alkylation re- 
sults. Paradoxically, in the highly homologous Tn21 MerR protein, non- 
conservative single site mutagenesis of Cys-82, Cys-117, and Cys-126 to 
tyrosyl residues does not implicate Cys-117 in Hg(I1) binding, but rather 
suggest a major role for Hg(I1) binding by Cys-126, with Cys-82 playing 
an undefined role in the protein dimerization interface (164, 171). 

B. Mutagenesis Studies of MerR 

Random mutagenesis studies of MerR, in which activity was monitored 
in vivo, are consisent with three of the four cysteine residues providing the 
ligation to Hg(II), since mutations in residues Cys-82, Cys-117, and Cys- 
126 result in complete loss of transcriptional activation in vivo (164). These 
interesting results implicate three cysteine residues per monomer as having 
some role in Hg(I1) binding, and Ross et al. (164) propose a four-coordinate 
Hg(I1)-binding site. These studies also indicated that mutations of protein 
residues very near these cysteines also had marked affects on the level of 
transcriptional activation, suggesting that maintenance of the local protein 
conformation about the Hg(I1)-binding site is essential for molecular rec- 
ognition. The mutagenesis studies of Ross et al. (164), and Helmann et 
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al. (81), have also been helpful in defining protein residues important for 
DNA binding (Fig. 15). DNA binding specificity is beyond the scope of 
this chapter, but has recently been reviewed elsewhere (81). 

Conservative mutation studies on Tn501 MerR, substituting alanine 
or serine residues (Cys-82 + Ala, Cys-115 + Ala, Cys-117 + Ala, 
Cys-126 + Ser), suggest: (a) the presence of Cys-126 is essential for both 
Hg(I1) binding and transcriptional activation, (b) Cys-82 plays a lesser, 
nonessential role in Hg(I1) binding, while remaining essential to activation 
by Hg(II), and (c) Cys-117 is not necessarily for full Hg(I1) binding, but 
is necessary for attaining full levels of transcriptional activity (173). 

Clearly, the biochemical and genetic data do not adequately resolve the 
roles of the various cysteinyl residues in the coordination of Hg(I1). The 
potential for three separate residues from each protein monomer to play 
a role in binding Hg(I1) when a single Hg(I1) is bound to each protein 
dimer suggests that a complicated series of reactions may be involved in 
the initial metal binding event. These may include cysteinyl residues for 
recognition of Hg(II), discrimination between Hg(I1) and other soft metal 
ions, and separate cysteinyl residues that determine transcriptional acti- 
vation by Hg(I1). For example, despite the role of Cys-126 in initially 
binding Hg(II), as defined by the site directed mutagenesis studies, alkyl- 
ation protection studies by the same group demonstrated that, while either 
Cys-115 or Cys-117 were protected from alkylation by the presence of 
Hg(II), Cys-126 was alkylated. Based on the mutagenesis results, Shewchuk 
and co-workers (173) have proposed a model for linear, bis Hg(I1) coor- 
dination involving primary Hg-S bonds provided by Cys-126 residues from 
each of two monomers, thus forming a Hg(I1) cross-linked dimer (Fig. 16). 
Although binding constants are not available, the slightly weaker binding 
of Hg(I1) to Cys-82 mutants has led these workers to propose that “an- 
cillary” ligation, presumably secondary Hg-S bonding interactions. is in- 
volved in Cys-82-Hg(II) interactions. In this study it was not possible to 
assign specific roles for Cys-82 or Cys-117, although mutations in both 
these residues result in dramatically decreased levels of transcriptional 
activation. 

C. Impact of Metal Corodination on Mechanism 

As previously discussed, the stepwise formation constant for the addition 
of a third thiol or thiolate ligand to Hg(SR)* compounds range from -10 
to lo8 (Tables VIII and IX). In thiol buffered solutions of micromolar 
protein concentrations, MerR has been shown to bind Hg(I1) at least 10’ 
times better than the competing buffer thiols (82, 171, 210). A combination 



Model I .  ’Linear bis Hg(ll) coordination‘ 

Model 2. Asymmetric binding to single monbrner. 

CysSH 

Model 3. Hg(ll) crosslinking MerR monomers by three primary Hg-S bonds 

Figure 16. General models for Hg(I1) binding to the MerR protein. Mutagenesis studies 
led to the proposal of model 1 having linear his coordination with “ancillary” ligation (173). 
Studies by electronic spectroscopy and Hg-EXAFS. indicate that Hg(I1) is bound by three 
primary thiolate ligands, consistent with models 2 and 3, above (202, 2W). Mutant comple- 
mentation studies with Bacillus MerR support the model for IIg(I1) bound by three primary 
bonds (83). 

39 1 



392 WRIGHT. ET AL 

of the chelate effect and the additional thermodynamic stability of a 
[Hg(SR),]- complex vs. Hg(SR)2 are both responsible for the extraordinary 
affinity of MerR for Hg(II), even in thiol-rich media (209, 210). 

As described earlier, mutational analysis has provided some insight into 
potential roles for the specific cysteinyl residues in MerR; however, the 
chemical protection results lead to different conclusions. Based on muta- 
genesis results of Tn501 MerR, Hg(1I) was proposed to bridge protein 
monomers in a linear bis-coordinate mode (via Cys-l26), along with pos- 
sible ancillary bonding interactions with another cysteine residue (Cys-182) 
[Fig. 16, model 1, adapted from (173)]. Chemical protection studies, as 
well as electronic and X-ray absorption spectral data, on the other hand, 
a re  consistent with three primary thiolate ligands binding Hg(I1) 
(202, 209, 210). As discussed in Sections 1I.B-D, Hg(I1) complexes often 
demonstrate a range of secondary bonding interactions in restricted en- 
vironments such as a crystal lattice and may exhibit similar tendencies in 
a chelating protein environment. The EXAFS data show no hint of longer 
distance secondary interactions; if any such interactions are present, they 
are insufficiently strong to perturb the three-coordinate Hg center (209). 

It is unusual to find a dimeric protein, which recognizes a palindromic 
DNA sequence as a DNA binding site, yet binds its effector, Hg(II), in a 
three-coordinate manner to bridge two monomers. Models with an Hg(I1) 
atom bridging two monomers through two or four cysteine ligands are not 
consistent with the EXAFS and UV spectroscopy (Sections 11. H and IV. 
A). In light of the latter data, it is likely that the two protein monomers 
are asymmetrically arranged with Hg(I1) bound so as to cross-link the two 
protein monomers, as depicted in Fig. 16, models 2 and 3. Hg(I1) either 
could be interacting with one monomer in a manner that prevents Hg(I1) 
binding to the complimentary site in the other monomer (model 2) or could 
be bridging two monomers (model 3). These two possibilities are being 
addressed by physical studies of Hg(I1)-induced MerR cross-linking (210) 
and by heterodimer complementation studies of mutant proteins (83). The 
cysteine residues might be arranged at the surface of each symmetrically 
opposed monomer in a manner such that four (or more) potential thiolate 
ligands are always available for Hg(I1) coordination; Hg(I1) then binds in 
a stable complex to three of the four ligands. 

In another mechanism, Cys-126 would play a transitory role in the initial 
recognition or recruitment of Hg(I1) into a final binding site consisting of 
other cysteine residues. In this new model, some of the cysteines are in- 
volved in initial metal ion sequestration and discrimination and may play 
a kinetic role in recognizing Hg(I1). Given the rapid rate of ligand exchange 
observed in model complexes, the metal could be transferred to a site 
containing other cysteines. Occupation of the latter site would induce the 
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conformational changes in MerR that are required for the transcription 
switching event described in the next section. The current site-directed 
mutagenesis, chemical protection, and spectroscopic studies do not distin- 
guish between mechanisms in which one or both Cys-126 side chains are 
among the ultimate Hg(1I) binding residues, or are simply required for 
initial recognition and binding of Hg(I1). The latter case may explain the 
essential roles of Cys-82 and Cys-117 in the transcriptional switching event. 
This mechanism is largely conjectural; however, it is consistent with the 
mutagenesis results and points out difficulties in assigning specific roles to 
side chains in the structure and function of the biopolymer. It is important 
to recognize that mutations in cysteine residues that result in the loss of 
the MerR Hg(I1) binding function may not be the ultimate Hg binding 
residues. Clarification of the roles for protein cysteinyl residues in Hg(I1) 
recognition and transcriptional switching awaits further experimentation. 

VIII. MOLECULAR BIOLOGY AND MECHANISM OF THE 
Hg(I1)-RESPONSIVE SWITCH 

A. Background 

A variety of in vivo and in vitro studies have been performed to establish 
the effect of mercuric ion-MerR interaction on RNA polymerase and DNA 
during the switching event. Genetic studies first demonstrated that the 
merR gene was involved in both repression and activation of genes encoding 
the detoxification proteins, as well as the negative regulation of its own 
expression (11, 62, 63, 141, 182). Initial analysis of contacts between DNA 
and the overproduced and partially purified protein indicated that, in the 
presence and absence of mercuric ion, MerR was bound to a single site 
located between the divergently oriented merR gene and the merTPAD 
detoxification genes (143). MerR/DNA footprints generated with the low- 
resolution DNAase I method did not change upon addition of Hg(I1) to 
the complex, raising the possibility that other cellular factors might par- 
ticipate in the metal-responsive switching event. The latter possibility was 
eliminated by demonstrating that the MerR-dependent, metal-responsive 
activity of transcriptional switching could be reconstituted in vitro using 
samples of Escherichia cofi RNA polymerase and MerR protein that had 
been purified to homogeneity (145). Similarly, the Bacillus RC607 MerR 
can mediate in vitro transcription by the Bacillus RNA polymerase (82). 
These experiments demonstrated that in vifru switching occurred at mer- 
curic ion concentrations corresponding to those required for expression of 
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the resistance phenotype in vivo. This observation, in conjunction with the 
fact that MerR is not a membrane-spanning or periplasmic protein, led us 
to postulate that MerR is an intracellular sensor for an extracellular signal. 

In order to understand why an intracellular sensor is unusual for the 
mercuric ion detoxification system and why an extracellular sensor might 
be anticipated, it is necessary to consider the role of each of the induced 
proteins in protecting the cell from Hg(I1) poisoning. Mercuric ion detox- 
ification genes encode a periplasmic scavengening protein and a membrane- 
bound transport protein that import the toxic ion into the cell for processing 
by the enzyme mercuric ion reductase. The transport proteins are essential 
and have apparently evolved to protect Hg(I1)-sensitive functions in the 
periplasmic membrane. Thus, a sensor at the membrane would provide 
the cell with a means of detecting the metal at a site where it apparently 
does significant damage. Many signal transduction systems in bacteria em- 
ploy an extracellular sensor for small inorganic and organic molecules that 
communicates with the genetic apparatus through multiprotein relay sys- 
tems (162). In light of the mechanism of mercuric ion resistance and the 
precedents for extracellular sensor systems, it is interesting to ask why 
MerR acts as an intracellular receptor and to consider the mechanistic 
advantages of a single component system. The kinetic analysis presented 
below suggests that MerR gains the ability to function in an ultrasensitive 
manner (see Section I. D) by virtue of its direct interaction, in either the 
“off’ [without Hg(II)] or “on” [with Hg(II)] position with the enzyme it 
regulates. Thus as an intracellular, DNA-bound receptor with high spec- 
ificity and sensitivity, MerR can mediate a more efficient and expedient 
response than an extracellular receptor. Other advantages undoubtedly 
exist for the intracellular sensor in this case, such as absence of cross-talk 
with other regulatory cascades. MerR apparently circumvents the disad- 
vantages of being located remotely from the initial signal by having a high 
affinity for Hg(I1). It thus senses intracellular Hg(I1) concentrations (10P 
M) that are well below the toxic threshold (1 x M) for the cell. 
Interestingly, most other characterized metalloregulatory proteins are sin- 
gle-component signal transduction systems that, like MerR, act as both 
the signal molecule receptor and signal-transducing protein (160). An in- 
tracellular receptor is expected in some cases, such as with iron, where an 
accurate gauge of the intracellular concentration is essential. 

B. Kinetics of Hg(I1)-Induced Transcriptional Activation 

The abortive initiation assay (130) was used to pinpoint the Hg(I1)- 
responsive step in transcriptional initiation of the genes responsible for 
detoxifying Hg(I1). This analysis provides information on the specific site 



MERCURY(I1)-THIOLATE CHEMISTRY AND MerR 395 

of Hg(I1) stimulation in the pathway of transcriptional initiation. The abor- 
tive initiation assay is based on the following general reaction scheme for 
formation of the open, transcriptionally competent complex, RPo (41), 
where R and P stand for free RNA polymerase and promoter-bearing 
DNA, respectively. K B  is the equilibrium constant for the 

binding of free polymerase to the promoter to form the closed transcription 
complex, RP,, and kf and k, are the forward and reverse rates, respectively, 
of isomerization to the activated state. or open complex (RP,). The com- 
plex Hg-MerR exerts its stimulatory effect at one or more of these steps. 
and analysis of these parameters in the presence and absence of Hg(I1) 
has lead to a model for the role of the metal ion and the protein in the 
switching event. The constants KB and kf in Eq. 10 can be calculated from 
the dependence of the rate of open complex formation on the concentration 
of RNA polymerase, provided pseudo-first-order conditions are main- 
tained (80) (excess RNA polymerase and k f S  kr) .  Open complex formation 
is measured by the incorporation of a radioactive rNTP into oligonucleo- 
tides generated by nucleotide-limited abortive cycling of RNA polymerase. 

A reaction scheme, elaborated from Eq. 10, for initiation of transcription 
in the presence and absence of mercuric ion is presented in Fig. 17. Com- 
parison of the kinetic constants for each state has shown that Hg(I1) binding 
to the MerR protein results in an increase in the isomerization rate constant 
(kf) of RNA polymerase of almost two orders of magnitude, whereas the 
binding ( K O )  of RNAP to the promoter is not greatly affected (158). 

C. Topology of the Transcription Complex 

Chemical nucleases provide detailed information concerning the inter- 
actions of regulatory proteins with DNA (12) and have recently been ap- 
plied to intact transcription complexes. High-resolution probes such as 
hydroxyl radical-FeEDTA (192), as well as dimethyl sulfate (DMS) and 
DNAseI, were used to deconvolute the interactions of MerR, Hg-MerR, 
and RNA polymerase with P T ,  the DNA sequences in the regulatory region 
(the promoter) of the mercuric ion responsive genes (145). These studies 
provide a structural map, also known as a “footprint”, of the interactions 
of both proteins with the DNA in complexes isolated at different stages in 
the activation process and provide structural information on the physical 
role Hg-MerR in the activation mechanism. Several of the kinetic inter- 
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k f  M e r R  - P \"', [MerR * PT * RNAP] - [MerR - pT * RNAP] 
T + -  closed open 

1 2 a 

RNAP 
I 

k f  @ - MerR P [@ * MerR - P T RNAP] + @- MerR * 7- RNAP] 
closed open 

T 4 -  

4 5 5 
Figure 17. Schematic representation of the pathway of transcriptional activation at the 
Hg(1I)-responsive promoter in the absence (top) and presence of Hg(I1) (bottom). KB KL 
represent the equilibrium binding constants for RNA polymerase (RNAP) for the repressed 
[ - Hg(II)] and activated [ + Hg(II)] transcription complexes, respectively. kr and k: represent 
the RNAP isomerization rate constants for the conversion from closed to open transcription 
complexes for repressed and activated conditions, respectively (158). Each complex is num- 
bered for reference in the text. 

mediates shown in Fig. 17 have been trapped by substrate limitation and 
footprinted directly (complexes 1, 2, 4, 6) or first isolated by nonde- 
naturing gel electrophoresis techniques and subsequently analyzed by foot- 
printing (complexes 1, 4, 6). The latter method is preferable since the 
solution footprint can represent a composite of the various complexes in 
solution. The on position of the switching apparatus is represented by the 
transcriptionally competent, mercuric ion-induced conformation, complex 
6. This species directly correlates with a stable intermediate formed be- 
tween E.  coli RNA polymerase and DNA sequences known as an open 
complex. The open complex of most promoters is stable under nondena- 
turing gel electrophoresis, DNA-polyanion competition experiments, and 
in the absence of nucleotide substrates. It can be kinetically differentiated 
from other intermediates, such as the precursor closed complex (see above) 
and is characterized by the presence of 10-15 base pair area of double- 
strand DNA that has been locally unpaired (melted-out) at the start site 
for transcription. The presence of a melted out region from + 2  to - 12 
relative to the start site ( + 1) was detected in complex 6 using KMnO, as 
a probe (145). KMn04 rapidly oxidizes unpaired thymidine residues in the 
DNA but reacts slowly with duplex regions of protein-DNA complexes as 
detected in Maxim-Gilbert sequencing reactions (64). Thus, it is an ex- 
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cellent reagent for detecting the melted out transcription “bubble” in nu- 
cleoprotein complexes in general (168). 

Other remarkable features of the on conformation of this switch (Fig. 
17, complex 6) are the relative positions of the activator protein (Hg- 
MerR) and RNA polymerase on the DNA template and the alteration of 
MerR-DNA contacts. Unlike other prokaryotic transcriptional activators 
that bind upstream of the -35 region, which is a conserved promoter 
sequence for RNA polymerase binding, Hg-MerR is nestled within the 
RNA polymerase binding site, between the -35 region and the melted- 
out transcription bubble. There are gross changes in DMS protection pat- 
tern at the center of the Hg-MerR/DNA binding site in comparison to 
footprints in the absence of RNA polymerase. These changes implicate a 
Hg-MerR induced change in local DNA structure, and are discussed below. 
The fundamental structural aspects of complexes 1 and 6 can be seen in a 
projection of the footprinting and KMnO, results on to regular B-form 
DNA helix shown in Fig. 18. Note that this schematic representation is 
constructed from footprinting results for gel-separated complexes and noth- 
ing is known about the actual shapes of the proteins. Contacts at the center 
of the DNA binding site may arise from peptide arms that extend around 
the DNA; however, other biochemical and structural evidence is required. 

The repressed state, or the off conformation, of the switch is best rep- 
resented as complex 2, an intermediate in the kinetic scheme of Fig. 17, 
and is less well understood than its open counterpart. While a correspond- 
ing complex cannot be physically isolated using gel electrophoresis tech- 
niques, DNase I and KMnO, solution footprints suggest complex 2 exists 
as a rapidly formed closed complex with a small DNAase I footprint that 
slowly isomerizes to the open conformation in the absence of Hg(I1) (65). 
A summary of these results is seen in Fig. 20 where complexes 2 and 6 
from the kinetic scheme are shown in panel (b)  and (d), respectively. As 
discussed above, the rate of isomerization is increased by approximately 
two orders of magnitude when Hg(I1) is bound to MerR. The presence of 
complex 2 in the cell is indicated by DMS footprints in vivo (84). Complex 
2 can be thought of as a poised complex, which very slowly proceeds to a 
transcriptionally active form. The binding of Hg(I1) to MerR induces the 
conversion of complex 2 into the closed complex 5 ,  which like most other 
closed complexes cannot be physically isolated by gel techniques. Complex 
5 rapidly isomerizes to the active open form complex 6 and cannot be 
footprinted. The structural and kinetic data both clearly indicate that RNA 
polymerase can readily form a long-lived closed complex with MerR/PT 
that is rapidly converted to the activated open form by Hg(I1). Insights 
into this process have been obtained from chemical nucleases that use metal 
ions in the cleavage mechanism. 
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D. Hg-MerR-Induced Distortions in DNA Structure 

Mercuric ion switches on transcription by first binding to MerR. The 
binding of Mg(I1) induces a conformation change in the protein and this 
change is evident in the threefold decrease in the MerR/DNA binding 
constant (145). Then Hg-MerR stimulates the conversion of the closed 
transcription complex to an open complex as described above. There are 
two commonly proposed mechanisms for this type of activation event, as 
represented in Scheme I. Activator proteins such as lambda repressor and 
the catabolite activating protein (CAP) apparently stimulate RNA poly- 
merase transcription through energetically favorable protein-protein con- 
tacts (154). Alternatively, an activator protein can induce a conformational 
change in the local structure of the DNA template. This ultered DNA 
conformation could accelerate RNA polymerase open complex formation 
and thereby stimulate transcription. RNA polymerase must melt out ca. 
15 base pairs and a number of DNA distortions could facilitate this process, 
but there are no well-documented examples for this model. The two chem- 
ical nucleases, methidium propyl EDTA.Fe(I1) (MPE) and copper5- 
phenyl-o-phenanthroline (phenyl-CuOP), depicted in Fig. 19, use different 
binding and cleavage mechanisms, yet both detect an alteration in the local 
DNA structure of the Hg-MerR/DNA but not the MerR/DNA complex. 
The mercury-induced hypersensitivity to phenyl-CuOP found at the center 
of the Hg-MerR/DNA complex is also observed in the Hg-MerR/PT/ 
RNAP complex discussed above (Fig. 17, complex 6) (65). Thus this nu- 
clease hypersensitivity correlates directly with the activation of transcrip- 
tion. While the exact binding mode is not clear for phenyl-CuOP, MPE 

Step 1 

Hg(I1) binding induces a conformational change in the MerR protein. as dem- 
onstrated by a three fold decrease in the afinity of MerR for DNA in the presence 
of Hg(I1) 

Step 2 
Model A: Ilg-MerR induces a conformational change in RNA polymerase 
through protein-protein interactions. 

or 
Model B: Hg-MerR induces a conformational change in the local structure of 
the DNA. The alrered DNA conformarion accelerates RNA polymerase open 
complex formation. 

Scheme 1. Steps in the activation of transcription by Fig-MerK 
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l+ 

0 

Figure 19. 
(bottom) and copper-5-phenyl-o-phenanthroline (phenyl-CuOP) (top). 

Structures of the chemical nucleases methidium propyl EDTA.Fe(I1) (MPE) 

clearly intercalates from the minor groove of DNA. A protein-induced 
underwound region of DNA could exhibit enhanced sensitivity to MPE 
since, in general, the intercalator must underwind B-form DNA in order 
to bind. 

The proposed structural change in the promoter, such as a Hg-MerR 
induced kinking or unwinding of the B-form complex by 30°-700, could 



REPRESSED 

ACTIVATED 

Figure 20. Schematic mechanism of mercuric ion-responsive activation of transcription. A 
distortion of the DNA at the center of the IIg-MerR binding site, deduced by hyperreactivity 
of chemical nueleases, is represented by V-shaped dashed lines. This distortion is present 
when MerR is associated with Hg(I1) in both the presence and absence of RNA polymerase, 
as shown. Nucleases that demonstrate hyperreactivity are MPE and phenyl-CuOP (65). Bars 
represent DNA sequences of nzer genes; joined rectangles represent the dimeric protein 
MerR, shown associated with I-lg(II) in complexes c and d. Shaded ellipsoids represent the 
protein RNA polymerase. 

40 1 
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circumvent a physical barrier to rapid transcription at the PT promoter, 
namely, the unusually long 19 bp spacing between the - 10 and - 35 RNA 
polymerase binding regions (65). The extra two base pairs in this region 
extend the spacer length from the consensus 17 bp and dramatically weaken 
what would otherwise be a fairly strong promoter (121). These two extra 
bases between the - 10 and -35 regions also change the dihedral angle 
relating the center of each conserved of these promoter sequences. Un- 
winding and/or kinking induced by Hg-MerR could convert the local struc- 
ture to one which more closely resembles the concensus promoter and local 
underwinding may lower the barrier to formation of the melted out tran- 
scription bubble at the start site for transcription initiation. Deletion and 
point mutations in PT support a MerR-mediated change in DNA structure 
in response to Hg(I1) (121, 122). In addition, the chemical nuclease results 
support a role for MerR involving DNA distortion; however, analysis of 
footprints for the open complex (Fig. 17, complex 6), suggest that there 
must be a variety of contacts between RNA polymerase and Hg-MerR. 
Whether these contacts play an important role in the activation process 
remains to be seen. The model shown in Fig. 20 summarizes the current 
understanding of the kinetic and topological results. 

E. Overview of the Switching Mechanism 

We conclude that Hg(I1) binding to MerR/DNA complexes results in 
a protein imposed distortion in DNA structure (Fig. 20 complex c) and 
that this distortion plays an important role in stimulating the activity of 
RNA polymerase at the promoter for the mercuric ion resistance genes, 
depicted here as the conversion of complex c to complex d in Fig. 20. 
Mercury-induced protein-protein interactions between RNA polymerase 
and MerR may also play some role, however, there is no such evidence 
from the present studies. The free energy required for the distortion of 
DNA structure most likely is derived from the free-energy change for 
Hg(I1) binding to a receptor site in MerR, although a more detailed ther- 
modynamic analysis is warranted. 

IX. SUMMARY 

Although the structural literature on mononuclear Hg-SR complexes is 
dominated by linear bis-coordinate species that exhibit weak secondary 
bonding interactions, a few complexes with higher primary coordination 
number have recently been characterized. Thermodynamic studies of Hg- 
thiolate solution chemistry suggest that these species may be more tractable 
and abundant than an inspection of the structural literature might suggest. 
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In light of recent advances in solid state lWHg NMR, Raman, iR ,  EXAFS, 
and electronic spectrocopies summarized here, Hg(1i) complexes can no 
longer be considered as “spectroscopically silent.” A formidable barrier 
to establishing reliable spectroscopic correlations with the coordination 
environment still exists because of the small number of well characterized 
small molecule complexes. Solution lWHg NMR, vibrational, and electronic 
spectroscopies can distinguish complexes with a coordination number of 2 
from those with CN = 3 or 4. None of these techniques can readily dis- 
tinguish between three and four coordination however. Recent advances 
in solid-state lWHg NMR spectroscopy unequivocally demonstrate that Hg- 
SR complexes with a primary coordination number of three or four can 
be readily distinguished. 

Comparison of results from EXAFS and electronic spectroscopy for the 
Hg-MerR protein with mononuclear two-, three-, and four-coordinate 
complexes leads to a trigonal H g ( s C y ~ ) ~  model for the coordination en- 
vironment in the Hg-MerR protein. This model provides a structural and 
chemical explanation for the high sensitivity and selectivity of this protein- 
binding site for Hg(I1) in comparison to other soft metals such as Zn(I1) 
and Cd(I1). In the latter cases the metal thiolate chemistry is dominated 
by tetrahedral [M(SR)$ complexes. Apparently, the thermodynamic barrier 
to dissociating a thiol from [Zn(SR),]’- or from [Cd(SR),]’- to form a 
trigonal species in a thiol-rich media is higher than the barrier of adding 
an additional thiol to a linear Hg(SR)* compound. These aspects of the 
recognition process await characterization of the Cd(1I) and Zn(1I) forms 
of the protein, as well as additional studies of Hg-MerR, which test the 
trigonal model and distinguish planar and pyramidal variants. 
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NOTES ADDED IN PROOF: 

The second structure of a mononuclear three-coordinate Hg(I1) complex 
with aromatic thiolate ligands has recently been reported (72a). Although 
the S-Hg-S bond angles of the planar complex are distorted significantly 
from 120", the average Hg-S-bond distance is 2.44(3) A, in good agree- 
ment with the averages from the other three-coordinate Hg(I1)-thiolate 
complexes summarized in Table VI. In the same paper, Gruff and Koch 
report the first structurally characterized example of a three-coordinate 
Cd(I1)-thiolate complex. Comparison of the properties of this complex 
with the Cd(I1)-MerR protein will facilitate characterization of the coor- 
dination in the latter. 

Dimer complementation studies of site-directed cysteinyl mutants for 
the Bacillus RC607 MerR protein, as discussed in Sections VIIB and C, 
have recently been reported (83a). 
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I. INTRODUCTION 

For many years bioinorganic chemistry has been synonymous with the 
study of metal ions in biology. Metal centers that are critical in mediating 
cellular redox processes have been described and characterized. Metal- 
loenzymes essential in catalyzing metabolic reactions have been discovered 
and the role of the metal in these reactions has been elucidated. The 
structure and coordination environment of metals in proteins with diverse 
functions have been explored. In all these studies what has been clear is 
the essentiality of the metal to the processes themselves and indeed even 
to probing these processes. The metal is essential because of its reactivity, 
its coordination geometry, which defines the molecular architecture about 
it, and importantly because of its electronic properties, which permit our 
spectroscopic investigation. In addition, bioinorganic chemists are now 
beginning to take advantage of the many characteristics of transition metal 
complexes in order to explore biological molecules which themselves do 
not contain a metal center. The same center of reactivity, structural com- 
plexity, and spectroscopic accessibility that has proved to be valuable in 
the examination of metalloproteins can be applied to probe biopolymers 
lacking a metal. In making such applications of transition metal chemistry, 
new exciting challenges and opportunities are becoming available to the 
inorganic chemist. 

In this chapter we explore the utility and applications of transition metal 
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complexes in probing nucleic acids and the recognition of specific sites on 
the nucleic acid polymer. Nucleic acids under physiological conditions are 
polyanions composed of heterocyclic bases linked to a sugar-phosphate 
backbone. As such they are quite amenable to probing with positively 
charged transition metal ions and complexes that are stable in aqueous 
solution. A central question in biological research today involves the de- 
termination of how specific sites on the nucleic acid polymer are recognized 
and distinguished. Along the DNA double helical polymer, for example, 
how is a specific sequence of nucleic acid bases targeted? Proteins that 
regulate the expression of genetic information, for example, are able to 
bind to and discriminate among DNA sites with high affinity and fidelity. 
In developing new chemotherapeutic agents targeted to DNA and new 
tools for biotechnology, an understanding of the principles governing such 
site-specific recognition would be valuable. Indeed, understanding how 
molecules find unique positions on a seemingly uniform piece of DNA 
ranks among the most fascinating and important current chemical or bio- 
chemical questions. 

One element of this problem involves the determination of the structural 
variations in a nucleic acid. Although represented commonly as a one- 
dimensional sequence of bases, nucleic acids adopt a variety of confor- 
mations. Double helical DNA is polymorphic in structure and along the 
polymer strand there exists a rich heterogeneity of conformation. Fig. 1 
(see also color plate) shows the structures of three different, structurally 
characterized conformations of double helical DNA: the A (l), B (2), and 
Z (3) forms. These structures are all double helical in form and rely upon 
Watson-Crick hydrogen-bonding interactions between the two antiparallel 
strands of nucleic acid. The resulting shapes associated with these confor- 
mations are remarkably different, however. The B form, considered to be 
most common, is a right-handed helix, with base pairs stacked in the center 
of the helix and average base planes aligned normal to the helical axis. 
There are two well-defined right-handed grooves, termed the major and 
minor grooves, and each has a characteristic width and depth, which to- 
gether result in the distinctive shape associated with this helical form. The 
A conformation (Fig. l), is also a right-handed helix, but in other respects 
it is distinctly different from the B-form structure. Compared to the B- 
form structure, here, owing to a change in sugar puckering, the bases are 
pushed outward toward the minor groove direction and are tilted substan- 
tially with respect to the helix axis. The resulting helix has a very shallow 
and wide minor groove and a major groove pulled deeply into the interior 
of the structure; the major groove becomes largely inaccessible to mole- 
cules in solution. Double-stranded RNAs and DNA-RNA hybrids are 
thought in general to adopt predominantly the A conformation, but local 
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Figure 1. A- (left), B- (center), and Z- (right) DNA. Shown are space-filling models for 
the different double-stranded DNA helical conformations based upon crystallographic data 
for each form (1-3). The sugar-phosphate backbone is shown in red and the base pairs, in 
green. This and subsequent graphical representations were obtained using the program, 
Macromodel, for which we gratefully acknowledge W. C. Still. 

regions of duplex DNA of a particular sequence (mainly homopurine- 
homopyrimidine segments) or under particular conditions (dehydrating 
solvents or environments) can also adopt A-like conformations. The re- 
maining structurally characterized double helical conformation is that of 
Z-DNA (3). Although also composed of Watson-Crick hydrogen-bonded 
base pairing between antiparallel strands, this helical structure is strikingly 
different because it spirals with a left-handed sense. The structure is dis- 
tinctive in other respects as well. The repeating unit is a dinucleotide, 
resulting in a zigzag helix, because of the alternation in sugar pucker and 
disposition of the bases about the glycosidic bond. Alternating purine- 
pyrimidine sequences have the greatest propensity to adopt this confor- 
mation. The helix is long (largest helical pitch) and slender. The major 
“groove” is in fact a shallow, almost convex surface, and the minor groove 
is a narrow crevice, zigzagging in a left-handed fashion along the side of 
the major “groove.” These different structures illustrate a range of vari- 
ation within the double helical framework, but even within these families 
a host of structural variations are evident. Within the B form, for example, 
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variations are seen in base pair tilt and twist, and even within a base pair, 
as a function of local sequence, the bases may be propeller twisted one to 
another, breaking the planarity of the base pair. There are a host of other 
local variations in conformation that have not been structurally character- 
ized in detail. Examples include H-DNA (4), cruciforms ( 5 ) ,  and bent 
DNA sites (6). 

This chapter describes the impressive battery of probes for nucleic acid 
structure based upon transition metal chemistry and how these metal-based 
probes are being applied to elucidate elements of site-specific recognition. 
For the most part we focus our attention on probes for DNA. In Section 
I1 we illustrate the different features of transition metal chemistry in terms 
of its utility in probing nucleic acids and in the remaining sections we 
describe a variety of specific applications using metal-based probes. This 
chapter is not intended to be an exhaustive review of the field. Many other 
articles have been written, describing the variety of interactions of metal 
ions with nucleic acids (7). An abundance of articles is also available, which 
report on the mechanism of action of metal-based chemotherapeutic agents 
that target DNA, notably describing research on cisplatin and Fe-bleomycin 
(8). Most recently, also, review articles have appeared that describe the 
current state of knowledge of the interactions of metal-containing proteins 
with DNA (9). Although the field of metal-nucleic acids has become one 
of great excitement and ever-expanding topics, articles do not appear to 
have been written which. using what we know about the interactions of 
metal ions and complexes with nucleic acids as a foundation, describe how 
transition metal complexes are now being used as chemical probes. We 
therefore intend this chapter to illustrate the problem at hand and show 
how inorganic chemistry is currently being used and may become still more 
useful in developing probes to tackle these important questions in biology. 

11. FEATURES OF TRANSITION METAL COMPLEXES 
USEFUL IN PROBING NUCLEIC ACIDS 

Here we consider the advantages of  transition metal chemistry in probing 
nucleic acids. Metal complexes bind to DNA through a variety of  modes 
and each may be exploited in probe development. The redox and spectro- 
scopic characteristics of the metal complexes, furthermore, offer a range 
of methods to assay sensitively these probe interactions. The spectroscopic 
perturbations in the metal complex on binding to its target serve as a 
reporter, or  tag for binding. and a means to examine characteristics of that 
binding interaction. Redox reactions of the metal complexes bound to the 
nucleic acid also provide sensitive chemical reporters that mark specifically 
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the sites of binding on the polymer. Finally, and perhaps most subtly, the 
structures of the metal complexes themselves and how those structures 
influence binding yield powerful probes for nucleic acid structure and site 
recognition. The matching in shape and symmetry of a coordination com- 
plex to its nucleic acid binding site permits a structural view of the com- 
plementary nucleic acid binding site itself and how variations in structure 
may occur along the polymer strands. By keeping in mind these different 
characteristics of inorganic complexes, one may imagine a multitude of 
possibilities for how to exploit transition metal chemistry in probing nucleic 
acids. 

A. Binding Modes of Metal Complexes 

A great diversity exists in the design of nucleic acid probes upon tran- 
sition metal chemistry in part because of the abundance of different binding 
interactions to nucleic acids that may be exploited. Metal complexes bind 
to DNA through both covalent and noncovalent modes as illustrated in 
Fig. 2. 

Perhaps the most frequently considered binding interaction of heavy 
metals with DNA is that of DNA base binding (7), illustrated in Fig. 2 
through the coordination of cis[diammineplatinum(II)]z+ to the guanine 
N7 nitrogen atom. The DNA lesion introduced by cis-platin, an important 
inorganic antitumor drug, is an intrastrand cross-link between neighboring 
guanine residues created by covalent binding of the metal center to the 
two soft purine nitrogen atoms (8, 10); binding to the adenine N7 position 
is also observed although to a lesser extent. Heavy metal ions in general 
appear to bind covalently to DNA through this mode of coordination and 
therefore, to first order, covalent tagging of guanine sites may be obtained 
by using such heavy metal reagents. Other coordination sites are present 
on the nucleic acid (the N1 positions on purines and N3 nitrogen atoms 
on pyrimidines) but these are not easily accessible in the double-stranded 
helix (7). 

The metal ions may bind also to the sugar-phosphate backbone, either 
electrostatically or, less commonly, through association with the sugar. 
Hard metal ions like magnesium associate with the anionic phosphates (7). 
The pentose ring of the nucleotide is perhaps the poorest ligand for metal 
coordination but osmate esters of ribose can form and this kind of inter- 
action has been suggested as a basis for heavy metal staining of RNA (1 1) .  

Non-covalent interactions between the ligands surrounding a coordi- 
natively saturated metal center and the nucleic acid may also be used 
advantageously in probe design. The most common of such interactions is 
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Figure 2. A diversity of covalent and noneovalent binding niodes of metal complexes with 
DNA. (a )  Representative covalent interactions. Shown schematically are examples of co- 
ordination to the DNA base, sugar, and phosphate moieties given, respectively, by the 
covalent association of ci.sdiammineplatinum(II)2' to the N7 nitrogen atom of neighboring 
guiinine residues, the formation of an osmate ester with ribose hydroxyl groups, and the 
primarily electrostatic association between [Mg(Hz0),l2 + and guanosine phosphate. (b )  An 
illustration of hydrogen bonding of coordinated ligands. Shown is a partial view o f  the crystal 
structure (12) o f  Z-form d(CG), with [Co(NH,),I3' hydrogen bonded both to the guanine 
base (GlO) and phosphate backbone (PY). (c) Intercalative stacking of a metal complex. 
Shown is the crystal structure of (terpyridyl)(2-hydroxyethanethiolate)platinum(II) interca- 
lated and stacked above and below the base paired dinueleotide d(CpG) (15). 
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likely that of hydrogen bonding of coordinated ligands to the nucleic acid. 
Figure 2b shows the several hydrogen-bonding interactions between am- 
mine hydrogen atoms and both phosphate oxygen and base acceptor po- 
sitions evident in the crystal structure of cobalt hexammine bound to Z- 
form d(CG)3 (12). 

Many recents studies have focused on applications of metallointerca- 
lation, which is also an important noncovalent interaction of metal com- 
plexes with nucleic acids. Intercalation is a common mode of association 
of small molecules with DNA, where a flat aromatic heterocyclic moiety 
inserts and stacks in between the DNA base pairs (13). Lippard and co- 
workers (14) determined in 1974 that platinum(I1) complexes containing 
an aromatic heterocyclic ligand such as terpyridine could intercalate in 
DNA. Figure 2c shows such a stacking interaction of such a complex in a 
dinucleotide (15). Recently, we have found that intercalation is not re- 
stricted to completely flat, square planar complexes, but partial interca- 
lation of ligands coordinated to octahedral metal centers is feasible as well 
(16). We have found that tris(phenanthro1ine)metal complexes bind to 
DNA by two noncovalent modes, one described as a surface- or groove- 
bound interaction in the minor groove of the helix and the other appearing 
to be an intercalative interaction in the.major groove of the helix (17). As 
can be seen even in the crystal structure of [Pt(trpy)(SCH2CH20H)] + bound 
to d(CG)2, it seems that, in general, metallointercalators tend to bind from 
the major groove direction of the duplex. From the point of view of probe 
design, this specific targeting can be advantageous since the number of 
DNA recognition elements available as donor-acceptor interactions in the 
major groove exceeds those in the minor groove. Furthermore, protein- 
DNA interactions occur predominantly in the major groove of the helix. 
In addition, this intercalative binding mode permits the anchoring of the 
small molecule (and of its chemistry) with a well-defined orientation with 
respect to the helix. 

B. Metal Complexes as Spectroscopic Tags 

It was clearly demonstrated in the many beautiful studies conducted on 
spectroscopically active metal centers in proteins, that the electronic struc- 
ture of a metal center can provide a sensitive spectroscopic handle to 
examine the region to which the metal complex is bound. This same spec- 
troscopic sensitivity can be utilized in studies of nucleic acids. 

The variety of studies conducted with tris(phenanthro1ine)metal 
complexes and DNA perhaps most easily illustrate this point (16). 
Tris(phenanthro1ine) complexes of ruthenium(I1) and its derivatives pos- 
sess an intense luminescent metal-to-ligand charge-transfer state that is 



PROBING NUCLEIC ACIDS WITH TRANSITION METAL COMPLEXES 421 

perturbed on binding to DNA (17, 18). Absorption hypochromism and 
luminescence enhancements accompany binding to the helix and may be 
used to monitor such binding (19). Figure 3a, for example displays the 
luminescence spectra of [Ru(phen)$+ in the absence of DNA and of each 
enantiomer in the presence of DNA. The luminescence is enhanced and 
indeed is enhanced to an even greater extent for the &isomer. These data 
are consistent with the increase in excited-state lifetime of the ruthenium 
complex found for the intercalative mode of binding and simply illustrate 
the enantioselectivity associated with this binding mode (16-19). As is 
evident. then, the spectroscopic as well as structural characteristics of the 
metal complex report on features of the binding interactions. Since binding 
varies with the environment about the metal complex, these perturbations 
allow us to monitor binding to different DNA sites and to learn about the 
nature of those sites. 

Figure 3b illustrates how paramagnetic metal complexes may be used 
to assay binding to oligonucleotides in NMR experiments (20). The com- 
plex [Ni(phen),I2+, of comparable structure to [ R ~ ( p h e n ) ~ ] ~ + ,  is paramag- 
netic and therefore influences the magnetic properties of sites to which it 
is bound. The NMR signals of protons in proximity to the metal complex 
are preferentially broadened, allowing precise delineation of metal binding 
sites along the short polymer. Figure 3b shows the ‘H NMR spectrum of 
the duplex hexamer d(GTGCAC)2 in the presence of increasing concen- 
tration of [A-Ni(phen),I2+. While all resonances broaden with increasing 
nickel concentration, the adenine AH2 broadens preferentially. From this 
result we concluded that the surface bound mode, the other noncovalent 
mode of association of tris(phenanthro1ine)metal complexes with DNA 
(which favors the A-isomer), occurs in the minor groove of the helix (where 
the AH2 proton is found). This surface- or groove-bound interaction could 
not be explored in detail using other spectroscopic techniques. 

In early studies of metal-nucleic acid interactions, it was the electron 
dense metal center that was exploited (7) .  Metal complexes were used as 
heavy metal tags in forming metal-containing isomorphous derivatives of 
nucleic acid complexes for crystallographic studies and as stains for nucleic 
acids in electron microscopy studies. It was hoped that specific heavy metal 
tagging might be applied for DNA sequencing by electron microscopy (21). 
Recently, it became clear that the full range of techniques available to the 
inorganic chemist may be applied to probing metal complex interactions 
with nucleic acids, thus indirectly allowing the use of these methods to 
probe the nucleic acids themselves. Bard and co-workers (22) have recently 
demonstrated the application of cyclic voltammetry to examine the binding 
to polynucleotides of the tris(phenanthro1ine) metal complexes. In these 
experiments, the cobaltic complex was employed to permit maximal elec- 
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trochemical detection. As the many varied applications with phenanthro- 
line complexes now demonstrate, by the judicious choice of a metal center, 
the use of transition metal complexes allows us to tune and select the 
spectroscopic properties of a given molecular probe. Such flexibility is 
simply not available for organic molecules without significantly altering 
their molecular geometry. 

C. Redox Reactions of Metal Complexes 

One way for a probe or drug to act on a biological molecule is to perform 
a chemical reaction at its binding site. This reaction imparts new charac- 
teristics to the biomolecule specifically at the binding site, which can be 
detected using biochemical techniques. For example, a currently used sen- 
sitive technique to probe DNA structure is the application of site-specific 
DNA cleavage chemistry. Spectroscopic methods to examine binding of a 
complex to the polynucleotide permit the determination of the quantity of 
complex bound to the polymer. But, if the bound complex promotes the 
scission of the DNA sugar-phosphate backbone, for example, through 
oxidative degradation of the sugar moiety, then biochemical methods can 
be used to determine where the polymer scission occurred and, therefore, 
where along the polymer the complex was bound (23). This strategy is 
schematically illustrated in Fig. 4a. The strand break, induced by the redox 
reaction of the metal complex, sensitively marks the binding site. 

Figure 46 shows the structure of the first synthetic DNA cleaving mol- 
ecule based upon transition metal chemistry. The structure of the complex 
MPE-Fe(I1) illustrates how a DNA binding moiety may be converted to 
a DNA cleaving molecule by the coupling of metal based redox reactions 
(24). Ethidium is a prototypical DNA intercalator. MPE-Fe(II) was con- 
structed by Dervan and co-workers (25) by tethering onto methidium the 
classical iron chelating agent. EDTA. Upon addition of stoichiometric 
ferrous sulfate, hydrogen peroxide and a reductant , such as dithiothreotol, 
MPE-Fe(I1) efficiently cleaves DNA. It is considered that the methidium 
intercalates into the helix and delivers the iron-centered redox chemistry 
at short proximity to the sugar-phosphate backbone. In the presence of 
reductant to regenerate the ferrous species, the metal complex may then 
catalytically promote the Fenton reaction, generating hydroxyl radicals at 
high local concentration in the vicinity of the helix. 

Fe2+ + H202 -+ Fe3+ + OH- + OH- 

Fe3+ + e -  - Fez' 
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Figure 4. DNA cleavage by metal complexes. (a) Shown schematically is the method utilized 
to determine with single base rcsolution the sites of metal complex attack on a strand of 
DNA. After binding of the metal complex (M) to several sites on a radioactively end-labeled 
DNA fragment, and activation to permit strand cleavage at the binding sites, the nicked 
DNA is denatured, eleetrophoresed on a high-resolution polyacrylamide gel, and the gel 
submitted to autoradiography. From the molecular weights of the end-labeled fragments, the 
positions of cleavage and, therefore, binding by the metal complex, may be determined. Also 
shown schematically (left) is the Maxam-Gilbert sequencing reaction, which is coelectro- 
phorescd to obtain molecular weight markers. (b)  Methidium-propyl-EDTA-Fe(II), MPE- 
Fc. The molecule combines a binding functionality (the methidium) with a tethered cleaving 
functionality [Fe(EDTA)]'-. In the presence of peroxide and a reducing agent, the complex 
efficiently cleaves double helical DNA (24). (c) A schematic illustration of various DNA 
cleavage patterns that may be observed using four different classes of DNA cleavage reagents. 
Shown in lanes A-D are patterns corresponding to (A) cleavage by a complex that binds 
uniformly to DNA and cleaves by attack on the sugar; (B) site-specific binding by a complex 
and cleavage without a diffusing species; ( C )  uniform DNA binding by a complex that attacks 
the DNA bases, yielding base-selective cleavage chemistry (in this case preferential reaction 
at guanine sites); and (D) site-selective binding by a complex that cleaves DNA with base- 
selective chemistry mediated by a diffusible species. Also shown is a Maxam-Gilbert se- 
quencing reaction for guanine sites. 
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These diffusing radicals are thought to degrade the sugar oxidatively pri- 
marily through hydrogen abstraction at  the C4’ position on the sugar. Some 
debate concerning the mechanism still remains, however. 

Chemical or photochemical oxidation of a nucleic acid is accomplished 
very efficiently by a variety of metal complexes. In the presence of hydrogen 
peroxide and thiol, bis(phenanthro1ine) cuprous ion very efficiently cleaves 
DNA (26). Tris(phenanthro1ine) complexes of cobalt(II1) or rhodium(II1) 
promote redox reactions in their excited states (27, 28). These photoac- 
tivated probes bind to the DNA helix in a fashion comparable to the 
spectroscopic probes described above and then, upon photoactivation, pro- 
mote DNA strand cleavage. 

The different kinds of photoreactions carried out by tris(phenan- 
thro1ine)metal complexes may illustrate how such cleavage chemistry is 
applied in probe design. The rhodium and cobalt complexes, upon irra- 
diation, target the DNA sugar (28, 29). The cleavage products of an oli- 
gonucleotide are a 5’-phosphate, 3’-phosphate, free base, and presumably 
a sugar fragment (the sugar fragment has not been identified). In the case 
of photocleavage with [ C ~ ( p h e n ) ~ ] ~ + ,  cobaltous ion and free phenanthro- 
line are also formed. These photoreactions do not require oxygen and no 
intermediate diffusible species appears to be involved, based upon exper- 
iments conducted with analogues. These results have suggested to us that 
irradiation leads to photoreduction of the metal complex (either ligand 
centered or involving ligand-to-metal charge transfer, LMCT), with for- 
mation of a ligand radical and thereupon direct hydrogen atom abstraction 
from the sugar. This mechanism contrasts the photocleavage reactions 
found with [Ru(phen),]”. Here photolysis in the LMCT band sensitizes 
formation of singlet oxygen (30). This reactive intermediate then oxida- 
tively adds to the different DNA bases. The bases, once modified, can be 
liberated from the polymer upon treatment with piperidine, resulting there- 
after in strand scission. Here the reaction depends on the oxygen concen- 
tration and a diffusible species, lo2, is involved which targets the DNA 
base. 

Binding of all tris(phenanthro1ine)metal complexes to DNA is compa- 
rable, the structures being essentially identical and the charge differences 
only affect the relative proportions of surface vs. intercalative binding. 
Different patterns of cleavage are evident along the DNA strand for the 
tris(phenanthro1ine)metal complexes, however, as revealed by using gel 
electrophoresis and autoradiography for analysis. For the rhodium and 
cobalt complexes, the binding is quite uniform along the strand, and since 
it is the sugar that is targeted, to a first approximation the sugars at each 
position should be equally reactive. Hence, a uniform pattern of cleavage 
is obtained. If this photoactivated, nondiffusible chemistry is instead cou- 
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pled to a site-specific binding molecule, then single site cleavage is observed 
(see below). For the ruthenium complexes, although binding is equally 
uniform, here the target is the DNA base, and lo2 reacts with different 
efficiencies with the different DNA bases (G % T > A,C). Hence, for 
uniform binding, preferential reactivity at all guanine sites is obtained (30). 
With site-selective ruthenium analogues (Fig. 4), superimposed over the 
guanine-specific reaction, some preferential sites of cleavage are apparent 
where the ruthenium complex is bound and the singlet oxygen concentra- 
tion is locally much higher. Since singlet oxygen diffuses outward from the 
binding site, cleavage at several sites emanating outward from the center 
is observed. This kind of cleavage pattern, over several base pairs, typifies 
a reaction involving a diffusing species. Figure 4c schematically illustrates 
the different kinds of cleavage patterns one expects for different reagents. 
Each scheme may be usefully exploited, depending on the question being 
addressed. 

D. Metal Complexes as Structural Probes 

Rigid, coordinatively saturated metal complexes can also act as struc- 
tural probes for nucleic acids simply as a result of the recognition of a 
complementarity in the shape of binding sites. The same notions that apply 
in constructing ligands of different well-defined goernetries to model re- 
ceptor site structures may be applied in probing local variations in nucleic 
acid structures. The well-defined and varied architectures of transition 
metal complexes have been extremely valuable for probe design. In this 
instance one considers primarily an ensemble of weak, noncovalent inter- 
actions between a rigid coordinatively saturated probe and its matching 
binding site. Indeed nature has already incorporated transition metal chem- 
istry in the design of rigid, coordinatively saturated structures that rec- 
ognize specific sites on DNA through the synthesis of “zinc finger” proteins. 
This family of eukaryotic DNA transcriptional factors shares a common 
structural motif defined by the scaffolding of a peptide domain about a 
zinc center coordinated in a tetrahedral fashion to two cysteine and two 
histidine side chains (31). This example of site-specific DNA binding by a 
natural metal complex, with the metal defining the structure of the complex, 
underscores the potential utility of these species for the study of site rec- 
ognition along a DNA strand. 

Transition metal chemistry provides a rich variety of structural elements, 
(a) geometric variability, (b) rigidity, and (c) dissymmetry necessary for 
construction of nucleic acid probes. First, consider in contrast the structural 
constraints imposed by the carbon atom. It has a maximum coordination 
geometry of four and a relatively limited set of possible structural forms 
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that it can assume. Biological systems such as the active site of an enzyme 
or ribozyme are often intricate assemblies that would best fit a probe 
molecule of alternate geometry, such as trigonal bipyramid or an octa- 
hedron. Functional groups designed to interact with the site may be best 
arranged about a transition metal in one of these alternate shapes. Tran- 
sition metal and rare earth complexes, with their variety of coordination 
geometries, provide templates for construction of novel shapes that may 
be tailor-made for interaction with biological targets. Second is the question 
of the rigidity of a given structure. When a molecule possesses many degrees 
of freedom in its motion, we can never say with certainty what shape it is 
assuming. Thus, if we want to study how it interacts with a biological 
macromolecule, we cannot understand precisely how the probe molecule 
and the biomolecule contact each other, which makes it difficult to draw 
structural conclusions. For example, the structural complexity of polysac- 
charides is immense and commonly used by nature to define recognition 
elements for proteins binding to the surface of cells and other surfaces. It 
would be difficult, however, to use sugars as probes of structure because 
their floppy rings may assume many different geometries. One could never 
say with certainty what shape the probe adopted. By using rigid metal 
complexes with a strict definition of the shape of the complex, and therefore 
of the complementary site being probed, some certainty in structural in- 
formation is achieved. Last we consider the feature of structural dissym- 
metry in a probe. There is perhaps nothing more specific and well or poorly 
“matched” than is a diastereomeric interaction between two dissymmetric 
structures. Since nucleic acids are themselves chiral, chirality in the design 
of a probe for nucleic acids may be logically and specifically exploited (16). 
Transition metal structures, here as well, offer a diversity in structural 
asymmetry to be used advantageously. 

The enantioselective binding of tris(phenanthro1ine)metal complexes to 
B-DNA illustrates this notion of applying rigid molecular shape and sym- 
metry to probe nucleic acid structure. Figure 5 (see also color plate) displays 
a model for the intercalation of A- and A-tris(phenanthro1ine)metal com- 
plexes into right-handed B-form DNA. Intercalation favors the A-isomer 
for this binding mode. The tris(phenanthro1ine)metal complex is rigid in 
structure and the intercalative interaction, the stacking of one phenan- 
throline ligand between the base pairs of the helix, orients and anchors 
the complex with respect to the helix. In so doing, for the A-isomer, the 
ancillary, nonintercalated ligands are necessarily oriented along the helical 
groove, with the same chirality as the right-handed helix. For the A-isomer, 
with one phenanthroline ligand intercalated and therefore held in a similar 
fashion, the ancillary ligands are oriented with a disposition contrary to 
that of the right-handed helix; steric interactions then result between the 
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Figure 5(a). '1- (left) and A- (right) [Ru(phen),]'+. 

Figure 5(b) .  Illustration of [Ru(phen),12+ enantiomers bound by intercalation to B-DNA 
and the basis for the enantioselectivity (16). The A-enantiomer (right) fits easily into the 
right-handed helix, since the ancillary ligands are oriented along the right-handed groove. 
For the A-isomer (left), in contrast, steric interference is evident between the ancillary phen- 
anthroline ligands and the phosphate backbone. since for this left-handed isomer the ancillary 
ligands are disposed contrary to the right-handed groove. 
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phenanthroline hydrogen atoms and the sugar-phosphate backbone both 
above and below the intercalation site. The enantioselectivity in binding 
by intercalation, which favors the A-isomer, could therefore be rationalized 
by the matching, or not matching, of the symmetry of the metal complex 
to that of the DNA helix. This chiral discrimination provides the basis for 
probes to distinguish DNA helical chirality (see below). The rigid, dissym- 
metric structure or shape of the tris(phenanthro1ine)metal complex there- 
fore itself serves as the basis for probing the nucleic acid. 

111. APPLYING TRANSITION METAL COMPLEXES AS 
GENERAL NUCLEIC ACID PROBES 

Keeping in mind the fundamental advantages available when using tran- 
sition metal complexes in designing nucleic acid probes (Section 11). we 
consider here a variety of general applications of simple coordination com- 
plexes. Transition metal complexes have been particularly useful in de- 
veloping chemical footprinting agents to examine protein-DNA contacts. 
These reagents (many are now available), are replacing exonucleases in 
molecular biology laboratories to explore protein-DNA interactions. Sim- 
ple metal complexes have also become useful in exploring subtle variations 
in structure of DNA in the absence of protein, by exploiting the differential 
reactivity of sites along the polymer to the metal complexes, or by ex- 
amining differential spectroscopic properties of metal complexes depending 
on the DNA conformations where the metal complexes are bound. Metal 
complexes have also been useful as tags either for the nucleic acids them- 
selves in electron microscopic studies or as tags linked to DNA binding 
proteins to report their site of binding along the helix. In considering these 
different applications, what has become quite remarkable is the impressive 
array of techniques and important biological questions that can now be 
addressed, and addressed uniquely, with these transition metal reagents. 

A. Metal Complexes as Probes of DNA-Protein Contacts 

Footprinting is one of the most powerful techniques in molecular biology 
for visualizing the site-specific binding of proteins to DNA (32). Since most 
nonenzymatic footprinting reagents are in fact metal complexes, inorganic 
chemistry has played a key role in our understanding of protein-DNA 
interactions. 

In order to function as an effective footprinting reagent, a metal complex 
must be a relatively nonspecific DNA cleaving agent. The presence of a 
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protein or peptide bound to DNA blocks the normal cleavage by the 
reagent, and therefore, the greater the sequence neutrality of the cleaving 
agent, the easier it becomes to detect the sites blocked. When radioactively 
end-labeled cleavage products of the reaction between the footprinting 
reagent and DNA-protein complex are denatured and electrophoresed on 
a polyacrylamide gel, one sees a blank spot, or “footprint”, in the position 
of DNA protected by bound protein. Figure 6 illustrates this methodology 
and Fig. 7 shows the variety of transition metal complexes that have been 
applied in footprinting experiments. 

Chemical footprinting reagents that have been most successful 
in mapping DNA-protein contacts and determining the binding site 
sizes of the proteins are methidium-propyl-EDTA Fe(II), [Fe(EDTA)]*-, 
[Cu(~hen)~]+,  and metalloporphyrins (Fig. 7a). Each reagent has specific 
advantages that render it useful for probing particular systems. Another 
class of footprinting reagents are those that are activated by light (Fig. 7b). 
There are some distinct experimental advantages to photofootprinting re- 

3‘ 5‘ 

~ * 

I * 

DNA cleaving 
agent - 

DNA cleaving 
agent - 1: 1 

Maxam-Gilbert gel 

Figure 6. Schematic illustrating DNA footprinting methodology. DNA cleaved by a se- 
quence-neutral cleaving agent yields an even distribution of cuts on end labeled and then 
denatured fragments (top). When protein is bound to a specific site on the DNA, cleavage 
at that site is inhibited, and the cleavage pattern on end-labeled DNA shows a blank spot, 
or footprint (bottom). 
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agents, because they can be added to a protein-DNA complex and remain 
inert until photoactivation. One therefore has control over the timing of 
these reactions and hence the potential to examine protein-DNA inter- 
actions directly with some time resolution. Furthermore, light activation 
in principle may permit footprinting experiments inside a living cell. Pho- 
tofootprinting reagents thus far include uranium nitrate and acetate salts, 
light-activated metalloporphyrins, and phenanthrenequinone diimine com- 
plexes of rhodium(II1). 

1. Chemical Footprinting by Metal Complexes 

MPE-Fe(I1). One of the most successful and commonly used footprint- 
ing reagents is the unique hybrid of inorganic and organic molecules de- 
scribed in Section II.C, MPE-Fe(I1) (33, 34). One part of the molecule, 
a reactive [Fe(EDTA)I2- complex, undergoes Fenton chemistry, releasing 
hydroxyl radicals. These reactive species are brought into proximity of the 
DNA backbone by tethering the metal center to methidium, an organic 
dye that intercalates into DNA in a relatively sequence-neutral fashion. 
One advantage of MPE-Fe(I1) not shared even by enzymatic footprinting 
agents is that its cleavage pattern is almost entirely nonspecific. Since each 
nonprotected nucleotide is cleaved by the reagent, single-base resolution 
of protein binding site sizes is possible. With this complex, it is also possible 
to map the binding to DNA both of small molecules (33), such as netropsin. 
distamycin, actinomycin and CC-1065, and of large proteins (34). 

One disadvantage of using MPE-Fe(1I) is that the hydroxyl radicals it 
releases are highly diffusible. DNA cleavage is observed as much as four 
nucleotides away from the likely position of the iron. Consequently, the 
borders to the footprint can be fuzzy, which diminishes the resolution of 
the exact protein binding site. Resolution is further hampered by the flex- 
ibility of the tether between the methidium binding moiety and the reactive 
metal center. 

Additionally, since chelation of a metal ion is required for reactivity. it 
becomes impractical to footprint certain metalloproteins using this or sim- 
ilar reagents. Many of the most interesting subjects for footprinting studies 
are metalloprotein transcription factors, containing endogenous metal ions 
that are in fast or slow exchange with the solvent. When footprinting with 
MPE-Fe(II), as with many other footprinting reagents such as [Fe(EDTA)]*+ 
or [Cu(phen),] + , ligand and an excess of metal ion are added to the reaction 
mixture separately. Difficulty in footprinting metalloproteins and metal- 
loenzymes may occur because endogenous Zn(I1) or Cu(I1) ions can be 
pulled out of the protein by EDTA ligands on MPE before it reacts with 
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iron. Conversely, the excess metal ion may interfere with weak, but struc- 
turally important metal binding sites on the protein. 

[Fe(EDTA)I2-. This reagent is used to generate a chemical snapshot of 
solvent-accessible regions on DNA (35). The reactivity is based upon that 
developed with MPE-Fe(II), but the principle of binding is opposite. Since 
it is negatively charged, [Fe(EDTA)]’ - does not actually interact directly 
with the helix. Instead, it remains in solution and releases a massive blast 
of free hydroxyl radicals upon combination with hydrogen peroxide. A 
uniform concentration of hydroxyl radicals is therefore generated along 
the DNA helix and hydroxyl radicals that reach the DNA cut the backbone 
where it is exposed. In addition to its utility as a footprinting reagent, 
[Fe(EDTA)]* has been successfully used to visualize deviations in B-form 
geometry and to probe DNA tertiary structures (see below). 

The lack of any direct contact between the metal complex and DNA is 
a unique advantage for [Fe(EDTA)I2 - footprinting. Any molecule that 
binds to DNA will have some effect on its structure. For example, foot- 
printing reagents that bind by intercalation unwind the DNA helix and this 
may change the observed binding site or orientation of a protein. Since 
[Fe(EDTA)]?- does not bind, we can be fairly sure that the footprint 
observed is not influenced by structural distortions introduced by the probe 
molecule. 

Like MPE-Fe(JI), [Fe(EDTA)I2- gives a clear, sequence neutral DNA 
cleavage pattern (36). However, the lack of a DNA binding functionality 
requres that [Fe(EDTA)]? be used in very large excess to generate enough 
hydroxyl radicals near the helix, so problems caused by free Fe(II), EDTA, 
and H20Z are conceivably more serious than with MPE-Fe(I1). In partic- 
ular, an excess of free EDTA will pull most of the endogenous metals out 
of a DNA binding protein, possibly affecting its DNA binding domain. 
Potentially worse, the demetallated protein may bind to alternate sites thus 
giving an inaccurate representation of the preferred protein binding. De- 
spite these potential problems, [Fe(EDTA)]’- , a common reagent on the 
laboratory shelf, is now routinely used for footprinting studies for a wide 
variety of DNA binding proteins. 

[C~(phen)~]+.  This complex is thought to bind with a low level of se- 
quence specificity in the minor groove of DNA (26). The lack of sequence 
neutrality in the cleavage pattern of this reagent makes [Cu(phen)J+ a 
useful probe of structural microheterogeneity within the minor groove of 
DNA, but it limits the utility of this complex as a high-resolution foot- 
printing reagent. Despite the gaps in the cleavage pattern of [Cu(phen),]+ 
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because of its nonuniformity in site cleavage, it has been used to footprint 
the binding sites of several proteins to DNA (37). For example, protein 
binding to the immunoglobulin heavy chain genes has been studied using 
[Cu(phen),] + (38). In these cases, DNA-protein complexes were suspected 
of being unstable to conditions of isolation from a preparative gel. In order 
to footprint the DNA-protein complex without removing it from the sta- 
bilizing gel, [Cu(phen),] + was diffused into the gel and the cleavage reaction 
was performed in sifu. The high solubility and diffusibility of the complex 
in the gel allowed it to perform well in this interesting adaptation of the 
footprinting protocol. 

The radical generated by [Cu(phen),]+ may be less diffusible than that 
released by [Fe(EDTA)]'- derivatives. Cleavage by [Cu(phen),] + appears 
to be more precise and sharper on a polyacrylamide gel. The reasons for 
this difference may lie in the nature of the reactive species (39). DNA 
strand scission by this reagent requires the addition of Cu2+, phenanthro- 
line, hydrogen peroxide, and a thiol or other reducing agent ( e - ) .  The 
proposed mechanism for this reaction is as follows (26): 

[C~(phen)~]+ + H202 - [C~(II)(phen)~0H.]~+ + OH- 

[Cu(phen),I2+ + e -  - [C~(phen)~]+ 

When footprinting with [Cu(phen),] + is performed, one adds solutions 
of free Cu2+, excess phenanthroline, and HzOz to a DNA-protein complex. 
Phenanthroline is a particularly powerful chelating agent and transition 
metal ions are commonly found in certain types of enzymes. Furthermore, 
it has been found that [Cu(phen),]+ can oxidize free cysteine thiols in 
proteins to disulfide bridges (40). Thus, it is apparent that either [Cu(phen),] + 

or its components could be potentially damaging to the native structure of 
a DNA binding protein. This, coupled with a high level of sequence se- 
lectivity, somewhat limits the use of [Cu(phen),]+ as a footprinting reagent. 

Metalloporphyrins. When combined with ascorbate, potassium super- 
oxide, or iodosobenzene, certain metalloporphyrins, in particular those 
containing manganese, promote DNA cleavage in a reaction thought to 
be similar to that of [Cu(phen),] + . The reactive species proposed is a high- 
valent manganese*xo complex (41). Again, like [Cu(phen),]+, metallo- 
porphyrins tend to have a fairly high level of sequence selectivity and 
therefore are relatively poor reagents for high-resolution footprinting. The 
type of metalloporphyrins most commonly used for footprinting and DNA 
cleavage have been the Type I11 or groove binding porphyrins (42). Al- 
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though some planar metalloporphyrins are capable of intercalating into 
DNA (43). the groove binding Type I11 derivatives contain axial ligands 
or bulky axial substituents on the porphyrin ring itself that disrupt potential 
intercalative interactions. An example of a complex of this type would be 
meso-tetrakis(N-methyl-4-pyridiniumy1)porphine (TMpyP4) Co(III), which 
interacts differently with biological molecules than its ostensibly planar 
cousins. 

Group 111 metalloporphyrins prefer to bind to the surfaces of DNA, 
which are rich in AT sequences (42). High resolution mapping of DNA 
cleavage mediated by Fe(II1) or Mn(II1) complexes of TMpyP4 in the 
presence of reducing agent shows that cleavage occurs preferentially at 
regions containing a minimum binding requirement of (AaT),. Intense 
DNA cleavage is observed at sites ATAAA, AATITAA, and other long 
AT-rich tracts (44). Because these sequences may have a larger negative 
potential along the surface of the minor groove, the Group I11 metallo- 
porphyrins may be recognizing these sites as a result of electrostatic con- 
siderations. These sequences also have a propensity to melt easily. Alter- 
natively, it has been proposed that a general preference of small molecules 
for AT-rich regions in the minor groove of DNA may be due to the extreme 
narrowness of the groove at these sequences (45). Part of the porphyrin 
ring might “intercalate” sideways into the narrow cavity and thus become 
involved in favorable stacking interactions on the outside of the bases. In 
any case, the strong preference of Type 111 metalloporphyrins for AT-rich 
regions is precisely the characteristic that limits their widespread use as 
routine footprinting reagents. 

2. Photofootprinting by Metal Complexes 

Uranium Nitrate and Acetate Salts. Visible light (420 nm) activates 
these metal complexes to cleave DNA in a completely sequence-neutral 
fashion. In order to demonstrate this effect, U0,(CH3COO)2 and U02(N03)2 
were used to footprint A-repressor binding to OR1 -operator sequences on 
a 225 base pair DNA fragment (46), and uranyl salts have also been used 
to examine contacts between Escherichia coli RNA polymerase and DNA 
(47). These complexes are particularly promising for several reasons. First 
of all, light of this wavelength is low enough in energy to preclude com- 
pletely any direct photodamage to DNA. Second, the sequence neutrality 
of cleavage makes it possible to identify any type of small protein binding 
site. 

It is apparent from studies on footprinting by uranyl salts, however, that 
very high concentrations of reagent (millimolar) are required in order to 
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obtain a reasonable level of cleavage. This becomes a problem in consid- 
ering applications to in vivo footprinting, as a cell would probably not 
tolerate high levels of uranium salts. A more serious difficulty lies with the 
quality of the footprints themselves. The observable footprint of repressor 
covers only two-to-four nucleotides. It is known that the binding site size 
of this protein is much larger than that. Thus, it appears that the small 
size of the uranium reagents and the diffusible nature of their reactive 
species conspire to give an underestimation of the overall protein binding 
site size. Nontheless, as conditions are worked out for the use of this 
reagent, uranium salts could become highly successful photofootprinting 
reagents. 

[Rh(~hi)~(bpy)]~+. Coordinatively saturated phenanthrenequinonedi- 
imine (phi) complexes of Rh(II1) are highly efficient DNA photocleaving 
agents (48). In particular, [Rh(~hi)~(bpy)]~+ has been shown to be an 
almost sequence-neutral photocleavage reagent upon activation with long- 
wavelength UV light. The complex [Rh(phi>,(bpy)l3+ has therefore been 
developed for high-resolution footprinting (49). With this complex, we can 
map the precise binding locations and site sizes of small molecules such as 
distamycin-A or large DNA binding proteins, such as the restriction en- 
donuclease, EcoRl. Site sizes of distamycin and EcoRl on oligonucleotides 
have been determined crystallographically and these correspond exactly to 
those found with [Rh(phi),(bpy)I3+ footprinting. Furthermore, since dis- 
tamycin binds in the minor groove and EcoRl binds in the major groove, 
it is apparent that [Rh(~hi)~(bpy)]~+ is able to footprint DNA-bound mol- 
ecules without regard to their groove location. 

The major reasons for the success of [Rh(phi)?(bpy)I3+ as a footprinting 
reagent, aside from the convenience of photoactivation, are the high res- 
olution of its cleavage patterns, its sequence neutrality, and the fact that 
one need not add chemically reactive reagents to the DNA-protein com- 
plex. The reactive species produced by [Rh(phi)*(bpy)13+ is not diffusible, 
so the footprints are precise to single nucleotide resolution. Free metal 
ions, chelators, and reducing agents need not be added to the system 
because the [Rh(phi),(bpy)13+ complex is fully assembled and activated 
only with light. Also, photofootprinting reagents, which are taken up inside 
cells, show particular promise for in vivo footprinting. Finally, as an avidly 
binding metallointercalation reagent, [Rh(~hi)~(bpy)]~+ is easily able to 
footprint proteins bound in the major groove of DNA. Many sequence- 
specific transcription factors bind from the major groove, so it is valuable 
to have available footprinting reagents that are sensitive to proteins bound 
in this region. 
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B. Heavy Metal Complexes as Covalent Labels 

Perhaps the earliest applications of heavy metals to nucleic acid chem- 
istry have been with regard to the design of sequence- or structure-specific 
electron dense tags for electron microscopy. Such applications still remain, 
although now such applications may also include electroactive tags for 
scanning tunneling microscopy. The chemistry to develop such specific, 
covalent tags on DNA is also of interest from the viewpoint of new (and 
old) pharmaceutical design. Indeed, if not for its utility as an antitumor 
agent, one could imagine a function of cis-[Pt(NH&C12] quite simply as a 
covalent tag for guanine sites on DNA. 

Osmium Tetroxide-Pyridine. Osmium(V1) tetroxide is one of the most 
extensively used probes for DNA structure. It is an example of a high- 
valent transition metal complex which, due to its uniquely reactive center, 
is able to functionalize specific bonds on DNA. This powerful oxidant is 
known to form cisoid osmate esters upon attack of an electron-rich double 
bond. By tuning the reactivity of OsO, and its esters with the addition of 
other ligands, it has been possible to generate a family of reactive probes 
for exposed pyrimidine bases. 

DNA that is ostensibly double stranded can adopt local conformational 
variations such as short stretches of single-stranded character. These ex- 
posed regions possess a uniquely high chemical reactivity that distinguishes 
them from the double-stranded helix. In double-stranded DNA, most of 
the reactive functional groups on nucleic acid bases are involved in hydro- 
gen bonding to the complementary strand. But once two strands separate, 
the bases become more exposed to solvent and to electrophilic species in 
solution. Many unusual DNA conformations locally lead to regions of 
single-stranded character. The B-Z junction is a distorted region of DNA 
where hydrogen bonding is partly disrupted. Cruciform regions contain 
single-stranded loops at their termini. Within H-DNA structures, two strands 
are partly separated, allowing one strand to wind back onto the double- 
stranded DNA, while the other strand forms a single-stranded hinge be- 
tween flanking double-stranded regions. Regions that contain long 
poly(dA-dT) regions are known to melt at low temperatures and are be- 
lieved to be in equilibrium with single-stranded forms. Given the similar- 
ities in the chemical reactivity of the single-stranded segments that are 
common to these structures. Os04 is able to recognize and tag them by 
covalent binding. 

Single-stranded or distorted DNA results in solvent accessibility to the 
double bonds of pyrimidine bases. In the presence of tertiary nitrogen 
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donor ligands such as pyridine, OsO, adds across the 5,6 double bond of 
pyrimidines, forming an osmate ester (Fig. 8a) (7a). Reactivity is highest 
for thymine but the complex will also react with cytosine and uracil. The 
addition of pyridine or bipyridine to this reaction stabilizes the osmate 
ester and keeps it from disproportionating. 

Nucleic acids were first modified with Os04 in an attempt to label thy- 
mines along a DNA strand with heavy atoms and thus permit their visu- 
alization by electron microscopy (21). This form of nucleotide-specific heavy 
atom labeling was an early attempt to provide a method for sequencing 
DNA. A study of OsO, reactions on polynucleotides revealed that the 
reagent reacted with single-stranded poly(C), poly(T), and poly(U) (50). 
In order to use OsO, as a structural probe, Palacek and co-workers (51) 
treated plasmid DNA with OsO,, generating a covalent modification at 
single positions on the DNA, which can be visualized as bubbles by electron 
microscopy. This staining pattern is apparent in Fig. 86. These binding 
sites were also mapped in an electrophoresis experiment by treating mod- 
ified plasmid with S1 nuclease, which cleaves the strand opposite the OsO, 
lesion. 

High-resolution sequencing methods can be used to determine the exact 
site of osmium attack because the modified sites are susceptible to cleavage 
with piperidine treatment. In this way, OsO, has successfully been used 

(4 (b) 
Figure 8. Heavy metal labeling of nucleic acids. ( A )  OsO, modification of a thymine residue. 
( B )  An electron micrograph of DNA showing the Os04 modification and resultant local 
denaturation of the helix. Arrows indicate bubbles where OsO, has attacked a thymine, 
unwinding the helix (51). 
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to probe cruciform structures, B-Z junctions, and H-DNA in homopurine- 
homopyrimidine stretches (52). The success of OsO, as a DNA probe 
illustrates how differential reactivity along a strand may be used advan- 
tageously. 

Ru(phen),Cl, and Rh(phen),CIJ. Coordinatively unsaturated octahed- 
ral metal complexes (or those with highly labile leaving ligands) may also 
bind covalently to heteroatoms on the DNA bases. The N7 nitrogen atom 
on guanine is an excellent ligating center for heavy metals. Through co- 
ordination of the heteroatom, one can easily tag a DNA strand with a 
covalently bound metal for use in heavy atom labeling or studies on the 
binding of coordinating drugs. 

[Rh(phen),C12]C1 has been observed to bind covalently to DNA in a 
reaction that requires light (53). The complex is itself substitutionally inert 
but chloride exchange may be facilitated by photolysis. Upon loss of co- 
ordinated chloride, with likely substitution of an aquo ligand, the complex 
becomes activated to ready displacement of the aquo species by direct 
coordination to a DNA base. Analogously, Ru(phen),CI, binds covalently 
to DNA (54). Here, however, although photolysis in the metal-to-ligand 
charge-transfer band furthermore promotes substitution, the reaction pro- 
ceeds readily in the dark; bis(phenanthro1ine) ruthenium(I1) complexes 
more easily undergo exchange for nitrogen donor ligands than do their 
rhodium analogues. An intriguing aspect of this reaction is that one ob- 
serves a dramatic enantioselectivity in the covalent binding of racemic 
R ~ ( p h e n ) ~ C l ~  to DNA. The A enantiomer preferentially binds to the helix 
while the A isomer is excluded. In fact, the extent of chiral discrimination 
observed for covalent binding is greater than that observed with interca- 
lative binding by [Ru(phen),12+. If R ~ ( p h e n ) ~ C l ~  binds to the N7 atom of 
guanines in a manner similar to that of the antitumor drug cisplatin, the 
metal might chelate adjacent bases on the same strand. This model, with 
the complex coordinating against the helix, is consistent with the obser- 
vation of A selectivity upon coordination: The complementary screw axis 
of the A isomer will permit the phenanthroline ligands to fit within the 
groove of the DNA while steric interactions between phenanthrolines and 
the phosphate backbone will limit similar covalent binding by the A isomer 
(16). This work helped to demonstrate that covalent binding by metal 
complexes, and perhaps by DNA binding drugs in general, may take place 
with substantial chiral discrimination. 

C. Spectroscopic Probes for DNA Structure 

Metal complexes often have intense optical transitions in the visible 
spectrum and many are capable of fluorescing under ambient conditions. 
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These optical transitions of metal complexes are commonly affected by 
their microenvironment, thereby outfitting metal complexes with sensitive 
spectroscopic handles on their molecular surroundings. In particular, com- 
plexes of Ru(I1) and other d6 metal complexes have optical properties that 
are strongly affected by the extent and type of binding to DNA. One means 
for a metal complex to impart information about DNA structure is to elicit 
a spectroscopic change upon binding. This method is noninvasive and pro- 
vides an excellent means to obtain solution-state data about DNA con- 
formation and structure. 

There is an impressive battery of spectroscopic techniques available for 
probing interactions between metal complexes and DNA. The oldest of 
these, UV/vis spectroscopy, is still one of the most sensitive ways to analyze 
dye-DNA interactions. For chiral metal complexes, circular dichroism is 
an invaluable tool. Fluorescence spectroscopy has in particular made great 
strides in recent years with respect to these applications, and aside from 
the measurement of simple emission from an excited metal complex, one 
can utilize emission polarization, luminescence lifetimes, and differential 
fluorescence quenching to obtain still more information about the envi- 
ronment about a metal complex. The application of ruthenium complexes, 
in particular, to developing probes for DNA, has been initiated in our 
laboratory and we focus here on some of its applications. 

1. Techniques for Reporting on the Probe 

With simple tris(dipyridy1) complexes of ruthenium(I1) and their deriv- 
atives, a battery of luminescence techniques have been developed for study- 
ing the interactions and dynamics of metal complexes on DNA. Most of 
these methods depend on and exploit the rich photophysics and photo- 
chemistry of dipyridyl(bpy) complexes of ruthenium(I1) characterized by 
inorganic chemists. 
A range of photophysical parameters can be measured and found to 

vary with DNA binding (17-19). The first two spectral perturbations found 
with [Ru(phen),I2+ upon binding to DNA, absorption hypochromism and 
luminescence enhancements, were described in Section I1 and shown +in 
Fig. 3. The extent of luminescence enhancement, the absorption hypoch- 
romism, and the red shift associated with spectra of the bound forms seem 
to reflect the extent of overlap of the ligand with the base pairs of the 
helix. If the complex does not bind, or binds by a weak, nonintercalative 
mode, neither the luminescence nor absorption intensity are appreciably 
changed. When [Ru(phen),]*' binds to DNA in a physiological buffer 
solution, a twofold increase in [Ru(phen),12+ emission is observed. In the 
presence of [Ru(bpy),]*+, in contrast, under the same conditions, no spec- 
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tral changes are detected. Indeed the variety of photophysical experiments 
performed indicate that [ R ~ ( b p y ) ~ ] ~ +  binds only electrostatically to the 
helix, with neither an intercalative nor surface bound component and no 
associated enantioselectivity. 

The increased luminescence intensity reflects the increase in excited- 
state lifetime of the ruthenium complexes bound to DNA. For [Ru(phen),12+ 
in the presence of DNA, single photon counting experiments show a biex- 
ponential decay in emission from the bound complex (18). There is a long 
lived component-[2 ps for [ R ~ ( p h e n ) ~ ] ~ + ] ,  which we have assigned to the 
intercalative binding mode, and a component indistinguishable from the 
free form (0.6 ps in aerated solutions), which we ascribe to a mixture of 
free and surface-bound forms. The enantiomeric selectivity differs for the 
two components, consistent with the notion that intercalation favors the 
A isomer and surface binding favors the A isomer. The increase in excited- 
state lifetime likely is a function both of the fact that the complex is more 
rigidly held when bound to the helix compared to free in solution, limiting 
vibrational modes for relaxation from the excited state, and because the 
intercalative mode likely limits collision and energy dissipation with water. 

These binding modes may also be probed through mode-selective 
quenching experiments (19). The complex [Fe(CN),I4- is an efficient quencher 
of the excited state of ruthenium(I1). Since ferrocyanide is anionic, how- 
ever, its association with the DNA polyanion is unfavorable. Hence, in 
the presence of DNA, ferrocyanide preferentially quenches ruthenium spe- 
cies that are bound to DNA to a lesser extent or less intimately. For the 
series of complexes [ R ~ ( b p y ) ~ ] ~ + ,  [Ru(phen),I2+, and [Ru(DIP),I2+ (where 
DIP = 4,7-diphenylphenanthroline), the quenching efficiency, k ,  by fer- 
rocyanide in the presence of DNA is inversely correlated with the hydro- 
phobicity of the complex: k(bpy) > k(phen) > k(DIP). The DIP complex, 
more tightly or closely held along the helix, is the least efficiently quenched. 
Similarly in time resolved experiments, only the shorter lived surface bound 
component could be quenched appreciably, and the intercalative compo- 
nent, presumably deeply held in the helix, was inaccessible to the anionic 
quencher (18). The converse was also found if a cationic quencher, such 
as [ C ~ ( p h e n ) ~ ] ~ + ,  which binds to DNA comparably to the ruthenium an- 
alogue, was employed. Indeed the DNA remarkably increases the extent 
of electron-transfer quenching of [Ru(phen),12 + by [Co(phen),I3+, leading 
us to examine whether DNA can mediate, both by facilitated diffusion and 
at long-range, electron-transfer reactions between bound donors and ac- 
ceptors (55) .  

Another photophysical technique used to probe the dynamics of these 
interactions is steady state luminescence polarization (18, 19). The ruth- 
enium complex bound to the DNA is excited with polarized light. If, on 
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the time scale of the emission (microsecond for the ruthenium complexes), 
the complex is rigidly held on the helix, then polarization is retained in 
the emitted light. Complexes of [RU(DIP),]~+ show the greatest extent of 
luminescence polarization, followed by [Ru(phen),12+, with no polarized 
emission found with [Ru(bpy),]*+. This result is consistent with the extent 
of intercalation for the series of complexes. In other words, the steady 
state polarization experiments indicate how rigidly the complex resides on 
the helix. These experiments were also coupled with measurements of 
enantiomeric selectivity and the addition of differential quenches to quench 
either the intercalative or surface bound form, and these were used to 
characterize in detail the intercalative and surface-bound modes of binding 
to the helix. Such experiments, taken together, provided a powerful picture 
of binding of the metal complexes to DNA. Ruthenium complexes are 
now being tethered or incorporated into other DNA binding moieties (56) ,  
and coupled to these techniques, will likely provide a sensitive means to 
report on how these binding agents interact with the helix. 

2. Probing Recognition Parameters on B-DNA 

Mixed-Ligand Complexes. The photophysical properties of the ruth- 
enium complexes have been exploited to examine systematically those 
features necessary for intercalative and surface binding on the helix. The 
photophysical properties of a wide variety of mixed-ligand derivatives can 
be exploited to compare and contrast their recognition characteristics in a 
systematic fashion (57, 58). A family of 12 octahedral metal complexes, 
which varied in the arrangement and composition of their ligands, was 
synthesized (57). The ligands used in this mixed-ligand study were all 
bidentate and differed primarily in the extent and planarity of their aromatic 
surface area. Some of the ligands were functionalized with hydrogen-bond- 
ing groups as well. Examples are shown in Fig. 9. 

A comparison of emission enhancements for luminescent molecules in 
the mixed-ligand study showed that, as one replaces dipyridyl ligands with 
phenanthrolines, emission enhancement increases dramatically for bound 
metal complexes. The degree of enhancement parallels the relative DNA 
binding affinity of the molecules as determined by equilibrium dialysis. 
Substitution of bpy with DIP ligands also appreciably increases both emis- 
sion enhancement and DNA binding. Taken together, these results showed 
that the extent of intercalation (as measured roughly by emission enhance- 
ment) increases as the planar surface area of intercalating ligands becomes 
more expansive. Furthermore, the relative magnitude of intercalative in- 
teraction for these metal complexes is linked to their ability to bind strongly 
to DNA. 
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Figure 9. 
[Ru(DIP),(phen)]” , [Ru(phen),]”, [Ru(bpy),(phen)]”, and [R~(phen),(phi)]~+. 

Mixed-ligand complexes of ruthenium(I1) (57). Clockwise from top left: 

Luminescence lifetime measurements on the mixed-ligand complexes 
showed that those containing either phen or DIP possessed both short- 
and long-lived components to their luminescence decay. These findings 
indicate that all the complexes bind to DNA by an combination of inter- 
calation and surface binding modes. It also suggested that the DIP ligand 
is more perturbed upon binding than phen and perhaps has greater overlap 
with the DNA bases. 

Similar results were seen through examination of the perturbations in 
the visible absorption spectra of the complexes. Substantive absorption 
hypochromism and a shift in the absorption maximum to longer wave- 
lengths indicate good intercalative overlap between DNA base pairs and 
the DNA binding chromophore. Within the mixed-ligand study, ruthenium 
complexes containing the phi ligand (phi = phenanthrenequinone diimine) 
showed the greatest degree of hypochromism, followed by DIP, phen, and 
then bpy complexes. The phi ligand is perhaps best matched of the variety 
of ligands studied in its shape for stacking to that of the DNA base pairs. 
Binding constants were also determined based upon absorption titration 
data. Collectively, this information indicated that strength of binding was 
linked strongly to intercalation and the extent of ligand-base pair over- 
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lap. The extent of this overlap and of binding followed the order 
phi % DIP > phen s bpy. Complexes containing the phi ligand appear to 
bind avidly to DNA by intercalation, although the absence of luminescence 
for this complex limited the spectroscopic studies that could be performed. 

Interestingly, when dipyridyl ligands were substituted with functional 
groups capable of hydrogen bonding to the base pairs, such as ketones and 
nitro groups, overall binding and spectroscopic changes were not enhanced 
over unfunctionalized analogues. In fact, binding was even slightly inhib- 
ited.This result indicated that, for this set of molecules, binding to DNA 
is driven primarily by the strength of stacking interactions between base 
pairs and ligands. Hydrophobicity of the metal complexes seems to play a 
large role, and hydrogen bonding at least in these instances seems less of 
a factor. 

The synthetic variation of molecular shape and functionality, coupled 
to spectroscopic studies, can be useful in probing the parameters that drive 
binding to B-form DNA. In the transition metal complexes examined, the 
most important factor driving overall binding of these molecules to DNA 
appeared to be the match of shape and overlap between metal complex 
and the B-DNA helix. 

3. A Spectroscopic Probe for Z-DNA 

A-RU(DIP)~]~+. Octahedral metal complexes of the 4,7-diphenyl- 
phenanthroline (DIP) family are versatile probes for Z-form structure. 
Using both spectroscopic studies of [A-Ru(DIP)~]~+ binding (59, 60) and 
photochemical cleavage studies with [A-Co(DIP)3j3+ (see below), one ob- 
serves that the complexes can scan large pieces of primarily B-form DNA 
and bind exclusively to Z-form sites or sites of other unusual geometries. 
The battery of spectroscopic techniques described in the first part of this 
section was used to determine the relative affinity for [Ru(DIP)~]~+ en- 
antiomers to different forms of DNA and to derive spectroscopic probes 
for Z-like DNA structures. 

The application of [A-Ru(DIP)~]*+ as a probe for Z-DNA was based 
upon the finding of chiral discrimination associated with binding to' 
DNA of the tris(phenanthro1ine)metal complexes and the fact that the 
chiral discrimination appeared to be governed by matching the symmetry 
of the metal complex to that of the DNA helix (see above). 
Tris(phenanthro1ine)metal complexes show enantioselectivity . depending 
on ionic strength and temperature, but the extent of discrimination could 
be enhanced by enhancing the steric bulk of the complex as with the DIP 
complexes. Given an enantiospecific interaction, then, one might use a 
metal complex to discriminate between DNAs of differing chirality, instead 
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of using the B-form DNA to discriminate between isomers of the metal 
complex. The premise in developing a probe for the Z form therefore 
resided in developing a complex that was unable to bind to the right-handed 
helix but, owing to its left-handed symmetry, could bind instead to a left- 
handed helix. Models based upon the crystal structure of [Ru(DIP)~]~’ 
(61) show that [A-Ru(DIP)~]~+ may intercalate into right-handed B-DNA 
without significant steric interference between the ancillary ligands and the 
curve of the phosphate backbone. Absorption titrations indicated binding 
of the DIP complexes to B-DNA to be enantiospecific (59). Other lumi- 
nescence methods were consistent with intercalative binding of the A isomer 
and furthermore supported a high enantioselectivity with B-DNA; spec- 
troscopic results with [A-Ru(DIP),I2’ do not indicate its similar interca- 
lation into B-DNA (18, 19, 59. 60). Table I summarizes these results. 

[,I-Ru(DIP),]’ + , nonetheless, binds avidly to the Z-form helix, hence 
providing the basis for the probe, Interestingly, both A and A isomers bind 
preferentially to the Z-form helix over the B form, perhaps because of the 
shallowness of the groove. Irrespective of the properties of the A isomer, 
for the purpose of a Z-form probe, however, the necessary criteria were 
met. [A-Ru(DIP)~]’+ binds well to the Z-form helix and poorly to the B- 
form helix. Spectroscopic assays for [,\-RU(DIP)~J’ + binding to an unknown 
nucleic acid sample therefore provides a measure of Z-form (non-B form) 
content. 

How do the metal complexes actually bind to the Z-form helix‘? Con- 
sidering the flat shape of the major groove of left-handed Z-DNA, one 
would expect it to be a poor template for chiral discrimination. Further- 
more, intercalation into Z-DNA is thought to be unfavorable due to its 
extremely rigid structure and limited base pair stacking. It was surprising 
to discover (a), therefore, that a very large enantiomeric discrimination 
is observed upon binding of [Ru(DIP),I2+ to Z-DNA and this binding based 

TABLE I 
Luminescence Measurements of [Ru(DIP),)*’ Enantiomers Bound to B- and Z-DNAs 

~~~~ ~ ~ 

Relative Emission Luminescence Relative Stern-Volmer 
Enantiomer and DNA Enhancement“ Polariration* Quenching Rates‘ 

A and R-DNA 1.8 0.19 
A and B-DNA 1 .o 0.03 
A and Z-DNA 1 .o 0.05 
A and Z-DNA 2.0 0.21 

1.0 
2.2 
2.4 
1 .O 

”For a single type of DNA, enhancements are expressed as normalized values. 
bStcady state polarization values are given. 
‘Normalized rates are given with respect to quenching by [Fe(CN),]< , which preferentially 
quenches complexes bound in a mode more accessible to solvent. 
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upon spectroscopic parameters appears consistent with intercalation. In 
fact, the trends observed upon binding of enantiomers to B-DNA are 
cleanly reversed when using Z-DNA of opposite handedness. The complex 
[A-Ru(DIP)~]*+ shows a twofold greater emission enhancement than does 
the A isomer upon binding to Z-DNA. Luminescence polarization results 
indicate substantial retention of polarization in emitted light for the A 
isomer with Z-DNA, but no significant retention of polarization with the 
A isomer. Table I shows the comparison in spectroscopic results with the 
two forms. 

These experiments reveal that [Ru(DIP),I2 + enantiomers differentiate 
B and Z forms of DNA by detecting differences in the chirality and ge- 
ometries of the two polymers. Work with [Ru(DIP)#+ enantiomers dcm- 
onstrates that chiral metal complexes are able to selectively recognize subtle 
differences in the symmetry of large biological molecules. Perhaps just as 
important, it now appears that Z-DNA may also bind molecules in an 
intercalative fashion and that, despite its flat major groove, it can discrim- 
inate between enantiomers of a bound complex. With these metal com- 
plexes, we have therefore learned much about recognition by two different 
helical forms and have gained structural information about the flexibility 
of Z-form DNA. 

‘TABLE I1 
DNA Cleavage Chemistry of Metal Complexes 

Complex Target“ Chemistry” Diffusibility‘ DNA Bindingd Site Selectivity’ 

Fe( EDTA)2- Sugars OH., Fenton Diffusible None None 
MPE-Fe(I1) Sugars OH., Fenton Diffusible Sequence neutral None 

[Cu(phen)21’ Sugars Cu2+-OH. Slight AT-rich AT-rich 
M-Porphyrin Sugars M=O None AT-rich AT-rich 
U(02)(N03)2 f f Diffusible f None 
[Ru(TMP)$+ Base ‘02 Diffusible A-form A-form, G 

[Co(DIP),]” Sugar Radical None Z-form Z-form 
[Rh(DIP),]” Sugar Radical None Z, cruciforms Z, cruciform 
[Rh(phen),(phi)]’’ Sugar Radical None Open major groove 5’CCAG3’ 
[Rh( phi)z(bpy)]3 + Sugar Radical None Sequence neutral None 

“DNA may be modified by attack either at the sugar or at the nucleotide base position. 
”The reactive species involved in DNA cleavage. if known. 
‘Some reactive species are diffusible, producing broad patterns of DNA damage on the strand. Others 
are nondiffusible, resulting in single cuts. 
d?’he site of metal complex binding to DNA, if known. 
‘The sites cleaved by the metal complex. 
’Not known. 

[Co(NH&P + Base e -  transfer Diffusible Hydrogen bonding G 

[ R u ( ~ h e n ) ~ l ~ +  Base ‘02 Diffusible Sequence neutral G 
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D. General Redox Cleaving Agents 

As described above, redox reactions of metal complexes can be used to 
promote DNA strand scission, and such strand scission events may be 
sensitively detected to report on the location of the metal (or its reaction) 
on the polymer. Here we describe how the redox reactions of quite simple 
coordination complexes have been used to examine structural variations 
in DNA and how such metal complexes may be coupled to DNA binding 
proteins to report on their recognition characteristics. 

I .  Simple Coordination Complexes 

The simple coordination complexes we describe may be useful in probing 
subtle variations in DNA structure despite containing few specific structural 
elements upon which to base differential binding at sites on the helix. The 
complex [Cu(phen),J+ may display some level of selectivity in its binding 
if not reactivity, but the anionic [Fe(EDTA)]? clearly detects variations 
in DNA structure depending only on the differential accessibility of DNA 
surfaces to hydroxyl radical, which mediates the reaction by the metal 
complex. Cobalt hexammine, also a very simple coordination complex, 
promotes DNA strand scission upon photoactivation. Here reactivity along 
the strand depends on electron-transfer oxidation chemistry on DNA rather 
than reflecting structural variations being recognized on the helix. 

[Fe(EDTA)I2’ The complex [Fe(EDTA)]’- has been used as a probe 
for several different types of variations in B-form geometry (35). Since this 
metal complex generates free OH. radicals that abstract hydrogen atoms 
from DNA sugars in a sequence-neutral fashion, structural anomalies that 
shield the sugars at specific sites or render sugar hydrogen atoms less 
accessible to attack result in dramatic decreases in cleavage intensity. Re- 
actions with this complex therefore can be used with high sensitivity to 
detect local variations in sugar atom accessibilities as a function of DNA 
sequence. 

Electrophoretic mobility experiments have shown that DNA containing 
long poly(A) tracts become “bent” if these tracts are phased every 10 base 
pairs along the strand (6). It was of interest to determine the molecular 
structure of bent regions, and [Fe(EDTA)]’ has provided some of the 
best available information about the chemical nature of a bent site in the 
context of a long strand (62). Consider a DNA segment containing repeated 
bending elements phased at each turn of the helix. Conceivably, if bent 
enough, it would form a circle. The sugar-phosphate backbone within the 
interior of the circle would then be protected, or relatively inaccessible to 
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OH. compared to sugar-phosphate backbone segments lying on the ex- 
terior of the circle. As can be seen in Fig. 10, unlike the uniform cleavage 
pattern displayed by normal B-DNA, cleavage by OH- on a bent, phased 
poly(A) tract yields a pattern that is sinusoidal. This pattern helps confirm 
that the helix is protected from cleavage on the inside (the circle center) 
and that on the molecular level the helix must be bent. Additionally, a 
gradual diminution in cleavage from 5' - >3' along the poly(A) tract is 
observed. This observation, together with a two nucleotide shift to the 3' 
side in this cleavage pattern, was consistent with OH. abstracting hydrogen 
atoms from the minor groove, and with the minor groove being gradually 
narrowed in width as the bend progresses. The bend in DNA, which other 
studies (63) indicated to be toward the minor groove, may then be pinched 
together with a smooth variation across the poly(A) tracts, rendering the 
segment gradually more protected from DNA cleavage agents. 

In addition to large B-form structural variations, [Fe(EDTA)I2- has 
been used to probe for subtle changes in the sequence-dependent helical 
twist of DNA (64). As can be seen in Fig. 10, by depositing the rodlike 
DNA on an inert surface (in this case calcium phosphate crystals), one can 
protect an entire face of the helical polymer. Exposed backbone on the 
other side is then cleaved with a periodicity that reflects the number of 
base pairs per turn of the helix. Experiments with [Fe(EDTA)12- have 
therefore helped to illustrate that there are sequence-dependent deviations 
in the number of bases that can pack into a helical turn. 

DNA 

1 OH- - Bent DNA DNACaSOq 

1 OH- 1 OH- 

-- 
Figure 10. Schematic and densitometric traces illustrating the effects of Fe(EDTA)2- me- 
diated OH. attack on different types of DNA. Densitometric traces obtained after cleaving 
with Fe(EDTA)*- (left) B-DNA; (center) bent DNA; and (right) DNA bound on one face 
of CaSO, crystals (35). 
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[Cu(phen)J+. [Cu(phen)*]+ is a tetrahedral metal complex which, as 
discussed previously, cleaves DNA in the presence of H202. This molecule 
also recognizes structural dishomogeneities in the minor groove of B-form 
DNA. In chromosome mapping studies it was shown that [C~(phen)~]+  
does not cleave indiscriminantly, but shows a definite preference for certain 
regions along the chromosome (65). When used to map the locus 67B1 
from Drosophila, [Cu(phen),] + cleaved preferentially at spacer regions 
between genes and the frequency of cleavage was much lower in transcribed 
regions. It is known that the regions between genes bind a host of regulatory 
proteins and may therefore display a higher frequency of structural dis- 
homogeneity that aids in DNA-protein recognition. Thus, [Cu(phen),] + 

was able to identify sites of local structural dishomogeneity. Cleaving DNA 
between genes or at protein binding sites is a characteristic shared by other 
metal complexes (see below) and may indicate a link between the structures 
and biological functions of nucleic acids. 

Another line of evidence suggesting that [Cu(phen),]+ is sensitive to 
structural variations on DNA was that it shared many cleavage sites with 
known endonucleases (66). Upon cleaving a long stretch of linear - DNA 
(150-400 base pairs) with [Cu(phen),] + or with the enzyme micrococcal 
nuclease and coelectrophoresing the respective products on a denaturing 
polyacrylamide gel, strikingly similarity cleavage patterns are obtained. In 
fact, these cleavage sites are a subset of those of another nuclease that is 
sensitive to minor groove dimensions, DNAse I. 

An analysis of the sequences preferred by these nucleases, both natural 
and artificial, reveals that, in general, there is a preference for “AT-rich’’ 
regions. Alternating d(AT) is preferred over poly(dAdT) (67) In addition, 
Cartwright observed that many “A-T-rich” regions are not cut unless 
preceded by a cytosine on the 5’-side (65). These findings suggest that 
some alternating dAT sequences may have a minor groove well matched 
to the nucleases. Since TAT is a triplet site very susceptible to attack by 
[Cu(phen),]+, Veal and Rill studied the effect of point mutations in this 
triplet (68).  They found that replacement of A with G completely elimi- 
nated cleavage while substitution of A with inosine (I), which has no bulky 
functional groups in the minor groove, restored activity at these re- 
gions.Thus, they propose that direct steric interactions in the minor groove 
may play a role in recognition of [Cu(phen),]+ sites. Taken together, this 
work indicates that [Cu(phen),] ’ can be a probe for narrowing and steric 
perturbations in the minor groove of DNA. 

[Co(NH3),I3+. This complex binds DNA through a mixture of elec- 
trostatic interactions and hydrogen-bonding interactions to both base and 
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phosphate acceptors. Such interactions are available throughout the DNA 
strand but may be particularly well-matched in Z-DNA segments, as de- 
picted in Fig. 2 (12). The complex [Co(NH3),l3+ and structurally similar 
transition metal di- and trications all promote B + Z transitions (69). Cobalt 
hexaammine, furthermore, upon photoactivation, also promotes DNA 
strand cleavage, but this cleavage appears not to be sensitive to DNA 
structural variations (28). Cleavage is found at all guanine residues that 
contain an additional purine to the 3’-side. One explanation for this cleav- 
age pattern lies in the possibility of a specific hydrogen-bonding framework 
that becomes available at such sites. No cleavage is found at corresponding 
positions on the opposite strand, however, suggesting that the sequence 
selectivity in cleavage may not mark a differential binding event. The other 
explanation, suggested also by the photochemical characteristics of the 
complex, lies in the ready oxidation of guanine bases by the potent pho- 
tooxidant and, in particular, of guanines (having the lowest oxidation po- 
tential of the four bases) with a purine stacked at a neighboring site so as 
to further lower the oxidation potential at that residue. This electron- 
transfer-based cleavage chemistry has also been observed with other potent 
photooxidants (30b) and might be helpful in probing subtle redox variations 
associated with unusual nucleic acid structures. 

2. Coordination Complexes Linked to DNA Binding Proteins 

The metal complexes described above have at most a low level of spec- 
ificity for different DNA sequences or structures. One can transform them 
into probes for single sites on genomic DNA, however, by tethering them 
to sequence-selective DNA binding moieties (70, 71). Redox-active metal 
ions may be tethered onto oligonucleotides that target specific comple- 
mentary DNA sites, either so as to form double-stranded units (70) or. 
remarkably, specific triple-stranded segments (71). Here we concentrate 
on the conversion of DNA binding proteins to site-specific endonucleases. 
Just like many natural endonucleases, the resultant protein is composed 
of two domains, one responsible for DNA binding, the other responsible 
for DNA cleavage. Metal complexes such as [Cu(phen),] + , [Fe(EDTA)]’-, 
and most recently, a Cu(I1) polypeptide complex have been used success- 
fully to functionalize sequence-specific DNA binding molecules. 

There are distinct advantages that this approach has over other methods 
of detecting DNA-protein interactions. First of all, DNA cleavage at a 
single site on many kilobases of DNA yields a positive autoradiographic 
signal, easy to detect in an electrophoresis experiment. The opposite method, 
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footprinting, is instead based upon an inhibitory response and is therefore 
hard to detect on large pieces of DNA unless one knows roughly where 
to look for the region protected by protein. Although it is very useful in 
other respects, footprinting is not suitable for detection of single protein 
binding sites within an entire genome. 

The first examples of tethering redox-active metal complexes to DNA 
binding proteins involved the attachment of [Cu(phen),] + to the tryptophan 
gene (trp) repressor (72) and [Fe(EDTA)]?- to Hin Recombinase (73). 
Each of these semisynthetic nucleases was able to recognize and cleave 
DNA at the specific target sequences of the binding moiety. This work 
represented a big step in engineering new proteins for analysis of gene 
structure and function. 

For effective protein engineering, however, it is desirable for the entire 
artificial nuclease to be composed of amino acids. In the previous example 
either the protein was nonspecifically tagged with metal at several lysine 
positions or elaborate synthetic methods were employed for attachment of 
an unnatural chelating group (phenanthroline or EDTA) to the terminus 
of the protein. These approaches are not amenable to large-scale synthesis 
of artificial nucleases through overexpression of the proteins using molec- 
ular biological techniques. More appealing would be the incorporation of 
a natural metal chelating polypeptide into a DNA binding protein. The 
natural tripeptide glycine-glycine-histidine from albumin is known to bind 
metals tightly, and it was chosen for synthetic attachment to the amino 
terminus of Hin Recombinase, as illustrated in Fig. 11 (74). Once combined 
with Cu(I1) and other metal ions, the tripeptide can form a square planar 
complex that extends from the DNA binding domain of the protein. Like 
the tethered [Fe(EDTA)]’-. this nuclease cleaves DNA specifically at the 
end of the Hin binding site, and since Cu(I1) complexes generate a less 
diffusible species than Fe(EDTA)?- , the observed cleavage pattern is found 
to be sharper and less diffuse. 

It is intriguing that the inspiration for a new type of metal complex for 
highly selective DNA cleavage came from nature itself. An understanding 
of metal binding to proteins such as albumin has lead to versatile new 
ligands for the inorganic chemist. Functional metal complexes of polypep- 
tides are an exciting new area of research, especially in the generation of 
site-selective probes for DNA structure. Proteins containing peptide ehe- 
lating groups can be produced in large amounts from bacteria, obviating 
the need for extensive synthetic preparations. By combining the techniques 
of molecular biology and inorganic chemistry, it may be possible to generate 
an unlimited set of functionalized proteins that can carry out operations 
on other proteins and on DNA. 
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3' 5' 

3' 5' 
Figure 11. A schematic illustration of a synthetic DNA-cleaving peptide bound to DNA 
that was constructed by synthesis of the DNA binding domain of Hin Recombinasc with gly- 
gly-his at the N-terminus to coordinate coppcr (74). 

IV. NUCLEIC ACID PROBES THAT COMBINE 
STRUCTURAL RECOGNITION AND REDOX CHEMISTRY 

As described above, simple redox-active metal complexes can promote 
DNA strand scission through a variety of routes, and such reagents may 
be tethered onto DNA binding moieties, for example, proteins or oligo- 
nucleotides; so as to convert them into DNA-cleaving molecules. In this 
fashion the metal functionality is exploited to explore the recognition char- 
acteristics of the DNA binding agent. Also, as described above, a transition 
metal complex of defined structure and symmetry may be designed that 
possesses its own intrinsic recognition characteristics. DNA cleavage ac- 
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tivity with such complexes may be achieved by substitution of a redox- 
active metal directly into its structural framework, forming the isomor- 
phous, reactive coordination complex. Using this strategy, transition metal 
complexes that bind selectively to DNA sites may therefore be converted 
into site-selective DNA cleaving molecules. 

In this section we will describe some examples and applications of this 
idea. Table I1 summarizes the various binding and cleavage characteristics 
of molecules described either in this or in earlier sections. Molecules may 
be constructed that are matched in terms both of their shape and symmetry 
to conformations of DNA. The DNA cleaving analogues of these com- 
plexes serve as conformationally selective cleaving agents. Such complexes, 
therefore, become useful probes with which to explore variations in con- 
formation along the helical strands. Furthermore, DNA recognition and 
reaction based upon such structural matching, or shape selection, leads to 
a remarkably high level of site specificity. 

A. Shape-Selective Probe for the A Conformation 

[Ru(TMP)J2+. A distinctive characteristic of the A conformation is its 
shallow and wide minor-groove surface. Tris( phenanthro1ine)metal com- 
plexes bind to DNA both through intercalation in the major groove and 
through a surface-bound interaction in the minor groove (18-20) (see above). 
It is this surface-bound interaction that has been exploited in the construc- 
tion of a complex, a derivative of tris(phenanthroline)ruthenium(II) that 
selectively targets A-form helical structures (30, 75). 

The notion behind the design of the A-form probe, tris(3, 4, 7, 8- 
tetramethylphenanthroline)ruthenium(II), [RU(TMP)~]’+, is illustrated in 
Fig. 12. (see also color plate) The surface bound interaction is apparently 
stabilized by hydrophobic as well as electrostatic interactions. The addition 
of methyl groups about the periphery of the molecule ought, therefore, 
only to enhance the association of the phenanthroline complex with nucleic 
acid through the surface-bound mode. Furthermore, addition of the bulky 
methyl substituents eliminates any intercalative stacking by the complex. 
Despite. then, the clear favoring of binding to a polynucleotide via a sur- 
face-bound association, binding to the B form is limited. The complex is 
simply too large to associate closely with the minor groove of a B-form 
helix. The complex is nonetheless able to bind easily against the shallow 
surface of the A-form helix. The [Ru(TMP)~]*+ complex is therefore poorly 
matched in terms of its shape with the shape of a B-form polymer but well 
matched with that shape which is characteristic of an A-form helix. 

As shown in Fig. 13, experiments conducted with both A- and B-form 
synthetic polynucleotides support the model. The [Ru(TMP)~]*+ complex 
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Figure 12. An illustration of the notion behind the design of [Ru(TMP),]*+, a probe for the 
A conformation, based upon shape selection. As is evident, the shape of the complex is well 
matched to bind against the shallow minor groove surface of the A conformation (right) but 
is simply too large to fit snugly into the minor groove of B-DNA (left). 

binds avidly and cooperatively to poly(rC).poly(dG), an A-like helix, under 
conditions where little binding to poly(dGC), an ostensibly B-form poly- 
mer, is detected (30a). Also consistent with the surface-bound model, 
preferential binding of the A isomer to the right-handed helix is observed. 
Furthermore, upon photoactivation, the complex preferentially cleaves A- 
form helices. As for [Ru(phen),]” , excitation of the metal-to-ligand charge- 
transfer state of [Ru(TMP),]*+ sensitizes the formation of singlet oxygen 
and this reactive species may be exploited to mediate DNA damage. Figure 
13 shows cleavage experiments with A- and B-form synthetic polynucleo- 
tides (75). Again, cleavage is apparent with the A-form polymer while little 
cleavage is found with the B-form helix, despite the fact that the same 
sensitization of singlet oxygen must occur in both solutions upon irradia- 
tion. Just as the complex binds preferentially to the A form, the complex 
also preferentially promotes cleavage of the A form. In addition, a higher 
extent of cleavage is obtained with the A isomer, which binds preferentially. 
The characteristic recognition features are therefore preserved in these 
cleavage reactions. 

The rigid ruthenium complex can also be employed to probe sequences 
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Figure 13. Shape-selective binding and cleavage by the A-form probe, [Ru(l’MP),]’‘ (30a, 
75). ( A )  Tris(tetramethylphenanthroline)ruthenium(II). [Ru(?‘MP),]’* . ( R )  Preferential bind- 
ing t o  A-form polymers. The plot of the ratio of bound metal-nucleotide ( rb )  vs. formal added 
metal-nucleotidc (r , )  shows the avid and cooperative binding of [ RU(TMP)~]?’ to A-form 
pol>-(rG)poly(rC) (A) with no detectable binding to B- (0) or Z- ( x )  form poly[d(G-C)]. (C) 
Photocleavage of A-form (closed symbols) ply(rC)~poly(d[’H]-G) and B-form (open sym- 
bols) poly[d[’H]-GC)] with A-(O) and &(A) [Ru(TMP),J” . Cleavage was monitored by the 
retention on filters of acid-precipitable radioactivity and is plotted as the percentage counts 
solubilized as a function of irradiation time. With photoactivation, enantioselective cleavage 
of the A-form helix is apparent, while little cleavage is detected on the B-form polymer. 
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along a DNA helix which locally are A-like in structure, or in other words, 
which are characterized by containing a shallow, accessible minor-groove 
surface. Photoactivated cleavage by [RU(TMP),]~’ on 32P end-labeled 
polynucleotides revealed selective cleavage at homopyrimidine-homopurine 
stretches such as 5’-CCCTTTCGTCTTC-3’ and S’-TATTTTTATCC-3’ 
(30a). Whether these sequences in particular are strictly A-like or not in 
solution is unknown, but it is interesting that a variety of studies showed 
that homopyrimidine-homopurine regions may adopt unusual conforma- 
tions, many of which are A-like in character. The site-selective probe for 
this structural feature may therefore be extremely valuable in connecting 
one-dimensional DNA sequence information with three-dimensional struc- 
tural information to characterize locally the sequence-dependent variations 
in structure on the polymer. 

B. A Photocleaving Probe for Z-Form DNA 

[Co(DIP),I3+. The success of [A-Ru(DIP),]*+ as a spectroscopic probe 
for Z-DNA prompted the design of an analogous complex that could target 
Z-DNA in a similar fashion but which would report upon such targeting 
through specific redox-activated strand cleavage. By application of a spec- 
troscopic probe, such as the ruthenium complex, one may determine the 
quantity of Z- (actually non-B-form) DNA in a sample, but the introduction 
of the redox cleaving functionality permits the identification of where Z- 
form regions may be embedded in a long helical, ostensibly B-form poly- 
mer. Shape- and symmetry-selective recognition here may be converted 
into shape- or symmetry-selective reaction to determine conformationally 
distinct sites along the strand. 

A logical strategy to accomplish such conformationally selective cleavage 
takes advantage of the quite common approach of inorganic chemists, the 
application of simple metal substitution. DNA cleavage activity may be 
incorporated into the recognition functionality by utilizing the same mo- 
lecular shape and symmetry as [A-Ru(DTP)~]*+ , the spectroscopic Z-form 
probe, but changing the central metal ion to one that is redox active. 
Diimine complexes of cobaltic ion are known to undergo photoreduction 
reactions (76). Such photoreduction might therefore be coupled to Z-form 
site recognition to effect oxidative cleavage at the bound Z-form site. The 
[A-Co(DIP),I3+ complex, shown in Fig. 14, was therefore synthesized as 
a conformationally selective photocleavage agent (27, 77). 

Whether such substitution would be effective on Z-DNA sites was de- 
termined in comparative photocleavage experiments on plasmid DNAs 
containing or lacking Z-form insert sequences (77). Plasmid DNAs con- 
taining small regions in the 2 form had earlier been constructed by insertion 
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Figure 14. [A-Co(DIP),I3+ (left) and map of cleavage sites by the complex (right) on the 
SV40 genome. The cleavage sites (delineated by A),  where altered conformations occur, 
appear to border gene coding regions (delineated by the arrows) on the viral DNA. 

of d(CG), sequences into natural plasmids by using recombinant DNA 
techniques. Alternating d(CG), sequences undergo transitions to the Z 
form with supercoiling, and chemical as well as biophysical techniques had 
confirmed that such sites inserted into the plasmid pBR322 could locally 
adopt the Z conformation (52a, 78). Photocleavage experiments were con- 
ducted on plasmids containing or lacking the Z-form sequence, and the 
positions of cleavage were mapped at low resolution on agarose gels (77). 
In this manner, the range of sites throughout the 4 kilobase pair plasmid 
where [A-CO(DIP)~]~+ had specifically cleaved could be determined. Spe- 
cific cleavage was indeed observed in the Z-form region on pLP32, while 
on the same plasmid lacking the insert pBR322, no similar specific cleavage 
occurred in the vicinity. This result demonstrated that the cobalt complex 
could cleave Z-DNA locally in an ostensibly B-form polymer and, fur- 
thermore, that sequence-specific reactions could be obtained on DNA in- 
directly, but with high specificity, through the targeting of the local helical 
structure. 

Other observations were noteworthy in these experiments. First, [A- 
CO(DIP)~]~+ cleaved on these plasmids not only in the Z-form insert, but 
at additional specific sites both on pLP32 and the parent pBR322 plasmids. 
The specificity in cleavage indicated that the “natural” sites must either 
also be in the Z conformation or in another non-B form, which would 
permit the accessibility of the metal complex. Specific cleavage was also 
observed with [A-CO(DIP)~]~+, perhaps again reflecting the higher affinity 
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of the DIP complexes for non-B rather than B-form sites based upon shape 
as well as symmetry. Subsequent studies have indicated that the various 
sites targeted represent several different conformations. Perhaps most in- 
triguing were the locations of these various conformationally distinct sites 
on pBR322. The alternate conformations appear to border coding regions 
on the plasmid, representing in some respects conformational punctuation 
marks along the helix. The intriguing correspondence of conformationally 
distinct sites targeted by the metal complexes to “biologically interesting” 
places has been seen in other contexts as well (see below). Site-specific 
cleavage by [Co(DIP),I3+ therefore represented not only a demonstration 
of how both elements of recognition and reaction might be combined into 
one species to effect site-specific reactions but how such probes might be 
applied to begin to explore DNA polymorphism along the strand and its 
relationship to biological function. 

C. Probing Variations within the B Conformation 

Thus far we described the application of shape selection to target dis- 
tinctive non-B conformations of DNA. Can shape selection also be applied 
in probing more subtle variations in structure within even an ostensibly B- 
form family? B-DNA, as we define it, really represents only the average 
of a family of structures. X-ray crystallography of oligonucleotides and 
more recently high-resolution NMR experiments showed that B-DNA dis- 
plays a range of sequence-dependent local polymorphism (79). Different 
stacked base pairs are twisted and tilted one with respect to another and 
even within a single base pair, the bases may be propeller twisted one to 
another to a substantial extent (80). Experiments conducted with 
[Fe(EDTA)]*-, described earlier (Section IILD), illustrated how hydroxyl 
radical reactivity might be used to probe the differential accessibility of 
sugar protons along an ostensibly B-form polymer. Shape-selective tar- 
geting is useful here as well, since the matching of the structure of the 
transition metal complex to even a right-handed B-form DNA site can be 
used to sense not only gross but also more subtle variations in structure 
along the helix. 

[Rh(phen),phij3+. Perhaps the best illustration of shape-selective rec- 
ognition within B-form polymers is provided by the sequence-selective 
cleavage by [Rh(phen)*phiI3+. Complexes containing the phenanthrene- 
quinone diimine (phi) ligand bind avidly to DNA by intercalation and, for 
the rhodium(II1) derivatives, cleave DNA efficiently upon photoactivation. 
By mapping sites recognized and cleaved by the complex, it was found 
that [Rh(phen),phiI3+ appears to recognize subtle openings in the major 
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groove of the helix (48). Until this complex was synthesized, there were 
no known natural or artificial probes of major-groove geometry. 

[Rh(phen),phil3 + , shown in Fig. 15, contains an expansive intercalating 
ligand (the phi), which overlaps strongly with aromatic portions of the 
DNA base pairs. The phi ligand is well matched with the base pairs for 
intercalative stacking and, as with other metallointercalating agents, bind- 
ing appears to occur from the major groove of the helix. Earlier studies 
with mixed-ligand complexes of ruthenium(T1) containing the phi ligand 
indicated an avid intercalative association (57). Besides the intimate stack- 
ing of the phi ligand, for [ R h ( ~ h e n ) ~ p h i ] ~ ' ,  however, the ancillary phen- 
anthroline ligands serve to provide steric bulk above and below the plane 
of the phi ligand close to the intercalating moiety (the intercalating side 
of the axial coordination plane). Thus, as illustrated schematically in Fig. 
15, the stacking of the phi ligand intimately between the base pairs is only 
facile at those sites that are open in the major groove so as to accommodate 
similarly the bulk of the ancillary phenanthroline ligands. 

Figure 15. The complex [Rh(phen)z(phi)]3* and illustration of its recognition characteristics 
(48). The steric interactions with the ancillary phenanthroline ligands (indicated by the arrows) 
permit an intimate intercalation of the phi ligand only at sites where the major groove is 
open. 
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The basis for this model came from the finding that cleavage by 
[Rh(phen),phiI3+ occurs at the sequence 5’-CCAG-3’ (48). Information 
from crystal structures of 5’-pyrimidine-pyrimidine-puMe-3’ steps and rules 
for predicting the sequence-dependent microconformational geometry of 
B-form grooves suggest that this sequence should possess an unusually 
wide and open major groove (81). This type of sequence appears to be 
more unwound (more ladderlike due to a small twist angle) and the bases 
have slid sideways to alleviate the steric clash between propeller-twisted 
purines in the minor groove of DNA. In essence, there is more room for 
the non-planar intercalator to bind from the major groove at this sequence- 
encoded step. 

If intercalation by the phi ligand occurs more easily at sites that are 
open in the major groove, those DNA sites having the propensity to bend 
toward the minor groove should also be recognition sites for the complex. 
Studies of oligonucleotide sequences containing oligo dT stretches have 
shown that these sequences appear to be bent away from the major groove 
and NMR NOE studies indicate a progressive narrowing of the minor 
groove at oligo dT stretches (6, 62). In order for the minor groove to 
narrow, the major groove must widen, and a bend would naturally occur 
at the center of the poly(dT) stretch. Strong cleavage by [Rh(~hen)~phi]~’  
at the center of oligo dT sequences is observed and provides evidence in 
support of the recognition model and also in support of a locallv bent 
structure at oligo dT sites along the strand. Also of interest are comparative 
experiments being conducted with enantiomerically pure complexes of 
[Rh(~hen)~ph i ]~+ .  Differences in cleavage between enantiomers are ob- 
served at the 5’-CCAG-3’ sites but not at the bent sites, and these 
differences indicate the differential propeller twisting associated with these 
different sequences (82). The rhodium complex, through shape and sym- 
metry selection, is therefore likely to be applicable in probing subtle se- 
quence-dependent features of propeller twisting and unwinding on long 
helical polymers. 

D. Probing Biologically Interesting Sites 

Probes have now been described that are tailored in their shapes to 
corresponding sequence-dependent shapes along the DNA helix. These 
probes can therefore be used to examine the topology of the DNA helix, 
or, in other words, the local variations in structure that occur along the 
strand as a function of sequence and as a function of biological location. 
After all, the DNA sequence encodes both the amino acids needed for the 
construction of protein and also the recognition sites for the binding of 
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regulatory proteins that determine which genes are next to be transcribed 
or repressed. By probing variations in DNA topology along sequences for 
which some biological information exists, some clues about the relationship 
of DNA structural polymorphism to biological expression can be obtained 
by using these metal complexes. X-ray crystallography and NMR spec- 
troscopy, the most powerful techniques available for obtaining structural 
information, cannot be applied in this context because the regions of in- 
terest on the polymer are either too large or embedded in sequences that 
are too large. In addition, NMR and x-ray crystallographic studies often 
require the examination of DNA under nonphysiological conditions. A 
new technique is therefore emerging that uses shape-selective chemical 
probes to explore local structure on long pieces of DNA and correlate 
them with function. Perhaps still of more interest, shape-selective mapping 
experiments are already providing exciting hints that local structural vari- 
ations may be important elements in protein-DNA recognition. 

One example of this notion is apparent quite graphically in Fig. 14, 
which shows the low-resolution map of cleavage sites for [CO(DIP)~]~+ on 
the SV40 genome (83). The 5 kilobase pairs of circular DNA of this simian 
virus contain several overlapping genes (demarcated by the arrows in the 
figure) and an extensive regulatory region, which binds a variety of different 
transcription factors. Specific cleavage by the cobalt complex (Section 1V.B) 
delineates sites of altered non-B conformations. Remarkably, sites of cleav- 
age by [Co(DIP),I3+ correspond to the borders of gene segments. Indeed 
one site marks an intron border, a structural demarcation perhaps more 
applicable on the RNA level. Extensive cleavage is also evident in the 
regulatory region. This intriguing map, obtained with a simple coordination 
complex, and the fascinating correlation between structurally distinct sites 
and sites of biological function underscores the importance of shape se- 
lection to protein-DNA recognition as well as to the simple recognition 
of DNA sites by metal complexes. 

Structurally distinct conformations are evident as well when specific 
protein binding sites are examined. The binding sites for two zinc finger 
eukaryotic transcription factors was mapped using the metal complex probes 
and these show interesting variations in topology that may reflect struc- 
tural features necessary for protein recognition (84). At the borders of 
the putative zinc finger binding sites, for example, specific cleavage by 
[Ru(TMP)~]?+, the complex that senses a shallow minor groove, is ob- 
served; at the center of the finger sites, it appears that the major groove 
is more open, based upon the specific cleavage in these regions by 
[Rh(~hen)~phi]~+.  It appears, then, that just as the coordination complexes 
can target DNA sites based upon a complementarity in shape (as defined 
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by the coordination complex) that also DNA-binding proteins, in particular 
those that themselves contain a coordinatively saturated metal ion, may 
also recognize their binding sites based at least in part upon shape selection. 

V. PROBING MORE COMPLEX STRUCTURES AND MORE 
COMPLEX PROBES 

Here we examine systems that appear to involve still greater complexity 
than found in the interactions of small metal complexes with double-stranded 
DNA. RNA and even DNA can adopt a rich variety of shapes, varying 
not only in primary and secondary structure but indeed in tertiary structure, 
in how the polymer is folded. Such distinctive if complicated forms are 
perhaps more difficult to probe and define because of their complexity, but 
metal complexes are now being applied here as well in dissecting the lat- 
ticework folding patterns of nucleic acids. In addition, metal complexes 
themselves are being constructed with still greater complexity so that they 
may efficiently perform functions of recognition and reactivity that may 
approach those of DNA binding enzymes. The complexity in metal complex 
design may offer new tools for molecular biology which mimic those de- 
signed by nature. 

A. Metal Complexes as Probes of DNA Tertiary Structures 

We are accustomed to thinking about DNA as a one-dimensional poly- 
mer. Like the strands of amino acids that fold into proteins, however, 
DNA strands form “tertiary structures.” Nucleic acid strands are capable 
of forming folded or alternately paired structures that differ greatly from 
the one-dimensional polymer we think of as DNA. Many of these structures 
may be transiently involved in gene expression and protein binding. The 
Holliday junction, for example, is a structural element in genetic recom- 
bination (85). Below we examine two related DNA tertiary structures, the 
Holliday junction and the DNA cruciform, and how metal complexes may 
be applied in targeting and sorting out their intricate structural distortions. 

[Fe(EDTA)]*-. During genetic recombination, two DNA double he- 
lices fuse together into a structure known as a Holliday junction. While 
one can draw in two dimensions how such a recombination event might 
take place, we have little structural insight into the three-dimensional struc- 
ture for this recombination intermediate. Cleavage experiments conducted 
with [Fe(EDTA)I2- have been helpful in this regard and in particular in 
distinguishing between several models for the Holliday junction (86). These 
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Figure 16. 
and in ( R )  two possible twofold symmetric models (86). 

Models for the Holliday junction showing in ( A )  a fourfold symmetric model 

possibilities are schematically illustrated in Fig. 16. When formulating models 
for the structure of the junction, one would imagine that the helical arms 
could arrange themselves in a cross or remain stacked with a perturbed 
bridge between the strands. In order to discriminate between these two 
possibilities, a four-armed oligonucleotide model of the Holliday recom- 
bination site was synthesized and treated with [Fe(EDTA)]’- under re- 
ducing conditions. If the cross-model were operative, one would expect 
very little protection from OH-. The stacked model, in contrast, requires 
that the two bridged strands lie very close to one another and the sugar- 
phosphate backbone of the helices which face one another would be pro- 
tected from cleavage by OH., yielding a periodic cleavage pattern with 
gaps at protected regions. In the junction DNA would, much like a bound 
protein, cause a footprint in [Fe(EDTA)]’- cleavage. Upon treatment of 
the Holliday junctions with [Fe(EDTA)]’- , a periodic cleavage pattern 
indicative of interstrand protection is indeed observed, consistent with a 
twofold rather than fourfold symmetry at the Holliday recombination site. 
As this experiment illustrates, hydroxyl radical cleavage experiments ob- 
tained with [Fe(EDTA)]* can therefore be utilized in probing not only 
how proteins interact with DNA, but how the helical nucleic acid structures 
themselves interact and fold into another. 

[Rh(DIP)3]3+. A nucleic acid structure which is likely to resemble that 
of the Holliday junction but is formed within a single double helical region 
of DNA is the DNA cruciform (5 ) .  Cruciforms occur in supercoiled DNA 
as a result of an extrusion of an inverted repeat sequence into two intra- 
strand hydrogen-bonded segments so as to relieve the torsional strain as- 
sociated with the supercoiling. A two-dimensional representation of this 
cross-like structure is shown in Fig. 17. Although chemical probes such as 
OsO, have shown that the cruciform loops are single stranded and that the 
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stems are double stranded, a definitive model for the three-dimensional 
disposition of the cruciform has not yet been established. It could be as 
flat and opened as shown in Fig. 17; it could be folded up like tRNA; or 
it could have one helical arm folded over another as in the models for the 
Holliday junction. Clearly, a DNA cruciform is grossly distinctive in struc- 
ture and therefore a clear target for shape-selective recognition. 

Racemic [€UI(DIP)~]~+, an analogue of the Z-form probe discussed above 
(Section IV.B), which cleaves Z-DNA as well as other altered structures 
with high efficiency upon photoactivation (87), was shown to target DNA 
cruciforms through double-stranded cleavage (88). Cruciforms that differ 
in their sequence but share the topology of a cruciform all appear to be 
targets for double-stranded cleavage by the metal complex. High-resolution 
experiments reveal a remarkably specific cleavage by the rhodium complex. 
As shown in Fig. 17, intense cleavage is found at a single interbase-pair 
site directly adjacent to the cruciform stem. Again consistent with a tar- 
geting based upon shape rather than sequence, if the same DNA plasmid 
is first linearized with a restriction enzyme before treatment with the metal 
complex so as to relieve the supercoil stress in the plasmid and therefore 
relax the cruciform, no specific cleavage is observed. If the sequence is not 
extruded into a cruciform structure, no site-specific recognition is achieved. 
The high specificity associated with reaction of this simple coordination 
complex at cruciform sites is possibly our most graphic example of the 
specificity to be derived from shape-selective targeting. 

The cleavage pattern obtained with [Rh(DIP),13+ has much to tell us 
also about the cruciform structure itself. Enantiomers of [Rh(DIP)3]3+ both 
cleave adjacent to cruciforms, suggesting that the site they are recognizing 
is low in symmetry and not a good template for chiral recognition. It is 
important to note that the targeting occurs asymmetrically to only one side, 
the AT-rich side, of a cruciform, and not on the stem or loop of the 
structure. This asymmetry indicates that the structure of the complexed 
cruciform in solution is not, in fact, symmetrical. It also indicates that 
although [Rh(DIP),I3+ cleavage occurs in an AT-rich region, which is ad- 
jacent to the cruciform, similar AT sequences elsewhere on the plasmid 
remain uncut; AT-rich sequences are known to be more easily melted and 
deformed than bulk DNA. It is therefore likely that the flexible AT-rich 
sequences are important elements in stabilizing the complex into a folded, 
possibly hydrophobic pocket between neighboring strands. The structure 
of the cruciform may resemble the models shown above for the Holliday 
junction with the metal complex wedged electrostatically and hydropho- 
bically between adjacent arms of the complex structure. Cleavage exper- 
iments conducted with arms of different lengths and sequence may provide 
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still more information regarding the distinctive bundled shape associated 
with this tertiary structure. 

B. Probing RNA Structure 

The highest degree of nucleic acid structural diversity is found in RNA. 
Functional pieces of RNA contain single- and double-stranded regions, 
connected by knots and loops of byzantine complexity. Alternative forms 
of hydrogen bonding and interstrand association are often observed. In- 
deed, some pieces of RNA seem to have folded, almost like a protein, 
into compact structures. The many biological functions of RNA, including 
storage of genetic information, its transfer into protein, and even catalysis 
of biochemical reactions depend sensitively on the distinctive shapes that 
the RNA molecule is able to assume. Given the diversity of structural 
elements available for recognition, metal complexes are particularly prom- 
ising reagents for the study of RNA. 

A variety of metal complexes have been used to probe RNA and it has 
already become clear that these metal complexes each appear to reeognize 
unique elements of the RNA structure. One class of reagents can differ- 
entiate between single- and double-stranded regions of an RNA molecule. 
Others can detect protected or infolded regions of RNA, while still another 
class is able to detect sites of strictly tertiary interactions. The sites of 
tRNA cleavage by different metal complexes are shown in Fig. 18. Un- 
derstandably, in most cases studied thus far, work has focused on tRNA, 
since it is the only structurally well-characterized RNA polymer to date 
(89). As is perhaps best illustrated in Fig. 18 by the diversity of cleavage 
sites found on tRNA, transition metal complexes are a distinctively useful 
family of compounds which, used in concert, may aid in the construction 
of a detailed picture of RNA topology. 

MPE-Fe(I1) and [Cu(phen),]+. Almost all positions of tRNAph' are 
cleaved by MPE-Fe(I1) (90, 91); however, this probe seems to have par- 
ticularly high affinity for certain double-stranded or helically stacked re- 
gions of the tRNA molecule. Larger RNA molecules such as a 16s ribo- 
somal RNA from E. Coli and the catalytically active intervening sequence 
(IVS) from Tetruhymenu have been probed more successfully with MPE- 
Fe(II), yielding distinctive regions of cleavage (90, 91). These regions 
correspond to RNA sequences involved in base pairing with other se- 
quences and are in some sense helical, rather than single stranded. Perhaps 
as a result of intercalation, MPE-Fe(I1) is able to recognize certain double- 
stranded reigons within a large RNA structure. Conversely, [Cu(phen),] + 

has been observed to cleave tRNAPhe at single-stranded regions and loops 
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Figure 18. The diversity of cleavage sites for metal complexes on tRNAPhc. (a )  Cleavage by 
probes that primarily detect features of RNA secondary structure: [Cu( phen);]‘ (arrows) 
(92) and MPE-Fe(I1) (black dots) (90). (b )  Probes that detect protected or complex structures 
on tRNA: Sites of OH. protection after treatment with [Fe(EI>TA)]’ (93) are shown as 
shaded portions of the molecule and specific cleavage by [Rh(phen)?(phi)l3- (95)  is indicated 
by the circles. 

(92). As shown in Fig. 18, this probe predominantly recognizes RNA which 
is not involved in base pairing. 

[Fe(EDTA)]*-. Hydroxyl radical cleavage reactions with [Fe(EDTA)]’- 
reveal an interesting shadowing of protected RNA structures. [Fe(EDTA)]*- 
has been successfully used to determine which regions of an RNA molecule 
are less solvent accessible than others (93). Native RNA contains regions 
that are in-folded, and less susceptible to cleavage by [Fe(EDTA)I2-. It is 
apparent from experiments on tRNAPh‘, that very little of this particular 
RNA molecule is folded up, as a mere 7% of the residues are protected 
from cleavage. Conversely, when the catalytic intervening sequence from 
Tetruhyrnenu rRNA is subjected to [Fe(EDTA)]’- treatment, 40% of the 
RNA molecule is protected and remains uncleaved. This comparison sug- 
gests that catalytic rRNAs, in contrast to tRNAs, may have a more “folded” 
structure with a solvent accessible exterior and a protected interior. In fact. 
the sequences that were found to lie in the protected pocket are the same 
regions that are believed to compose the catalytic core of the Tetruhyrnenu 
ribozyme. [Fe(EDTA)]*- may therefore be considered a valuable tool for 
defining the interior and exterior of RNA molecules. 
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Uranyl Acetate. The complex U02(0Ac), cleaves HIV mRNA upon 
photoactivation in a uniform fashion unless the nucleic acid is associated 
with protein (94). Recently, it has been shown that intense, specific cleav- 
age occurs on RNA which is bound to HeLa cell nuclear protein. Rather 
an imprint than a footprint, this strong cleavage indicates that the structure 
of the RNA and its accessibility to metal complexes in solution is changed 
in the presence of protein. 

[Rh(phen),phiI3+. Earlier (Section 1V.C) [Rh(phen),phiI3+ was de- 
scribed as a probe for open, accessible sequences within the major groove 
of DNA. Interestingly, this probe appears to recognize similar regions on 
tRNA, leading to a potentially powerful probe for RNA tertiary structure. 
As on DNA, [Rh(phen)*phiI3+ cleaves with high specificity on tRNA at 
sites where the major groove of RNA is distorted and more open than in 
an A-like conformation characteristic of an RNA duplex (95). Photolysis 
of [Rh(phen),phiI3+ bound to tRNAPhe results in five major sites of cleav- 
age: G45, U47, G22, yU55, and U59. All of these sites are located in the 
core region of the L-shaped molecule where the various loops of RNA 
fold in together. Inspection of where the rhodium cleavage sites occur on 
the folded tRNA graphically specifies the orientations of the rigid complex 
bound to the polymer. The complex appears to target the only available 
regions on the molecule through which access from the major groove is 
permissible. Three of the [Rh(phen),phiI3+ cleavage sites (G45, U47, and 
G22) correspond to sites of triple base interactions. Triple interactions are 
places where three nucleotides are joined together in a plane through a 
network of hydrogen bonds, and of interest with regard to the recognition 
characteristics of the rhodium complex, the addition of a third base into 
the network appears to increase the accessibility of the major groove. The 
only triple interactions not cleaved by the rhodium complex are those that 
have poor solvent accessibility. It therefore appears that the characteristic 
recognition features of [Rh(phen),phiI3+, based upon shape selection, are 
preserved in targeting RNA as well as DNA. Certainly the high specificity 
of cleavage and the interesting areas cleaved makes the rhodium complex 
of utility in probing mutant tRNAs to see if the parent tRNA structure is 
preserved. Moreover, if the complex is indeed a general probe for tertiary 
interactions in RNAs, then it will be extremely useful in characterizing the 
folding of larger, more complex RNAs with ill-defined structures. 

C. Hydrolytic Cleavage of Nucleic Acids 

All metal complexes that cleave polynucleotides discussed thus far in 
this chapter utilize redox chemistry to attack the nucleic acid strand. These 
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cleavage mechanisms are distinctly different from cleavage reactions per- 
formed by nucleolytic enzymes in the cell. Restriction endonucleases, for 
example, are enzymes that bind to specific DNA sequences and cleave 
each of the two strands hydrolytically to produce 5‘-phosphate and 3’- 
hydroxyl termini (96). These enzymes, used in concert with DNA ligases, 
which join together such termini and form a new phosphodiester linkage, 
have served as the base for recombinant DNA technology, since such 
molecular tools have permitted the cutting and splicing of DNAs apart and 
back together. The metal-containing synthetic cleaving agents we have 
described, although extremely useful in probing nucleic acid structure and 
protein-nucleic acid interactions, cannot be applied directly as “synthetic 
restriction enzymes” and therefore as new synthetic tools for recombinant 
DNA technology, since the redox cleavage chemistry yields termini that 
cannot be religated. Redox-mediated cleavage is exquisitely sensitive in 
determining where a molecule is bound along the strand. But the redox 
reaction is strikingly unsubtle in marking its target site, irreversibly dam- 
aging either the sugar or base moiety. Hydrolytic cleavage mechanisms 
instead involve nucleophilic attack on the phosphodiester and preserve 
both sugar and base functionalities. Intensive work is underway to develop 
synthetic metal complexes that cleave DNA by a mechanism involving 
hydrolysis of the phosphodiester backbone. These metal complexes, as 
true artificial nucleases, would be extremely important tools for molecular 
biology. 

Toward this end, tris(diphenylphenanthroline)ruthenium(II) has been 
functionalized with arms that are able to chelate additional non-redox- 
active metal ions to promote hydrolysis of proximal phosphates (97, 
98). [R~(D1P)~(Macro) ]~+,  as this molecule is called, is shown in Fig. 
19. The complex has been constructed to contain a recognition domain, 
[Ru(DIP)~]~+,  in its core, as well as two metal-binding cleaving arms, 
formed by condensation of tren through sulfonamide linkages. The complex 
binds to similar regions of DNA as other tris(diphenylphenanthro1ine) 
complexes (99). In the presence of copper(II), hydrogen peroxide and a 
reducing agent, the complex, much like [Cut phen)J+, efficiently cleaves 
DNA through a redox pathway (97). In the presence of Zn2”, however, 
[R~(D1P)~Macro]’* cleaves the DNA strands hydrolytically, producing 
products which to some extent may be religated enzymatically (98). These 
cleavage reactions are quite inefficient and much needs to  be done before 
a practically useful artificial nuclease is available. Nonetheless, non-redox 
cleavage of DNA with Ru(DIP),Macro represents the first example of 
hydrolytic cleavage of DNA by a synthetic complex. 

As can be seen in Fig. 19, [R~(D1P)~Macro ]~+  is perhaps also an apt 
illustration of the complexity in design that can be accomplished with 
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2t 

Figure 19. Ru(DIP),Macro (97, 98). 

transition metal chemistry. The ruthenium sits at the center of the complex, 
defining the scaffolding of ligands about it, maintaining the center of struc- 
ture and spectroscopic activity for the complex and the core for DNA 
recognition. Tethered onto each side are additional metal binding domains, 
the cleaving functionalities, derived also from metal-based chemistry, and 
here, upon chelation of Zn(II), chemistry that could promote hydrolytic 
reaction on the DNA polyanion. Using, then, the simple principles of 
coordination chemistry, a trinuclear metal complex may be assembled to 
perform a biologically important reaction. New derivatives, better designed 
to effect hydrolytic cleavage, are being synthesized currently, but this tran- 
sition metal complex represents, nonetheless, an exciting start in the de- 
velopment of true synthetic restriction enzymes. 

PROSPECTS FOR THE FUTURE 

The applications of transition metal complexes to probe nucleic acids 
have grown in astounding quantity and sophistication since the first early 
studies of heavy metal labeling of DNA. It is clear that the tools, ranging 
in complexity from [Fe(EDTA)I2- to [R~(D1P)~Macro]~+ and beyond, will 
increasingly be designed as practically useful reagents and applied in lab- 
oratories of diverse disciplines to explore biological problems. The tech- 
niques employed will not be restricted to those borrowed from biochem- 
istry, and they already include NMR spectroscopy, photophysical methods, 
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and quite likely soon will include methods of surface science. As we explore 
the structures and biological functions of nucleic acids from an increasingly 
chemical point of view, the inorganic chemist will have an essential role 
to play in developing these tools and unraveling the clues that their ap- 
plications permit. The design and application of new transition metal com- 
plexes to probe nucleic acids in as yet unimagined ways and the discovery 
of new structures and functions for nucleic acids using these transition 
metal probes provide an exciting challenge for the future. 
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I. HISTORICAL BACKGROUND AND SCOPE OF 
THE REVIEW 

Platinum anticancer compounds are currently in widespread use for the 
treatment of genitourinary and other tumors. In order to understand the 
mechanism of action of this interesting class of chemotherapeutic agents, 
attention has focused on DNA as the generally accepted target. Through 
intensive research efforts over the past several years, there is now a fairly 
detailed understanding of how these complexes bind to DNA and how the 
DNA is structurally modified as a result of this interaction. Attention now 
must turn to the key questions of how platinum complexes selectively kill 
tumor cells while being of only limited toxicity to normal tissues, why 
certain classes of tumors are refractory or resistant to platinum chemo- 
therapy, and what structural features of platinated DNA underlie these 
differences. These issues require knowledge of how platinum-DNA adducts 
are processed in the cell, a subject that is the principal focus of this chapter. 
Before exploring this topic in depth, however, we first present some his- 
torical background and update structural information about Pt-DNA ad- 
ducts. 

In experiments initially designed to study the effects of electric fields 
upon the growth of the bacterium Escherichia coli ( E .  coli), Rosenberg et 
al. (109) observed the unusual phenomenon of filamentous growth. The 
bacterial cells, which normally divide rapidly, grew to 300 times their usual 
size and did not divide. This observation was eventually found to derive 
from the presence of Pt(I1) and Pt(1V) ammine chloride complexes formed 
in situ by electrolysis at the platinum electrodes. Further studies showed 
one cause of the filamentation to be cis-diamminedichloroplatinum(I1) (cis- 
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DDP or cisplatin), a classic coordination complex, the synthesis and struc- 
ture of which were known for more than a century (80, 133). Subsequent 
investigations of the effects of cis-DDP on rapidly dividing mammalian 
tumor cells indicated significant antitumor activity against sarcoma 180 and 
leukemia L1210 in mice (110). Clinical trials commenced soon thereafter 
and in 1979 cisplatin was approved by the FDA for the treatment of several 
human cancers. 

With the use of cells from mice bearing the Ehrlich ascites tumor (61), 
and human amnion AV, cells ( 5 9 ,  the effect of cis-DDP on the synthesis 
of DNA, RNA, and proteins was measured by monitoring the incorpo- 
ration of radiolabeled precursors into these macromolecules. Although at 
high concentrations or long incubation times RNA and protein synthesis 
were inhibited, this effect was judged to be of secondary significance. In 
both cases, DNA synthesis was preferentially and persistently suppressed 
at all concentrations. Other convincing evidence suggesting that cis-DDP 
was a DNA damaging agent came from a study involving the indirect 
induction of prophage lysis (104), a phenomenon known for other DNA 
damaging agents such as UV irradiation. When donor F’ gal+ nonlysogenic 
cells were exposed to subtoxic doses of cisplatin and then conjugated to 
F- gal lysogenic cells, prophage induction occurred. Since only DNA is 
transferred during conjugation, platinated DNA must have caused the 
derepression of the lytic prophage function. It is now generally accepted 
that the effectiveness of cis-DDP results from its ability to bind DNA and 
block replication. 

Interestingly, while cis-[Pt(NH,),Cl,] was active as an antitumor agent 
and in the inhibition of DNA synthesis in human AV3 cells (55) ,  its geo- 
metric isomer was not. The compound truns-[Pt(NHj),Cl,] had no influence 
on tumor growth or DNA and RNA synthesis, and only a slight effect on 
protein synthesis. These early findings strongly suggested important dif- 
ferences in the chemistry of cis versus trans platinum ammine halide com- 
plexes with macromolecules such as DNA. Comparative studies of the two 
isomers, an active area of research, recently began to shed light on their 
differential toxicity in biological systems. In particular, the lack of biological 
activity of the trans isomer affords a powerful way to calibrate the con- 
sequences and relative importance of various czs-DDP-DNA interactions. 

The impact on a living cell of a toxic (109), mutagenic (18) agent such 
as cis-DDP is complex and dependent on several factors, including the 
inherent sensitivity of a particular cell type to the drug. While cisplatin is 
not active against cancers of all cell types, it is remarkably effective in 
treating testicular carcinomas, which are now considered nearly curable 
even in progressive stages of the disease. The drug is also active in ovarian. 
lung, head and neck, bladder, and cervical cancers (81). The differential 
activity of czs-DDP for cancers of various cell types as well as the differential 



480 BRUHN. TONEY, AND LIPPARD 

toxicity of the cis and trans isomers may be the result of the different 
biological processing of Pt-DNA adducts. These phenomena could be a 
manifestation of the tolerance of cells for particular Pt-DNA adducts once 
they are formed or of the directed removal or repair of Pt-DNA adducts. 
The importance of cisplatin in current clinical protocols emphasizes the 
need to understand its biological chemistry with the ultimate goal of using 
this information to design even more effective drugs. 

In this chapter we draw upon studies from our laboratory and others 
that address the question of how cells differentially process the Pt(I1) com- 
plexes shown below, and their DNA adducts. Structural and chemical 
aspects of Pt-DNA interactions have been largely elucidated and exten- 

&DDP trans-DDP [Pt(dien)CI]+ 

sively reviewed (35, 102, 103, 116). This information is updated in Section 
11, which discusses recent progress made in unraveling the kinetics of DNA 
binding reactions, and new results relating to the binding modes and struc- 
tural distortions to DNA. A much more detailed analysis of this topic may 
be found elsewhere (Ref. 76). Section I11 discusses the effects of Pt com- 
plexes on DNA replication in procaryotic and eucaryotic systems, including 
work using site-specifically modified genomes. Section IV reviews studies 
of the mutagenesis and repair of Pt-DNA adducts in procaryotic and 
eucaryotic systems. Recent work describing the search for cellular factors 
that may be involved in recognition or repair of Pt-induced structural 
perturbations of DNA is also discussed. Section V describes studies aimed 
at understanding acquired resistance to cis-DDP, a phenomenon that is 
the major cause of treatment failure for this drug. Section VI details the 
effects of cis-DDP on cellular processes other than DNA replication. Fi- 
nally, in Section VII, we draw some general conclusions and outline chal- 
lenges for the future. 

11. RECENT ADVANCES IN UNDERSTANDING 
Pt-DNA INTERACTIONS 

A. Binding Modes of cis- and trans-DDP to DNA 

Both cis- and trans-DDP are small, neutral molecules that retain their 
coordination environment in circulating plasma, where the chloride ion 
concentration is -100 mM. Once passing through the cell membrane into 
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the cytoplasm of the cell, where the chloride ion concentration drops to 
4 mM, the compounds undergo hydrolysis. It has been estimated that 
the relative ratios of hydrolyzed products of cisplatin in cells is 0.46 

1 .0 [ Pt ( NH3),( H20)(  Cl)] + : 1 .O [Pt (NH,)?( OH)( Cl)] : 0.915 [ Pt(NH3)?C12] 

Molecules containing sulfur or nitrogen donor atoms can serve as ligands 
to form stable complexes with the relatively kinetically inert Pt(I1) center 
(for a review see Ref. 60). It is likely that cisplatin binds to many cellular 
components, the result of which is general toxicity, but coordination to the 
heterocyclic nitrogen atoms of DNA nucleobases is most likely responsible 
for its antitumor activity. 

Each strand of DNA has a backbone comprised of repeating deoxyribose 
phosphodiester units, attached through the sugar moiety to the N9 atoms 
of the purine bases adenine (A) and guanine (G) or the N1 atoms of the 
pyrimidines cytosine (C) and thymine (T). The ordering of bases from 5‘ 
to 3’ on the DNA strand defines the sequence of that strand. Comple- 
mentary strands of DNA are stabilized by hydrogen bonds between guanine 
and cytosine (G-C) and between adenine and thymine (A-T), called “Wat- 
son-Crick” base pairs for their discoverers. The numbering scheme of the 
bases and the hydrogen-bonding interactions are shown in Fig. 1. The 

[Pt( NH3)2(H20)2I2+ : 3.63 [ Pt(NH,),(OH),]: 2.90 [Pt(NH,),(H,O)(OH)] + : 

(60,79). 

S = sugor 

H 

GUANINE CYTOSINE 

Figure 1. Numbering scheme of nucleotide bases of DNA, showing hydrogen-bonding in- 
teractions between G-C and A-T base pairs. As depicted in thc diagrams. the top of each 
base pair points to the major groove, and the bottom. to the minor groove. Reproduced with 
permission from Ref. 116 (copyright Q 1987, American Chemical Society). 
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complementary strands are aligned in antiparallel fashion to form a double 
helix, which is also stabilized by stacking interactions between the parallel 
bases, as shown in Fig. 2. This polyanionic macromolecule offers an elec- 
trostatic potential that attracts the positively charged platinum hydrolysis 
products. 

Coordination of these platinum species to DNA occurs in two steps, 
with considerable sequence specificity. The first step involves formation of 
monofunctional adducts, primarily at the N7 position of guanine or ad- 
enine. These monofunctional Pt-DNA adducts react further to form bi- 
functional adducts, mainly at the N7 position of nearby guanines, and to 
a lesser extent, adenine. If the coordinated nucleotide bases are on the 
same strand of DNA, an intrastrand cross-link is formed. If platinum links 
two bases on opposite DNA strands, the result is an interstrand adduct. 

, minor 
groove 

. major 
groove 

Figure 2. 
stacking interactions of parallel bases, and major and minor grooves. 

Ball-and-stick representation of B-DNA showing the sugar-phosphate backbone, 
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Platinum was also shown to link DNA and proteins (for reviews see Refs. 
35, 95, 102, 103, and 116). 

The relative amount of each adduct was determined by first treating 
DNA with cisplatin in vitro and then enzymatically degrading the DNA to 
nucleotides with DNase I and nuclease P1. The products were chroma- 
tographically separated and identified by their 'H NMR spectra (40). The 
relative proportions of adducts were cis-[Pt(NHl),{d(GpG)}], 47-5076, cis- 
[Pt(NH,),{d(ApG)}], 23-28% (intrastrand cross-links to adjacent bases), 
C~~-[P~(NH,),{~(GMP)~}] 8-1095 (the sum of intrastrand adducts between 
nonadjacent guanines and interstrand adducts), and [Pt(NH,),{d(GMP)}] 
2-396 (monofunctional adducts). These results were obtained by using 
DNA with a bound drug-nucleotide ratio, (D/N)b, of 0.055, meaning that 
55 Pt atoms are bound per loo0 bases of DNA. Another study using similar 
methodology revealed an adduct spectrum of 65%- cis-[Pt(NH,),{d(GpG)}], 
25% cis-[Pt(NH,),{d(ApG)}], and 6% ci~-[Pt(NH,)~{d(GpNpG))1 for the 
compound [3€I]cis-[ Pt(en)Clz] (34), which reportedly gives the same adduct 
spectrum as cis-DDP (32). 

ratios used in these experiments were 2-3 orders 
of magnitude greater than commonly observed for experiments carried out 
in vivo, when studies were performed using leukocytes collected from seven 
cancer patients treated with cisplatin for the first time, similar adduct pro- 
files were observed (42). As before, the DNA was isolated, enzymatically 
digested, and the products separated chromatographically. Because of the 
extremely low number of adducts present, the more sensitive enzyme- 
linked immunosorbant assay (ELISA) was required for their detection. 
With the use of antibodies raised against cis-DDP-DNA adducts, an adduct 
profile of cis-[Pt(NH,),{d(GpG)}] (65%),  cis-[Pt(NH,),{d(ApG)}] (22%), 
C~~-[P~(NH,>,{~(GMP)~}] (13%), and [Pt(NH,),{d(GMP)}] (0.7%) was ob- 
tained for one patient. Although there were strong interindividual differ- 
ences in total adduct levels, the relative amount of each adduct did not 
vary among patients. In another study, ELISA was again used to detect 
in vivo Pt-DNA adduct levels, employing an antibody that recognized cis- 
[Pt(NH,),{d(GpG)}] cross-links (101). Analysis of DNA from the buffy 
coat cells of patients treated with cisplatin for testicular and ovarian cancers 
revealed an increase in the number of measurable platinum-DNA adducts 
with cumulative dose during 21- or 28-day cycles. In addition, there was 
a positive correlation between disease response and the formation of this 
DNA intrastrand cross-link for both testicular (correlation coefficient, 0.81) 
and ovarian (correlation coefficient, 0.90) cancers. These data, taken to- 
gether, create a very strong case for the importance of Pt-DNA adducts 
in general and the d(ApG) and d(GpG) intrastrand adducts, in particular, 
as determinants of the antitumor properties of cisplatin. 

Although the 
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Unfortunately, less information is available about the clinically ineffec- 
tive trans isomer. Recently, several chemically defined adducts formed by 
trans-DDP with short oligonucleotides have confirmed that the platinum 
binds through the N7 position of guanine and adenine forming 1,3-intra- 
strand adducts (49, 77, 78, 129); the N3 position of cytosine was also found 
to coordinate to platinum in a 1,4-intrastrand adduct (25). Unlike the cis 
isomer, trans-DDP is stereochemically incapable of forming intrastrand 
adducts between adjacent nucleotide bases (78). In a replication mapping 
experiment, considerably lower sequence specificity was observed for trans- 
versus cis-DDP, although there appeared to be a preference for d(GpNpG) 
sequences, where N is any intervening nucleotide (96). Platination of dou- 
ble-stranded DNA with trans-DDP followed by enzymatic degradation, 
high-performance liquid chromatography (HPLC) separation, and 'H NMR 
analysis revealed an adduct spectrum of dG-Pt-dC (50%), dG-R-dG (40%), 
and dG-Pt-dA (10%) (38). 

Although most bifunctional adducts formed by trans-DDP with DNA 
appear to be kinetically stable (49, 77, 78, 129,  the truns-[Pt(NH,),- 
{d( G * CG *)}I 1,3-intrastrand cross-link in d(TpCpTpApCpG * pCpG* - 
pTpTpCpT), where the asterisk denotes positions of platinum coordina- 
tion, isomerizes under approximately physiological conditions to a ther- 
modynamically more stable trans-[Pt(NH,),{d(C*GCG*)}] 1,4-intrastrand 
cross-link (25). The equilibrium constant for this linkage isomerization 
reaction is -3, in favor of the 1,4 adduct. The half-life for this isomerization 
ranges from 129 h at 30°C to 3.6 h at 62"C, leading to activation parameters 
consistent with associative hydrolysis as the rate-determining step. Such a 
linkage isomerization does not occur with the cis-DDP 173-intrastrand 
d(G*CG*) adduct in the identical oligonucleotide (19). 

These data thus reveal that both cis- and truns-DDP can bind to DNA 
through the N7 positions of adenine and guanine. Significant differences 
exist, however. Stereochemical limitations preclude trans-DDP from form- 
ing 1 ,Zintrastrand cross-links, which comprise 6040% of the adducts formed 
by cis-DDP in v i m  and in vivo. trans-DDP also seems to form a large 
percentage of cross-links between guanine and cytosine residues, making 
the adduct spectrum quite different for these two isomers. It is possible 
that the biological processing of these adducts also differs. 

B. Role of Interstrand Cross-Links 

Although the majority of adducts formed by platinum on DNA are 
lntrastrand cross-links, interstrand cross-linking also occurs both in vitro 
(33, 40) and in vivo (122, 134, 135). Estimates of the frequency of for- 
mation of interstrand cross-links range from 1-7% (33, 54, 108). Although 
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some laboratories have found a correlation between interstrand cross-link- 
ing and cytotoxicity (134), others have not (122). Such studies are com- 
plicated because only interstrand cross-links were monitored, without re- 
gard to the effects of the more prevalent intrastrand adduct. 

It was hypothesized that the minor interstrand adduct is the “critical” 
lesion responsible for the cytotoxic effects of cis-DDP. Both cis and trans 
isomers can form interstrand cross-links (94, 134, 135). At the reported 
frequency for interstrand cross-linking, 100 platinum atoms would have to 
bind to DNA for 1-7 interstrand adducts to form. Studies of SV40 (for 
simian virus 40) DNA replication in vivo have shown that as few as 4 bound 
platinum atoms per genome can inhibit DNA synthesis by 50% (23). Bac- 
teriophage T7 can be inactivated by an average of 1.5 platinum atoms per 
genome (117). When the activity of the bacterial enzyme chloramphenicol 
acetyltransferase (CAT) was measured in Chinese hamster ovary (CHO) 
cells 8 platinum atoms coordinated to the CAT gene eliminated its expres- 
sion (1 13). The enzyme xanthine guanine phosphoribosyltransferase 
(XGPRT) was inactivated when fewer than 100 platinum atoms were bound 
to the gene (69). Taken together, these studies indicate that cis-DDP 
inhibits DNA synthesis and inactivates DNA templates at bound platinum 
levels for which the formation of interstrand cross-links is highly unlikely. 

C. Kinetics of cis- and trans-DDP Binding to DNA 

The kinetics of binding of cis- and trans-DDP to DNA, often cited as 
the cause of their differential activity, have been greatly studied and dis- 
puted. Several groups hypothesized that the differential activity of the cis 
and trans isomers results from differing half-lives for their monofunctional 
adducts (20, 37, 38). If, for example, conversion of monofunctional to 
bifunctional adducts was much slower for the trans isomer, the monochloro 
or monoaqua species might be relatively long lived or bind to sulfur or 
nitrogen containing nucleophiles in the cell. DNA synthesis could proceed, 
unaffected, past these monofunctional lesions or they could be removed 
or repaired more readily than bifunctional adducts. One group (20) mea- 
sured monofunctional adduct lifetimes of 15 h for the cis isomer and 30 h 
for the trans isomer by trapping the adducts with ‘T-labeled guanosine. 
Other workers have added sulfur donors such as thiourea or glutathione 
to prevent closure to bifunctional adducts, and measured a half-reaction 
time of 24 h for closure of trans-DDP-DNA monofunctional adducts (37). 

Variations in monofunctional adduct lifetimes were also invoked to ex- 
plain the relative ratios of different platinum adducts formed by cis-DDP 
on DNA. When the reaction of [3H][Pt(en)Cl,] with DNA was allowed to 
occur in the presence of thiourea, subsequent enzymatic digestion of the 
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DNA followed by HPLC separation of the products revealed the presence 
of some sulfur-bound intermediates. It was hypothesized that monofunc- 
tional binding to a random base was followed by the platinum atom trav- 
ersing the DNA helix until bifunctional adducts formed (34). This hy- 
pothesis could explain a preponderance of bifunctional adducts without 
the involvement of direct bifunctional attack, but does not account for the 
preference for d(GpG) over d(ApG) sequences. Others have suggested 
that monofunctional platinum-guanine adducts react rapidly with neigh- 
boring guanine bases but more slowly with neighboring adenine bases 
(38, 66). This explanation is reasonable since the 6-amino group of adenine 
would repel the ammine ligand on the nearby platinum atom, whereas the 
6-0x0 residue of guanine would form a stabilizing hydrogen bond with such 
an ammine ligand. As shown in Fig. 3, however, the spectrum of adducts 
remains the same over 24 h, when expressed either as adducts per nucleo- 
tide base or as a percentage of total platinum. In other words, the relative 
rates of formation of different Pt-DNA adducts are invariant with time. 

Unfortunately, the indirect measurement of monofunctional adduct life- 
times by using chemical trapping agents is problematical. In some cases 
(20, 38, 41) the rate of reaction with the trapping agent may be slower 
than the rate-determining step of the DNA binding reaction being inves- 
tigated. Moreover, sulfur-containing nucleophiles such as thiourea or glu- 
tathione can remove platinum from DNA (37, 77), and it is not clear that 
the rates of reaction with cis- and trans-DDP monofunctional adducts are 
comparable (6). 

One early study (64), employing 19smPt-radiolabeled analogues to mon- 
itor directly the binding reactions, concluded that the rates of reaction of 
cis- and trans-DDP with DNA were governed mainly by their rates of 
hydrolysis. The reaction rates of both isomers were also found to  be the 
same on double- and single-stranded DNA, implying that local DNA con- 
formation was not a major factor in binding. A very recent study (6) 
employed 19'Pt NMR spectroscopy to follow the formation of monofunc- 
tional adducts of cis- and trans-DDP to -40 bp random sequence DNA 
and their closure to bifunctional adducts. Similar half-lives were measured 
for the initial binding to DNA, tlI2 = 1.9 h for cis-DDP and = 2.0 h 
for trans-DDP, values identical to the half-lives for hydrolysis for these 
compounds. Interestingly, the half-lives of closure of the monofunctional 
adducts were relatively fast and quite similar, being tl,z = 2.1 h for the cis 
isomer and fIl2 = 3.1 h for the trans isomer with either double- or single- 
stranded DNA. These values, all measured at 37"C, are also comparable 
to those for hydrolysis of the second chloride ligand, suggesting this step 
to be rate determining. A stepwise mechanism, together with rate constants 
for both cis- and trans-DDP, is shown in Fig. 4. In these 19sPt NMR In- 
vestigations, the trapping of monofunctional adducts with glutathione 
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Figure 3. Formation at various cis-DDP-DNA adducts with time. DNA was platinated at 
37°C for various periods, enzymatically digested, and the products separated chromatograph- 
ically. In (a )  the cross-links are expressed as a function of their (I)/N)b values; in (h) cross- 
links are expressed as a percentage of total platinum (from Ref. 40). Symbols: ---m---, 
total platinum; -0-, cis-[Pt(NH,),{d(Gpc)}]; -+-, cis-[Pt(NH,),{d(ApG)}]; 
- x -, [Pt(NH,)3dGMP]; ---A--, cis-[Pt(NH3):{d(GMP)2)1 

was also monitored. Monofunctional DNA adducts of trans-DDP reacted 
more rapidly with this agent, while bifunctional adducts of both isomers 
were unreactive towards glutathione, in agreement with earlier work (36). 

From these studies, which directly measured the rates of cis- and trans- 
DDP binding to DNA, it seems clear that their reaction kinetics are quite 
similar, at least in vitro. The rates of formation of monofunctional adducts 
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Figure 4. 
(Ref. 6). 

Mechanism, with rate constants, for the binding of cis- and trans-DDP to DNA 

and their closure to bifunctional adducts are comparable. Monofunctional 
adducts of DNA formed by trans-DDP react more rapidly with sulfur 
containing nucleophiles, which could both prevent their closure to bifunc- 
tional adducts or labilize the Pt-DNA linkage. The inzbility of trapping 
agents such as ammonium ion or thiourea to reflect accurately the lifetimes 
of monofunctional adducts remains to be explained. 

Variations in monofunctional adduct lifetimes do not appear to be di- 
rectly responsible for the differential activity of the cis and trans isomers. 
In fact, it is also unnecessary to invoke differential monofunctional adduct 
lifetimes to explain the sequence specificity of these compounds. Theo- 
retical calculations of the electrostatic potential of B-DNA reveal sequence- 
specific variations along the surface of this macromolecule (75). The most 
negative potentials are concentrated in the grooves of DNA, rather than 
along the sugar-phosphate backbone. The largest negative potentials were 
found in the major groove for poly(dG).poly(dC), and in the minor groove 
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for poly(dA).poly(dT). The N7 position of guanine was much more neg- 
ative than that of adenine, and would therefore provide a stronger attrac- 
tion for positively charged platinum hydrolysis products. Thus, the majority 
of platinum binds to the most negatively charged regions on the surface 
of the polyanion DNA. 

D. Structural Distortions in DNA Induced hy Covalent Binding of 
Platinum Complexes 

Early studies (24, 82, 112) revealed that both cis- and trans-DDP un- 
wind DNA and shorten the double helix by as much as 50% at saturation 
binding levels. By using gradient denaturing gel electrophoresis, a single 
~ ~ . S - [ P ~ ( N H , ) ~ ( ~ ( G ~ G ) } ]  intrastrand cross-link was found to lower the melt- 
ing temperature (i.e., decrease the helix stability) of DNA (90). Nuclear 
magnetic resonance and X-ray crystallographic studies of small DNA frag- 
ments containing a C ~ S - [ P ~ ( N H ~ ) ~ { ~ ( G ~ G ) } ]  (N7,N7) intrastrand cross-link 
revealed a structure characterized by complete base destacking (1, 114, 115). 
Weak hydrogen-bonding interactions occur between the platinum ammine 
nitrogen atoms and keto (06)  oxygen atoms of the bases, and a stronger 
intramolecular hydrogen bond forms between a coordinated ammine and 
an oxygen atom of the 5' phosphate group. In addition to unwinding and 
base destacking, platinum coordination may also cause bending or kinking 
of the DNA helix axis. Molecular mechanics calculations (70-72) predict 
the existence of energetically accessible structural states characterized by 
base destacking, an ammine hydrogen bond to the 5' phosphate, and a 
kink angle of 40-60" for DNA platinated with cis-DDP (Fig. 5) .  Models 
for the binding of trans-DDP to DNA look quite different (Fig. 5 )  and 
predict a bend angle of only 18" (77). 

Nuclear magnetic resonance spectral studies of oligonucleotides con- 
taining the ci.s-[Pt(NH,),{d(GpG)}] cross-link (28, 130) are consistent with 
a bend in the double helix of 40-70". The most convincing evidence for 
platinum induced DNA bending, however, derives from gel electrophoretic 
mobility studies of oligonucleotides containing this adduct. A bend angle 
of 35-45" toward the major groove of DNA was measured (105). The 
altered gel mobility of oligomers containing cis-[Pt(NH,),{d(ApG))] and 
cis-[Pt(NH,),(d(G*pTpG*)}] adducts were also attributed to DNA bending 
(83). In competitive ELISA experiments, anti-cis-DDP antibodies recog- 
nized only cis-DDP plat inated poly(dG).poly(dC) and 
poly[d(AG)].poly[d(TC)] but not adducts of trans-DDP or Pt((dien)Cl]Cl 
(125). This result suggested that platinated d(GpG) and d(ApG) residues 
are structurally similar, yet quite different from the adducts of trans-DDP 
or those formed by monofunctional DNA-binding compounds. 

Recently, the method of altered gel electrophoretic mobility was used 
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Figure 5. Stereo views of molecular mechanics models for structural perturbations to DNA 
caused by crs-DDP (top) and irans-DDP (bottom). Reproduced with permission from Ref. 
124 (copyright 0 1990, Elscvier Science Publishers). 

to study DNA bending for a number of platinum adducts in parallel (12). 
Duplex oligonucleotides containing site-specific cis-[Pt(NH,),{d(GpG)}], 
cis-[Pt(NH,),(d(ApG)}J, and cis-[Pt(NH,),(dG*pTpG*)}] cross-links 
were found to contain directed bends in DNA of 32": 34", and 35", re- 
spectively. In contrast, a duplex oligonucleotide containing trans- 
[Pt(NH3)2{d(G*pTpG*)}] adducts bent the DNA in a nondirected fashion, 
attributed to a flexible hinge joint at the site of platination. A monofunc- 
tional platinum-DNA adduct did not bend the DNA at all. These different 
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conformational distortions induced in DNA by platinum coordination may 
serve as important recognition signals for their cellular processing. 

111. EFFECTS OF Pt(I1) COMPLEXES ON 
DNA REPLICATION 

A. Procaryotic Systems 

During replication. the complementary strands of double-stranded DNA 
separate at the Watson-Crick hydrogen bonds, and a new strand is syn- 
thesized using one of the original strands as a template. This reaction 
requires nucleoside triphosphates and is mediated by DNA polymerase. 
DNA polymerases have been isolated from bacterial, viral, and eucaryotic 
sources. All have in common the ability to synthesize DNA in the 5' + 3' 
direction, the newly synthesized strand being oriented antiparallel to the 
template strand. The new sequence extends from a preexisting primer, 
adding nucleotides according to the sequence of the complementary, tem- 
plate strand. 

DNA replication is an essential part of the cell cycle, and interference 
with this process has dire consequences for the cel!. Indeed, it was the 
demonstration of the inhibition of  DNA synthesis in E.  coli by cisplatin 
(109) that spurred its development as an anticancer agent. One early study 
(63) examined the inhibition of  replication of bacteriophage T7 DNA in 
cell extracts by lY5"Pt-labeled cis- and trans-DDP. Both isomers inhibited 
DNA replication, although, at (D/N),, = 3 x lW, cis-DDP was found 
to be approximately five times more efficient than trans-DDP in this system. 

One enzyme widely used in studies of replication inhibition by platinum 
complexes is DNA polymerase I (pol I) from E. coli. The large, or Klenow, 
fragment of the enzyme has capabilities both for DNA synthesis and for 
3' + 5' exonuclease (proofreading) activities. Both functions are inhibited 
by cis- and trans-DDP (13). This system was used to investigate cis- or 
trans-DDP platinated primed, single-stranded bacteriophage M13mpX DNA 
(96). DNA synthesis occurred in the presence of DNA polymerase I until 
the enzyme was blocked by coordinated platinum. Separation of the various 
fragments on a sequencing gel allowed mapping of the positions of platinum 
binding, a technique termed "replication mapping" and shown in Fig. 6. 
For cis-DDP. inhibition of DNA synthesis occurred principally at (dG), , 
n r 2, sequences, now known to be the major platinum binding sites on 
DNA. Inhibition of DNA synthesis occurred with less sequence specificity 
for truns-DDP, although there was a preference for d( GpNpG) sequences. 
The monofunctional compound [Pt(dien)CI]Cl was unable to block DNA 
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Figure 6. Schematic diagram showing the replication mapping methodology. A platinum 
complex is added to DNA to form a cross-link and the site of platination is revealed by primer 
annealing, DNA polymerase chain extension, and gel electrophoresis analytical steps (see 
Ref. 96 for details). 

synthesis in these experiments. More recently, workers who were looking 
at the effects of cis-DDP on DNA replication of the SV40 virus by using 
pol I also saw blockage at runs of two or more guanines (50). A G-rich 
regulatory region called a GC box, important for replication of viral DNA 
and for expression of a viral transformation gene, was a particularly strong 
target for cisplatin binding as inferred from replication blockage results. 
Platinum binding in this region is fully consisent with its high affinity for 
oligo(dG) sequences. It is possible that targeting of G-rich-regulatory re- 
gions plays some part in the biological activity of cisplatin. 

While adjacent guanines lead to the formation of the major platinum- 
DNA adduct, which effectively blocks DNA synthesis as revealed in rep- 
lication mapping experiments, other platinum-DNA adducts also inhibit 
replication. Replication inhibition studies of primed, platinated M13mplO 
DNA using the enzyme pol I (131) revealed stops at sequences that could 
represent d(GpG). d(ApG), and d(G*pNpG*) adducts. Other possible 
sites of replication inhibition included d(GpC) and d(GpA). Some of the 
stops scored by the authors as d(GpA) could actually be d(A*pNpG*) 
cross-links based on their sequence context. Studies employing the same 
system but treating the DNA with high concentrations of cisplatin for very 
short (<5 min) time intervals, followed by addition of 0.5MNaCl to prevent 
hydrolysis of the second chloride ion, led to trapped monofunctional ad- 
ducts that did not appear to block DNA synthesis (58). 

B. Eucaryotic Systems 

The fact that cis-DDP inhibits replication in mammalian cells was es- 
tablished by early investigations (55, 61). In general, however, less is known 



BIOL,O<iICAL PROCESSING OF PLATINUM-MODIFIED DNA 493 

about the effects of cis- and trans-DDP on higher organisms, which are 
inherently more complex and difficult to study. In replication mapping 
experiments on primed, platinated M13mplO DNA using the eucaryotic 
enzyme DNA polymerase a, blockage was observed at sites virtually iden- 
tical to those seen with the procaryotic enzyme DNA pol I ,  namely, at 
potential d(GpG), d(ApG), and d(G*pNpG*) cross-links. Other minor 
sites of replication inhibition scored were d( GpC) and d(GpA) cross-links, 
some of the latter possibly being d(A*pNpG*) cross-links (131). Also, as 
found for pol I, monofunctional adducts formed by cis-DDP do not block 
replication by polymerase a to nearly the extent as bifunctional adducts 
do (58). Thus, platinum-DNA adducts block in vitro replication of both 
procaryotic and eucaryotic polymerases. 

The DNA tumor virus SV40, used extensively to model in vivo chro- 
matin function, was employed to study the effects of cis- and trans-DDP 
on replication in mammalian cells. This virus infects permissive cells, such 
as African green monkey kidney CV-1 cells, replicates autonomously, and 
can be recovered. When the effects of cis- and trans-DDP on these phe- 
nomena were examined (23), it was discovered that 14 times more trans- 
than cis-DDP had to be present in the culture medium to inhibit in vivo 
SV40 replication to the same extent. Analysis of the DNA revealed that, 
for equal numbers of platinum atoms bound per SV40 genome, the two 
isomers were equally effective at blocking replication (see Fig. 7a). Dif- 
ferential uptake into CV-1 cells could not account for this disparity. Rather, 
when the DNA of CV-1 cells was studied, an interesting difference in the 
kinetics of binding was seen. As depicted in Fig. 7b, whereas cis-DDP 
binds continuously to DNA with time, the trans isomer binds rapidly at 
first but, after 6 h, total binding decreases. This difference was attributed 
to differential repair of trans-DDP-DNA adducts. It appears that, although 
both cis- and trans-DDP can bind to DNA and inhibit replication in pro- 
caryotic and eucaryotic systems, their DNA adducts may be processed 
differently by biological systems such as repair. 

C. Studies Employing Site-Specifically Modified DNA 

Since a number of different platinum-DNA adducts formed both in vim 
and in vivo block replication, it is not possible to assess the biological role 
of an individual adduct in DNA that is randomly (globally) platinated. In 
order to address this problem, the methodology shown in Fig. 8 was de- 
veloped for the construction of bacteriophage M13 genomes containing a 
platinum-DNA adduct at a single, chemically defined site (89, 97). Studies 
of a viral M13 genome constructed with a single cis-[Pt(NH,),{d(GpG)}] 
(N7,N7) intrastrand cross-link revealed reduction in survival of the single- 
stranded genome to 10-12% that of a control, unplatinated genome (90). 
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Figure 7. (a) Replication of SV40 DNA in CV-1 cells in the presence of cis-DDP (0 )  or 
trans-DDP (0) as a function of (D/N),,. ( b )  Kinetics of binding of cis- and tram-DDP to thc 
DNA of CV-1 with time. Reproduced with permission from Ref. 23 (copyright 0 1985, 
American Chemical Society). 
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Figure 8. Scheme for construction of an M13 genome containing an individual. chemically 
defined adduct. Reproduced with permission from Ref. 89 (copyright Q 1988, Marcel Dekker). 

This experiment provided compelling evidence that a solitary intrastrand 
d(GpG) adduct can be a lethal event in a single-stranded bacteriophage. 
The extent to which the other adducts, formed by cis- and truns-DDP on 
DNA, affect replication and survival is currently being addressed by studies 
of other site-specifically platinated genomes. 

IV. MUTAGENESIS AND REPAIR OF Pt-DNA ADDUCTS 

A. Repair Studies in Procaryotic Systems 

DNA is subjected to numerous chemical damaging agents on a regular 
basis, from both metabolic pathways in the cell and exogenous damaging 
agents such as UV light. The cell must have mechanisms for repairing 
modified nucleotide bases in order to maintain genetic integrity and survive. 
One of these regulatory networks in E. cofi is called the SOS response. 
The SOS network regulates several repair pathways by using the repressor 
LexA, which binds DNA and inhibits the production of the SOS genes. 
When DNA is damaged, however, the LexA protein is autocatalytically 
cleaved, and the cascade of SOS genes involved in various repair pathways 
is turned on. Two such pathways induced by the SOS response are excision 
repair and recombination repair. 
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In nucleotide excision repair, a complex called ABC excinuclease is 
involved in binding to the region of damaged DNA and hydrolyzing the 
eighth phosphodiester bond 5‘ and the fourth or fifth phosphodiester bond 
3‘ to the site of damage. Removal of the resultant 12 or 13 base oligomer 
leaves a gap that is filled in by DNA polymerase I and sealed by DNA 
ligase using the redundant information of the complementary strand. The 
complex recognizes structural distortions in DNA, not the damaging agent 
itself, as evidenced by its ability to repair modifications made by a wide 
variety of such agents. The three subunits of ABC excinuclease system are 
encoded by the genes uvrA, uvrB, and uvrC. 

The recombination repair mechanism is required if the action of poly- 
merase is blocked by DNA damage such that DNA synthesis must be 
reinitiated beyond the adduct. The result is a region of single-stranded 
DNA containing a damaged nucleotide. This “post-replication gap” is filled 
in by transfer of the complementary strand from the sister duplex. Rec- 
ognition of the single-strand gap, as well as pairing with the sister duplex 
and strand exchange, are facilitated by the protein RecA. Once the region 
containing the damage is double stranded, the adduct can be removed by 
ABC excinuclease. It is the activation of the RecA protein that accelerates 
the cleavage of LexA and induces the SOS response. A more detailed 
discussion of DNA repair is beyond the scope of this chapter. For more 
information, Refs. 47 and 111 should be consulted. 

Studies using mutant cell lines defective in various steps of repair have 
revealed that more than one repair mechanism may be involved in the 
biological processing of platinum-induced damage to DNA. Escherichia 
coli cell lines mutant in both recombinational repair (IexZ, recA, recB, 
recC) and excision repair (uvrA, uvrB, uvrC), as well as a mutant lacking 
DNA polymerase I (palA),  were highly sensitive to cis-DDP (2, 8, 10). 
The effect was cumulative for a double mutant (lexl,  uvrA6) deficient in 
both excision and recombination repair (8). These cell lines were not sen- 
sitive to trans-DDP at intermediate concentrations (18 p M )  (lo), but at 
very high doses (up to 120 pM) (2) trans-DDP had the same relative effect. 
The complex [Pt(dien)Cl]Cl had an effect only on the recA mutant, and 
only at very high concentrations (2). In another study it was shown that a 
functional uvrB gene, and to a lesser extent, the recA gene are essential 
for survival of cis- but not trans-DDP treated plasmid DNA (100). 

Cisplatin is highly toxic to dam mutants, suggesting a role for mismatch 
repair (44). Mismatch repair involves repair of mismatched bases at the 
replication fork. The dam- mutants are not sensitive to trans-DDP, how- 
ever (44). In contrast. another repair system called the adaptive response, 
used to repair bases damaged by alkylating agents, does not appear to be 
involved in mediating cisplatin toxicity (48). The adaptive response removes 
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alkyl groups at a reactive cysteine sulfhydryl residue. It is interesting that 
platinum damage is not repaired by this system in view of the high affinity 
of Pt for sulfur donor ligands. 

These studies using repair deficient mutants reveal that several biological 
repair systems are responsive to Pt-DNA adducts. The response may differ, 
however, according to the adducts formed by different compounds. This 
conclusion is supported by the fact that induction of the SOS response 
increases survival of wild-type E. cofi treated with cis- but not trans-DDP 
(100). In another study, repair synthesis in wild-type E. coli cells was 
examined by density-gradient sedimentation. In this technique, repair is 
allowed to proceed in the presence of [?H]bromodeoxyuridine. The re- 
paired, high density DNA can be separated from unrepaired, normal den- 
sity DNA on CsCl gradients. This methodology revealed that more repair 
synthesis occurs in cells treated with cis-DDP than trans-DDP. No repair 
was detected for the monofunctional DNA binding compound [Pt(dien)Cl]Cl 

With use of an in vitro repair assay, it was found that both cis- and 
trans-DDP, when bound to supercoiled plasmid DNA, create substrates 
for ABC excinuclease (10, 100). This enzyme system is more active on 
adducts formed by the cis isomer (100). Moreover, only DNA adducts of 
cisplatin afford incision products from linear DNA fragments. When ana- 
lyzed on sequencing gels, these products were attributed to incision at the 
eighth phosphodiester bond 5' and the fourth phosphodiester bond 3' to 
platinated d(GpG) sites (10). Recently, this assay was extended to compare 
the relative effectiveness of individual platinum-DNA adducts as substrates 
for ABC excinuclease (93). Oligonucleotides 43 base pairs in length were 
constructed, each containing a specific platinum adduct of the compound 
[3€HJ[Pt(en)Cl,]. incubation of these site-specifically modified oligonucleo- 
tides with ABC excinuclease revealed differences in both the extent and 
rate of excision for different adducts in the order [Pt(en){d(GpNpG)}] 2 

[Pt(en){d(G)}] > [Pt(en){d(ApG)}] > [Pt(en){d(GpG)}]. It is not yet known 
whether platinum adducts possessing the highest affinity for recognition by 
ABC exinuclease are the least cytotoxic. 

These studies point out important differences in the biological processing 
of the cis and trans isomers. Both isomers inhibit DNA replication in wild- 
type E. cofi and, as expected, the effect is greatly enhanced in repair 
deficient mutants (recA > uvrA). In both mutant and wild-type cell lines, 
cis-DDP is sixfold more effective at replication blockage (2). Since binding 
of both isomers to cellular DNA (2) and plasmid DNA (10)  is similar over 
time, and since the adducts of cis-DDP are more readily repaired (2, 10, lOO), 
some authors suggested that the efficiency of replication blockage by the 
cis versus trans isomer might explain its greater toxicity in bacteria (2). It 

(2). 
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is possible that trans-DDP-DNA adducts can be more effectively bypassed 
by the replication machinery, which is better blocked by cis-DDP-DNA 
adducts, at least in bacterial systems. The generality of such a conclusion 
remains to be established, however. 

B. Repair Studies in Mammalian Systems 

Little is known about the process of DNA repair in mammalian systems, 
but deficiencies in various repair systems are associated with several human 
diseases (for a review, see Ref. 16). For example, individuals with the 
autosomal recessive disease xeroderma pigmentosum (XP) are extremely 
sensitive to UV radiation and are at high risk for developing skin cancers. 
Studies using cells from these patients showed that they are deficient in 
excision repair and thus unable to repair damage to their DNA caused by 
UV light or other modifying agents. Individuals with the disease Fanconi's 
anemia (FA) are believed to have a deficiency in the repair of damage by 
cross-linking agents. Cells from patients with repair related disorders have 
been helpful in understanding more about the process of DNA repair but 
also reveal its complexity. In XP, for example, there are believed to be 
nine complementation groups, denoted A-I, with varying sensitivities to 
UV light. implying at least nine steps in the biochemical pathway for 
mammalian excision repair. 

As found for excision repair deficient E.  coli mutants, cells from xe- 
roderma pigmentosum complementation groups A (29, 46, 98) and F (98) 
are very sensitive to cisplatin relative to wild-type cells. cis-DDP is also 
very toxic to cells from FA patients (29, 98). When the activity of proteins 
encoded by marker genes on cisplatin damaged plasmid shuttle vectors 
was investigated as a measure of repair, differences were seen in normal 
versus repair deficient cell lines. Modification by cisplatin decreased the 
activity of chloramphenicol transferase in cells from XP complementation 
groups A, C, and F (21) and in repair deficient CHO cells (113). There 
was, moreover, very little activity for cis-DDP platinated XGPRT in XP(A) 
cells (21). The sensitivity of repair deficient mutants to cis-DDP-induced 
damage suggests a role for this biological process in mediating the effects 
of the drug in vivo. 

The issue of the repair of damage caused by cis- versus trans-DDP has 
been studied in mammalian systems. As discussed in Section IIIB and 
shown in Fig. 3B, differences in the kinetics of binding of cis- and fruns- 
DDP to the DNA of monkey CV-1 cells suggested that adducts of the trans 
isomer may be repaired more readily (23). Subsequent studies (107) have 
reproduced these relative binding trends but attributed the difference to 
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DNA synthesis that occurred during the experiment. These latter authors 
claimed that, when a correction factor was applied, the overall binding to 
DNA increased in a similar fashion for both isomers. These experiments 
were complicated because the platinum compounds were dissolved in the 
coordinating solvent Me,SO, which is known to react with trans-DDP with 
a half-life of 8 min (123). The compound tr~ns-[Pt(NH~)~(Me,S0)Cl]Cl 
alters both the kinetics of binding to DNA as well as the adduct spectrum 
(123). Curiously, attempts to control for this effect in phosphate-buffered 
saline were performed under different conditions than those described in 
Ref. 23. The later of the only two time points tested does not appear to 
fit the trend of continuously increasing trans-DDP-DNA adducts, even 
after correction for DNA synthesis (107). 

In an in vitro assay, repair of plasmid DNA damaged by cis- or trans- 
DDP was studied in the presence of extracts from mammalian cells (54). 
Both compounds formed adducts that were repaired in this system, al- 
though trans-DDP treated plasmids stimulated about twice as much repair 
synthesis. Extracts prepared from XP(A) cells could not repair adducts 
formed by either isomer (54). The observation of more efficient repair of 
trans-DDP-DNA adducts was recently independently confirmed using the 
same system (57). In addition, by using an in v i m  SV40 replication system 
it was shown that cis- and trans-DDP were equally effective at blocking 
replication (57),  in agreement with earlier work (23). When trans-DDP 
treated plasmid DNA was preincubated in cell extracts to allow repair 
processes to occur, the template was partially reactivated for replication. 
This effect was not seen for cis-DDP treated plasmid DNA, indicating once 
again that cross-links formed by trans-DDP are more readily repaired (57). 
The difference in the activation of procaryotic and eucaryotic repair pro- 
cesses by cis- versus trans-DDP platinated DNA remains to be explained. 

The repair of particular Pt-DNA adducts has been an active area of 
research. In a study of the repair of interstrand cross-links, it was found 
that a CHO cell line hypersensitive to UV was also very sensitive to cis- 
platin; this cell line was less able to repair interstrand cross-links (87). 
Other investigators did not find such a correlation, however, and reported 
that interstrand cross-links were repaired more slowly in an FA cell line 
than in an XP cell line even though the XP cells were more sensitive to 
cis-DDP (98). Interstrand cross-links formed by trans-DDP were repaired 
more rapidly than those of cis-DDP in CHO cells, implying that the per- 
sistence of the cis-DDP interstrand cross-links may be responsible for its 
cytotoxicity (99). Once again, however. the findings of these studies are 
equivocal since only one type of adduct was monitored without regard to 
other, more prevalent adducts. An in vim repair assay using cis- and trans- 
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DDP treated plasmid DNA suggested that the repair observed in this 
system was due to removal of abundant adducts rather than excision of 
rare lesions (54). 

Recently, antibodies raised against specific platinum-DNA adducts have 
been utilized to investigate relative repair rates. In one study (29), the 
distribution of adducts formed by cisplatin was found to be the same in 
XP(A), FA, and normal cell lines, as previously reported (34, 40). All 
adducts, including d(GpG), d(ApG), dG-Pt-dG (corresponding to inter- 
strand and long-range intrastrand cross-links), and monofunctional dG 
adducts were repaired in all three cell lines, although the kinetics of repair 
differed among them. In the normal and FA cell line, a rapid 4 h decrease 
followed by a slow decline was seen for all adducts, while in an XP cell 
line, adducts were repaired very slowly with time without a rapid initial 
period of repair. Although the Fanconi’s anemia cells are very sensitive to 
cisplatin, it appears that this sensitivity is related to the high initial numbers 
of adducts formed, and not to a deficiency in their repair. The kinetics of 
repair of all adducts in the repair-deficient XP cell line differed from that 
found for the other cell lines, with the inherent sensitivity to cisplatin 
agreeing well with the number of unrepaired platinurnDNA adducts. Other 
work (11) has confirmed this observation. Survival of a bladder and two 
testicular cell lines 1 h after cisplatin treatment did not correlate with the 
(D/N)b values which, in turn, did not reflect intracellular platinum con- 
centrations. The sensitivity of these three cell lines to cis-DDP did, how- 
ever, correlate directly with the number of unrepaired platinum-DNA 
adducts remaining 18 h after treatment. 

C. Mutagenesis 

Mutations can occur when cellular replication and/or repair mechanisms 
insert an incorrect base at or near a damaged nucleotide. Secondary ma- 
lignancies reported for patients treated with cisplatin (85) might conceiv- 
ably arise from such mutagenesis. Cisplatin is mutagenic in both procaryotic 
(3, 18) and mammalian (65, 99) systems, inducing mainly single base pair 
substitutions as well as a small proportion (measured at <lo%, Ref. 18) 
of frame-shift mutations (3, 18). Auxotrophic mutations are induced by 
cis- but not trans-DDP (9). Other investigators have shown that the trans 
isomer is not mutagenic in mammalian systems (65, 99). 

Recent work has suggested that mutagensis by cis-DDP is dependent 
on induction of the SOS response (18). A functional UvrA and UvrB, but 
not UvrC, protein was necessary for cisplatin induced mutagenesis (17). 
The urnuDC locus, which mediates mutagenesis as part of the SOS re- 
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sponse, was shown by some (44), but not others (18), to be involved in 
mutagenesis by cis-DDP. 

The platinum-DNA adduct that is the major source of mutation induc- 
tion by cis-DDP is a matter of controversy. One study (17) found platinated 
d(GpNpG) sequences to be the most mutagenic loci for base pair substi- 
tution. Another (18) reported that d(ApG) and d(GpG) cross-links ac- 
counted for 90% of single base pair mutations, and that d(ApG) cross- 
links were five times more mutagenic. This conflict may be due to the 
different systems used for these studies, and the range of mutations they 
detect. Site-specifically modified M13 genomes were constructed in part to 
answer the question of the mutability of individual platinum-DNA adducts 
(90). 

D. Use of Modified DNA Fragments as Probes for DNA 
Repair Factors 

Taken together, the studies discussed thus far indicate that mammalian 
cells have the potential to repair a variety of DNA adducts formed by cis- 
and trans-DDP. The isolation and cloning of such factors will shed light 
on the complex process of mammalian DNA repair, since proteins involved 
in the recognition of damage are likely to respond to more than one mode 
of damage. Motivated by the observation that bacterial ABC excision 
nuclease recognizes and binds to both UV-irradiated and cis-DDP-modified 
DNA, investigators (22, 30) recently employed gel electrophoretic mobility 
shift assays to seek the mammalian analogue of this protein complex. 
Specific DNA-binding factors present in a complex mixture of proteins can 
be studied by this technique, in which a damage recognition protein (DRP) 
binds strongly to radiolabeled modified DNA fragments in the presence 
of a large molar excess (-104-10j-fold) of nonspecific competitor DNA. 
This technique, shown in Fig. 9, was used previously to identify mammalian 
transcription factors (119). 

By employing DNA fragments containing on average 1.8 UV-induced 
thymine dimers, or fragments modified with cis-DDP at a of 0.06, 
as probes, factors were identified in mammalian cell extracts that bound 
to and altered the electrophoretic mobility of both probes (22). Compe- 
tition studies aimed at determining the specificity of these factors revealed 
that both UV-irradiated and cis-DDP-modified, unlabeled DNA fragments 
competed effectively for the UV-damage recognition protein. Interestingly, 
UV-irradiated DNA could not compete for binding of the cis-DDP-DNA 
protein. The cis-DDP-modified DNA binding protein identified in this 
work was present in both the cytosol and nucleus as well as in the eight 
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Figure 9. 
protein-DNA binding interactions. 

Schematic representation of electrophoretic mobility shift assay used to identify 

complementation groups of XP (A-H) that were tested. In contrast, the 
UV DNA binding protein was present predominantly in the nucleus and 
was completely missing in XP complementation group E cells, providing 
an important link to function. 

A similar approach was used to identify a mammalian cellular factor 
that selectively recognized adducts of active antitumor platinum com- 
pounds as well as individual adducts formed by cis-DDP on DNA (30). 
This factor was found in human HeLa and hamster V79 cells. The damage- 
recognition protein binds to cis-DDP platinated DNA at (D/N)b ? 0.007 
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with a Kd in the range 1-20 x lo-'" M. Interestingly, the DRP did not 
bind to UV-treated DNA. 

When DNA was modified with a variety of platinum compounds, it was 
found that the DRP is selective for antitumor-active compounds such as 
cis-DDP or [Pt(en)C12]. No recognition was seen for DNA modified by 
the inactive compounds truns-DDP or [Pt(dien)Cl]Cl. In order to probe 
the recognition specificity further, site-specific oligomers containing indi- 
vidual platinum adducts were used as substrates for binding. The protein 
recognized both cis-DDP platinated d(GpG) and d(ApG) sequences, but 
neither cis-DDP platinated d(G*pTpG*) nor trans-DDP modified 
d(G*pTpG*) adducts. Since all three cis-DDP adducts tested bend DNA 
to similar extents (12), the structural motif that induces recognition is likely 
to be more complex, possibly a combination of duplex bending and un- 
winding. Purification of this protein is in progress (31). 

In order to understand further the mechanisms underlying selective 
recognition and processing of DNA damaged by cisplatin or other agents, 
cis-DDP-modified DNA was used as a probe for cloning the gene that 
encodes this protein or related factors (128). This approach was used suc- 
cessfully to isolate clones encoding sequence-specific DNA binding proteins 
(118). A human B cell cDNA library constructed in the vector Xgtll was 
screened with DNA modified by cis-DDP at a - 0.043. The pro- 
tocol is shown in Fig. 10. Two positive clones, designated XPtl and hPt2, 
were isolated and purified that bound preferentially to cis-DDP platinated 
DNA. 

Overlay with IPTG- 
satd. nitrocellulose 
filter 6 hrs. to induce 0 O°C8 goo 

8880 oo 8 8 omo0 
o0o oD pgal. h i o n  protein . .oo? oo 

Grow cDNA library on nitrocellulose 
E .  Coli host protein replica filter 

0 synthesis 

1. Block filter 
2. Incubate with Pt-ated or 

un-Pt-ated radiolabeled 
DNA 

3. Wash, autoradiograph - -  Characterize - Plaque uri 
overex ressed isolate %.c2 
P-gal. Pusion lysogen harboring 
protein gene 

Putative 
positive clone Autoradiograph 

Figure 10. 
DNA modified by cis-DDP. 

Protocol for isolating cDNA clones encoding proteins that bind selectively to 
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Figure 11 shows the result of Southwestern blotting experiments de- 
signed to study the DNA binding ability of proteins encoded by these two 
clones. In this method, cellular proteins are separated by gel electrohoresis, 
transferred to nitrocellulose, and probed with radiolabeled platinated DNA 
fragments to reveal specific binding interactions. The DRP clones are fused 
to the protein P-galactosidase (MW = 116 kDa), which allows their expres- 
sion in the vector. Lanes 3 and 4 reveal that the fusion proteins recognize 
cis-DDP platinated (b)  but not unmodified (u )  DNA. The P-gal protein 
produced in a vector lacking an insert does not possess specific binding 
capacity, as indicated in lane 2. 

The encoded proteins bind selectively to double-stranded DNA frag- 
ments modified by either cis-DDP or [Pt(en)C12], while little or no binding 
occurs to DNA modified with the clinically ineffective trans-DDP or 
[Pt(dien)Cl]Cl compounds. Low levels of binding to single-stranded DNA 
modified with cis-DDP were seen, while unmodified single-stranded DNA 
was not recognized. The extent of binding of the expressed protein to DNA 
depended on the level of modification by cis-DDP. Similar substrate spec- 
ificity was observed for a protein present in HeLa cells of apparent mo- 
lecular weight 100 kDa, shown in lane 1 of Fig. ll. 
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Figure 11. Southwestern blotting experi- 
ment showing the size and specificity of plat- 
inum-DNA binding factor. In (a )+  unmodi- 
fied DNA was used as a probe; In ( b ) ,  DNA 
platinated with cis-DDP at a (DIN), of0.043 
was used as a probe. Lane 1 ,  I-leLa whole 
cell extract; lane 2, extract from E. coli ly- 
sogen from Agtll with no insert; lane 3. ex- 
tract from E.  coli lysogen from XPt2; lane 4, 
extract from E. coli lysogen from APtl. Re- 
produced with permission from Ref. 128. 
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Northern blot analysis of cytoplasmic RNA prepared from HeLa, mu- 
rine leukemia L1210, and Chinese hamster V79 cells revealed that the full 
length message encoded by hPt2 cDNA is -2.8 kb, and is conserved in 
these species. Thus, the cloned cDNA inserts represent about one half of 
the full length gene. Based on the size of the mRNA, the full length protein 
is predicted to have a molecular weight of approximately 100 kDa, within 
experimental error of the measured size of the factor present in HeLa 
cellular extracts seen in Fig. 11, lane 1. The specificity of this factor is the 
same as that of the DRP seen in gel mobility shift assays (30). This fact, 
coupled with a size estimate of 91 kDa from sucrose gradients of partially 
purified DRP (30), indicate that these proteins may be the same. The 
biological role of these proteins remains to be determined. 

V. POSSIBLE MECHANISMS OF ACQUIRED RESISTANCE 
TO c~s-DDP 

A. The Resistance Phenomenon 

After remission or regression of tumor growth, a previously successful 
treatment regimen can become ineffective owing to acquired resistance of 
malignant cells to chemotherapy. This phenomenon wcurs for patients 
treated with cisplatin and, despite its clinical utility, acquired resistance 
remains the major cause of treatment failure. In fact, resistance to one 
chemotherapeutic agent can confer resistance to a variety of other struc- 
turally and functionally different drugs, a phenotype called multidrug re- 
sistance (mdr). Drugs in the mdr class are pumped out of resistant cells in 
an energy-dependent process by a membrane protein present at elevated 
levels (26). Cisplatin, however, was found not to be cross-resistant to 
human sarcoma cells that are resistant to a number of drugs in the mdr 
class (56). In a multidrug resistant CHO cell line, cisplatin exhibited col- 
lateral sensitivity (51), meaning that these cells were more sensitive to 
cisplatin than the parental cell line. 

A number of different mechanisms could account for the phenomenon 
of acquired resistance to cis-DDP based on information known about its 
mechanism of action and biological processing. Most studies have focused 
on the possibilities of altered uptake or efflux, inactivation of the drug by 
sulfur containing agents, or differential repair of Pt-DNA adducts. 

Resistance is measured relative to a parental cell line of the same origin 
that is sensitive to the drug. The ratio of survival (typically 50% survival, 
or ICj0) at a particular concentration of drug for resistant versus parental 
cell line defines the resistance level of that cell line. For example, if the 
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cell line is 40-fold resistant to cis-DDP it would take 40 times more drug 
to kill 50% of the resistant cells than the parental cells. 

B. Differential Uptake of Platinum Compounds 

One hypothesis that could explain acquired resistance is that these cells 
somehow reduce their uptake of the drug. In fact, decreased uptake was 
found in a number of cisplatin resistant L1210 cell lines. One study reported 
uptake of ['4C][Pt(en)C1,] to decrease threefold in v i m  and in vivo with 
no change in efflux. These cells were 18-fold resistant to cisplatin, however 
(132). A series of L1210 cell lines 20-, 50-, and 100-fold resistant to cisplatin 
exhibited a 40% reduction in accumulation of [3H][Pt(en)C12] (39). In an 
L1210 cell line 30-fold resistant to cis-DDP, uptake was reduced by a factor 
of 2-5, yet the number of platinum atoms bound to DNA was the same 
for parental and resistant cells (43). Similarly, a 3.3-fold resistant human 
ovarian cell line accumulated 50% the amount of drug as its parental cell 
line (5), and a 30-fold resistant human head and neck squamous cell car- 
cinoma cell line showed a fourfold reduction in uptake, with no change in 
drug efflux in resistant cells (127). No difference in uptake was seen in a 
human small cell lung carcinoma cell line 6.4-fold resistant to cis-DDP 
relative to its parental cell line, however (59). For most of these cell lines, 
reduced uptake was a factor in cisplatin resistance, but did not correlate 
with or account quantitatively for the level of resistance measured. 

C. Inactivation by Sulfur-Containing Agents 

Another mechanism by which resistant cells might tolerate higher doses 
of cis-DDP is through inactivation of the drug by sulfur-containing com- 
pounds in the cell. Platinum has a high affinity for sulfhydryl groups, el- 
evated intracellular levels of which could block coordination of the drug 
to DNA. The total sulfhydryl concentration in cells is composed of protein 
and nonprotein components. Nonprotein sulfhydryl residues consist mainly 
of the tripeptide L-y-glutamyl-1,-cysteinylglycine known as glutathione (GSH). 
Glutathione is the most abundant intracellular thiol. Its concentration in 
mammalian cells is 0.5-10 mM (86). An L1210 cell line 15-fold resistant 
to cis-DDP had 74% more GSH than its parental cell line, and treatment 
of these cell lines with buthionine sulfoximine (BSO). an inhibitor of GSH 
(86), resulted in equal cisplatin sensitivity for parental and resistant cell 
lines (62). Another cisplatin resistant L1210 cell line, however, was re- 
ported to have the same total and nonprotein sulfhydryl content as its 
parental cell line (132). Various cisplatin resistant human cell lines have 
shown two- to threefold higher amounts of glutathione, including a fivefold 
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resistant colon carcinoma (49, 6.4-fold resistant small cell lung carcinoma 
(59), and a 14-fold resistant ovarian carcinoma (53). In the human colon 
cancer cell line, loss of resistance was accompanied by lower GSH levels 
(45). It was shown, however, that severalfold changes in GSH and in 
enzymes required for GSH synthesis occurred in both parental and cisplatin 
resistant human ovarian cell lines with cell passage time (7). 

A major component of the intracellular protein thiol pool is the class 
of inducible, cysteine-rich metallothionein (MT) proteins, important in 
heavy metal detoxification in eucaryotes (52). Studies of a human head 
and neck carcinoma cell line revealed no difference in nonprotein sulfhydryl 
content between parental cells and cells 30-fold resistant to cisplatin, but 
the latter had twofold greater levels of total protein sulfhydryl content 
(127). Several human and murine tumor cell lines resistant to cisplatin 
showed increased expression of one metallothionein, MT II,, and increased 
levels of the protein (68). In addition, mouse cells transfected with the 
gene encoding metallothionein 11, showed a 10-fold increase in the level 
of MT accompanied by a 4.4-fold level of resistance to cis-DDP (68). By 
contrast, treatment of rats with cisplatin followed by chromatographic res- 
olution of kidney metallothioneins showed that platinum did not elute with 
the MT fractions (84). Moreover, pretreatment of rats with Cd’- to induce 
MT production had no effect on the metabolism of platinum in kidney or 
liver (84). In vitro studies of the relative affinity of Cu-metallothionein for 
a variety of metal ions revealed very weak binding of divalent platinum 
(91). This result is consistent with the tetrahedral coordination exhibited 
by MT for most other divalent metal ions (67), a geometry that is not 
favored by dX transition metals such as Pt(I1). It is not yet clear that the 
increased levels of sulfhydryl-containing compounds in resistant cells is the 
cause of their acquired resistance or merely part of a more general response 
to stress. 

D. Differential Repair of Platinum Compounds 

One leading hypothesis to explain acquired resistance is that the resistant 
cells have lower levels and/or more efficient repair of Pt-DNA adducts. 
A 1 h treatment of 18-fold resistant L1220 cells or 6.4-fold resistant human 
small cell lung carcinoma cells with a range of cis-DDP concentrations 
resulted in two- to threefold lower levels of bound platinum per nucleotide 
in the resistant cell lines (59, 132). Comparison of Pt-DNA levels of sen- 
sitive and 100-fold resistant L1210 cells at equitoxic TCso values, however, 
revealed that the resistant cells could tolerate a (D/N)b that was 50-fold 
greater (39). Analysis of the adduct spectrum for these resistant L1210 
cells indicated no differences from that previously reported for wild-type 
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cell lines (34). While studies using L1210 cells revealed no correlation 
between interstrand cross-links and resistance (88, 122), studies in cisplatin 
resistant human colon carcinoma cells (45) and head and neck carcinoma 
cells (127) indicated slightly lower levels of these cross-links in resistant 
lines. 

Indirect evidence for DNA repair as a determinant in acquired resistance 
was obtained with the discovery that a mouse leukemia cell line 50-fold 
resistant to cis-DDP had a fourfold increase in the level of DNA polymerase 
p. an enzyme involved in DNA repair (73). This hypothesis was supported 
by a study in which a human ovarian carcinoma cell line 20-fold resistant 
to cis-DDP showed two to three times more repair synthesis than the 
parental cell line after a 1-h exposure to the drug (74). Also, studies in 
L1210 cells found that, although d(GpG), d(ApG), and d(ApNpG) cross- 
links formed by [3H][Pt(en)Cl,] were all repaired, resistant cells repaired 
fourfold more adducts during an initial 6-h phase of repair (39). 

Although the origin of cisplatin resistance is still unknown, one study 
suggested that a genetic component is involved. Intraspecies hybrids be- 
tween sensitive and resistant L1210 cell lines exhibited an intermediate 
resistance level (106). The decreased drug uptake and increased intracel- 
lular GSH levels measured in the original resistant cell lines were not 
transferred to the hybrid cells in this experiment, indicating that these 
factors were not responsible for resistance in those cell lines (106). In 
another investigation, however, evidence was found that pointed to hor- 
monal interactions between tumor and normal tissues as mediators of ac- 
quired resistance, suggesting that the phenomenon of resistance may be 
very different in vitro and in vivo. A mouse mammary carcinoma tumor, 
made resistant in vivo by repeatedly treating mice with intraperitoneal 
injections of cisplatin, did not exhibit resistance in vitro. When these cells 
were reimplanted after 4-6 weeks in culture they showed the same resist- 
ance levels relative to the parental cell line (126). 

Clearly, acquired resistance to cisplatin is a complex phenomenon that 
warrants further study. Understanding drug resistance will aid in the de- 
velopment of more effective chemotherapeutic regimens, as well as in the 
design of new anticancer drugs. 

VI. EFFECT OF Pt(I1) COMPLEXES ON OTHER 
CELLULAR PROCESSES 

Although DNA is generally accepted to be the critical cellular target 
for cisplatin, the drug undoubtedly interacts with other cellular compo- 
nents, especially those containing sulfhydryl groups. Glutathione hhibits 
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the reaction between DNA and [Pt(en)Clz] (36) and binds to platinum- 
DNA monofunctional adducts, preventing closure to more toxic bifunc- 
tional adducts (6, 36). Recent studies employing 14N NMR have detected 
release of an ammine ligand from cisplatin in human blood plasma (92), 
believed to be a result of interactions with L-methionine and diethyldi- 
thiocarbamate (DDTC). cis-DDP reacts with 1 mM DDTC with a half- 
life of 150 min (14), comparable to its rate of hydrolysis. Administration 
of DDTC following cisplatin treatment reduced kidney and bone marrow 
toxicity, with no effect on antitumor activity in mice, rats, and dogs. In 
dogs it also showed an antiemetic effect (15). While these interactions are 
of clinical relevance in overcoming the dose limiting toxicity of cisplatin, 
they are not likely to be important determinants of the mechanism of action 
of the compound. 

Comparisons of reactions of cis- versus trans-DDP with sulfur donors 
and other cellular components may afford some insight into their relative 
biological effects, however. trans-DDP is much more reactive than the cis 
isomer with GSH (6, 27). Depletion of GSH with use of the inhibitor BSO 
had no effect on the cisplatin sensitivity of two human ovarian carcinoma 
cell lines, but made them 2.7 times more sensitive to trans-DDP (4). In a 
related finding, it was necessary to add 14 times more trans- than cis-DDP 
to cells in culture to achieve the same percent inhibition of in vivo SV40 
DNA replication (23). These results suggest that part of the differential 
activity of these isomers in biological systems may arise from the differential 
reactivity of trans-DDP toward cellular components other than DNA. Thus 
trans-DDP could be more effectively inactivated prior to encountering 
DNA, or be better blocked as monofunctional platinum-DNA cross-links. 

Recently, the effects of cisplatin on cell cycle progression were inves- 
tigated. This cycle consists of a sequence of events through which cells 
must pass to grow and divide. There are several stages: in G1, cytoplasmic 
organelles are replicated; in S phase, DNA synthesis occurs; in Gf,  struc- 
tures necessary for mitosis are assembled; in mitosis, the nucleus of the 
cell divides; and finally, in cytokinesis, the cytoplasm of the cell divides. 
Arrest of the cell cycle at a particular point by an exogenous agent can 
reveal the target of that agent. Progression through the cell cycle can be 
monitored by flow cytometry. This technique measures the DNA content 
of cells, which is at a maximum at the end of S phase, by fluorescence. 

in vivo, levels that 
would allow the vast majority of DNA to undergo replication. Therefore, 
arrest in late S phase seems likely. When L1210 and CHO cells were treated 
with cis-DDP and analyzed by flow cytometry, however, it appeared that 
they were blocked at G,. It was hypothesized that transcription, rather 
than replication, was responsible for the anticancer activity of the drug 

cis-DDP is cytotoxic at (D/N)b values of 10-s-10 
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(120, 121). Such a conclusion is equivocal, however, since the detection 
of blockage late in S phase versus blockage in GZ, a small difference between 
large numbers in terms of DNA content, is not feasible using the technique 
of flow cytometry. In addition, most transcription occurs throughout the 
cell cycle. Further study of this interesting phenomenon, perhaps following 
the expression of cell-cycle specific transcripts, is clearly warranted. 

VII. GENERAL CONCLUSIONS AND CHALLENGES FOR 
THE FUTURE 

The past several years have brought great progress in understanding 
both the chemistry of platinum(I1) complexes with nucleic acids and the 
biochemistry and molecular biology of DNA systems that recognize plat- 
inum adducts on DNA. The differential toxicity of cis- versus trans-DDP 
remains a challenging problem that promises to shed light on the mecha- 
nism of action of cisplatin. Both isomers bind to the same sites on DNA, 
with similar in vitro kinetics and mechanism. and both can block replication 
in procaryotic and eucaryotic systems. The spectrum of adducts differs, 
however, as does their recognition by DRPs and cellular processes such 
as repair. The construction of site-specifically modified genomes for the 
study of replication, repair, and mutagenesis has begun to reveal the rel- 
ative biological roles of individual adducts formed on DNA by cis- and 

The structural changes in DNA that occur as a result of platination are 
becoming more fully understood as a result of studies of DNA bending. 
Obtaining crystal structure data on platinum bound to duplex oligomers 
remains a challenging goal that will impart considerable missing informa- 
tion about the way platinum interacts with DNA. The cellular apparatus 
must utilize these structural perturbations to identify and differentiate var- 
ious platinum-DNA adducts. Proteins present in cell extracts were iden- 
tified that bind selectively to particular adducts formed by active antitumor 
platinum compounds, and cloning of a portion of this factor or a related 
factor from mammalian cells was accomplished. Further characterization 
of these proteins is eagerly awaited. A greater understanding of repair 
systems in mammalian cells will aid in the study of platinum-induced dam- 
age to DNA. Reconstitution of a DNA repair system in cell-free mam- 
malian extracts, analogous to ABC excision nuclease in E. coli, would be 
an important first step toward this goal. Meeting these challenges promises 
to lead to an understanding of the mechanism of action of cis-DDP, and 
ultimately, to the development of more effective and less toxic platinum(I1) 
antitumor complexes. 

trans-DDP. 
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