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Abstract In severe cases of the infectious disease by Shiga toxin-producing
Escherichia coli (STEC), patients display renal dysfunction known

as hemolytic uremic syndrome (HUS) and central nervous system

(CNS) failure. Among those severe symptoms, patients with CNS

dysfunction with HUS have a greater chance of getting severe

sequelae and mortality than with HUS alone. Autopsy of the CNS

shows mostly edema and hypoxic-ischemic changes, often with

microhemorrhages. Magnetic resonance imaging (MRI) of brains of

patients confirms hemorrhagic component involvement. This sug-

gests the weakening of the blood–brain barrier (BBB) during the

disease. Also, cerebrospinal fluid (CSF) analysis shows the weaken-

ing of the blood–CSF barrier. Although evidence of vascular

involvement in CNS exists, the typical observation of microthrom-

bosis in renal pathology is often absent in CNS. Importantly, there

are people who develop CNS symptoms before the onset of HUS.

This suggests direct involvement of Shiga toxin (Stx) in CNS disease

which is in addition to renal involvement.

The advantages of animal models are that Stx receptor expres-

sion in normal CNS tissue can be determined, and changes in

histopathology, hematology, and serum and CSF contents can be

analyzed at several different time points, which allow investigation

of the nature of the disease. Importantly, in animal models with

either STEC oral inoculation or purified Stx injection, paralysis of

extremities is commonly observed. This shows the central role of

Stx in CNS dysfunction in this disease. It is anticipated that precise

mechanisms of Stx influence in the CNS will be delineated, and this

information will lead to effective therapeutics in the near future.
I. INTRODUCTION

Shiga toxin-producing Escherichia coli (STEC) is a food- and waterborne
pathogen. STEC outbreaks as well as sporadic cases have been reported
worldwide. The Centers for Disease Control and Prevention (CDC)
reported 29 and 43 outbreaks in 2006 and 2007, respectively (http://
www.cdc.gov/foodborneoutbreaks/outbreak_data.htm). Over the years,
the incidence of STEC infection has gradually increased, and remains a
significant problem in public health.

STEC infection causes diarrhea and bloody diarrhea, and in severe
cases patients develop hemolytic uremic syndrome (HUS) and central

http://www.cdc.gov/foodborneoutbreaks/outbreak_data.htm
http://www.cdc.gov/foodborneoutbreaks/outbreak_data.htm
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nervous system (CNS) impairment. STEC-induced neuronal disabilities
include a broad spectrum of symptoms such as cortical blindness, poor
fine-motor coordination, seizures, and changes in consciousness, includ-
ing coma. Importantly, CNSmanifestations often associated with mortality
or severe sequelae. STEC produces Shiga toxins 1 and 2 (Stx1 and Stx2);
among them Stx2 is more potent as a cause of severe HUS and CNS
impairment. However, precise mechanisms of Shiga toxin-induced CNS
impairment are not yet clear.

To define the nature of the diseases in humans, animal models have
been established and analyzed. The animal models must resemble the
human disease, in this case STEC infection-induced CNS dysfunction.
In this chapter, the nature of STEC disease in humans, with special
emphasis on CNS, and characteristics of animal models, including those
that resemble the human disease will be described. Because an animal
model usually does not reconstruct the full features of human disease, the
challenges and problems of those animal models will also be discussed.
II. STEC INFECTION IN HUMAN PATIENTS

A. Symptoms

STEC causes diarrhea and bloody diarrhea, and in severe cases HUS and
CNS dysfunction occurs in humans (Cleary, 1988; Karmali et al., 1985;
Lopez et al., 1989). CNS symptoms in STEC disease vary from decere-
brate posture, hemipaesis, ataxia, cranial nerve palsy, and ophthal-
mological dysfunctions such as hallucinations to seizures (focal and
generalized) and changes in consciousness ranging from lethargy to
coma (Bale et al., 1980; Brasher and Siegler, 1981; Cimolai et al., 1992;
Gianantonio et al., 1973; Hamano et al., 1993; Karmali et al., 1985; Rooney
et al., 1971; Sheth et al., 1986; Siegler et al., 1994; Tapper et al., 1995; Taylor
et al., 1986; Upadhyaya et al., 1980; Verweyen et al., 1999). Among these,
seizures and coma are related to poor outcomes such as increased mor-
tality and severe sequelae (Garg et al., 2003). The central mechanism of
the STEC disease is thought be due to the action of Shiga toxin (Stx).
Among the two types of Stx, Stx1 and Stx2, Stx2 is more related to severe
disease in HUS and CNS dysfunction (Cimolai and Carter, 1998; Ostroff
et al., 1989).
B. Relation between D þ HUS and CNS occurrences

The severe renal failure symptom such as HUS which occurs after diar-
rhea is called diarrhea-associated HUS or D þ HUS (Robson et al., 1993).
D þ HUS is associated with STEC infections as opposed to atypical HUS
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which is of noninfectious origin. D þ HUS is a clinical triad that includes
hemolytic anemia, thrombocytopenia, and renal failure. As generally
explained, STEC infection causes a coagulation cascade with reduced
platelet numbers in blood (thrombocytopenia), and the cascade induces
fibrin thrombi in vessels. As red blood cells pass through occluded ves-
sels, cells are shredded, thereby causing hemolytic anemia. As the
thrombosis progresses in glomeruli of kidneys, dysfunction of the ultra-
filtration apparatus contributes to acute renal failure. Approximately,
35% of patients with D þ HUS progress to CNS dysfunction (Bale et al.,
1980; Brasher and Siegler, 1981; Cimolai et al., 1992; Gerber et al., 2002;
Gianantonio et al., 1973; Karmali et al., 1985; Rooney et al., 1971; Sheth et al.,
1986; Siegler et al., 1994; Taylor et al., 1986; Upadhyaya et al., 1980;
Verweyen et al., 1999). However, it is noteworthy that before onset of
HUS, 9–15% of patients display CNS dysfunction, suggesting that
changes in the CNS can occur prior to or during other elements of
systemic disease (Bale et al., 1980; Brasher and Siegler, 1981; Siegler
et al., 1994; Taylor et al., 1986; Upadhyaya et al., 1980). Mortality rate of
patients with CNS dysfunction within D þ HUS is approximately two- to
threefold higher than that with D þ HUS alone (Bale et al., 1980; Cimolai
et al., 1992; Sheth et al., 1986; Siegler et al., 1994; Taylor et al., 1986;
Upadhyaya et al., 1980).
C. CNS histopathology from autopsy

Predominant histopathological lesions of CNS from autopsies are gross
changes, such as edema, which can be determined by the weight of the
brain as compared to normal weight (Sheth et al., 1986) and hypoxic/
anoxic/ischemic changes that are focal infarcts with focal edema and
necrosis (Upadhyaya et al., 1980). Microhemorrhages (leaking of blood
cells from small vessels) are often found, though both hypoxic-ischemic
changes and microhemorrhages appear nonspecifically throughout the
brain (Gianantonio et al., 1973; Rooney et al., 1971; Upadhyaya et al., 1980).
Most of the autopsy cases are without microthrombosis (small vessels
clogged by some deposits like fibrin) in CNS (Gianantonio et al., 1973;
Upadhyaya et al., 1980). These findings suggest that endothelial damage is
involved, but in the absence of significant platelet and coagulation activa-
tion in CNS. In addition to intraparenchymal hemorrhage, extraparench-
ymal hemorrhage such as subarachnoid hemorrhages have been reported
(Sheth et al., 1986) suggesting the occurrence of blood–brain barrier (BBB)
breakage or weakening (parenchymal microhemorrhages) as well as neu-
ronal barrier weakening (subarachnoid hemorrhages) other than BBB.
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D. CNS pathology from MRI

Basal ganglia with a hemorrhagic component is predominant in the CNS
of the patient (DiMario et al., 1987; Jeong et al., 1994; Signorini et al., 2000;
Steinborn et al., 2004). This indicates the presence of vascular damage.
Some patients exhibit thalamus, cerebellum, and brain stem findings in
addition to the basal ganglia (Steinborn et al., 2004).
E. CSF contents

At the choroid plexus, fluid from serum leaks out to the ventricle to make
cerebrospinal fluid (CSF). In normal CSF, the protein concentration is low
compared to serum, because the blood–CSF barrier at the choroid plexus
prevents the protein leaking into CSF. However, 10–30% of CNS patients
had an elevated protein concentration in CSF (Bale et al., 1980; Hamano
et al., 1993; Sheth et al., 1986). This indicates that the blood–CSF barrier is
dysfunctional during the course of disease.
F. Serum proteins and electrolytes

One of the three criteria of HUS is acute renal failure. To assess renal
failure, increase in serum creatinine and blood urea nitrogen (BUN) levels
are often used as markers. Renal dysfunction also causes electrolyte
imbalance including Ca2þ, Naþ, Kþ, Mg2þ, Cl–, PO4

3� (phosphate), and
HCO3

� (bicarbonate). The relation between the occurrences of CNS symp-
toms and renal failures is still controversial (Bale et al., 1980; Brasher and
Siegler, 1981; Cimolai et al., 1992; Gianantonio et al., 1973; Sheth et al., 1986).
Siegler et al. (1994) noted that a reduction of CNS symptoms within D þ
HUS reported over the years might be the result of earlier diagnosis and
better fluid and electrolyte management, thus suggesting renal involve-
ment in CNS symptoms within D þ HUS. On the other hand, Hamano
et al. (1993) reported that in three patients with CNS symptoms which
occurred prior to renal failure, electrolyte imbalance was not sufficiently
severe to cause dysfunction in the CNS, suggesting amore direct influence
of Shiga toxin on the CNS, without renal involvement.
III. ANIMAL MODELS

A. Types of animal models

STEC oral and gastrointestinal inoculationmodels and Stx injectionmodels
(i.p., intraperitoneal; i.v., intravascular; i.t., intrathecal (via cisterna
magna); i.c.v., intracerebroventricular) have been reported by different
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researchers. Because Stx is thought to be the main cause of the disease,
Stx alone injection models are the established ones of the STEC infectious
disease. However, from several reports, the lipopolysaccharide (LPS)
component on the outer membrane of Gram-negative bacteria has
separate effects in vivo as evidenced by the comparison of Stx alone
and StxþLPS injection models which have different histopathology,
biochemistry, and outcomes.
B. Stx purification and LPS removal

Because Stx preparations are derived by expression in the Gram-negative
bacterium E. coli, and then purified, researchers should always be con-
scious about LPS contamination in the Stx end product. LPS removal
should be performed and the amount of LPS in purified Stx solutions
should be quantified by Limulus Amebocyte Lysate assay and specified
in Endotoxin Unit (EU)/mL. The concentration of Stx should be analyzed
by protein assay and the purity of Stx by sodium dodecyl sulfate-
polyacrylamide gel electrophoresis (SDS–PAGE) with silver stain and
with western blot using Stx-specific antibodies. Biological cytotoxic
activity should be assessed by Stx-sensitive cell lines such as Vero cell.
C. CNS symptoms of animal models

In general, animal models develop CNS symptoms, whether they express
kidney disease or not as described below.
1. Baboon
Purified Stx1 (0.1 mg/kg) i.v. caused full features of HUS and also caused
seizures in 50% of animals, which progressed to coma and death (Siegler
et al., 2001).
2. Pig
Pigs are known to develop ‘‘edema disease’’ with Stx2e-producing STEC
infection (Stx2e is a subtype of Stx2). The edema disease is characterized
by CNS symptoms such as ataxia, incoordination, and recumbency with
edema in various tissues (Matise et al., 2000). However, it is shown that
Stx2-producing STEC or its lysate (crude Stx2) can cause CNS symptoms
similar to edema disease including muscular incoordination, staggering
gait leading to complete ataxia with tremors and convulsions, head press-
ing, leg paddling, squealing, paralysis, and recumbency (Dean-Nystrom
et al., 2000; Donohue-Rolfe et al., 2000; Tzipori et al., 1988, 1995).
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3. Rabbit
Stx1 (i.v.) injection models show extremityparalysis as well as trunk,
head, and neck paralysis, motor incoordination, recumbency, tremors,
and shallow, rapid respirations (Bast et al., 1997; Richardson et al., 1992;
Zoja et al., 1992). Stx2 (i.v.) injection models show similar CNS symptoms,
including loss of activity, ataxic gait, convulsions, extremity paralysis,
and recumbency (Fujii et al., 1996; Mizuguchi et al., 1996). These show that
both Stx1 and Stx2 are able to induce CNS symptoms in rabbits.
4. Mouse

(a) Because experimental bacterial colonization of the gastrointestinal
tract is difficult in mice after the normal flora is established, STEC
bacterial infection models depend on methods to reduce the normal
flora prior to infection or when animal without the establishment of
normal intestinal flora, such as germ-free mouse, has been used.
Among the different STEC infection models, such as pretreatment
with mytomicin C/streptomycin (Fujii et al., 1994), or prefasted
model (Karpman et al., 1997), or protein calorie malnutrition model
(Kurioka et al., 1998), or gnotobiotic model (Isogai et al., 1998; Taguchi
et al., 2002), in all cases, the common CNS symptoms have been
described as hindlimb paralysis and convulsions.

(b) Among Stx injection models, Sugatani et al. (2000) described hindlimb
paralysis symptom with Stx2 i.v. injection, whereas Obata et al. (2008)
described CNS symptoms induced by Stx2 i.p. injection as lethargy,
shivering, abnormal gait, hindlimb paralysis, spasm-like seizures
(hind limbs straightened and stiffened preventing an upright body
position), and hindlimb paralysis with unilateral body mobility. In the
latter case, it was noted that mice retained sensory neuron function in
response testing in the presence of paralysis (Obata et al., 2008).
D. CNS histopathology of animal models

1. Baboon
In the Stx1 2 mg/kg (i.v.) model, light microscopy showed no obvious
lesions, while electron microscopy revealed disruption of compact myelin
sheath, while glial elements appeared normal, and endothelial cells
seemed normal with perivascular edema (Taylor et al., 1999).
2. Pig
E. coli O157:H7, strain RCH/86, which is a human patient isolate and Stx1
and/or Stx2 producer, when inoculated orally caused hypoxic-ischemic
changes in the cerebral cortex, thalamus, and hippocampus, and in
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addition, microhemorrhages in the cerebellum (Tzipori et al., 1988).
When an Stx2-alone producing strain of STEC was inoculated orally,
pigs developed similar histopathological lesions including multifocal
hemorrhages in the cerebellum, with additional findings of necrosis in
the granular layer, endothelial necrosis, and swelling with occluded
arterioles (Dean-Nystrom et al., 2000).
3. Rabbit
In Stx1 injection models, edema, hemorrhage, thrombosis/fibrin thrombi,
and infarct were found in the CNS such as brain stem, cerebellum, and
spinal cord (Bast et al., 1997; Richardson et al., 1992; Zoja et al., 1992) by
light microscopy. All of the lesions suggested endothelial damage.

In Stx2 injection models, light microscopic findings include degenera-
tive changes in the myelin sheath, neuronal degeneration, gliosis, vascu-
lar changes (infarct, artery wall thickening and thrombotic occlusion,
and necrotic change), and hemorrhage in a variety of CNS regions such
as cerebral cortex, hippocampus, cerebellum, brain stem, hypothalamus,
pons, and spinal cord (Fujii et al., 1996; Mizuguchi et al., 2001; Takahashi
et al., 2008). Ultrastructual study with electron microscopy showed vacu-
olated myelin sheath with normal appearances of axoplasm, similar to the
baboon Stx1 model (Fujii et al., 1996). Changes such as neuronal degener-
ation and gliosis suggest that there is either a direct influence of Stx2 on
neurons and glial cells or a secondary effect due to inflammation.
4. Rat
In the rat model of intracerebral ventricular (i.c.v.) Stx2 injection, ultra-
structual observation revealed that an apoptotic form of neuronal degen-
eration, demyelination, astrogliosis, and pathologic oligodendrocytes at
the area of Stx2 injection (Boccoli et al., 2008; Goldstein et al., 2007). Since a
50% lethal dose of Stx2 in rat is 20 mg/kg i.p. (Zotta et al., 2008), a total of
6 ng Stx2 i.c.v. seems to present a very small dose, yet it demonstrated a
strong influence of Stx2 on the CNS.
5. Mouse

(a) In an Stx2c (a subtype of Stx2) producer STEC inoculation model,
endothelial cells became edematous and a destroyed myelin sheath
was evident (Fujii et al., 1994). In STEC infections which produce both
Stx1 and Stx2, hemorrhage, edematous changes, and microthrombi
were observed as vascular damage and neurons were degenerative;
however, myelin appeared intact in the cerebral cortex, hippocampus,
and cerebellum (Isogai et al., 1998; Kita et al., 2000; Kurioka et al., 1998;
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Taguchi et al., 2002; Watanabe et al., 2004). In both cases, lesions
related to endothelial damage were observed; however, neuronal
degeneration and demyelination are controversial.

(b) In Stx2 injection models, hemorrhage, edema, congestion, and glial
cell changes such as pyknosis of the oligodendrocytes and astrocyte
nuclei were reported as light microscopic (Nishikawa et al., 2002;
Okuda et al., 2006; Sugatani et al., 2000). Electron microscopic obser-
vation revealed that lamellipodia-like processes, presumably of glial
origin, appear between pre- and postsynaptic membranes (Obata
et al., 2008). Taken together, the light and electron microscopic obser-
vations suggest there are vascular changes as well as glial changes
occurring in Stx2 injection models. The StxþLPS injection model
resulted in more severe hemorrhage in mouse brain compared to
that caused by Stx2 alone (Sugatani et al., 2000).
E. Pathologies by MRI (rabbit)

Magnetic resonance studies in Stx-injected rabbit models were conducted
extensively by Fujii and colleagues. Following Stx2 5 mg/kg i.v. injection,
all animals (12/12) showed high intensity in T2-weighted MRI image
around the third ventricle involving hypothalamus after 24 h. In the
area around the third ventricle, naturally leaky BBB areas called circum-
ventricular organs (CVO) exist. They are organum vasculosum of the
lamina terminalis (OVLT), the subfornical organ (SFO), subcommissured
organ (SCO), and median eminence. This suggests that Stx2 is either
leaking out from the CVO or crossing the blood–CSF barrier of choroid
plexus at the ventricle. Less frequent findings of high intensity signals
were observed at the brain stem (4/12) at 57 h, the medulla of the cerebral
hemisphere (corpus callosum, external capsule, and lateral area of amyg-
dale) in 4/12 animals at 57 h, the hippocampus (2/12) at 57 h, or the
cerebellum vermis (4/12) at 80 h. Of these, moderate clinical features such
as weakness, weight loss, and hemorrhagic diarrhea are seen in animals
with MRI signals in cerebellar vermis, and severe features such as paraly-
sis of extremities and convulsions were seen in animals with signals in
brain stem, cerebrum, or hippocampus (Fujii et al., 1996). The same dose
of Stx2 (5 mg/kg) presented by an intrathecalroute (via cisterna magna)
resulted in earlier high intense signal detection in the cerebellum at
48 h, compared to cerebellar signal at 80 h after i.v. injection of Stx2
(Fujii et al., 1998). This suggests that Stx2 injected into subarachnoid
space reached the cerebellum by crossing the glia limitans, which is
formed by pia mater, basal lamina, and the end feet of astroyctes. In
Gd-diethyltriaminepentaacetic acid (DTPA)-enhanced T1-weighted MRI
images, hyperintensity was recognized in the area where intravenously
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injected Gd-DTPA leaked, thus showing BBB impairment. In Stx2 (i.v.)
pre-injected animal, Gd-DTPA-enhanced T1-weighted images showed
hyperintense brain areas such as striatum, external capsules, and cerebel-
lum (Fujii et al., 2009). As these areas do not contain CVO, Stx2 pre-
injection made the BBB leaky and allowed Gd-DTPA to cross the BBB of
this area. Stx1 (i.v.) injected animals showed edema in the mid-brain,
brain stem, and dorsal cervical spinal cord in T2-weighted images (Fujii
et al., 2001), which were similar to Stx2 MRI images. As rabbit expresses
Gb3 in endothelial cells and neurons (Ren et al., 1999; Richardson et al.,
1992), it is likely that Stx2 damages endothelial cells of BBB or blood–CSF
barriers to leak out directly from vessels to the CNS parenchyma or
vessels to CNS parenchyma via ventricle, respectively, in rabbit CNS.
F. CSF contents of animal models

In rabbit models, CSF total protein concentration increases after Stx2 (i.v.)
injection (Mizuguchi et al., 1996). Moreover, intravenously administrated
Stx2 increased in the CSF with a peak at 2 or 6 h after injection (Fujii et al.,
1998; Mizuguchi et al., 1996). Similarly, i.v. injected Stx1 increased in CSF
in a gradual manner up to 24 h (Fujii et al., 2001). These data suggest that
Stx caused blood–CSF barrier lesions and entry into CNS parenchyma
through the ventricle/ependymal layer in the rabbit.
G. Hematology and serum of animal models

1. Baboon
In the dose of 2.0 mg/kg i.v. Stx1, a serum study showed increased
creatinine and hyperkalemia, which are signs of renal failure, but the
hematological study showed no sign of hemolytic anemia (normal hemat-
ocrit and no increase in schistocytes) or thrombocytopenia. Yet, in this
dose, the animals had CNS lesions described as myelin separation and
perivascular edema in electron microscopy ultrastructural study (Taylor
et al., 1999). In the dose of 0.1 mg/kg Stx1 (i.v.), animals developed
complete HUS, and 50% of the animals had seizures; however, histopa-
thology of CNS was not provided (Siegler et al., 2001). Taken together, the
occurrence of Stx1-induced CNS symptoms appears partially related to
renal failure in the baboon.
2. Rabbit
Stx1-injected rabbits had no hemolytic anemia and no thrombocytopenia.
Serum studies showed transient creatinine increase; however, it was
caused by dehydration due to lack of water intake after hindleg paralysis
(Richardson et al., 1992). Overall, Stx1 did not cause renal dysfunction or
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abnormal hematological status (Richardson et al., 1992; Zoja et al., 1992).
Stx2 (i.v.) caused hemolytic anemia in rabbits, but not thrombocytopenia,
and renal function was normal as assessed by BUN and creatinine
values (Mizuguchi et al., 1996). The above observations were done in
New Zealand White and Japanese White rabbits, and Stx injection does
not cause renal dysfunction or HUS in these rabbits. Recently, Garcia et al.
(2002) reported that the Dutch Belted rabbit develops HUS after natural
infection with STEC, and this was repeatable by experimental infection of
STEC with strains that produced Stx1 alone or Stx1 plus Stx2 (Garcia et al.,
2006). In 2008, they showed that purified Stx2 alone (i.v.) caused histo-
pathological lesions in kidneys and the brain stem, but hematological data
and serum data were not provided (Garcia et al., 2008). Therefore, the
Dutch Belted rabbit might be a new type of rabbit model that develops
renal disease.
3. Mouse
Keepers et al. (2006) reported that Stx2 alone (225 ng/kg, i.p.) did
not cause thrombocytopenia, but caused hemolytic anemia (assessed
by reticulocytosis) and increased serum creatinine and BUN. On the
other hand, LPS alone (0.3 mg/kg, i.p.) induced thrombocytopenia, but
not reticulocytosis or increased creatinine. A combination of Stx2 and
LPS injection in above doses caused thrombocytopenia, reticulocytosis,
and increased serum creatinine: thus a complete set of HUS criteria.
Sugatani et al. (2000) also reported that Stx2 (5 ng/kg i.v.) þ LPS
(0.5 mg/kg i.v.) or Stx2 (50 ng/kg i.v.) þ LPS (0.5 mg/kg i.v.) induce
thrombocytopenia. However, Stx2 alone (i.v.) induced thrombocytopenia
only at a dose of 50 ng/kg, but not at a lower dose of 5 ng/kg. An STEC
infection mouse model which presumably received both Stx and LPS
showed fragmentation of red blood cells, which is a sign of hemolytic
anemia (Karpman et al., 1997). Induction of thrombocytopenia by Stx2
alone is still controversial, but Stx2 alone is capable of causing renal
failure (increase in serum creatinine and BUN), and Stx2 plus LPS makes
the disease worse.
IV. SIMILARITIES BETWEEN HUMAN PATIENTS
AND ANIMAL MODELS

The most common feature of all animal models is development of
CNS symptoms such as paralysis, seizures, and in the end, a coma-
like symptom in either STEC oral inoculation or purified Stx injection
models. Histopathologically, the rabbit model more closely resembles a
human in which it develops infarcts and microhemorrhages. Although
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microthrombosis is often seen in rabbits, it is rare in human CNS. The pig
also displays microhemorrhages, although it is restricted to the cerebel-
lum. In contrast, microhemorrhages in humans spread throughout the
whole brain. Microhemorrhages are detected in smaller amounts in the
brain of the Stx2-injected mouse. Demyelination is observed in baboon,
rabbit, rat, andmouse (Fujii et al., 1994) models; however, it is not found in
the human CNS. Whether this is due to a difference in Stx levels between
the patient CNS and animal models is not clear.

MRI findings in the human brain are predominantly in the basal
ganglia, whereas rabbit MRIs show the third ventricle area as pre-
dominant, and the brain stem signals were accompanied with severe
symptoms such as paralysis and convulsion. A rabbit study measuring
parameters representing autonomic dysfunction due to brain stem
failure showed dysfunction of the baroreflex control system (homeostatic
mechanisms for maintaining blood pressure), thus suggesting circulatory
failure as the cause of death. This might suggest partial mechanism of
CNS dysfunction due to Stx2, although the MRI findings of a human
patient are not an exact match to those on a rabbit.
V. RELATION BETWEEN RENAL FAILURE AND CNS FAILURE

Serum analysis of rabbit injected (i.v.) with Stx1 or Stx2 showed
that neither toxin causes renal impairment (Mizuguchi et al., 1996;
Richardson et al., 1992; Zoja et al., 1992). Measurements such as
increased serum creatinine or BUN are signs of renal failure. None of
these features was observed in New Zealand White or Japanese White
rabbits. However, these rabbit models developed neuronal symptoms
such as seizures, and presented histopathological CNS lesions such as
edema, microhemorrhages, and thrombosis. This suggests that Stx1 or
Stx2 has the potential to damage the CNS without renal influence.
In mouse models, Keepers et al. (2006) reported that Stx2 (i.p.) alone
induced only reticulocytosis (a sign of anemia) and increased serum
creatinine, but not thrombocytopenia; thus it does not fulfill some char-
acteristics of HUS, although Stx2 alone induces CNS symptoms such as
hindlimb paralysis (Obata et al., 2008; Sugatani et al., 2000). These find-
ings also suggest that Stx induces CNS impairment in the absence of
renal dysfunction. In human STEC disease, a portion of patients are
reported to have CNS dysfunction before the onset of HUS (Bale et al.,
1980; Brasher and Siegler, 1981; Siegler et al., 1994; Taylor et al., 1986;
Upadhyaya et al., 1980). These observations in human and animal mod-
els suggest that direct action of Stx in the CNS is involved in the STEC
infectious disease.
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VI. STX RECEPTOR, GLOBOTRIAOSYLCERAMIDE (GB3)
EXPRESSION IN THE NERVOUS SYSTEM

In the peripheral nervous system such as dorsal root ganglion (DRG),
Ren et al. (1999) reported that rodent (rat and mouse) DRG neurons
express Gb3, whereas human and rabbit DRG endothelial cells express
Gb3 in addition to neurons. In the murine CNS, Obata et al. (2008)
reported that the neuron is the only cell type to expresses Gb3, whereas
human cadaver CNS neurons and endothelial cells express Gb3. In Gb3
expressing mouse neurons, the Gb3 is detected in the neuronal cell body,
and within cell body, Gb3 resides in membranous structures such as
plasma membranes, vesicles, the Golgi apparatus, and endoplasmic retic-
ulum. Also, in Stx2-injected mouse, Stx2 and Gb3 are detected within
neurons in the same membranous compartment associated with the
Golgi apparatus. On the other hand, Okuda et al. (2006) reported that
wild-type mice expressed Gb3 in endothelial cells of the brain, and the
anti-Gb3 immunoreactivity was diminished in a Gb3 synthase knockout
mouse in which Gb3 was not produced. However, Kolling et al. (2008)
described that immersion fixation of tissues, instead of perfusion fixation,
results in intravascular anti-Gb3 staining of both renal and CNS, and this
staining is a false positive compared to isotype-matched controls which
also exhibit positive vascular stain.
VII. STX ROUTE FROM BLOOD TO CNS PARENCHYMA

Once Stx gets into blood stream, there are four ways for toxins to translo-
cate to CNS parenchyma. The first is to pass through naturally leaky BBB
(CVO) to reach the CNS directly. The second is to go through BBB
by destroying the endothelial tight junction. The third and fourth
involve crossing the blood–CSF barrier first, and once the toxin is in
CSF (ventricle), it will either cross ependymal cells surrounding the
ventricle or travel to subarachnoid space and enter the CNS by crossing
glial limitans. In rabbit, it was shown that Stx injected i.v. translocated to
the CSF, suggesting that the toxin can indeed cross the blood–CSF barrier
(Fujii et al., 1998; Mizuguchi et al., 1996). Also, when Stx was injected into
rabbit via intrathecal route into subarachnoid space, T2-weighted MRI
images showed high intensity in the area of dorsal cerebellar region,
which suggests that Stx translocated from subarachnoid space to CNS
by crossing the glial limitans. In the mouse model, intraperitoneally
injected Stx2 was detected in motoneurons of the spinal cords (Obata
et al., 2008). Between rabbit and mouse, there are certain differences in
Gb3 expressing cell types in CNS, indicating that rabbit expresses Gb3 in
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endothelial cells whereas mouse does not. This might suggest a different
route taken by Stx to enter CNS from blood. That is, endothelial cells are
altered by toxin in rabbit such that damaged endothelial tight junctions
allow toxin to go through BBB and the blood–CSF barrier easily and
efficiently, whereas mouse endothelial cells remain intact. The fact
that Stx is detected in neurons after peripheral injection of the toxin
suggests that there is an unknown mechanism(s) of Stx entry into the
CNS parenchyma without breaking down endothelial cells.

Also, it should be noted that LPS is known to weaken the BBB by
increasing permeability via cytokine induction in TLR4 (LPS receptor)
expressing perivascular cells (Banks and Robinson, 2010; Glabinski and
Ransohoff, 1999a; Glabinski and Ransohoff, 1999b; Mayhan, 2001), thus
influencing Stx entry into CNS in the STEC oral infection model, in which
both LPS and Stx are expected to enter the blood circulation.
VIII. FUTURE DIRECTIONS

HUS models of baboon using Stx1 (Siegler et al., 2001) or Stx2 (Siegler
et al., 2003) have been published. As baboon is the closest species to
humans among the animal models established for STEC disease, it will
be quite useful information if the relationship between HUS and CNS
symptoms is studied in this Stx-induced HUSmodel. New ZealandWhite
and Japanese White rabbit models do not show renal failure, yet have
CNS symptoms. As these rabbit models are likely to express Gb3 in
neurons of CNS in addition to vessels suggests that these are useful
models to study Stx influence on vessels and neurons in CNS, which
exhibit the same features as human CNS. Recent establishment of a
Dutch Belted rabbit STEC infection model that presents with renal failure,
which is also the feature of human patients, suggests that analysis of CNS
symptoms in this model might complete all the features of human STEC
disease, including gastrointestinal damage. An interesting rat model was
established by Goldstein and coworkers in which Stx2 was injected
directly into CNS parenchyma. Although detailed histopathologic fea-
tures were described, the related CNS symptoms were not provided.
CNS regions that are under the influence of the toxin might cause specific
CNS dysfunction, so that the information will be insightful for future
drug development for STEC CNS disease. In mouse CNS, neurons
express Gb3 but not other cell types, thus is quite different from human
CNS, yet mice injected with purified Stx2 develop paralysis. This suggests
that the mouse model might be suitable for studying direct action of Stx in
CNS without endothelial damage. Also, this indicates the existence of
unknown mechanisms of Stx2 entry into the CNS. Recently, the influence
of Stx2 on neuronal function was shown by the examination of in vitro
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mice brain slices in which Stx2-treated neurons increased the secretion of
neurotransmitters (Obata et al., 2008). Assay systems for evaluating neu-
ronal dysfunction due to Stx2 need to be established.
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Abstract Natural products such as plant extracts and complex microbial sec-
ondarymetabolites have recently attracted the attention of scientific

world for their potential use as drugs for treating chronic diseases

such as Type II diabetes. Non-Insulin-Dependent Diabetes Mellitus

(NIDDM) or Type II diabetes has complicated basis and has various

treatment options, each targeting different mechanism of action.

One such option relies on digestive enzyme inhibition. Almost all of

the currently used clinically digestive enzyme inhibitors are bacterial

secondarymetabolites. However inmost cases understanding of their

complete biosynthetic pathways remains a challenge.

The currently used digestive enzyme inhibitors have significant

side effects that have restricted their usage. Hence, many active

plant metabolites are being investigated as more effective treat-

ment with fewer side effects. Flavonoids, terpenoids, glycosides are

few to name in that class. Many of these are proven inhibitors of

digestive enzymes but their large scale production remains a tech-

nical conundrum. Their successful heterologous production in sim-

ple host bacteria in scalable quantities gives a new dimension to

the continuously active research for better treatment for type II

diabetes. Looking at existing and new methods of mass level pro-

duction of digestive inhibitors and latest efforts to effectively

discover new potential drugs is the subject of this book chapter.
I. INTRODUCTION

Diabetes mellitus is a heterogeneous endocrine disorder in which hyper-
glycemia is the unifying feature. The number of patients with diabetes is
rising by 4–5% every year (Wagman and Nuss, 2001), and through its
long-term effects it is a cause of highest morbidity rate around the globe.
Type I diabetes is an autoimmune disorder that results in an absolute
insulin deficiency. Type II diabetes, however, has a more complex patho-
physiologic basis which is not yet completely understood. Type II diabe-
tes characteristically comprises three abnormalities: relative insulin
deficiency, insulin resistance involving myocytes and adipocytes, and
hepatic insulin resistance (resulting in increased gluconeogenesis and
impaired glycogen synthesis). It is considered as one of the pathological
manifestations of the so-called ‘‘metabolic syndrome.’’ Biochemical
abnormalities of Type II diabetes may include hyperinsulinemia and
high levels of serum triglycerides (TG). Microvascular and macrovascular
diseases account for most of the morbidity and mortality associated with
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Type II diabetes. The increased prevalence of macrovascular diseases in
patients with diabetes is the result of numerous factors, including but not
limited to obesity, lipid abnormalities, hypertension, hyperglycemia,
hypercoagulation, platelet dysfunction and endothelial dysfunction. Dia-
betic microvascular diseases are responsible for diabetic retinopathy and
blindness, diabetic neuropathy (potentially resulting in lower-limb ampu-
tation), and diabetic nephropathy (leading to end-stage renal disease and
the need for renal dialysis or transplantation) (Lebovitz, 1992).

The pathogenesis of diabetes mellitus and its management by the oral
administration of hypoglycemic agents have stimulated great interest
in recent years. Control over hyperglycemia can be potentially achieved
by different mechanisms: (1) An increase in insulin secretion; (2) A decrease
in nutrient ingestion; (3) An increase in peripheral glucose uptake;
(4) A decrease in hepatic glucose production. Various groups of oral anti-
diabetic agents are available for clinical use such as sulfonylureas (increase
insulin secretion), biguanides (increase in glucose uptake), and digestive
enzyme inhibitors (delay incomplexcarbohydratedigestionandabsorption)
(Lebovitz, 1992). In addition to these, various plant extracts are being used
mainly in folklore medicine worldwide as therapeutics for diabetes, and
many of these have proven hypoglycemic activity along with antiobesity
and antioxidant properties which make them an attractive substitution for
traditional antidiabetic drugs (Aslan et al., 2007; Yan et al., 2008).

Among various classes of antidiabetic drugs, digestive enzyme inhi-
bitors are natural products usually derived from microorganisms. There
is substantial evidence that inhibitors, such as a-glucosidase inhibitors,
could be an effective treatment for prevention or at least delay in the
development of disease in patients with impaired glucose tolerance (IGT)
(Scheen, 2007; Scheen, 2003). To date, extensive studies have been con-
ducted to analyze the mechanism of action of digestive enzyme inhibitors
as well as their effects on hyperglycemia. Almost all the drugs from this
class inhibit various digestive enzymes, including a-glucosidases and
a-amylases. However, their administration is limited by the wide range of
gastrointestinal side effects they have on the patients receiving the treat-
ment, such as abdominal discomfort, diarrhea, and flatulence (Krentz and
Bailey, 2005; Lebovitz, 1992; Scheen, 2003). Among the advantages of diges-
tive enzyme inhibitors, however, is their side effects are not too severe- for
example, they do not cause hypoglycemia. In fact, there have been reports
stating that they result in some significant health benefits such as substantial
weight loss (Vichayanrat et al., 2002). Because of the lack of severe negative
side effect, some of these inhibitors are also considered a better therapy for
elderly patients for diabetes treatment (Johnston et al., 1997).

Digestive enzyme inhibitors chiefly include acarbose, miglitol, and
voglibose, which are currently commercially available for the treatment
of Type II diabetes (Fig. 2.1). Among these, acarbose is the inhibitor most
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widely studied, but its complete biosynthetic route is not resolved; the
biosynthetic routes of voglibose and miglitol are not fully understood
either. Besides these three natural products, several other classes of
compounds are currently of great interest as potential pharmacological
agents for diabetes treatment: these are phytochemicals, with over 150
plant extracts currently being used in folklore medicine or currently
under investigation for the treatment of diabetes. Some of their active
compounds include flavonoids, tannins, alkaloids, glycosides, galacto-
mannan gun, peptidoglycans, guanidine, terpenoids, inorganic ions, and
glycopeptides. Most of the plant extracts that have the potential to treat
Type II diabetes effectively have unfortunately not been studied in depth
and very few have made it to the market as efficient drugs. In most
cases, the biosynthetic pathways are not known completely while their
chemical synthesis—if possible—tends to be cumbersome with low
yields, which limits the potential progress to a successful drug. Consid-
ering the ongoing active research for novel solutions for the diabetes
prevention and treatment, this large number of active compounds from
plants can potentially provide better glycemic control with no or rela-
tively fewer side effects. Here, an attempt has been made to summarize
various natural compounds of either plant or microbial origin that pos-
sess proven or potential therapeutic properties for Type II diabetes
treatment and their production methods.
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II. ACARBOSE

Among the numerous antidiabetic drugs, acarbose is the most widely
used digestive enzyme inhibitor for the treatment of Type-II diabetes. The
story of acarbose begins with the screening by Bayer AG of various
compounds isolated from a number of species of Actinomycetes as potent
inhibitors of digestive enzymes such as a-amylase, sucrase, and maltase.
It is now marketed by Bayer AG under the name PrecoseÒ. It is important
to note that acarbose does not demonstrate any insulinotropic properties.
This potent a-glucosidase inhibitor is a pseudotetrasacchride (Fig. 2.1)
chemically known as O-4,6-dideoxy-4-[[(1S,4R,5S,6S)-4,5,6-trihydroxy-
3-(hydroxymethyl)-2-cyclohexen-1-yl]amino]-a-D-glucopyranosyl-(1!4)-
O-a-D-glcopyranosyl-(1 ! 4)-D-glucose. It comprises acarviosine, which is
made of a cyclitol moiety and an amino sugar with two glucose residues
attached (Balfour and McTavish, 1993). Structural similarity of acarbose to
oligosaccharides due to its glucose residues is considered to be responsible
for the high-affinity binding to the sites of a-glucosidases. Acarbose inhibits
various a-glucosidases in the following order: glucoamylase > sucrase >
maltase > isomaltase (Tan, 1997); it also weakly inhibits a-amylases.

Acarbose is minimally absorbed (Scheen, 2007). Unlike other drugs for
Type II diabetes treatment, acarbose does not have the risk of hypoglyce-
mia (Donner, 2006), although it is important to note that acarbose and
most other a-glucosidase inhibitors will be most effective when the diet is
rich in starch and oligosaccharides. Because its action is directed against
carbohydrate digestion, patients having diets rich in monosaccharides
such as glucose will not see much help from acarbose therapy (Balfour
and McTavish, 1993). Along with reducing blood glucose levels, acarbose
also attenuates the levels of some other gastrointestinal and pancreatic
hormones, such as decreasing plasma concentrations of gastrin and
pacreozymin and increasing concentration of somatostatin (Tan, 1997).
Glucagon-like peptide-1 secretion is increased by acarbose, but the release
of gastric inhibitory polypeptide is reduced (Krentz and Bailey, 2005).
Such a combination of decrease in blood glucose levels and rise in the
glucagon-like peptide-1 levels is being considered as the new approach in
the treatment of Type II diabetes (Goke et al., 1994).

Acarbose is slightly less effective for fasting plasma glucose levels
than sulfonylureas or biguanides, but performs additively when used
in combination to sulfonylureas or metformin, since its mechanism of
action is different from that of these drugs (Balfour and McTavish,
1993). It has various side effects such as diarrhea, abdominal pain, borbo-
rygmus and flatulence, due to its effect of causing delayed carbohydrate
absorption. The side effects can be minimized by starting the treatment
with a small dose and then gradually increasing it to higher amounts
(Lebovitz, 2004).
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A. Mechanism of action and pharmacokinetics

Acarbose inhibits a-glucosidases located in the brush border of the enter-
ocytes lining of intestine (Fig. 2.2) and pancreatic a-amylases located in the
lumen of the intestine competitively. Pancreatic a-amylases help digest
complex starches to oligosaccharides, whereas sucrases, maltases, isomal-
tases hydrolyze oligosaccharides, trisacchrides and disaccharides into sim-
ple sugars, such as glucose. Its high binding affinity to these enzymes
prevents them from binding to oligosaccharides and disaccharides, thus
avoiding their cleavage into simple monosaccharides and deferring their
complete digestion further away in jejunum. This affects the insulin secre-
tion as delayed glucose absorption alters secretion of intestinal hormones
(Krentz and Bailey, 2005; Tan, 1997). Inability of the digestive enzymes to
hydrolyze acarbose is due to the presence of an imino bridge which cannot
be hydrolyzed by the digestive enzymes; it is hence considered to be the
key element in the inhibitory action of the molecule (Wehmeier, 2003).

Various studies have been conducted on the competitive behavior of
acarbose on various digestive enzymes. The Ki for competitive inhibition
of Baker’s yeast a-glucosidase and rat intestine a-glucosidase are 80 and
0.006 mM, respectively. Acarbose’s Ki value for inhibition of porcine
pancreatic a-amylase is 100 times higher than that for rat intestine
a-glucosidase (Kim et al., 1999). Acarbose is absorbed negligibly into the
system of the patient (Clissold and Edwards, 1988); as a result, it is gener-
ally accepted that its main mechanism of action is within the intestine.
No accumulation of acarbose was noted during administration at a stan-
dard dosage of 300 mg, three times daily for 3 months (Putter et al., 1982).
Microvillus

Acarbose

Oligosacchrides

Glucosidases

Brush border

FIGURE 2.2 Mechanism of action of acarbose.
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Acarbose degradation is observed to take place via two pathways: cleav-
age by intestinal digestive enzymes and biotransformation by intestinal
microorganisms (Balfour and McTavish, 1993). Upon oral administration
of the drug, 35% of acarbose and its metabolites are excreted by urinary
and fecal routes whereas 94% is recovered in urinary form from an
intravenous dose (Ahr et al., 1989).

It is interesting to note the side effects acarbose has on patients, mainly
due to its mechanism of action of delayed glucose absorption. The most
common side effects are gastrointestinal symptoms that occurred to 83%
of the subjects treated with acarbose versus only 60% treated with placebo
in STOP-NIDDM study (Study To Prevent Non-Insulin-Dependent
diabetes mellitus) (Chiasson et al., 2002). Flatulence is the next most
frequent side effect, with 68% of those treated with acarbose suffered
from this as opposed to only 27% treated with placebo. Diarrhea, abdom-
inal pain, nausea and constipation were observed in certain cases at
comparable frequencies in both acarbose treated subjects as well as with
placebo. It is remarkable that out of 714 subjects assigned for acarbose
treatment for 3.3 years, 211 subjects withdrew from study within a year’s
time, mainly due to such side effects (Chiasson et al., 2002). But as men-
tioned above, these effects can be alleviated by treating with small dosage
initially and gradually increasing the dose strength.

B. Manufacturing of acarbose

As already mentioned, acarbose is manufactured by Bayer AG under vari-
ous trade names in different countries, such as PrecoseÒ in North America,
PrandoseÒ in Canada, and originally GlucobayÒ in Europe. Acarbose is
manufactured in a multistep batch fermentation process in its weakly basic
form from Actinoplanes sp. SE50. Process volume is 30–100 m3 in a medium
supplementedmainlywith starch andmaltose (asmaltose supplementation
increases yields; (Frommer et al., 1977a)) and essential salts. The resulting
product is a mixture of acarbose andmany compounds having high simila-
rities to acarbose (Wehmeier and Piepersberg, 2004). The presence of starch
in the culture gives rise mainly to amino sugars having 4–8 hexose units
which are suitable for further breakdown into acarbose-like compounds.
On the other hand, starch-free nutrients with addition of maltose produce
mixtures dominated by di- and trisacchrides (Frommer et al., 1977b). Its
downsteam processing takes place in a stepwise manner (Rauenbusch and
Schmidt, 1978), with various improvements incorporated over the years.
The overall process is as follows:

I. A strong acidic cation exchanger and a basic anion exchanger are
simultaneously added to the culture broth, preferably without myce-
lium.Weakly basic acarbose binds to the cation exchanger strongly and
about 80–90% acarbose is thus separated from the culture at this step.



28 Amruta Bedekar et al.
II. The resin mixture is separated from the broth along with mycelium
(if any) via sieve screw centrifuge. After separation, washing by deio-
nized water is carried out to free acarbose from adhering impurities.

III. Elution of acarbose is then carried out by using dilute (�0.1 M) basic
salt solutions in kettles with nozzle sieves.
a. Elution is pH and temperature sensitive. Having a pH in the

4.3–5.0 range is highly desirable. Also, low temperatures increase
the adherance of acarbose to the column; hence room temperature
or lower temperatures are maintained during the application of the
substance, while for elution of acarbose raised temperatures of
40–70 �C are used. This results in rapid elution with good acarbose
yields (Rauenbusch, 1987).

IV. The eluant is subjected to further purification by passing it through a
series of three columns; cation/anion/cation exchangers (strongly
acidic/basic/strongly acidic) for removal of basic cations, to raise
the pH above 3, and to bind acarbose and its analogs strongly,
respectively. Most of the acarbose and other compounds are bound
in the topmost part of the third column.

V. This fraction is rinsed by deionized water and it is then eluted
preferably by 0.025 N hydrochloric acid; the fractions containing
acarbose are combined.

VI. The pH of the fraction containing acarbose is increased to 6.0–6.5 by
addition of anion exchanger.

VII. The solution is then concentrated in vacuo, sterilized, and dried
subsequently by lyophilization.

The schematic of the manufacturing process is given in Fig. 2.3. Vari-
ous other improvements in the downstream processing and fermentation
1 2

3

4

5

6

7

Acarbose

1. Fermentation
2. Adsorption and desorption
3. Purification
4. Elution

5. lon exchangers
6. Concentration
7. Drying

FIGURE 2.3 Manufacture of acarbose (Rauenbusch, 1987).
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process have been published, such as use of special weakly acidic cation
exchangers having carboxyl groups (Rauenbusch, 1987), controlling the
osmolality of the culture at an optimum around 400 mosmol/kg (Beunink
et al., 1997), and the use of specifically developed cation exchangers made
from macroporous, resistant polymers based on aromatic compounds
(Lange and Rauenbusch, 1986). All these approaches have reported
higher yields of acarbose and better separation.

The reported production of acarbose was 1 g/L for the Actinoplanes sp.
SE50/110 under optimal culture conditions (Rauenbusch and Schmidt,
1978). The final concentration of acarbose is 98%.
C. Biosynthesis of acarbose in Actinoplanes sp. SE50/110

As already mentioned, acarbose is a secondary metabolite produced in
bacterium species Actinoplanes sp. SE50. In the genome of Actinoplanes sp.
SE50, 25 genes have been identified encoding various proteins necessary
for biosynthesis of acarbose, its intra- and extracellular transport, and its
metabolism (Wehmeier, 2003). A number of these genes have not been
characterized and their function is speculated based on phylogenetic
studies. A few crucial steps from the starting precursor 2-epi-5-epi-valio-
lone to acarviosine of acarbose are conjectural; in this chapter, the most
recent developments in unraveling the acarbose biosynthetic pathway in
Actinoplanes sp. SE50 are presented.

The entire acb gene cluster, consisting of 25 genes responsible for
biosynthesis of the deoxyhexose and cyclitol moieties of acarbose, and
its metabolism are shown in Fig. 2.4. The accession numbers of its genes
are provided in Table 2.1.

Parallel to the formation of this cyclitol moiety of acarbose is the
synthesis of the deoxysugar moiety, which starts with glucose-1-phos-
phate, activated by a nucleotidation step catalyzed by acbA (suggested
dTDP-glucose synthase). The dTDP-D-glucose, thus formed, is further
converted into dTDP-4-keto-6-deoxy-glucose by acbB (suggested dTDP-
glucose-4-6-dehydratase) (Wehmeier and Piepersberg, 2004). The next
reaction is catalyzed by acbV, an enzyme that belongs to the family of
GabT-like aminotransferases, which is involved in primary metabolism
(Piepersberg, 1997; Piepersberg and Distler, 1997; Piepersberg et al., 2002).
It is suggested that when acbVwas heterologously expressed in S. lividans
66, it catalyzed the amination of dTDP-4-keto-6-deoxy-D-glucose probably
resulting in dTDP-4-amino-4,6-dideoxy-D-glucose (Piepersberg et al.,
2002). This aminotransferase reaction is crucial in acarbose biosynthesis,
as this amino group nitrogen bridges the valienamine moiety and the
deoxysugar moiety. Another 12-step synthesis of dTDP-4-amino-4,6-
dideoxy-D-glucose was suggested (Bowers et al., 2002), wherein this
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moiety is proposed to be synthesized from a galactoside which can be
formed from D-galactose.

Table 2.1 lists the various digestive enzyme inhibitors and biguanides,
along with their postulated names and function. These 25 genes have a
very peculiar arrangement consisting of several transcription units, with
three operons at the least. AcbWXY and acbHFG are two operons encoding
three genes each. It is suggested that they are actually ABC-exporters and
ABC-importers with acbHFG being membrane bound and extracytoplas-
mic enzymes, having highly conserved sequences to ABC-importers from
MsmEFG of Streptococcus mutans (Wehmeier and Piepersberg, 2004). It is
believed that acbVUSRPIJQKMLNOC forms a single transcription unit.
The genes acbKMLNOC have been studied in detail and their functions are
determined (Zhang et al., 2002). More specifically, it is proposed that acbC
(C7-cyclitol cyclase) is responsible for the synthesis of the 2-epi-5-epi-
valiolone (Mahmud et al., 1999). It was initially presumed that acbK
(acarbose 7-kinase) is responsible for the phosphorylation of 2-epi-5-epi-
valiolone, although in later experiments it was shown that acbK fails to
phosphorylate 2-epi-5-epi-valiolone using an ATP-labeled phosphoryla-
tion assay. Instead, acbM showed positive results, suggesting that acbM
was the first enzyme in the acarbose biosynthesis pathway resulting in the
synthesis of 2-epi-5-epi-valiolone-7-phosphate. Further studies revealed
that the next enzyme on the pathway was an epimerase encoded by
acbO. The product of the enzymatic reaction of acbO was characterized



TABLE 2.1 Genes from acb cluster and their accession numbers

Gene Enzyme Accession number

acbA dTDP-glucose synthase (i) CAA77210
acbB dTDP-4,6-dehydrogenase (i) Q9ZAE8

acbC C7-cyclitol cyclase (i) CAA77208

acbD Acarviosyltransferase (e) CAJ81031

acbE Acarbose resistant a-amylase (e) CAJ81030

acbF Carbohydrate ABC transporter (m) CAJ81033

acbG Carbohydrate ABC transporter (m) CAJ81032

acbH Carbohydrate ABC transporter(e–l) CAJ81034

acbI Glycosyl transferase (i) CAJ81027
acbJ Putative hydrolase (i) CAJ81028

acbK Acarbose-7-kinase (i) CAD29481

acbL Polyol dehydrogenase (i) CAD29483

acbM Cyclitol-7-kinase (i) CAD29482

acbN Oxidoreductase (i) CAD29484

acbO Cyclitol-7-phosphate-epimerase (i) CAD29485

acbP Unknown (i) CAJ81026

acbQ Amylomaltase (i) CAJ81029
acbR NDP-polyol synthase (i) CAJ81025

acbS Putative glycosyl transferase (i) CAJ81024

acbU Putative cyclitol kinase (i) CAJ81023

acbV Aminotransferase (i) CAJ81022

acbW ATP binding component of

ABC exporter (i, m)

CAJ81021

acbX ABC transporter (i, m) CAJ81020

acbY ABC exporter CAJ81019
acbZ a-Amylase (e) CAJ81018

e, extracellular; i, intracellular (cytoplasmic); e–l, extracytoplasmic lipoprotein; m, membrane-integrated (Wehmeier
and Piepersberg, 2004).
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using mass spectrometry. AcbO functions independently without the
need for cofactors or coenzymes indicating that it is a representative of a
new class of epimerases (Zhang et al., 2003a). AcbN and acbL showed
distinct similarity to various members of oxidoreductase families such
as zinc-dependent dehydrogenases and short chain alcohol dehydro-
genases, respectively, and were shown to catalyze the formation of
1-epi-valienol-7-phosphate (Zhang et al., 2002).

The cluster of acbBAED has been studied to some extent, with acbD
having been expressed heterologously in Streptomyces lividans TK23, and
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characterized. AcbD, which was initially postulated to be a glycosyltrans-
ferase, turned out to be acarviosyl transferase that modifies acarbose extra-
cellularly (Hemker et al., 2001). At the same time, acbA and acbB catalyze the
first two reactions in the biosynthetic pathway for the formation of the
deoxyhexose moiety (Liu and Thorson, 1994; Piepersberg, 1994).

The biosynthetic pathway from 2-epi-5-epi-valiolone and glucose-1-
phosphate to acarbose is depicted in Fig. 2.5. The first precursor responsi-
ble for the cyclitol moiety of acarbose is 2-epi-5-epi-valiolone, which was
affirmed by NMR studies from its incorporation into acarbose pathway in
Actinoplanes sp. (Mahmud et al., 1999). Its precursor is sedoheptulose
7-phosphate, which is derived from the pentose phosphate pathway
(Mahmud, 2003). Its phosphorylation at C7 takes place by a postulated
enzyme, cyclitol-7-kinase, encoded by acbM to formulate 2-epi-5-epi-valio-
lone-7-phosphate (Zhang et al., 2002). Its epimerization by acbO results in
the formation of 5-epi-valiolone-7-phosphate, which has been characterized
by mass spectroscopic and NMR spectroscopic methods (Zhang et al.,
2003a). Further reduction of the C-1 keto group takes place by NADH-
dependent dehydrogenase, acbL, giving the next intermediate in the bio-
synthetic pathway, 5-epi-valiolol-7-phosphate. Further steps involve postu-
lated enzymes based on phylogenetic studies and reaction intermediates
which are not fully characterized yet. The acbN protein (suggested oxido-
reductase) could catalyze synthesis of the next intermediate, 1-epi-valienol-
7-phosphate. A new kinase activity was characterized in Actinoplanes,
which could phosphorylate 1-epi-valienol to 1-epi-valienol-7-phosphate,
although this kinase activity could not be attributed to any gene from the
acb cluster (Thomas, 2001; Zhang et al., 2003b). The enzyme necessary for
catalyzing the conversion of 1-epi-valienol-7-phosphate to 1-7-diphospho-
1-epi-valienol by performing a phosphorylation at the C-1 position is not
characterized. The next enzyme, however, has been characterized: acbR
(Tatusov et al., 2001), an ADP-glucose synthase-like protein that catalyzes
nucleotidation at C-1 position of 1-7-diphospho-1-epi-valienol, a proposed
precursor. This reaction completes the synthesis of cyclitol moiety of acar-
bose which involves the majority of proteins encoded by genes in the
acbQKMLNOC operon (Wehmeier and Piepersberg, 2004).

Parallel to the formationof this cyclitolmoietyof acarbose is the synthesis
of the deoxysugarmoiety, which startswith glucose-1-phosphate, activated
by a nucleotidation step catalyzed by acbA (suggested dTDP-glucose
synthase). The dTDP-D-glucose, thus formed, is further converted into
dTDP-4-keto-6-deoxy-glucose by acbB (suggested dTDP-glucose-4-6-dehy-
dratase) (WehmeierandPiepersberg, 2004).Thenext reaction is catalyzedby
acbV, an enzyme that belongs to the family of GabT-like aminotransferases,
which is involved in primary metabolism (Piepersberg, 1997; Piepersberg
andDistler, 1997; Piepersberg et al., 2002). It is suggested thatwhen acbVwas
heterologously expressed in S. lividans 66, it catalyzed the amination of
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dTDP-4-keto-6-deoxy-D-glucose probably resulting in dTDP-4-amino-4,6-
dideoxy-D-glucose (Piepersberg et al., 2002). This aminotransferase reaction
is crucial in acarbose biosynthesis, as this amino group nitrogen bridges the
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valienamine moiety and the deoxysugar moiety. Another 12-step synthesis
ofdTDP-4-amino-4,6-dideoxy-D-glucosewas suggested (Bowers et al., 2002),
wherein thismoiety is proposed to be synthesized from a galactosidewhich
can be formed from D-galactose.

AcbS and acbI are related to glycogen and sucrose synthases and they are
thus speculated to catalyze the necessary glycosyltransferase-like reaction
to formulate dTDP-acarviose-7-phosphate. This is achieved by a combined
reaction between the cyclitol precursor NDP-1-epi-valienol-7-phosphate
and deoxysugar precursor dTDP-4-amino-4,6-dideoxy-D-glucose, thus
synthesizing a speculated precursor of acarbose. However, the end product
may be acarbose-7-phosphate or some other compound instead of acarbose
itself (Wehmeier and Piepersberg, 2004); it might need more than just one
step to convert dTDP-acarviose-7-phosphate into acarbose. The biosyn-
thetic pathway inFig. 2.5 shows thepostulatedprecursor and thepostulated
enzymes that catalyze its formation and its conversion to acarbose.
D. Effect on hyperglycemia

Various placebo-controlled dose comparison studies for the safety and
efficacy of acarbose have been conducted and published, most of which
demonstrated high efficiency of acarbose in correcting hyperglycemia.
Comparison studies with other antidiabetic drugs indicate that acarbose
can be used effectively as a monotherapy to reduce postprandial blood
glucose levels or in combination with other drugs.

One such study checked the efficacy of acarbose as monotherapy, with
metformin, with sulfonylureas, and with insulin on four different groups
(50–200 mg twice daily (tid)) for 52 weeks (Chiasson et al., 1994). Each
group showed a remarkable decrease in glycosylated hemoglobin A
(HbA1c and HbA1), with 0.9%, 0.8%, 0.9%, and 0.4% reduction, respec-
tively, for each group against diet alone, only metformin, only sulfony-
lureas, and only insulin. Another study carried out indicates its enhanced
antihyperglycemic effects when acarbose is applied in a combination
therapy with metformin (Scheen et al., 1993). The 24-week study for
acarbose as monotherapy showed reduction in fasting blood glucose by
1.4 mM and postprandial glucose level by 2.2 mM and decreased HbA1c

by 1.1% as opposed to placebo. A comparison with glyburide (sulfony-
lureas) indicated similar decrease of 0.9% in HbA1c on comparison with
placebo (Hoffmann and Spengler, 1994). If acarbose is used as monother-
apy in combination with adequate diet management, it has been found to
decrease fasting glucose plasma level by 1 mmol/L and postprandial
glucose levels by approximately 3 mmol/L. Postprandial insulin levels
decreased by about 20–25%, while fasting insulin levels remained
unchanged and HbA1c values were decreased by 0.65 to 1.0% when
compared with placebo (Coniff, 1991).
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Recently, different comparative studies were carried out for different
drugs for treatment of Type II diabetes, such as the Diabetes Prevention
Program (DPP) in the United States, the Study TO Prevent Non-Insulin-
Dependent diabetes mellitus (STOP-NIDDM) in various European
countries and Canada, the Chinese Diabetes Prevention Study (CDPS),
the Early Diabetes Intervention Trial (EDIT) in United Kingdom, and the
Indian Diabetes Prevention Program (IDPP). Most of these studies are
carried out in randomized, placebo-controlled and blind folded trials, for
aprolongedperiodof 3 years to check thedevelopment of diabetesmellitus
after treatments with drug or placebo in patients with IGT. The STOP-
NIDDM study (Chiasson et al., 2002) checked for delay in progress toward
diabetes in patients having IGT, and their study showed reduction in risk
of progression toward diabetes by 25% over 3.3 years. From a total of 1429
randomized patients (age � 55 years, body-mass index (BMI) 31 kg/m2),
714 were treated with 100 mg (tid) acarbose and 715 were treated with
placebo. Sixty-one patients out of the total pool were later excluded from
the study since they did not meet IGT criteria nor had postrandomization
data. Out of 682 analyzed for acarbose, 32% developed diabetes mellitus,
whereas out of 686 treated with placebo, 42% developed diabetes. Admin-
istration of acarbose also increased the probability of IGT reverting to
normal glucose tolerance over time (Chiasson et al., 2002). In the CDPS
study (Yang et al., 2001), 88 patients having BMI 25 kg/m2 and IGT were
subjected to treatment with acarbose or metformin, while 85 received
conventional education (control group). In this study, 50 mg of acarbose
(tid) was administered to the patients for 6 years (Scheen, 2007). Of the
control patients 34.9% progressed to diabetes, whereas only 6% of those
treatedwith acarbose progressed to diabetes. This implies an 87.8% reduc-
tion in risk as compared with 25% from the previous study. However, the
EDIT study did not confirm this high reduction in the progress to diabetes;
however, it confirms that administration of acarbose decreased the risk of
IGT patients progressing to diabetes (Scheen, 2007).

When checked for efficacy as a combination therapy with sulfonylur-
eas, the effect is additive. However, acarbose is less effective than tolbu-
tamide when both treatments are given independently (Coniff et al., 1995).
The mechanisms of action of sulfonylureas and a-glucosidase inhibitors
are different, which perhaps can explain why the treatment with these
compounds as monotherapy has different efficacies. A total of 290 sub-
jects having Type II diabetes and fasting glucose levels no less than
140 mg/dL were treated with 200 mg of acarbose and 250–1000 mg (tid)
of tolbutamide either alone or in combination for 24 weeks. The reduction
in postprandial plasma glucose levels were reported as 85 mg/dL for
acarbose-plus-tolbutamide, 71 mg/dL for tolbutamide alone, 56 mg/dL
for acarbose alone, and only 13 mg/dL for placebo (Coniff et al., 1995)
(Table 2.2).



TABLE 2.2 Clinial trials of acarbose in Type II diabetes

Study (reference) Drug(s)

Dose of

acarbose

(mg tid)

Duration

of study N Results

(Chiasson et al., 1994) A,A/M,A/S,A/I 50–200 52 weeks 354 HbA1c decreased by 0.9%,

0.8%, 0.9%, 0.4% resp.

(Hoffmann and Spengler,

1994)

A, G 100 24 weeks 96 HbA1c decreased by 1.0%,

0.9% resp.

STOP-TYPE II DIABETES
(Chiasson et al., 2002)

A 100 3.2 years 1368 RR ¼ 0.75, P ¼ 0.0015

EDIT (Holman et al., 2003;

Scheen, 2007)

A

M

50

500

6 years

6 years

631

631

RR ¼ 0.81, P ¼ 0.81

RR ¼ 0.81, P ¼ 0.94

CDPS (Yang et al., 2001) A 50 3 years 261 RR ¼ 0.12, P ¼ 0.00001

(Coniff et al., 1995) A, T, A/T 200 24 weeks 290 HbA1c decreased by

0.54%, 0.93%, 1.32%

resp.

A, acarbose; M, metformin; S, sulfonylureas; I, insulin; G, glyburide; T, tolbutamide; RR, relative risk of developing diabetes versus placebo.
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Acarbose is expected to be useful in treatment of insulin-dependent
diabetes mellitus (IDDM) as well, but there has not been as much data on
IDDM published as there is for Type II diabetes. A few studies indicate
positive results, proving that acarbose helps smoothing out postprandial
glycemic fluctuations and preventing both hyperglycemia and hypogly-
cemia in insulin-treated patients having IDDM (Balfour and McTavish,
1993; Lebovitz, 1992). Reduction in the plasma glucose levels (0.1–1.1%)
and insulin requirements to 35% were reported (Balfour and McTavish,
1993). Two hundred and thirty-six patients with IDDM were treated in a
randomized double-blind study with acarbose 150–600 mg/day or pla-
cebo for 24 weeks along with usual insulin requirements. Such a treat-
ment reduced postprandial plasma glucose levels at roughly 3 mmol/L.
The study also showed that insulin requirements decreased by 3.5 IU/day
(Hollander and Coniff, 1991).
III. MIGLITOL

One of the widely used a-glucosidase inhibitors for treatment of Type II
diabetes is miglitol (C8H17NO5; IUPAC name (2R,3R,4R,5S)-1-(2-hydro-
xyethyl)-2-(hydroxymethyl)piperidine-3,4,5-triol; molecular weight
207.2). Miglitol is a second-generation a-glucosidase inhibitor derived
from 1-deoxynojirimycin, which is yet another a-glucosidase inhibitor
and is structurally similar to glucose (Fig. 2.1) (Tan, 1997). It is a white
to pale yellow powder and is soluble in water (Campbell et al., 2000).
Miglitol was approved by the U.S. Food and Drug Administration (FDA)
in 1996 as an additional therapy to diet alone therapy or diet plus sulfo-
nylurea therapy in patients with Type II diabetes. Miglitol’s story begins
with the successful attempts for identifying new compounds with inhibi-
tory properties, which initially resulted in the discovery of nojirimycin,
deoxynojirimycin, and their derivatives from various Bacillus and Strepto-
myces strains (Schmidt et al., 1979). During initial attempts, 1-deoxynojir-
imycin was successfully obtained (Schmidt et al., 1979); however, its
N-hydroxyethyl analog (miglitol) later proved to possess better inhibitory
activities. It is currently being manufactured by Bayer AG under the trade
name of GlysetÒ in USA and as DiastabolÒ in Europe. Miglitol is consid-
ered to be a good choice for the therapy of patients who have the relative
risk of developing hypoglycemia, weight gain, or lactic acidosis
(Campbell et al., 2000). It is observed to have the same efficacy as acarbose
at lesser dosages (50 and 100 mg tid). Miglitol therapy provides better
reduction on fasting and postprandial plasma glucose levels in patients in
comparison with sulfonylureas (Scott and Spencer, 2000), whereas vogli-
bose, another a-glucosidase inhibitor, could achieve reduction only for
postprandial glucose levels.
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A. Mechanism of action and pharmacokinetics

The mechanism of action of miglitol is very similar to that of acarbose;
it has strong binding affinity to digestive enzymes and, as a result, prevents
these enzymes from binding to complex carbohydrates thereby delaying
glucose absorption and resulting in reduction in postprandial plasma
levels. The difference to note is that miglitol is a competitive inhibitor of
digestive enzymes as a substitute for glucose, whereas acarbose functions
as a substitute for the starch and oligosaccharides. Miglitol shows inhibi-
tory action toward almost all the digestive enzymes present in the brush
border of small intestine with the following ranking order: sucrase > glu-
coamylase > isomaltase > lactase > trehalase, and some inhibitory activ-
ity toward a-amylase (Lembcke et al., 1985; Scott and Spencer, 2000).

Both acarbose and voglibose are not absorbed in the upper section of
upper intestine. Miglitol, however, is almost completely absorbed in the
small intestine (Scott and Spencer, 2000; Tan, 1997). The absorption of
miglitol is dose dependent, with 25 mg of miglitol rapidly and completely
absorbed. However, higher doses of up to 100 mg do not get fully
absorbed, and 95% of miglitol is excreted out of the system via urine
and feces almost unchanged. The amount excreted depends upon the
systemic absorption, and therefore on the dose administered. With the
lowest dose of 25 mg, almost 95% excretion is achieved, but with higher
dosages this amount drops. The half-life of miglitol in healthy volunteers
is 2–3 h for a less potent dose of 50 mg (Ahr et al., 1997; Campbell et al.,
2000; Scott and Spencer, 2000).
B. Biosynthesis and large-scale production of miglitol

Several efforts were put into achieving large-scale production of miglitol.
Unlike acarbose, large-scale production of miglitol involves a combina-
tion of biochemical and chemical syntheses.

As mentioned above, miglitol is an N-derivative of 1-deoxynojirimy-
cin which is obtained from D-glucose as a starting material. The formation
of miglitol from D-glucose is made possible by the ability of Glucanobactor
oxydans to regio- and stereoselectively oxidize polyol substrates (Schedel,
2000). This conversion from glucose to miglitol is a simple three-step
reaction using a highly selective enzyme, polyol dehydrogenase, which
essentially rules out the necessity of any protection group chemistry. The
first step carries out amination to obtain 1-amino-D-sorbitol through a
reduction reaction. 1-Amino-D-sorbitol thus obtained is then oxidized at
C5 by polyol dehydrogenase from Glucanobactor oxydans. Finally, ring
closure is achieved by reduction (Deppenmeier et al., 2002; Schedel,
2000) (Fig. 2.6).
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(Deppenmeier et al., 2002; Schedel, 2000).
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Miglitol requires 1-deoxynojirimycin as a precursor which can be
obtained via three different routes: extraction from plants such as the
mulberry tree, fermentation using various bacterial strains, and a com-
plete chemical synthesis. Industrially feasible production of miglitol was,
however, restricted by expensive purification steps or low yields. Hence,
a new approach was adopted in which a combination of biochemical and
chemical synthesis was employed (Schedel, 2000). In this approach,
D-glucose is converted to 1-amino-D-sorbitol by reduction with suitable
amines and hydrogen, with nickel as catalyst, and then further reaction of
products with appropriate acid esters (Kinast and Schedel, 1979). The
oxidation of 1-amino-D-sorbitol to 6-amino-L-sorbose is then carried out in
a fermenter using Gluconobacter oxydans grown at temperatures between 20
and 45 �C, preferably at room temperature andmaintaining the pHbetween
2.0 and 9.0. At this pH, 6-amino-L-sorbose is present in the medium as
piperidinose, which is reduced to 1-desoxy-nojirimycin in the presence of
inert solvents and by choosing the appropriate pH. After this, miglitol is
obtained by first centrifuging the biomass followed by clarification using
active charcoal. Next, separation of catalyst, evaporation of solvents, and
isolation of any remaining salts in the medium is carried out (Kinast
and Schedel, 1979). An important modification necessary in this process
is the addition of protection groups before feeding 1-amino-D-sorbitol to the
G. oxydans cultures and their subsequent removal before the ring-closure
reaction. This is necessary since1-amino-D-sorbitol is readily oxidized
by G. oxydans strains to form 3-hydroxy-2-hydroxymethyl-pyridine at
near-neutral pH as a result of spontaneous ring closure (Schedel, 2000).
C. Effect on hyperglycemia

As mentioned earlier, miglitol was approved as a monotherapy or as a
combination therapy with sulfonylureas in patients with Type II diabetes
along with dietary control. Various double-blind, randomized studies for
efficacy and safety of miglitol have been carried out on healthy volunteers
as well as on patients with Type II diabetes. When studied as
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monotherapy in patients for its efficacy and tolerability in comparison
with sulfonylureas, it was observed that small doses of miglitol are not as
effective as sulfonylureas. In a 1-year long, double-blind, randomized,
placebo-controlled trial, 411 elderly patients (age 60 or more) were split
into four groups wherein the first group received placebo, the second
group received miglitol at 25 mg (tid), the third received 50 mg miglitol
(tid), and the last received glyburide based on fasting glucose levels (once
daily). After a year, HbA1c levels were dropped by 0.49%, 0.4,%, and
0.92% for 25 mg miglitol, 50 mg miglitol, and glyburide groups, respec-
tively versus placebo (P < 0.05–0.01 vs. placebo) (Johnston et al., 1997).
Similar results were obtained when 100 patients were treated with either
glyburide or miglitol (47 and 49, respectively) for a total of 24 weeks,
where the administration of drug was 50 mg (tid) for miglitol for the first
6 weeks which was then raised to 100 mg (tid) for 18 weeks while for
glyburide the administered dose was 2.5 mg (tid) for 6 weeks raised to
5 mg (tid) for the rest of the study. After 24 weeks, HbA1c was reduced
from baseline by 0.78% for the miglitol group whereas it was reduced by
1.18% for glyburide, indicating it is more potent than miglitol in reducing
plasma glucose levels. When compared for postprandial glucose reduc-
tion, miglitol was observed to achieve similar decrease as glyburide after
breakfast; however, after lunch the effect was more pronounced for
miglitol with 57.6 mg/dL (P < 0.001 vs. placebo) as compared to only
36 mg/dL for glyburide (P <0.001 vs. placebo) (Pagano et al., 1995).

Another multicenter, double-blind, randomized, and placebo-con-
trolled study to determine the effect of miglitol treatment involved 192
patients who had been receiving sulfonylureas for at least 6 months prior
to the trial and the results were recorded after 8, 14, and 20 weeks from the
start of the study (Campbell et al., 2000; Johnston et al., 1994).After aplacebo
treatment for 6 weeks, the subjects were randomized into three groups
receiving 50 mgmiglitol (tid), 100 mg (tid) miglitol, or placebo. The result-
ing reduction in HbA1c was significant (P ¼ 0.0001) with 50 and 100mg of
miglitol treatment (0.49%and0.41%decrease, respectively) as compared to
placebo (treatment with sulfonylurea only), indicating an additive effect
due to combinational therapy. Weight increase was observed by 0.13 kg in
placebo, 0.55 kg with miglitol treatment of 50 mg, and 0.08 kg with 100 mg
(NS) miglitol treatment (Johnston et al., 1994). Similar rise in lowering
HbA1c was also observed in a study on patients receiving insulin therapy
(Escobar-Jimenez et al., 1995); it was also reported that requirement of
insulin in such patients dropped (Dimitriadis et al., 1991).

Miglitol has similar side effects as acarbose, such as diarrhea, flatu-
lence, and abdominal pain (Campbell et al., 2000; Johnston et al., 1994;
Scott and Spencer, 2000). All these side effects were dose dependent
and were subdued on continued therapy and resolved completely upon
stopping the treatment ( Johnston et al., 1994).
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IV. VOGLIBOSE

Voglibose, whose IUPAC name is 5-(1,3-dihydroxypropan-2-ylamino)-1-
(hydroxymethyl)cyclohexane-1,2,3,4-tetrol (C10H21NO7), is mainly used
as the antidiabetic drug in Asia and is sold under different trade names in
various countries. In India, it is sold by Ranbaxy Labs under the trade
name VolixÒ, whereas it is marketed under the name of BasenÒ in Japan.
It is synthesized from valiolamine, which is isolated from fermentation
broth of Streptomyces hydroscopicus subsp. limoneus (Matsuo et al., 1992).
Just like acarbose and miglitol, it falls in the category of a-glucosidase
inhibitors and inhibits competitively and reversibly glucoamylase,
sucrase, and isomaltase. While acarbose also weakly inhibits a-amylase,
voglibose has no inhibitory action toward a-amylases (Goke et al., 1995;
Horii et al., 1986). Various studies have proven that voglibose successfully
reduces plasma glucose levels, insulin, and C peptide postprandially in
a dose-dependent manner (Chen et al., 2006; Goke et al., 1995; Matsuo
et al., 1992).
A. Mechanism of action and pharmacokinetics

As observed in the case of acarbose, voglibose inhibits a-glucosidases in a
reversible and competitive manner and delays the complex carbohydrate
absorption resulting in decrease in hyperglycemia and hyperinsulinemia
(Chen et al., 2006; Vichayanrat et al., 2002). Its structure is similar to
oligosaccharides and other derivatives of starch and involves a valiola-
mine moiety connected to propanediol moiety with a nitrogen bridge
which plays an important role in the drug’s activity. Voglibose binds to
the digestive enzymes and as a result they fail to break it down due to this
nitrogen bridge. Its IC50 values toward porcine maltase and sucrase have
been evaluated and reported as 1.5 � 10–2 and 4.6 � 10–3 mM, respec-
tively (Chen et al., 2006). Valienamine derivatives were observed to have
lesser inhibition of porcine maltase and sucrase as compared to valiola-
mine derivatives. Although its chemical synthesis from glucose has
been described (Chen et al., 2006), its exact biosynthesis from valiol-
amine (obtained from S. hydroscopicus subsp. limoneus) is not completely
understood.
B. Effect on hyperglycemia

Voglibose (AO-128) is not as widely studied as acarbose, the latter being
the first representative a-glucosidase inhibitor. Despite that, several
groups have studied its effects on postprandial glucose levels and on
insulin and C-peptide content in patients with Type II diabetes. In general,
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voglibose has been found to significantly decrease the rapid rise in post-
prandial glucose. One of the early studies on voglibose efficiency and its
effects on digestive enzymes indicated up to 33-fold increased inhibition
of semipurified porcine small intestine disacchridases than acarbose
(Matsuo et al., 1992). It reduced blood glucose levels after administration
of maltose, sucrose, and starch but not upon administration of glucose,
fructose, and lactose, something that is in accordance with its mechanism
of action wherein it binds to enzymes which break down complex starch
and disaccharides into simple sugars. It also showed successful reduction
in plasma insulin and plasma glucose levels (Matsuo et al., 1992).
Although a-glucosidase inhibitors work based on the same mechanism
of delaying carbohydrate absorption and break down into simple sugars,
they have differences in their potency, probably due to differences in
their structure and affinity to digestive enzymes. While comparing the
efficacy and safety of acarbose and voglibose in 30 subjects, both were
observed to decrease 1-h postprandial blood glucose levels, from
224.9 � 42.8 to 206 � 38.9 mg/dL for voglibose, whereas the decrease
was 228.3 � 37.4 to 186.6 � 36.1 mg/dL for acarbose (Vichayanrat et al.,
2002). The quantity of the drug administered was different, with acarbose
treatment being 100 mg (tid) whereas for voglibose it was 0.2 mg (tid).
Abdominal discomfort and increased flatulence were observed in both
therapies; however, the effects were more pronounced in acarbose ther-
apy. Interestingly, while both therapies showed decrease in 1-h postpran-
dial blood glucose levels and rise in insulin levels, only acarbose showed
significant decrease in 2-h postprandial blood glucose levels (Vichayanrat
et al., 2002).

A recent double-blind study (Goke et al., 1995) treated 72 healthy
volunteers around 30 years of age and body mass of 75 kg with varying
dosage of voglibose (0.5, 1.0, 2.0, or 5.0 mg) or placebo. At the end of
7 days, blood glucose levels were at 10 mg/dL for the most potent dose
of voglibose. As for insulin, voglibose reduced the rise in its levels in a
dose-dependent manner: the highest reduction of 75% as compared to
placebo was achieved when 5 mg doses were administered to the
patients. It was also found to reduce gastric inhibitory polypeptide
(GIP) plasma concentrations up to 50%. Similar phenomena were
observed in the case of acarbose administration (Folsch et al., 1987);
thus, it is suggested that glucose absorption is necessary for GIP secre-
tion, the delay of which results in a decrease in GIP rise. At the same
time, it increased incretin hormone glucagon-like peptide 1 (GLP-1)
plasma concentrations in dose-dependent manner wherein a rise of 5
pmol/L was observed in the 5.0 mg dose on the 7th day (Goke et al.,
1995). In a study conducted in Japan for combination therapy of vogli-
bose with a thiazolidinedione (pioglitazone), 31 patients were separated
into two groups, of which 16 received 30 mg of thiazolidinedione and
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0.9 mg voglibose treatment whereas the rest were administered only
voglibose for 12 weeks. The results indicated increased reduction in the
plasma glucose levels in patients on the combination therapy of both the
drugs (Abe et al., 2007).
V. ANTHOCYANINS

Various polyphenols such as flavonoids have demonstrated numerous
health benefits, especially in the treatment of obesity and diabetes. It is
interesting that natural compounds can be addressing the issue of obesity
and diabetes in more than one way, such as digestive enzyme inhibition,
induction of apoptosis in adipose tissue, etc. (Nelson-Dooley et al., 2005).
Anthocyanins, a subgroup of flavonoids, are water-soluble plant pig-
ments responsible for the blue, purple, and red color of many plant
tissues. In plants they provide some important functions such as UV
protection, signaling, antimicrobial activities, etc. In the past two decades,
they have received great attention worldwide due to their potential and
proven health benefits in humans, such as anti-inflammatory, anticancer,
antiobesity and antidiabetic properties (Yan et al., 2008). They occur
primarily as glycosides of their respective aglycon anthocyanidin chro-
mophores (Prior and Wu, 2006). The sugar moiety is mainly attached at
the 3-position on the C-ring or the 5, 7-positions on the A-ring. Glucose
(glc), galactose (gal), arabinose (arab), rhamnose (rham), and xylose (xyl)
are the most common sugars that are bonded to anthocyanidins in the
form of mono-, di-, or trisacchrides except for the 3-deoxyanthocyanidins
such as luteolinidin and apigeninidin in sorghum (Wu and Prior, 2005).

About 17 anthocyanidins, the aglycon forms of anthocyanins, are found
in nature, whereas only 6 of them, cyanidin (Cy), delphinidin (Dp), petu-
nidin (Pt), peonidin (Pn), pelargonidin (Pg), and malvidin (Mv), are ubiq-
uitously distributed (Fig. 2.7). The differences in chemical structure of these
six common anthocyanidins occur at the 30 and 50 positions of the B-ring.
The sugar moieties may also be acylated by a range of aromatic or aliphatic
acids. Over 600 naturally occurring anthocyanins are known to be present
(Anderson, 2002) and they vary in (1) the number and position of hydroxyl
and methoxyl groups on the basic anthocyanidin skeleton; (2) The identity,
number, and positions at which the sugars are attached; and (3) The extent
of sugar acylation and the identity of the acylating agent.
A. Anthocyanin metabolism

Anthocyanidin glycosides are hydrolyzed by the intestinal microflora
within 20 min to 2 h after consumption, depending on the sugar moiety
(Keppler and Humpf, 2005). Due to the high instability of the released
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anthocyanidin aglycones at neutral pH, primary phenolic degradation
products are detected within 20 min of incubation. Further metabolism of
the phenolic acids is accompanied by demethylation. Such anthocyanin
metabolites, derived from anthocyaninmetabolism, may be responsible for
the observed antioxidant activities and other physiological effects in vivo.
Moreover, anthocyanins have low bioavailability and therefore are unlikely
to provide protection at the cellular level. For example, a large proportion
of the ingested polyphenols taken from berries is not taken up in to the
circulation but instead passes through the upper gastrointestinal tract (GIT)
to the large intestine where polyphenols may be biotransformed or broken
down by the indigenous microflora (McDougall and Stewart, 2005). Due to
the complexity of phenolic composition, it is hard to determine the exact
nature of the compounds that are actually generated from anthocyanins.
Labeled anthocyanins are thus necessary to determine the degraded com-
pounds that are generated from anthocyanins (Prior and Wu, 2006).

Biotransformation enzymes involved in the pathway may include
UDP-glucuronosyl transferase, UDP-glucose dehydrogenase, or cate-
chol-O-methyltransferase (COMT), which are located in the small intes-
tine, liver, or kidney. Depending on the chemical structure, anthocyanins
could exist mainly in their native forms or as metabolites in blood and
urine, whereas most other flavonoids are generally recovered as metabo-
lites (Prior andWu, 2006). Glucuronidation has been demonstrated to be a
major chemical modification of anthocyanins. However, the extent of
glucuronidation is significantly affected by the type of aglycone, substitu-
tion pattern, and amount of anthocyanins consumed (Wu et al., 2005).
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Anthocyanins have shown significant antiobesity and antidiabetic
effects. More specifically, anthocyanin-rich foods have been shown to
lead to a 24% decrease in weight gain in mice and decreased lipid accu-
mulation in the liver, including a significant decrease in liver triacylgly-
cerol concentration (Prior and Wu, 2006). Moreover, it was shown that
anthocyanins enhance adipocytokine secretion and upregulate adipocyte-
specific gene expression through AMP activated protein kinase activation
(Ghosh, 2005). Anthocyanins from Cornelian cherries (Cornus mas) such
as Cy-3-glc, Dp-3-glc, Cy-3-gal, and Pg-3-gal stimulate insulin secretion
from rodent pancreatic beta-cells. Pg-3-gal, and its aglycone, Pg, caused a
1.4-fold increase in insulin secretion. The rest of the anthocyanins tested
had only marginal effects on insulin ( Jayaprakasam et al., 2005).
B. Novel production technique

The variety of their biological roles has drawn much attention to antho-
cyanins, something that necessitates the development of methodologies
for their efficient production. Anthocyanins are most commonly extracted
as mixtures from plants or plant waste. However, due to the low antho-
cyanin concentration in planta, abundant natural resources are required
for large-scale production. To resolve this problem, certain plants have
been genetically engineered by increasing the activity of anthocyanin
biosynthetic enzymes. However, the existence of competing pathways
in plants complicates the substantial increase of content of specific antho-
cyanin compounds (Liu et al., 2002). For that reason, blocking of compet-
ing pathways had to be implemented in order to further increase its
content (Yu et al., 2003). Plant cultivation also depends heavily on envi-
ronmental, seasonal, and geological conditions. Therefore, consistent
quality and quantity of plant resources could present a rate-limiting
step to large-scale production. In the downstream processing line, antho-
cyanin extraction and purification is also inefficient due to the contami-
nation of numerous plant small molecules and the loss of products due to
processing conditions (Wang and Murphy, 1996).

In addition to extraction from plants, anthocyanins have already been
known to be produced by plant cell cultures like Vitis hybrids, Haplopappus
gracilis, and Daucus carota. However, plant cell cultures are not always a
straightforward approach for meeting market needs due to several pro-
blems involved with the fermentation process. For example, plant cells
tend to form aggregates that influence anthocyanin culture productivity
since cells within aggregates are not adequately exposed to lighting
required to induce anthocyanin biosynthesis. For example, formation of
phenylalanine ammonia lyase (PAL), a key enzyme in the biosynthetic
pathway, is promoted primarily by UV, particularly those of the UV-B
region (Wellmann, 1975). Other enzymes in the pathway, particularly
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those of the anthocyanin biosynthetic branch, appear to be regulated
in part by UV and in part by phytochrome-activating wavelengths
(700–800 nm) (Meyer et al., 2002). In that respect, irradiance becomes a
limiting factor to productivity (Hall and Yeoman, 1986). Also, the average
light dosage is reduced or insufficient within a dense cell culture since the
cell wall composition selectively restricts certain wavelengths (Smith and
Spomer, 1995).

As a result of some of the limitations mentioned with the current
production methodologies, anthocyanins are becoming attractive targets
for fermentation production fromwell-characterized microbial hosts such
as Escherichia coli (Yan et al., 2005). In general, flavonoid production in
recombinant microorganisms is advantageous because the cloned path-
way(s) are under microbial promoters and therefore the production is
independent of light or other regulatory elements (such as the MYB
transcription factors) required by plants. In addition, E. coli and S. cerevi-
siae cultures can achieve higher yields than plant cell cultures because of
their better duplication times. In addition, no plant peroxidases are pres-
ent in bacteria and yeast and therefore the ‘‘browning effect’’ problem is
significantly reduced. Browning effect refers to the formation of a brown
color in plant anthocyanin extracts as a result of a two-step process. First,
anthocyanins are oxidized by plant polyphenol oxidases present in the
plant extract. Second, the oxidized anthocyanins undergo condensation
and form brown pigments, which are usually undesired by the food
industry. A simplified extraction procedure is another advantage of
using microbial production platforms over plant crops or cultures. Since
anthocyanins are not naturally produced in microbial hosts, a much less
complicated matrix of products is generated through the heterologous
expression of pathways that lead to specific product targets. This mini-
mizes the downstream processing required for purification of the target
molecules.

Engineering microorganisms for the production of anthocyanins has
been facilitated by the discovery of the core metabolic pathway leading
to their production. This biosynthetic pathway begins with chalcones
leading to flavanone, dihydroflavonol, anthocyanidin, and finally antho-
cyanin (Fig. 2.8). Recently, E. coli was engineered to produce anthocya-
nins (Yan et al., 2005). To achieve this goal, the flavanone pathway was
bypassed by supplemental feeding of flavanones into E. coli JM109
strain carrying a gene assembly which consisted of M. domestica
F3H (flavanone 30-hydroxylase), A. andraeanum DFR (dihydroflavonol
4-reductase), ANS (anthocyanin synthase) from M. domestica, and a
PGT8 from P. hybrida. Upon heterologous expression of these genes in
E. coli and feeding glucose supplemented cultures with the flavanones
naringenin or eriodictyol, their corresponding anthocyanins pelargoni-
din 3-O-glucoside and cyanidin 3-O-glucoside were obtained in the
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FIGURE 2.8 Biosynthesis of anthocyanins in E. coli (Yan et al., 2008; Yan et al., 2005).
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culture and their biosynthesis confirmed by high-performance liquid
chromatography (HPLC) and mass spectrometry (MS) analyses (Yan
et al., 2005). The product levels obtained from such system were low,
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however, due to various systemic constraints. Some of the limitations in
this production system were found to include the instability of the final
anthocyanin molecules at normal pH, the intracellular availability of
UDP-glucose, and the substrate specificity of ANS. Hence, several strate-
gies were employed to overcome these barriers: (1) The culture medium
pH was adjusted to pH 5.0 for enhanced stability of anthocyanins; (2) A
translational fusion protein between ANS and 3GT (flavonoid 3-O-gluco-
syltransferase) was created in order to duplicate the possible multien-
zyme system in the plant cell; (3) The native E. coli metabolic network
was manipulated by overexpressions and deletions in order to improve
the intracellular UDP-glucose pool along with other cofactors necessary
for ANS activity; (4) Catechin, rather than flavanones were employed as
the precursor anthocyanin metabolites (Yan et al., 2008). As a result of
these optimization efforts, the volumetric production of pelargonidin 3-O-
glucoside and cyanidin 3-O-glucoside was increased several fold. More
specifically, the development of a two-step fermentation strategy in
which first high biomass of E. coli was obtained in rich medium which
was next transferred into minimal media at pH 5.0 during which period
anthocyanins were produced resulted in a volumetric production of
38.9 mg/L of cyanidin 3-O-glucoside. Creation of the fusion protein
3GT-ANS boosted the production even further by 16% to approximately
45 mg/L. Combined implementation of coexpression of the two enzymes
involved in the conversion of glucose 6 phosphate to UDP-glucose, dele-
tion of UDP-glucose-consuming metabolic reactions, and fermentation
media optimization resulted in a further increase in anthocyanin
production to a final volumetric yield of approximately 75 mg/L (Yan
et al., 2008). Recently, the metabolism of E. coli was successfully manipu-
lated toward the production of anthocyanins through the introduction of
novel carbon assimilation pathways and the attenuation of several gene
targets in order to increase the availability of UDP-glucose. With these
genetic and metabolic engineering strategies, the recombinant production
of anthocyanins has reached up to 113 mg/L (Leonard et al., 2008).
C. Mechanism of action

Recent studies on classes of polyphenols such as anthocyanins and ella-
gitannins have shown that they have pathophysiological properties such
as antioxidant and antihypertensive activities and have also demon-
strated the inhibition of lipid oxidation (Matsui et al., 2001a). More specif-
ically, anthocyanins inhibit a-glucosidase activity and can reduce blood
glucose levels after starch-rich meals. In general, polyphenolic extracts
from a number of plants have been shown to be effective inhibitors of
intestinal a-glucosidase/maltase activity (Matsui et al., 2001b) with Ki

values in the same range as other inhibitors such as the previously
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described acarbose and voglibose (Toeller, 1994). From the various
polyphenols, it has been shown that a-glucosidase activity in vitro is signif-
icantly inhibited by anthocyanin-rich extracts of blueberry and blackcur-
rant which contain a small proportion of acylated anthocyanins
(McDougall et al., 2005). The inhibitory effects of anthocyanins depend on
their structure. Acylated anthocyanins are more potent a-glucosidase
inhibitors than deacylated anthocyanins. Acylated anthocyanins from
Clitoria ternatea flowers (Terahara et al., 1996) and acylated anthocyanins
from storage roots of purple sweet potato, Ipomoea batatas (Terahara et al.,
1996, 1999), have shown inhibitory effects on a-glucosidase activity thus
lowering the glucose absorbtion. Three deacylated anthocyanins isolated
from the red flowers of the morning glory, Pharbitis nil cv. Scarlett O’Hara
(SOA), and the storage roots of the purple sweet potato, I. batatas cv.
Ayamurasaki (YGM), with different aglycons of pelargonidin(Pg), cyani-
din (Cy), and peonidin (Pn) have been shown experimentally to have a
lower inhibitory effect than acylated extracts. Inhibitory activities of these
deacylated anthocyanins are decreased by a factor of l/70–1/90 compared
to their acylated forms. The enhanced inhibition exhibited by acylated
anthocyanins over their deacylated forms (Matsui et al., 2001a) perhaps
reflects the enhanced stability of the acylated anthocyanins at intestinal
pH but such differences in effectiveness may not be particularly relevant
when 200 mg of anthocyanins are available from a single portion of
berries (Clifford, 2000). Ellagitannins also inhibit a-amylase activity and
there is potential for synergistic effects on starch degradation after inges-
tion of berries such as raspberries and strawberries, which contain sub-
stantial amounts of ellagitannins and anthocyanins (McDougall and
Stewart, 2005). Finally, anthocyanins have been shown to directly induce
secretion of insulin from pancreatic cells in ex vivo assays (Jayaprakasam
et al., 2005), but this effect may be marginal in vivo because of the low
serum bioavailability of anthocyanins. The mechanism of a-glucosidase
inhibition action by anthocyanins is not fully understood but one
can assume that the inhibition, like that of acarbose, is competitive and
results from the structural similarity between the normal substrate malt-
ose and the glucosyl groups b-linked to the anthocyanin which bind to
the active site but are not hydrolyzed. Structure–activity relationshipswith
respect to the aglycone and the attached sugars are still notwell understood.
Various other anthocyanin-rich plant extracts have been studied and they
have shown different degree of a-glucosidase inhibition. Table 2.3 sum-
marizes the different anthocyanin-rich plant extracts that have been tested
for their potential therapeutic properties against Type II diabetes through
inhibition of alpha-glucosidase. The order of a-glucosidase is SOA> BOC>
YGM > ternatin, with SOA extract showing the strongest a-glucosidase
inhibitory activity with an IC50 value of 0.22 mg/mL (Matsui et al., 2001b)
(Table 2.4).



TABLE 2.3 Anthocyanin extracts from various plants (Keppler and Humpf, 2005)

Scientific name English name Abbreviation

Clitoria ternatea L. flower Butterfly pea Ternatin
Ipomoea batatas L. root Sweet potato YGM

Brassica oleracea L. leaf Cabbage BOC

Paphanus sativus L. root Radish RPS

Dioscorea alata L. tuber Yam DOA

Pisum sativum L. pod Pea PSP

Sambucus nigra L. berry Elderberry SNB

Fatsia japonica L. berry skin – FJB

Rubas loganbaccus berry Boysenberry RLB
Pharbitis nil cv. Scarlett O’ Hara flower Morning glory SOA

Houttuynia cordata Thunb. Leaf – HCT

Zea mays L. seed coat Corn ZML

TABLE 2.4 a-Glucosidase inhibitions by two active anthocyanins extract (Matsui et al.,

2001b)

Extract

IC50 (mg/mL)

Free

a-glucosidase
Immobilized

a-glucosidase a-Amylase

SOA 0.35 0.17 0.43

YGM 0.36 0.26 0.61

Green tea 0.23 0.22 –
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These anthocyanin extracts have also been shown to inhibit both free and
immobilized a-glucosidase. Among the extracts, SOA (IC50 ¼ 0.35mg/mL)
andYGM(IC50¼ 0.36mg/mL) are sufficient a-glucosidase inhibitors, being
comparable to green tea extract (IC50= 0.23mg/mL) (Table 2.4). In addition,
these extractswere tested for their inhibitory potential against sucrase: none
of them inhibited sucrase whereas green tea extract did inhibit sucrase
activity (Matsui et al., 2001b). a-glucosidase inhibitory activities of all the
isolated anthocyanins are 5 times higher than that of the natural inhibitor,
D-xylose (IC50=1190 mM). Among them, SOA-4 possessed the most potent
activity as shown by an IC50 value of 60 mM, and their inhibitory behavior is
in the order of SOA-4 > SOA-6 >YGM-3 =YGM-6 (Table 2.5). The inhibitory
effects when comparedwith therapeutic a-glucosidase inhibitors like Acar-
bose and Voglibose, is very less. But a daily intake of the extracts as food
helps to keep a moderate plasma blood glucose control. Thus anthocyanins
have a great potential as therapeutic drugs for diabetes.



TABLE 2.5 iAGH inhibitory activities of isolated acylated anthocyanins,

D-Xylose and therapeutic drugs voglibose and acarbose

Compound

IC50 value

mM mg/mL

SOA-4 60 0.081

SOA-6 107 0.128

YGM-3 193 0.239

YGM-6 200 0.245

D-Xylose 1190 0.1785 mg/mL

Voglibose 0.0055 0.0015�10-3mg/mL
Acarbose 0.426 0.275�10-3mg/mL
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VI. PINE BARK EXTRACT

Pycnogenol is the patented trade name for the water extract of French
maritime Pine bark (Pinus pinaster) extract that is rich in polyphenols
(Markham and Porter, 1973), and it has recently been demonstrated to
have various biological and health beneficial effects (Sanbongi et al., 1997).
Pycnogenol contains oligomeric proanthocyanidins as well as other bio-
flavonoids like catechin, epicatechin, phenolic fruit acids (such as ferulic
acid and caffeic acid), and taxifolin. Procyanidins are oligometric cate-
chins found at high concentrations in red wine, grapes, cocoa, cranberries,
and apples.

Among others, pycnogenol has been reported to display antidiabetic
effects (Liu et al., 2004a). Supplementation with 100 mg Pycnogenol for
3 months significantly lowered blood glucose levels compared to placebo,
and improved endothelial function was observed in patients with Type II
diabetes. The glucose lowering effect was dose dependent and not accom-
panied by an increase in insulin secretion (Liu et al., 2004b).

Among others, it is believed that the antidiabetic effect of Pycnogenol
is due to its digestive enzyme inhibitory activity. The digestive enzyme
inhibitory activity of Pycnogenol is comparable to that of green tea
catechin extracts and to acarbose (Schafer and Hogger, 2007). Its IC50

(5.34 mg/mL) is about four times lower than that of green tea extract,
which has an IC50 of 19.74 mg/mL. Acarbose had a 190 times lower ability
to inhibit a-glucosidase than the pine bark extract (Table 2.6).

Experiments were carried out to determine which of the monomeric
polyphenolic compounds in the extract fractions of Pycnogenol were
responsible for the inhibitory activity toward a-glucosidase (Schafer and



TABLE 2.6 Comparison of inhibitory effects of pycnogenol

(Schafer and Hogger, 2007)

Compound IC50 (mg/mL)

Acarbose 1010 � 210

(þ) Catechin 52.14 � 20.3

Pycnogenol 5.34 � 0.91
Green tea extract 19.74 � 1.8
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Hogger, 2007). Only (þ)-catechin and procyanidins were shown to inhibit
a-glucosidase, whereas the other compounds such as ferulic acid,
(–)-epicatechin, gallic acid, 4-hydroxybenzoic acid, caffeic acid, protoca-
techuic acid, sinapic acid, and (�) taxifolin did not demonstrate any
inhibitory activity. The activity of Pycnogenol toward a-glucosidase
increases with the degree of polymerization of procyanidins (Schafer
and Hogger, 2007). In addition to alpha-glucosidase, pine bark extract
has shown competitive inhibition against human salivary and porcine
pancreas a-amylases as well (Kim et al., 2005).

Pine bark extract is found to be very stable under thermal conditions
and comparatively stable under acidic conditions. Thus, pine bark extract
is easier to handle during processing or manufacturing steps and remains
stable when exposed to the human digestive tract.
VII. OTHER EXTRACTS OF PLANT ORIGIN

As mentioned, various plant extracts harbor the promise of potential
Type II diabetes treatment through different mechanisms, with inhibition
of digestive enzymes being the most prominent. However, in most cases,
the active substance(s) of many of these extracts have not been found.
In addition, lots of information related to their therapeutic potential is
anecdotal or indirect or still limited to animal studies. Broadly, we have
classified plant extracts into two groups, one composed of plant extracts
with known active compounds, and the other where the active com-
pounds are unknown, although positive inhibitory effects on digestive
enzymes have been reported. A number of such plants and their active
component (when known) are provided in Table 2.7.
A. Known active compounds

Momordica charantia: Momordica charantia known as bittermelon or bitter-
gourd belongs to the family of Cucurbitaceae. Cultivated fruits of Momor-
dica charantia are widely used to treat diabetes in Asia and Australia.



TABLE 2.7 Traditional antidiabetic plants with active substance

Plants Active part of plants Active substance

Activity

demonstrated in References

Momordica

Charantia

Fruits and seeds Charantin, alkaloids Alloxan-induced
diabetic rats

Fernandes et al.
(2007)

Phyllanthus

Reticulatus

Leaves Terpenoids glycosides Aloxan-induced

diabetic mice

Kumar et al.

(2008)

Panax Ginseng Roots, berry, leaves Ginsenosides Diabetic mice Xie et al. (2005)

Zea mays (purple

corn)

Kernel Anthocyanins Rats Jones (2005)

Trigonella

foenumgraecum

Seeds Trigonelline (alkaloid) Alloxan-induced

diabetic mice

Vijayakumar

et al. (2005)
Ipomoea batatas Purple fleshed sweet

potato

Acylated anthocyanins,

caffeoylsophorose

Sprague Dawley

Rats

Matsui et al.

(2004), Suda

et al. (2003)

Lens esculenta Seeds Condensed tannins

(polyphenols)

In vitro Quesada et al.

(1996)

Theobroma cacao Seeds Condensed tannins

(polyphenols)

In vitro Quesada et al.

(1996)

Cephalotaxus

sinensis

Leaves Epigenin, epigenin
glycoside

Streptozotocin-
induced diabetic

rats

Li et al. (2007)

Feculae bombycis Unknown 1-Deoxynojirimycin

(DNJ)

Wistar rats Zhu et al. (2005)

(continued)



TABLE 2.7 (continued )

Plants Active part of plants Active substance

Activity

demonstrated in References

Curcuma longa Unknown Natural curcumin,

demethoxycurcumin

In vitro Du et al. (2006)

Bauhinia forficate Leaves Kaempferitrin Alloxan-induced

diabetic rats

de Sousa et al.

(2004)
Syzygium

zeylanicum

Leaves Polyphenols In vitro Mai et al. (2007)

Cleistocalyx

operculatus

Leaves Polyphenols In vitro Mai et al. (2007)

Careya arborea Leaves Polyphenols In vitro Mai et al. (2007)

Horsfieldia

amygdalina

Leaves Polyphenols In vitro Mai et al. (2007)

Aconitum

carmichaeli

Root Aconitan A
(polysaccharide)

Diabetic mice Konno et al.

(1985a)

Allium cepa Bulb Alkyldisulfides Diabetic rabbits Augusti (1974)

Allium sativum Bulb Alkyldisulfides Healty rabbits Jain et al. (1973)

Blighia sapida Fruit Hypoglycins IDDM and Type II

diabetes patients

Bressler et al.

(1969)

Catharanthus

roseus

Leaf Hypoglycins IDDM and Type II

diabetes patients

Bressler et al.

(1969)

Cyamopsis

tetragonolobus

Seed and pod Alkaloids Healthy rats Farnsworth and
Segelman

(1971), Peters

(1957)
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Vaccinium

myrtillus

Leaf Neomyrtillin Diabetic humans Allen (1927)

Tecoma stans Leaf Saccharan C,

characterized alkaloid

Diabetic mice,

diabetic rabbit

Hammouda and

Amer (1966),

Hammouda

and

Khalafallah

(1971)
Saccharum

officinarum

Stalk Quiquefolans Diabetic mice Takahashi et al.

(1985)

Momordica foetida Ariel Uncharacterized

glycosides and

alkaloids

Type II diabetes

patients

Olaniyi (1975)

Galega officinalis Leaf Guanidine Diabetic mice Hermann (1973)

Ficus bengalensis Stem bark Bengalenoside(

glycoside)

Diabetic mice Brahmachari and

Augusti (1964)
Ephedra distachya Aerial Eleutherans Diabetic mice Konno et al.

(1985b)

Ganoderma

lucidum

Fruit body Uncharacterized

glycoside

Healthy rodents Hikino et al.

(1985)

Lupines termis Seed Quinolizidine alkaloids Alloxan-induced

diabetic mice

Mishkinsky et al.

(1974)

Cinnamomum

cassia

Bark of tree Procyanidin type-A

polymers

Clinical trials Chase and

McQueen
(2007)55
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Despite their bitter taste, they are often included in regular diet due to
their prophylactic properties. The fruit and its extract have been introduced
in Europe as alternatives to conventional treatments for non-insulin-
dependent diabetes mellitus. Charantin, a mixture of glycosides, mainly
b-sitosterol-D-glucoside and stigmadine glucoside, is the active substance
responsible for the fruit’s hypoglycemic action (Fernandes et al., 2007).
It has been shown that the hypoglycemic effect is mediated through (1)
suppression of the key hepatic gluconeogenic enzymes glucose-6-phospha-
tase and fructose-1,6-bisphosphatase, and (2) an accelerated rate of glucose
metabolism through the pentose phosphate pathway (Jain et al., 1973). Fifty
milliliters of the aqueous extract of the plant reduced glucose concentration
of diabetic patients by 20% within 1 h. The above results have been shown
in healthy and alloxan-induced diabetic animals. Ethanolic extracts of
M. charantia showed an antihyperglycemic as well as hypoglycemic effect
in normal and streptozotocin (STZ) induced diabetic rats by decreasing
blood sugar by 23% and 27%, respectively (Shibib et al., 1993).

Allium sativum: Garlic, scientifically known as Allium sativum, is a
perennial herb cultivated throughout India and is commonly used as a
food ingredient. It has long been used as dietary supplement for tradi-
tional treatment of diabetes in Asia, Europe, and the Middle East.
Concentrated plant extracts exerted a weak hypoglycemic effect in
healthy and alloxan-induced diabetic animals and healthy humans. Fast-
ing glucose levels were lowered and oral glucose tolerance was improved
by 7–18% within 1–2 h after oral administration of aqueous and ethanolic
extracts of garlic at doses of 10 g extract/kg body weight. This effect has
been attributed to the volatile oils allyl propyl disulfide and diallyl disul-
fide oxide (Jain et al., 1973). S-Allyl cystiene (SACS), precursor of allicin
and garlic oil, is a sulfur-containing amino acid. It is isolated from garlic
extract and pharmacokinetic studies show its rapid absorption in the
gastrointestinal tract and high bioavailability after oral administration
(Wagman and Nuss, 2001). Oral administration of SACS to alloxan-
diabetic rats for 1 month ameliorated glucose intolerance and resulted
in weight loss and depletion of liver glycogen in diabetic rats in compari-
son to glibenclamide and insulin-treated animals. SACS also stimulated
in vitro insulin secretion from b cells isolated from rats ( Jain et al., 1973).

Panax Ginseng: Ginseng, often described as the ‘‘king herb,’’ holds an
important position in traditional Oriental medicine in many countries.
This highly valued plant is currently cultivated in China, Korea, Japan,
Russia, the United States, and Canada. Of the several species of ginseng,
the root of the Asian and American varieties (Panax ginseng) is a popular
dietary supplement in the United States.

Historical records on traditional medicinal systems reveal that ginseng
root was used to treat diabetes. Research on the effects of treatment with
ginseng root on blood sugar levels started early last century. Between
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1921 and 1932, Japanese scientists reported that ginseng root decreased
baseline blood glucose and reduced hyperglycemia caused by adrenaline
or high concentration glucose administration. Ginseng root has since been
used to treat patients with diabetes. Results of in vitro studies, animal
experiments, and clinical trials strongly support the claim that ginseng
root possesses antidiabetic properties (Xie et al., 2005). The root of the
ginseng plant is constituted of organic (80–90%) and inorganic substances
(approximately 10%) and consists of a number of active constituents, such
as saponins or ginsenosides, carbohydrates (including polysaccharides),
nitrogenous substances, amino acids, peptides, phytosterol, essential oils,
organic acids, vitamins, and minerals. Of these, the extract fractions con-
taining ginsenosides and polysaccharides have demonstrated hypoglyce-
mic activity, with ginsenosides being the principal bioactive constituents
of ginseng (Xie et al., 2005). Ginsenoside content is in the order leaf >
berry > root. Ginsenosides are classified as protopanaxatriol (Rg1, Rg2,
Rg3, Re, and Rf) and protopanaxadiol (Rb1, Rb2, Rc, and Rd). Among
these, ginsenoside Re has demonstrated significant antihyperglycemic
effect as well as reduction of serum insulin levels in fed or fasting mice
(Attele et al., 2002). Ginsing berry extract exhibited significantly more
potent antidiabetic effects than the root extract. The difference in ginseno-
side Re content between root and berry extracts may account for the
difference in their pharmacological effects. Ginseng might mediate its
antidiabetic actions through a variety of mechanisms, including actions
on the insulin-secreting pancreatic b-cells and the target tissues that take
up glucose. Ginseng treatment increased insulin release from pancreatic
b-cells, which is probably caused by increased b-cell stimulation and
increased insulin synthesis. Furthermore, the effect of ginsenoside Re in
reducing expression of enzymes involved in lipid metabolism could be
beneficial in diabetes (Xie et al., 2005).

Moreover, Asian ginseng root extracts administered to alloxan-treated
diabetic mouse models decreased blood glucose levels significantly.
Complex components in the carbohydrate fraction of ginseng root extract,
including different panaxans A, B, C, D, E, panaxans I, J, K, L, and
panaxans Q, R, S, T, U also demonstrated hypoglycemic properties in
normal and alloxan-induced hyperglycemic mice. Similar to Asian gin-
seng, three constituents obtained from the water extracts of American
ginseng root, viz. quinquefolans A, B, and C, displayed hypoglycemic
actions in normal and hyperglycemic mice. Clinical trials have also
reported antihyperglycemic activity when a single dose of 3 g American
ginseng root was administered in both nondiabetic and Type II diabetic
individuals.

Trigonella foenumgraecum (fenugreek): The seeds of T. foenumgraecum
are widely recommended for patients with diabetes. More specifically,
fenugreek seed extracts (FSE) have been shown to significantly improve



58 Amruta Bedekar et al.
glucose homeostatis in alloxan-induced diabetic mice by effectively low-
ering blood glucose levels (Jain et al., 1973; Vijayakumar et al., 2005). The
hypoglycemic activity has been attributed to an uncharacterized alkaloid
termed trigonelline, although other possible hypoglycemic agents such as
nicotinic acid have been isolated from the seeds (Bailey and Day, 1989).

Glucose uptake, facilitated by translocation of glucose transporters
from an intracellular site to the plasma membrane, is the rate-limiting
step in hyperglycemic conditions. FSE induces a rapid, dose-dependent
stimulatory effect on cellular glucose uptake by activating cellular
responses that lead to glucose transporter’s translocation to the cell sur-
face (Jain et al., 1973). Moreover, a novel amino acid (4-hydroxyisoleucine)
extracted and purified from fenugreek seeds has shown an increase in
glucose-induced insulin release in both rats and humans (Grover et al.,
2002; Vijayakumar et al., 2005).

Ipomoea batatas: This is a trialing herb cultivated for its succulent
tuberous roots. Oral administration of I. batatas reduces hyperinsulinemia
in Zucker fatty rats by 23%, 26%, 60%, and 50% after 3, 4, 6, and 8 weeks,
respectively. In addition, inhibition of blood glucose level after glucose
loading was observed after 7 weeks of treatment along with regranulation
of pancreatic beta cells and reduction in insulin resistance (Kusano and
Abe, 2000; Matsui et al., 2004; Suda et al., 2003). Hypolipidemic activity has
also been described (Kusano and Abe, 2000). Acylated anthocyanins are
the active substances isolated from I. batatas and are responsible for its
hypoglycemic action.

Cinnamomum cassia (cinnamon): Cinnamon is a common spice that has
recently gained attention as a possible treatment for diabetes. Historically,
cinnamon has been used medicinally for loss of appetite and dyspeptic
complaints. The two major types of cinnamon are from the bark of
different but related trees (Chase and McQueen, 2007): (1) Cinnamomum
verum, also known as Cinnamomum zeylanicum, is true cinnamon,
(2) C. cassia, also known as Cinnamomum aromaticum, Chinese cinnamon,
cassia cinnamon, and bastard cinnamon, is commonly used as a spice.
This more easily available species is also the type used medicinally. Little
is known about the mechanism of action and activities of cinnamon.
C. cassia is thought to have more insulin-stimulating properties than
true cinnamon (Verspohl et al., 2005). The active compounds responsible
for the insulin-like activity of cinnamon are believed to be procyanidin
type-A polymers (Anderson et al., 2004); these compounds have been
shown to promote insulin receptor autophosphorylation, increasing insu-
lin sensitivity (Anderson et al., 2004; Imparl-Radosevich et al., 1998). It has
been shown that a quarter of a teaspoonful of cinnamon taken twice a day
by patients with diabetes lowers blood sugar by an average of 18–29%,
triglycerides by 23– 30%, LDL cholesterol by 7– 27%, and total cholesterol
by 12–26% (Khan et al., 2003).
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Cinnamon may have the potential to become a common adjunct to
diabetes treatment. Relative safety, low cost, and potential efficacy make
cinnamon a viable option for patients interested in using more natural
therapies.
B. Unknown active compounds

Agaricus bisporous (common edible mushroom): It is considered a useful
dietary adjunct for diabetes in Europe, and a hypoglycemic effect has
been shown in streptozocin (STZ) induced diabetic mice. More specifi-
cally, A. bisporous consumption improved insulin sensitivity in diabetic
mice and a lectin from this mushroom stimulated insulin release by
isolated islets of healthy rats (Swanston-Flatt et al., 1989).

Aloe vera: It is a native of North Africa and is also cultivated in Turkey
and drier parts of India. Aloe species have been commonly used for
centuries as laxatives and for their anti-inflammatory and antitumor
activities. Moreover Aloe vera extracts from leaf pulp and leaf gel have
shown significant antidiabetic activity (Okyar et al., 2001). Extracts of aloe
gum effectively increased glucose tolerance in both normal and diabetic
rats (Ghannam et al., 1986). Chronic but not single administration of the
exudate of the leaves of Aloe barbadensis (500 mg/kg PO) showed signifi-
cant hypoglycemic effect in alloxan-diabetic mice. However, single as
well as chronic administration of the bitter principle (5 mg/kg IP) showed
significant hypoglycemic effect in the same model. The hypoglycemic
effect of single dose of the bitter principle was extended over a period
of 24 h with maximum hypoglycemia observed at 8 h, while chronic
administration (exudate twice daily and the bitter principle once a day
for 4 days) showed maximum reduction in plasma glucose level on the
5th day (Grover et al., 2002). Hypoglycemic effect of aloe and its bitter
principle is mediated through stimulation of synthesis and/or release of
insulin from the b-cells of langerhans. Additionally, both Aloe vera and
Aloe gibberellins (over a dose range of 2–100 mg/kg) inhibit inflammation
in a dose-response manner and improve wound healing in STZ diabetic
mice. The dried sap of the plant (half a teaspoonful daily for 4–14 weeks)
has shown significant hypoglycemic effect both clinically as well as
experimentally.

Sclerocarya birrea: Popularly known as a Cider tree, it is a South African
medicinal plant. The stem bark, roots, and leaves of the plant have been
reported to possess medicinal and other properties in addition to the
nutritional values of the fruits and seeds of the plant. In southern and
some other parts of Africa, the stem bark, roots, and leaves of S. birrea are
used for the treatment of diabetes mellitus. The plant’s aqueous extract
like chlorpropamide (a sulfonylurea antidiabetic agent) produced signifi-
cant reductions in the blood glucose levels of the fasted normal and fasted
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STZ-treated diabetic rats. The hypoglycemic effects of S. birrea stem bark
aqueous extract therefore appear to be mediated via a mechanism that is
similar to that of chlorpropamide, a sulfonylurea antidiabetic drug
(Ojewole, 2004). S. birrea has been widely reported to contain many
chemical compounds, including coumarins, terpenoids, flavonoids, tan-
nins, b-sitosterol, oils, organic acids, and inorganic substances. At present,
the exact chemical constituents of the plant’s stem bark aqueous extract
that is specifically responsible for the antidiabetic activity of the plant
remain speculative.

Tinospora cordifolia: It is found in Asia and is widely used in Ayurveda
as tonic, vitalizer, and as a remedy for diabetes mellitus and metabolic
disorders. Diabetic rats with mild (plasma sugar¼ 180 mg/dL), moderate
(plasma sugar ¼ 280 mg/dL), and severe (plasma sugar ¼ 400 mg/dL)
diabetes, respectively, showed maximum hypoglycemia after being
administered the aqueous extract of T. cordifolia for 15 weeks. The func-
tional status of the pancreatic b-cells influences the hypoglycemic effect,
and a significant reduction in blood glucose, increase in body weight,
total hemoglobin, and hepatic hexokinase in alloxanized diabetic rats is
observed by its oral administration (Stanely et al., 2000). Thus, the plant
has a potential to be used as an antidiabetic drug, but further research is
required in order to identify its active substance and the mechanism of
action.

Eucalyptus globules: It is a lofty tree of about 90 m in height and is
grown in various parts of India. Aqueous extract (0.5 gm/L) of eucalyptus
increases peripheral glucose utilization in the mouse abdominal muscle
and stepwise enhancement of insulin secretion from the clonal pancreatic
b-cell line by 70–160% (Gray and Flatt, 1998). Administration of E. globulus
leaves in the diet of normal rats (6.25%, w/w) for 12 days did not result in
hypoglycemia. In addition, STZ administration to these pretreated rats
did not produce hyperglycemia. Pretreated rats have also shown less
polydypsia and body weight loss. (Swanston-Flatt et al., 1989).

The various plants having antidiabetic properties but where the active
components are yet unknown are summarized in Table 2.8.
VIII. METFORMIN

The history of diabetes mellitus is replete with many therapies, nearly all,
including insulin, first given without any knowledge of a mechanism of
action. In medieval times, a prescription ofGalega officinalis, also known as
Goat’s rue, the French lilac, or Italian fitch, was given to cure diabetes
mellitus. It has also been used as galactogogue in cows. The active ingre-
dient in the French lilac that produced the lowering of blood glucose was
shown to be galegine or isoamylene guanidine (Cusi and DeFronzo, 1998;



TABLE 2.8 Traditional antidiabetic plants with hypoglycemic effects

Plants Active part of the plant Activity demonstrated in Reference

Sclerocarya birrea Stem bark Diabetic mice Ojewole (2004)

Aconitum

carmichaeli

Root Streptozotocin-induced d abetic mice Liou et al. (2006)

Pine bark Bark Rats Kim et al. (2005)

Clitoria ternatea Flower In vitro Matsui et al. (2001b)

Brassica oleracea Leaf In vitro Matsui et al. (2001b)

Pisum sativum Pod In vitro Matsui et al. (2001b)

Dioscorea alata Tuber In vitro Matsui et al. (2001b)

Pharbitis nil cv. Flower In vitro Matsui et al. (2001b)

Enicostemma

littorale

Aqueous extract

(whole plant)

Alloxan-induced diabetic ice Maroo et al. (2002)

Commelina

communis

Dried leaves, stem Male ICR mice Youn et al. (2004)

Potentilla fulgens Tap roots Alloxan-induced diabetic ice Syiem et al. (2002)

Helichrysum

graveolens

Capitulums Streptozotocin-induced d abetic rat Aslan et al. (2007)

Agaricus bisporas Mushrooms Streptozocin-induced dia etic rats Swanston-Flatt et al.

(1989)

Coriandrum

sativum

Seeds Streptozocin-induced dia etic mice Sharaf et al. (1963)

Juniperus

communis

Berries Streptozocin-induced dia etic mice Swanston-Flatt et al.

(1990)
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TABLE 2.8 (continued )

Plants Active part of the plant Activity demonstrated in Reference

Opuntia

streptacantha

Stems Type II diabetes patients, alloxan-induced

diabetic rabbits

Ibanez-Camacho et al.

(1983)

Tinospora

cordifolia

Aqueous extract Alloxan-induced diabetic rats Swanston-Flatt et al.

(1990)

Phaseolus vulgaris Pods Alloxan-induced diabetic rats Sharaf et al. (1963)

Aloe vera Ariel Type II diabetes patients, alloxan-induced

diabetic mice

Ghannam et al. (1986)

Coprinus comatus Fruit body Healthy rats and mice Lelley (1983)
Eucalyptus

globules

Leaf Diabetic mice Swanston-Flatt et al.

(1990)

Salvia

lavandulifolia

Flower Diabetic rabbits Jimenez et al. (1986)

Teucrium

oliverianum

Aerial Diabetic mice Ajabnoor et al. (1984)

Lythrum salicaria Aerial Healthy rabbits Torres and Suarez

(1980)
Cuminum nigram Seeds Diabetic rabbits Akhtar and Ali (1985)
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Witters, 2001). The guanidine agent’s hypoglycemic activity for lowering
of blood glucose levels was demonstrated from the mistaken notion that
the tetany of hypoparathyroidism was due to the production of increased
guanidine following parathyroidectomy (Watanabe, 1918). Though gua-
nidine and certain derivatives are too toxic for the treatment of diabetes
mellitus, the biguanides (two linked guanidine rings) have proved useful
and became commercially available for diabetes therapy in the 1950s.

Phenformin and buformin, both belonging to the biguanide class,
were withdrawn from the pharmacopoeia in the early 1970s due to the
emergence of frequent lactic acidosis and increased cardiac mortality.
Metformin, a less lipophilic biguanide, proved safer and has been in use
in Europe since the 1950s. The U.S. FDA approved the drug Metformin
on December 30, 1994. It is indicated for the treatment of Type II diabetes
as an adjunct to diet and exercise, either as a single oral agent or
in combination with sulfonylureas, a-glucosidase inhibitors, or insulin.
An extended-release (XR) formulation was approved in October 2000, and
combination products containingmetformin and glyburide, rosiglitazone,
or glipizide have since been approved (Goodarzi and Bryer-Ash, 2005).

Metformin has been marketed under different trade names such as
GlucophageÒ, RiometÒ, FortametÒ, Glumetza,Ò and DiabexÒ. In the past
few years, it has become the most popular anti diabetic drug in USA and
is one of the two oral antidiabetics in the World Health Organization
Model list of Essential Medicines. The chemical composition of metformin
is N,N-dimethyl imido dicarbonimidic diamide (C4H11N5). Due to its
structure, metformin becomes polar and less soluble in lipids. The structure
of metformin is shown in Fig. 2.1.
A. Mechanism of action

The blood-glucose-normalizing component of this drug is its biguanide
structure; however, the exact mechanism of metformin’s action is not
completely understood. Its main blood-glucose-lowering activity appears
to be primarily through suppression of hepatic glucose output (Einhorn
et al., 2000; Jones et al., 2003). Metformin reduces gluconeogenesis by
0.6 mg/kg per min, in effect leading to a 75% reduction in hepatic glucose
output.

Metformin does not induce hypoglycemia when used by nondiabetic
patients (Karam et al., 1975). It has little or no effect on gastrointestinal
glucose absorption. Glucoregulatory actions of metformin occur at the
liver to reduce glucose output and at the peripheral tissues to augment
glucose uptake, chiefly in muscle (McIntyre et al., 1991) although this has
not been confirmed by all investigators (Fendri et al., 1993). Clinical trials
show that metformin monotherapy in patients with Type II diabetes
mellitus reduces fasting plasma glucose by 3–4 mmol/L and hemoglobin
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A1c (HbA1c) by 1.5–2% while the failure to metformin therapy occurs
with approximately the same frequency (about 5–10% per year) as with
sulfonylureas (U.K. prospective diabetes study 16, 1995).

A variety of possible mechanisms elucidating metformin’s inhibition
of glucogenesis, which includes phosphorylation of the insulin receptor
and insulin receptor substrate-2 have been proposed; inhibition of key
enzymes like phosphoenolpyruvate carboxykinase, fructose-1,6-bispho-
sphatase, and glucose-6-phosphatase; and activation of pyruvate kinase
(Gunton et al., 2003). Moreover, depolarization of the hepatocyte mem-
brane and inhibition of mitochondrial respiration by metformin have
been speculated as other possible mechanisms (Lutz et al., 2001; Detaille
et al., 2002). Recent studies performed in metformin-treated rats showed
adenosine monophosphate activated protein kinase (AMPK) activation,
accompanied by an inhibition of lipogenesis, and a modest stimulation of
skeletal muscle glucose uptake (Gunton et al., 2003). However, metformin
does not lead to AMPK activation in vitro, indicating that it activates the
kinase indirectly (Witters, 2001).
B. Pharmacokinetics and other effects

In addition to its actions on glucose metabolism, several other metabolic
effects of metformin have been known, with beneficial effect on patients
with typical Type II diabetic. Administration of metformin has resulted in
either modest weight reduction or stability of weight, while patients taking
sulfonylurea, thiazolidinedione (TZD), or insulin therapy have observed an
increase in weight. A number of beneficial effects relating to the cardiovas-
cular profile of the patients have been reported, which include lowering of
total cholesterol, low-density lipoprotein (LDL) cholesterol, and triglycer-
ides (DeFronzo and Goodman, 1995). An additional, possibly beneficial,
effect of metformin supplementation is the improvement of endothelium-
dependent vasodilation, reduction of fibrinogen levels, and increase activ-
ity of the fibrinolytic system. Reduced levels of C-reactive protein have also
been associated with metformin therapy (Goodarzi and Bryer-Ash, 2005).
C. Adverse effects

The most frequently encountered adverse effects of metformin therapy
are gastrointestinal in nature. Abdominal discomfort, anorexia, or diar-
rhea initially affect about one-fifth of patients. Fortunately, these effects
are minimized when metformin is administered with meals and with
gradual dosage titration, and generally necessitate discontinuation of
the drug in less than 5% of patients (Goodarzi and Bryer-Ash, 2005;
Krentz et al., 1994). Other adverse effects are few, including a metallic
taste, reduction in serum B12 levels, and cholestatic jaundice (Goodarzi
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and Bryer-Ash, 2005). Moreover, hypoglycemia has been reported when
metformin is used in combination therapy. Combination therapy of the
a-glucosidase inhibitor acarbose and metformin causes a significant
reduction in bioavailability and peak plasma levels of metformin, though
the HbA1c levels are improved (Scheen et al., 1994).

Lactic acidosis is another adverse effect associated with biguanide
treatment, which leads to respiratory distress and nonspecific abdominal
pain. Action of biguanides on nonoxidative glucose metabolism results in
accelerated conversion of pyruvate to both lactate and acetyl CoA, leading
to the above effect. However, the incidence of lactic acidosis with metfor-
min is very low and has been estimated at 1 case per 30,000 patient per
year (Goodarzi and Bryer-Ash, 2005).
D. Metformin in combination therapy

In recent years, there has been a lot of focus ondeveloping new antidia-
betic drugs in which metformin has been combined with other antidia-
betic agents to give an overall improved effect in diabetic patients. Much
data have been published regarding the combination therapy of metfor-
min and there are drugs available in the market based on this therapy.

Metforminwith sulfonylureas: Combination ofmetforminwith sulfony-
lureas has been frequently used anddoes not generally result inweight gain
(DeFronzo and Goodman, 1995). Conversely, sulfonylureas may be added
when glycemic control is suboptimal with metformin alone. Most patients
remainonmaximaldosageof sulfonylureawhenmetformin is addedorvice
versa. Dosage titration should be gradual, because the tendency of sulfony-
lureas to cause hypoglycemia may resurface whenmetformin is added.

MetforminwithRepaglinide:Combinedmetforminandrepaglinide ther-
apy exhibits enhanced glycemic control over monotherapy with metformin
or repaglinide in subjects with poorly controlled Type II diabetes mellitus.
Repaglinide plus metformin therapy showed greater reductions in HbA1c

and fasting glucose levels than observed in nateglinide plus metformin.
Metformin with Pioglitazone: Studies have been conducted where the

combined effect of pioglitazone with metformin has been observed.
Patients attained greater reduction in fasting plasma glucose and HbA1c

levels as well as greater improvements in triglycerides and HDL choles-
terol (Einhorn et al., 2000). The dosage given was 30 mg daily, which
indicates a very useful combination therapy.

Metformin with Rosiglitazone: Combination of rosiglitazone and met-
formin has consistently shown improved glycemic control over metfor-
min monotherapy along with better insulin sensitivity and b-cell function
(Jones et al., 2003). The adverse effects associated with combination ther-
apy are low and comparable to the metformin monotherapy, thereby
increasing its therapeutic importance (Table 2.9).



TABLE 2.9 Currently available formulations containing metformin

Formulation Brand names Available doses (mg)

Metformin GLUCOPHAGEÒ 500, 850, 1000
Metformin XR GLUCOPHAGEÒ

XR

500, 750

Glyburide/metformin GLUCOVANCEÒ 1.25/500, 2.5/500,

5/500

Glipizide/metformin METAGLIPÒ 2.5/500, 5/500

Rosiglitazone/

metformin

AVADAMENTÒ 1/500, 2/500, 4/500,

2/1000, 4/1000
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In this chapter, the biosynthetic pathways of Bacillus intracellular

signaling peptides, Enterococcus pheromones, Bacillus subtilis com-

petence pheromones, and cyclic peptide signals from Staphylococ-

cus and other bacteria are covered. With the increasing prevalence

of the cyclic peptide signals in diverse Gram-positive bacteria, a

focus on this biosynthetic mechanism and variations on the theme

are discussed. Due to the importance of peptide systems in

pathogenesis, there is emerging interest in quorum-quenching

approaches for therapeutic intervention. The quenching strategies

that have successfully blocked signal biosynthesis are also covered.

As peptide signaling systems continue to be discovered, there is a

growing need to understand the details of these communication

mechanisms. This information will provide insight on how Gram-

positives coordinate cellular events and aid strategies to target

these pathways for infection treatments.
I. INTRODUCTION

There is growing appreciation that bacteria are social creatures. Most
representative organisms under investigation have evolved a system to
coordinate regulatory events by communicating with neighbors using
signaling molecules. This social behavior allows the bacterial population
to invest energy in cellular processes only at the appropriate time, usually
when a neighboring population has reached a critical mass or ‘‘quorum’’
for a specific response (Camilli and Bassler, 2006; Parsek and Greenberg,
2005; Waters and Bassler, 2005). Thus, this type of communication has
been coined ‘‘quorum-sensing’’ for the cell density dependence of the
regulatory events that ensue. For a pathogen, this coordinated activity can
have benefits, allowing the invader to fly under the radar of an immune
system until the opportune time to produce virulence factors and over-
whelm host defenses. Similarly for symbiotic bacteria, communicating
with neighbors allows bacteria to synchronize an important cellular
response with the host that facilitates the cooperative lifestyle.

In general, the signaling molecules used for quorum-sensing in Gram-
negative bacteria are predominantly small chemicals. The best known
class of these signals is the acyl-homoserine lactones, although more
divergent signal chemistry continues to be discovered. Many excellent
reviews are available on the Gram-negative quorum-sensing mechanisms
and the reader is referred to these articles formore information (Fuqua and
Greenberg, 2002; Fuqua et al., 2001). In contrast, Gram-positive bacteria
prefer to communicatewith signals that are based on short peptides. These
peptide signals, sometimes called ‘‘autoinducing peptides,’’ can be
secreted as unmodified structures or they can be the target of diverse
posttranslational modifications (Fig. 4.1).
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Among the Gram-positive peptide signals, there is a surprising
amount of chemical variation. The simplest of these signals are the
unmodified, linear peptides that are secreted by many Gram-positives.
Some of the best known examples of this signal class are the Bacillus
peptide signals, the competence peptide of Streptococcus pneumoniae, and
the Enterococcus pheromones. An emerging class of peptide signals are the
cyclic lactones and thiolactones produced by Staphylococcus, Enterococcus,
and many other genera of Gram-positives. Finally, some peptide signals
are the subject of more complex posttranslational modification, such as
the Bacillus subtilis competence pheromones.

Among the peptide signals, there is surprising diversity and complexity
within the biosynthetic pathways. For theGram-negatives, acyl-homoserine
lactones are freely permeable across membranes, making the production of
these signals dependent on usually one enzyme and otherwise simplistic.
However, the Gram-positive peptides are not permeable and thus are the
subject ofmore complex biosynthesis and exportmechanisms.Although the
peptide signals are ribosomally generated, there is considerable diversity
within the pathways to achieve the functional, extracellular end product.
This area of research is constantly evolving as new details are being eluci-
dated. At this time, three general mechanisms of biosynthesis and export
have emerged and most of the peptide signals fall into one of these three
groupings (Fig. 4.2). In this review, the three biosynthetic pathways of the
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signaling peptides will be covered in detail. Although the Enterococcus
pheromones mediate conjugation and not a typical quorum-sensing
response, the unusual features of their biosynthetic pathway warrant
attention and are covered herein. Due to the growing importance of the
cyclic peptide systems, there is a focus on the paradigm biosynthetic
pathways of the Staphylococcus aureus autoinducing peptides. Emerging
information about quorum-quenching approaches and peptide signals
from other Gram positives are also discussed.
II. BACILLUS INTRACELLULAR SIGNALING PEPTIDES

Peptide-mediated regulation is an important part of the spore-forming
Bacillus lifestyle. Many critical cellular events, such as competence, spore
formation, and virulence factor expression are all under the control of
these intracellular acting regulatory peptides. Similar to the Enterococcus
pheromones, Bacillus signaling peptides are exported out of the cell and
then are reimported through an oligopeptide permease to perform an
intracellular regulatory function (Fig. 4.2A). The active form of these
FIGURE 4.2 Comparison of peptide signal biosynthetic pathways in Gram positives.

(A) The biosynthesis of intracellular acting peptides in Bacillus. The active region is

usually on the C-terminus of the precursor peptide, and the leader is a standard signal

sequence (SS). Following Sec secretion, the precursor is processed outside the cell by

extracellular proteases. (B) The biosynthesis of Enterococcus pheromones. The

precursor has a Type II signal sequence and a long lipoprotein C-terminal tail (not drawn

to scale). Type II signal peptidase (SpII) removes the lipoprotein tail, and an integral

membrane peptidase (Eep) removes the N-terminal leader (SS-II). In some cases, extra-

cellular processing also occurs. (C) The biosynthesis of cyclic peptide signals. The

precursor has an amphipathic leader and a charged C-terminal tail. The tail is removed

by an AgrB-like membrane endopeptidase, and the leader is removed by Type I signal

peptidase (SpI). AgrB is proposed to also catalyze the ring formation and export of the

AIP signal.
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peptides is a linear segment of unmodified amino acids, usually five to
seven residues in length. The signaling peptides are chromosomally
encoded and expressed as polypeptide precursors of about 40–45 amino
acids. The precursors have an amino-terminal leader with a signal pepti-
dase cleavage site, and the business end is located at the C-terminal
region. For most of the regulatory peptides, the active form is the last
five residues of the C-terminal region, but in some cases, such as PhrE of
B. subtilis, the active form is located internally in the region.
A. B. subtilis CSF

Perhaps the best studied of the Bacillus intracellular acting signaling
peptides is CSF (PhrC), named for its ability to stimulate competence
and sporulation. CSF is a five-residue, unmodified peptide that is
encoded in the phrC gene and is expressed as a 40-amino acid precursor.
The active form of CSF is reimported through an oligopeptide permease
and the peptide exerts its regulatory action inside the cell (Fig. 4.3). The
CSF regulatory functions have been described in detail elsewhere andwill
not be covered here (Lazazzera, 2001; Lazazzera et al., 1997). More
recently, important details of the biosynthetic pathway leading to func-
tional CSF peptide have been investigated. The N-terminal leader of the
PhrC polypeptide precursor has all the features of a standard signal
sequence, including a consensus AXA cleavage site for Type I signal
peptidase. Surprisingly, attempts to demonstrate that signal peptidase is
required for processing through genetic and biochemical approaches
have not been successful (Stephenson et al., 2003). The reason for the
lack of processing is not clear. Signal peptidase is an essential enzyme
and there are five encoded on the B. subtilis chromosome, making genetic
analysis of this function challenging. Additionally, kinetic studies have
demonstrated that signal peptidase enzymes process peptides ineffi-
ciently unless the substrate is presented in a manner more similar to
actual secretion (Stein et al., 2000).

Following export of the PhrC propeptide into the extracellular envi-
ronment, the propeptide has to be processed into the active pentapeptide
form of CSF. In recent studies by Lanigan-Gerdes et al. (2007), protease
inhibitor profiling, localization studies, and regulatory tests demonstrated
that the processing enzyme was an extracellular serine protease under
sigma-H control. The subtilisin, Epr, and Vpr proteases meet these criteria
and purified subtilisin and Vpr processed the propeptide into functional
CSF signal. Further mutational analysis of the propeptide residues in
the –1 to –5 location from the CSF cleavage site demonstrated that
these residues are critical for extracellular processing (Lanigan-Gerdes
et al., 2008).
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B. Bacillus cereus PapR

Additional examples of intracellular acting peptides among the Bacillus
species continue to be discovered. Perhaps the most notable example is
the PapR peptide from B. cereus. The functional form of PapR is a linear,
unmodified heptapeptide that is derived from a 48-residue precursor
(Bouillaut et al., 2008). After import through an oligopeptide permease,
PapR activates the PlcR global transcriptional regulator and induces
virulence gene expression (Slamti and Lereclus, 2002). The biosynthetic
pathway shows similarity to B. subtilis CSF and related Phr peptides. The
PapR N-terminal leader looks like a signal sequence that facilitates
Sec secretion, and following cleavage, a 27-residue propeptide is released
into the extracellular environment. Synthetic versions of this propeptide
activate gene expression, supporting the release of this sequence (Slamti
and Lereclus, 2002). However, oligopeptide permeases prefer shorter
peptide segments and, coupled with the known active form of PapR as
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a heptapeptide, extracelluar processing is necessary to remove the leader
on the propeptide. Recently, Pomerantsev and colleagues identified the
NprB protease as having a role in processing the 27-residue propeptide
into the active form of PapR (Pomerantsev et al., 2009). In support of this
finding, exogenous addition of the propeptide cannot complement an
nprB mutant, while the active form of PapR was functional. Interestingly,
the nprB gene is flanking the plcR-papR region on the B. cereus chromo-
some, suggesting that this molecular arrangement may be informative for
future identification of signaling peptides.

At this time, the CSF and PapR-like peptide signals appear limited to
the species of Bacillus. Challenges have precluded the discovery of
additional intracellular acting peptides of this class. For instance, the
biosynthetic mechanism is performed entirely by housekeeping func-
tions, such as the Sec system, signal peptidase, and a variety of extracel-
lular proteases. None of these functions has unique qualities making the
potential for bioinformatic discovery of new regulatory peptides difficult.
Also, the target protein encoded next to the propeptide gene, such as the
plcR gene flanking papR, is not conserved among the Bacillus peptide
signals, limiting its utility as a mining tool. There have been proposals
that mutations in the oligopeptide permease (Opp) could be a means for
detecting functional, intracellular acting peptides, and Opp mutants have
phenotypes in some Gram positives (Lazazzera, 2001). However, many
Gram positives have two or more of these permease systems, making this
approach to uncovering new peptides less straightforward.
III. ENTEROCOCCUS PHEROMONES

Another well-known peptide signaling system is the regulation of
Enterococcus faecalis plasmid conjugation using pheromones. Like other
Gram-positive peptide systems, this mechanism relies on the accumula-
tion of a pheromone peptide that activates a response, in this case the
assembly of the conjugation machinery to transfer a plasmid from a donor
cell to a recipient. Unlike other peptide systems, the threshold peptide
concentration cannot be reached when only a donor cell is around.
Recipient cells without plasmid must be present for enough activating
pheromone to be produced. This control is mediated by plasmid-encoded
inhibitory peptides which resemble the activating pheromones but func-
tion to inhibit their activity. Additional cell-bound proteins decrease
pheromone levels produced by donor strains (Buttaro et al., 2000;
Hedberg et al., 1996), maintaining the tight regulatory control. This design
prevents the energy-intensive assembly of the conjugative apparatus until
a plasmid-free recipient cell is present. For more detailed information on
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the regulation of this system, the reader is referred to comprehensive
reviews (Chandler and Dunny, 2004; Dunny, 2007).

A number of studies have investigated the biosynthetic mechanism of
the E. faecalis activating and inhibitory pheromones. Interestingly, the
pheromones themselves are encoded within the N-terminal signal
sequences of lipoproteins (Clewell et al., 2000). The first step of phero-
mone synthesis occurs when these lipoproteins are transported across
the membrane and cleaved by Type II signal peptidase (Fig. 4.2B). This
enzyme cleaves at the N-terminal side of a cysteine residue in the leader to
allow lipid modification at the cysteine side chain. The released peptide
consists of the 12–16 N-terminal residues that correspond to the signal
sequence and another seven- to eight-residue pheromone. For one phero-
mone precursor, cCF10p, the signal peptidase cleavage also leaves three
residues on the C-terminal end of the final pheromone product, which are
later removed by an unknown carboxy exopeptidase mechanism
(Antiporta and Dunny, 2002).

The integral membrane protease, named Eep for enhanced expression
of pheromone, mediates the second cleavage in the pheromone precursor
(An et al., 1999). The second cut occurs at the N-terminal leader to release
the peptide from the rest of the signal sequence. Eep belongs to a class of
metalloproteases capable of carrying out regulated intramembrane prote-
olysis (RIP). These proteases cleave at transmembrane segments within
the cell membrane and are conserved from bacteria to humans (Brown
et al., 2000). Studies using truncated pheromone peptides lacking the
attached lipoprotein demonstrated that the signal sequences alone serve
as substrates for Eep, suggesting that Eep cleavage occurs after signal
peptidase II (Chandler andDunny, 2008). This sequence of events coincides
with other RIP systems in which intramembrane proteolysis follows an
initial cleavage by another protease. Production of inhibitory peptides of
the pheromone system occurs via a similar mechanism. These inhibitory
peptides, which are encoded on the conjugatable plasmids, consist of only
an N-terminal signal sequence and the active peptide region without the
C-terminal lipoprotein domain (Clewell et al., 2000). The inhibitory peptides
are cleaved by Eep and released from the cell in a manner thought to be
similar to the activating pheromones (An and Clewell, 2002).
IV. S. AUREUS AUTOINDUCING PEPTIDES

A. The agr system and AIP signal

The accessory gene regulator (agr) system serves as the quorum-sensing
system in S. aureus and is a major regulator of virulence factor production.
Activation of agr results in the upregulation of many genes, most notably
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secreted virulence factors, while also downregulating production of many
surface proteins (Novick and Geisinger, 2008). Not surprisingly, the agr
locus has been demonstrated to be important for pathogenesis in
numerous animal models of infection (Abdelnour et al., 1993; Bubeck
Wardenburg et al., 2007a,b).

The agr locus consists of two divergent transcripts controlled by the P2
and P3 promoters. P2 drives transcription of a four-gene operon
(agrBDCA) whose products are involved in the production (agrBD) and
sensing (agrCA) of the quorum-sensing signal autoinducing peptide
(AIP). P3 activates transcription of RNAIII, a 514-nucleotide regulatory
RNA which acts as the effector molecule to upregulate and downregulate
agr-controlled genes (Dunman et al., 2001; Novick et al., 1993). Extracellu-
lar AIP is detected by histidine kinase, AgrC, which is localized to the cell
surface and acts in concert with AgrA to form a two-component sensory
system. AIP binding activates AgrC to phosphorylate AgrA, and the
activated AgrA proceeds to induce the P2 and P3 promoters (Koenig
et al., 2004), leading to autoinduction of the system and production of
RNAIII effector. The mechanism of AIP sensing by AgrC and the agr
regulatory effects is an active area of research and beyond the scope of
this review, and the reader is referred elsewhere for more information
(Lyon and Novick, 2004; Novick and Geisinger, 2008).

The AIP signal itself is a seven- to nine-residue peptide with the
C-terminal five residues wrapped into an unusual cyclic thiolactone
(Fig. 4.1C). In the ring structure, the cysteine side chain is directly linked
to the carboxylic acid moiety on the C-terminal residue. Among
Staphylococcal species, the cysteine residue is conserved except in
S. intermedius where it is replaced with a serine, resulting in lactone ring
formation (Ti et al., 2005; Kalkum et al., 2003). Not surprisingly, the
cysteine (or serine in the case of S. intermedius) is essential for AIP biosyn-
thesis (Thoendel and Horswill, 2009).

Among S. aureus stains, there are four classes of AIP signals that fall
into three cross inhibitory groups (Jarraud et al., 2000; Ji et al., 1997). These
signals all share the same five-residue thiolactone ring with a short
N-terminal extension, but the actual amino acids in the signal are diver-
gent. The inhibitory activity comes into play when two different agr types
are in close proximity. The AIP of one strain, such as AIP Type I (AIP-I),
will interfere with the function of AgrC on the opposing S. aureus cell by
competing for the receptor. The inhibition is surprisingly effective with
near-equal affinity for both activating and inhibiting receptors, and
the mechanism has been coined ‘‘agr interference’’ (Ji et al., 1997). Why
S. aureus has evolved this mechanism is unknown, although fitness tests
suggest that the producing strain has a competitive advantage (Fleming
et al., 2006). Exploiting this interferencemechanismhasbeenuseful inquench-
ing the agr response and blocking S. aureus infection (Wright et al., 2005).
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To simplify coverage of the biosynthetic pathway, hereafter only the Type I
class of AIP molecule will be discussed unless otherwise stated.
B. AgrD and AgrB properties

The process of transforming the propeptide encoded by agrD into the
functional AIP molecule is surprisingly complex. The propeptide has to
be cleaved two times, cyclized to generate the thiolactone ring, and
exported. Production of AIP begins with the synthesis of AgrD, the
propeptide that is processed into the final, functional AIP signal. AgrD
is a 46-amino acid peptide consisting of three distinct regions. The
N-terminal leader forms an amphipathic helix, the middle segment
encodes the final AIP sequence, while the C-terminal tail is highly
charged and more conserved than the first two segments. Studies on the
amphipathic helix domain have demonstrated that its role is to target
the AgrD propeptide to the cell membrane (Zhang et al., 2004). Removal of
the N-terminal helix prevents association with the membrane, while
swapping the native helix with a different amphipathic helix preserves
the function of AgrD. It is important to stress that the N-terminal region is
not a signal sequence, and replacing the region with a prototype Sec
signal peptide blocked AIP production (Zhang et al., 2004).

Continuing with AgrD, the middle segment consists of eight residues
that make up the final AIP molecule, while the C-terminal domain is
composed of 14 residues, many of which are negatively charged. The
role of the C-terminal tail in AIP production remains to be fully deter-
mined and has been an active area of investigation. Experiments in our
laboratory have demonstrated that the terminal four residues are dispens-
able, but the remaining 10 are essential for optimal AIP production
(Thoendel and Horswill, 2009). Of note, glutamate 34 and leucine
41 play important roles in the tail’s function, as replacing either of
these residues prevents AgrD cleavage and AIP production. We have
hypothesized that the C-terminal region interacts with AgrB, facilitating
orientation of the peptide for cleavage.

AgrB is a 22-kDa integral membrane endopeptidase (Qiu et al., 2005;
Thoendel and Horswill, 2009). PhoA mapping studies indicate that the
enzyme contains six transmembrane helices with the N and C-terminal
ends located in the cytoplasm (Zhang et al., 2002). One known role of
AgrB is the removal of the AgrD C-terminal tail. Two residues, histidine
77 and cysteine 84, have been shown to be essential for AgrB peptidase
activity, suggesting that AgrB acts as a cysteine endoprotease despite a
lack of homology to known proteases (Qiu et al., 2005). Both of the
catalytic residues are predicted to be exposed to the cytoplasmic face
(Zhang et al., 2002), indicating that cleavage of the AgrD C-terminal
domain occurs in the cytoplasm. To date there are no reports of a tertiary
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or quaternary structure of AgrB, in large part due to the difficulty of
overexpressing and purifying integral membrane proteins. Studies of
this nature would be useful in examining the proposed role of AgrB as a
possible transport protein for AIP secretion.
C. AIP biosynthetic mechanism

The detailed mechanism of how AgrD is processed into AIP remains an
active area of investigation. Figure 4.4 provides a summary of a proposed
model for the sequence of AgrD processing and how the AIP thiolactone
structure might be formed (Thoendel and Horswill, 2009). Initially, the
AgrD propeptide associates with the cytoplasmic membrane via its
amphipathic N-terminal helix (Step 1). AgrB then interacts with AgrD
and removes the C-terminal region of AgrD by carrying out a nucleophilic
attack with the essential cysteine (C84) residue (Step 2). The nature of this
initial interaction remains unclear; however, it is interesting to note that
the cytoplasmic loop portions of AgrB contain numerous positively
charge residues, while the C-terminal portion of AgrD is highly nega-
tively charged, suggesting a potential charge–charge interaction. The
cleavage reaction creates an intermediate in which the N-terminal leader
and AIP regions of AgrD are covalently linked to the AgrB cysteine
residue (C84) via a thioester bond. Following formation of this intermedi-
ate, the AgrD cysteine (C28) within the AIP region attacks the activated
AgrD
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FIGURE 4.4 Schematic of AIP biosynthesis in S. aureus. Step 1: the AgrD N-terminal

amphipathic helix associates with the cytoplasmic membrane. Step 2: the

endopeptidase activity of AgrB removes the C-terminal tail of AgrD. Step 3: the

remaining AgrD peptide fragment (N-terminal and AIP regions) is covalently bound to

AgrB as a linked thioester at cysteine residue C84. Nucleophilic attack of the AgrD

cysteine residue (C28) can displace the peptide and form the thiolactone ring through

thioester exchange. Step 4: the N-terminal leader and thiolactone is transported to

the outer face of the membrane. Step 5: Type I signal peptidase (SpsB) removes the

leader and releases AIP into the extracellular environment. This figure was originally

published in the Journal of Biological Chemistry (Thoendel and Horswill, 2009).
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carbonyl to carry out thioester exchange, resulting in thiolactone ring
formation between the cysteine side chain and the C-terminal carboxylic
group of the peptide (Step 3). This thioester exchange could be spontane-
ously driven by structurally positioning the nucleophilic thiol near the
labile thioester. After ring formation, the intermediate structure would
be released from AgrB and must be moved to the outer face of the
membrane (Step 4). It has been proposed that AgrB is capable of mediat-
ing this transport, though this remains to be experimentally demon-
strated. Other possible mechanisms include the use of housekeeping
export functions, cell lysis, or self-mediated membrane flipping as a
means of reaching the outer face. AIP can be produced in Escherichia coli
by providing only agrB and agrD, which indicates that alternative Staphy-
lococcus transport proteins would have to be retained in E. coli (Thoendel
and Horswill, 2009). In the final step of processing, the N-terminal helix of
AgrD is removed to release AIP into the extracellular environment (Step 5).
Type I signal peptidase (SpsB) has been shown to mediate this cleavage
for S. aureusAIP-I production (Kavanaugh et al., 2007), though it has yet to
be shown that this mechanism is used by other Staphylococcus species.

Interestingly, AgrB-mediated processing of AgrD occurs in a species
and agr group specific manner. In a study by Ji et al. (1997), AgrB proteins
from S. aureus agr groups I, II, and III and Staphylococcus lugdunensis were
coexpressed with AgrD peptides from each group and tested for AIP
production. The Type I and III versions of AgrBwere both able to produce
type AIP-I or AIP-III; however, Type II AgrB was able to produce only
AIP-II, and the same restriction was observed with S. lugdenensis. It is
worth noting that that the S. aureus Type II agr system is the most
divergent of the agr subtypes. AgrB and AgrD must have coevolved to
maintain the specific interactions necessary for AgrD processing.
V. OTHER CYCLIC PEPTIDE SIGNALING SYSTEMS

Many Gram-positive species contain quorum-sensing systems that are
analogous to the agr system of S. aureus. These systems possess similar
production and sensory components as found in agr, and they also use
cyclic peptides as their signaling cue. While two-component sensory
components are ubiquitous in bacteria, the defining feature of these
analogous peptide systems is the presence of AgrB-like proteins with
sequence similarity to those found in S. aureus. In fact, the uniqueness of
AgrB enables the use of this protein as a bioinformatics mining tool to
uncover new peptide signaling systems in sequenced genomes (Wuster
and Babu, 2008). Through a simple alignment search, it is apparent that
many diverse genera of Gram positives, even noted pathogens, contain
open reading frames that encode AgrB-like proteins. Whether or not these
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diverse bacteria all have cyclic peptide systems remains to be determined,
but the conserved nature of the system across many Gram positives
is striking.

The AgrD-like propeptides also show strong conservation in their
overall organization of three distinct regions, with the middle portion
always encoding the final cyclic thiolactone or lactone. One key area of
variability is the presence of divergently transcribed regulatory RNA near
the signaling operons. Bioinformatic analysis suggests that the RNAIII-
like molecule is limited to the Staphylococcus species (Wuster and Babu,
2008). In other bacteria, there seems to be a more primary role for
the response regulator in controlling transcription of the target genes.
Several examples of cyclic peptide systems from non-Staphylococci
are outlined below.
A. E. faecalis fsr system

After the S. aureus agr system, the fsr system of E. faecalis is perhaps the
second most intensively studied cyclic peptide sensory mechanism.
The fsr system was originally identified by its proximity to the gelE gene
encoding gelatinase. The locus consists of four genes, fsrABDC, whose
products show significant homology to the agr genes in S. aureus.
However, the molecular arrangement of the fsr locus is divergent from
the agr system. In the fsrABDC operon, the first and last genes encode a
two-component sensory pair, FsrA and FsrC, while the middle two genes
encode factors involved in signal biosynthesis, FsrB and FsrD.

The signaling peptide produced is a cyclic lactone named the gelati-
nase biosynthesis-activating pheromone (GBAP). GBAP is an 11-residue
peptide containing a nine-membered ring and a two-amino acid tail
(Figure 4.1c). Originally the GBAP peptide was thought be produced as
the C-terminal end of FsrB, fromwhich the peptide precursor was cleaved
and processed to make GBAP. While the FsrD propeptide is encoded in
frame with FsrB, further studies revealed that a Shine–Dalgarno sequence
and start codon are present within the 30 end of the fsrB gene. Disruption
of either of these elements dramatically reduced GBAP activity, while
inserting a stop codon between fsrB and fsrD did not affect GBAP
production (Nakayama et al., 2006). Taken together, it is clear that FsrD
is indeed translated independently of FsrB.

The FsrD propeptide shares the same three-domain structure of AgrD;
however, the C-terminal portion of FsrD has an overall positive charge.
Interestingly, many of the positively charged residues in a cytoplasmic
loop of AgrB have been replaced with neutral or negatively charged
residues in FsrB, again suggesting a possible interaction between the
membrane peptidase cytoplasmic loop and the C-terminal portion of the
signaling propeptide (Nakayama et al., 2006). It is plausible that FsrD is
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processed in a mechanism similar to the one proposed for AgrD in
S. aureus, with the exception being that the serine of GBAP substitutes
for the cysteine to form a lactone bond. Activation of fsr in E. faecalis
results in upregulation of gelatinase and serine protease production
(Qin et al., 2000, 2001), both of which are encoded immediately
downstream of the fsr operon. Other global transcriptional regulatory
effects also occur following fsr activation (Bourgogne et al., 2006).
Importantly, the fsr locus is required for E. faecalis pathogenesis in models
of mouse peritonitis, invertebrate infection (Sifri et al., 2002), and rabbit
endophthalmitis (Mylonakis et al., 2002).
B. Listeria monocytogenes agr system

L. monocytogenes is a foodborne pathogen capable of causing parasitic
infections in humans. A chromosomal locus with similarity to the
agrBDCA operon was identified in a transposon mutagenesis screen and
found to affect virulence in an intravenous mouse model (Autret et al.,
2003). Mutations in either agrA or agrD resulted in decreased biofilm
formation (Rieu et al., 2007), unlike the S. aureus agr system, where
agr mutations increase biofilm formation (Boles and Horswill, 2008).
The L. monocytogenes agrD mutant also displayed moderate attenuation
in a mouse infection model (Riedel et al., 2009). Although studies were
performed showing the supernatants contain active signal (Riedel et al.,
2009), the autoinducing peptide has yet to be purified from these strains,
leaving the exact structure of the final peptide unknown.
C. Clostridium perfringens agr system

C. perfringens is another human pathogen in which the agr system plays an
important role in virulence gene regulation (Ohtani et al., 2009). Strains
lacking agrBD showed a significant reduction in the transcription of
theta-, alpha-, and kappa-toxin genes. Unlike other agr-containing
species, C. perfringens (and other Clostridium species) does not encode an
AgrCA-like two-component sensory system next to the agrBD genes. The
VirR/VirS system in C. perfringens has been demonstrated to be necessary
for toxin gene activation in response to the quorum-sensing signal; how-
ever, further studies demonstrating direct activation of VirR/VirS by the
AIP are needed to confirm that these proteins are filling the sensory role.
D. Lactobacillus plantarum agr system

L. plantarum is an example of a nonpathogenic, environmental isolate that
contains an agr-like quorum-sensing system. L. plantarum is found in
diverse environmental niches, such as plant material and fermented
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food, and is often identified as part of the intestinal microflora. The
agr-like system on the chromosome is called the lamBDCA operon and
has a similar molecular arrangement with the biosynthetic machinery
encoded before the two-component system (Sturme et al., 2005). The lam
regulatory system is important for adherence and biofilm development,
in contrast to the S. aureus agr system. To structurally identify the lam
signal, the lamBD genes were overexpressed and a peptide corresponding
to a cyclized version of the sequence CVGIW was purified. Similar to the
Staphylococcal AIPs, the five residues were joined as a thiolactone ring
with the cysteine side chain linked to tryptophan carboxy terminus.
However, this peptide is notable for its lack of N-terminal tail residues
found in other AIP-like molecules. Whether this structure represents the
full secreted peptide remains unclear given that exogenous addition of
synthesized peptide was unable to induce lam operon expression. It is
interesting to note that L. plantarum possesses dual two-component sys-
tems (lamCA and lamKR) capable of responding to the quorum-sensing
signal, both of which regulate the same subset of genes (Fujii et al., 2008).
VI. B. SUBTILIS COMPETENCE PHEROMONES

One of the most interesting biosynthetic mechanisms of the peptide
signaling systems is the B. subtilis competence pheromones. These
peptides are ribosomally synthesized from the comX gene, which encodes
a 55-amino acid precursor of the pheromone in the B. subtilis 168 type
strain (Magnuson et al., 1994). The comX gene is part of a four-gene
operon, comQXPA, and the overall molecular arrangement has similarity
to the S. aureus agr locus (Bacon Schneider et al., 2002; Ji et al., 1995; Tortosa
et al., 2001). For the encoded functions, ComQ would be the AgrB coun-
terpart and ComX is the signal precursor like AgrD, while ComA and
ComP compromise a two-component regulatory system that detects the
mature form of extracellular ComX pheromone.

The functional form of the pheromone in the 168 type strain is a
10-residue linear peptide derived from the C-terminal end of the ComX
55-residue precursor (Magnuson et al., 1994). Perhaps the most intriguing
aspect of the signal is the posttranslational modification on the trypto-
phan residue (Ansaldi et al., 2002). The tryptophan is isoprenylated
through an unusual addition of a farnesyl group to form a ring-like
structure (Okada et al., 2008). Depending on the Bacillus isolate, the exact
sequence of the functional peptide pheromone and type of isoprenylation
can vary. Other strains, such as B. subtilis RO-E-2, secrete an active
pheromone that is comprised of only five residues with a tryptophan
residue that is geranylated (Okada et al., 2005, 2008).
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For the biosynthetic pathway in B. subtilis 168, the comX and comQ
genes are essential for pheromone production. Expression of comX and
comQ in E. coli reconstitutes biosynthesis, suggesting that these encoded
proteins are the only unique functions in B. subtilis required to produce
the pheromone (Tortosa et al., 2001). To date, only limited information
about ComQ is available and there is no obvious homology to S. aureus
AgrB. For this reason, we have not included this biosynthetic pathway
in Fig. 4.2.

The ComQ protein is 299 residues in length and appears to have
membrane spanning regions (Weinrauch et al., 1991), although further
analysis is necessary to confirm this prediction. Interestingly, the ComQ
protein shows sequence similarity to isoprenyl phosphate synthases
(Bacon Schneider et al., 2002). Considering the homology to isoprenyl
transfer enzymes, the known farnesylation of the pheromone, and E. coli
reconstitution experiments, it seems likely that ComQ is the primary
enzyme involved in processing the 55-residue precursor to the functional
pheromone. Consistent with this proposal, mutations in a putative iso-
prenoid binding domain on ComQ blocked signal production (Bacon
Schneider et al., 2002), supporting the proposed isoprenyl transfer activity
of the enzyme. However, the ComQ enzyme has not been biochemically
characterized in further detail to elucidate the complex enzymatic mech-
anism. Based on available information, the precursor peptide has to be
proteolytically cleaved, isoprenylated on a tryptophan, and secreted all
through the action of ComQ. It is possible that some of these functions
could be performed by house-keeping proteins, but they would have to be
conserved in E. coli (Tortosa et al., 2001). Further studies are necessary to
unravel these complex questions about ComX pheromone biosynthesis.
VII. QUENCHING SIGNAL BIOSYNTHESIS

The requirement for bacterial communication in pathogenesis has raised
considerable interest in quorum-quenching approaches (Fig. 4.5). The
essential nature of communication mechanisms in S. aureus and L. mono-
cytogenes infections highlights the value of this research direction (Bubeck
Wardenburg et al., 2007a,b; Riedel et al., 2009). Currently, most of these
approaches have targeted the signals themselves or the receptors, while
attempts to block the biosynthesis of the signals have remained relatively
unexplored. As the knowledge of these biosynthetic mechanisms
grows, this remains a fertile area for future development of innovative
approaches towards quorum-quenching.

Whether or not the biosynthetic apparatus in Gram-positive patho-
gens becomes an appealing target remains to be determined. The current
target of choice for inhibitor development is the signal receptor, especially
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for the cyclic-based signals. Antagonist discovery for the receptors is
appealing due to their extracellular exposure and lack of outer membrane
barriers, diversifying the functional chemistry that can be employed in
inhibitor design (Chan et al., 2004; George et al., 2008; Lyon and Novick,
2004). The eventual challenge of this approach is the variation among
signal receptor classes even within one species of bacterial pathogen.
While efforts at identifying broad-spectrum inhibitors have been made
(George et al., 2008; Lyon et al., 2000), there will always be challenges due
to the inequality of antagonist activity across a particular pathogen
subgroup. Thus, the receptor-based approach faces the ongoing difficulty
of narrowness in application, which could limit the therapeutic potential.

As a counter to this problem, researchers have stepped back further in
the quorum-sensingmechanism and focused on the peptide signals them-
selves (Fig. 4.5). The appeal of this strategy is that nature has already
taken this approach and evolved multiple host defense mechanisms to
either inactivate or sequester the signal. One successful therapeutic strat-
egy has been the preparation of monoclonal antibodies to the S. aureus
AIP Type IV signal (Park et al., 2007). Normally in the host, the AIP signals
are transient by design to facilitate the temporal response of the bacterial
regulatory systems. To counter this challenge, synthetic mimics of the AIP
were prepared, and mouse monoclonal antibody was generated from the
hapten. The most effective antibody quenched the agr system response,
and most importantly prevented acute infection in abscess models.
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Stepping back even further in the pathway, there are several examples
of small-molecule inhibition of cyclic peptide signal biosynthesis
(Fig. 4.5). For S. aureus, linear peptide inhibitors of Type I signal peptidase
were identified and found to reduce AIP-I production and quench agr
function (Kavanaugh et al., 2007). Signal peptidase is an essential enzyme
and also a promising antimicrobial target due to the extracellular location
of the active site. In E. faecalis, screens of actinomyces extracts lead to the
identification of siamycin I, a known lantibiotic, as a quencher of the fsr
quorum-sensing system (Nakayama et al., 2007). Further investigation
lead to the discovery that siamycin directly reduced the amount of
GBAP signal produced. The inhibition was potent, functioning at submi-
cromolar levels, but whether siamycin reduces GBAP levels through the
inhibition of FsrB or another mode of action is not clear.

In one of the most impressive quorum-quencher reports, Nakayama
et al. (2009) identified ambuic acid as a powerful inhibitor of cyclic peptide
signal biosynthesis. Ambuic acid quenches the fsr quorum-sensing
system in E. faecalis and reduces the amount of GBAP secreted. Impor-
tantly, ambuic acid found was found to directly inhibit FsrB proteolytic
activity, suggesting that this membrane endopeptidase is the inhibitor
target. Perhaps most notable, ambuic acid functions as a general quencher
of cyclic peptide quorum-sensing across numerous Gram positives. Liq-
uid chromatography-mass spectrometry (LC/MS) studies revealed that
the production of S. aureus AIP-I and the Listeria innocua peptide signal
(structure unknown) were inhibited following ambiuc acid treatment
(Nakayama et al., 2009). Whether or not the compound targets the AgrB-
type enzymes in S. aureus and L. innocua is not clear, but it seems likely
based on the FsrB precedent from the E. faecalis studies. The broad-
spectrum activity of ambuic acid highlights the value of inhibitor screen-
ing on the peptide signal biosynthetic machinery versus the divergent
signal receptors. While this approach has promise for future inhibitor
discovery, the lack of knowledge of AgrB/FsrB type enzymes is currently
limiting screening or rational design efforts.
VIII. CONCLUSIONS

While tremendous effort has been placed on unraveling the complexities
of Gram-negative quorum-sensing systems, the corresponding Gram-
positive systems have not received the same research attention. This is
somewhat surprising considering that the peptide systems are essential
for pathogenesis in S. aureus, E. faecalis, and L. monocytogenes. Moreover,
peptide communication mechanisms are conserved in environmental and
commensal isolates, suggesting that an improved understanding of these
regulatory systems has broad implications.
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The aspect of peptide quorum sensing with the most unanswered
questions is signal biosynthesis. As outlined in Fig. 4.2, there are three
general pathways of biosynthesis that accommodate the known classes of
signals. For some peptides, such as the intracellular acting Bacillus signals,
the route of biosynthesis appears straightforward through a Sec secretion
and extracellular processing mechanism. In contrast, for signals with
posttranslational modifications (Fig. 4.1), essential enzymes in the biosyn-
thetic pathways have been identified, but there is limited information on
how these enzymes catalyze steps at a biochemical level. Perhaps more
striking, almost nothing is known about how the processed signals are
transported into the extracellular environment. Despite the limited infor-
mation, quorum-quenching approaches are growing in popularity as a
means of therapeutic intervention for treating infections. Further, evi-
dence is emerging that interrupting signal biosynthesis may be attractive
for quenching across diverse genera of pathogens. Considering the con-
trast between available knowledge and the rising interest in the targets,
there is a growing need to fill the void and address the open questions.
With the steady improvement in genetic and molecular approaches for
investigating Gram positives, hopefully continued progress can be made
on unraveling the mechanistic details of the peptide quorum-sensing
systems.
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Abstract Interest in natural cell immobilization or biofilms for lactic acid
fermentation has developed considerably over the last few decades.

Many studies report the benefits associated with biofilms as indus-

trial methods for food production and for wastewater treatment,

since the formation represents a protective means of microbial

growth offering survival advantages to cells in toxic environments.

The formation of biofilms is a natural process in which microbial

cells adsorb to a support without chemicals or polymers that entrap

the cells and is dependent on the reactor environment, microorgan-

ism, and characteristics of the support. These unique characteristics

enable biofilms to cause chronic infections, disease, food spoilage,

and devastating effects as in microbial corrosion. Their distinct

resistance to toxicity, high biomass potential, and improved stability

over cells in suspension make biofilms a good tool for improving the

industrial economics of biological lactic acid production. Lactic acid

bacteria and specific filamentous fungi are the main sources of

biological lactic acid. Over the past two decades, studies have

focused on improving the lactic acid volumetric productivity

through reactor design development, new support materials, and

improvements in microbial production strains. To illustrate the oper-

ational designs applied to the natural immobilization of lactic acid

producing microorganisms, this chapter presents the results of a

search for optimum parameters and how they are affected by the

physical, chemical, and biological variables of the process. We will

place particular emphasis upon the relationship between lactic acid

productivity attained by various types of reactors, supports, media

formulations, and lactic acid producing microorganisms.
I. INTRODUCTION

The first mention of biocomplexity in the form of a biofilmwas in the dental
plaque and visualized at the onset of microbiology by Leeuwenhoeck
(1683) following the development of the first microscope. He described
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them as different forms of ‘‘animalculi’’ adhering to his teeth. Biofilms are a
complex society of interacting microbiological communities that attach to
various materials at the solid–liquid interface (Branda et al., 2005; Davey
and O’toole, 2000). Remarkably, biofilms can have enhanced resistance to
solvents and toxins when compared to their suspension counterparts
(Anderson and O’toole, 2008; Hall-Stoodley et al., 2004; O’Toole et al.,
2000). This distinction is observed when pathogenic microbes forming
microbial biofilms exhibit enhanced resistance to antimicrobial agents
and cause chronic infections and persistent disease (Brady et al., 2008;
Bryers, 2008; Costerton et al., 1999; Fux et al., 2005; Hall-Stoodley et al.,
2004; O’Toole et al., 2000; Spormann, 2008). Biofilms commonly cause
food spoilage (Kubota et al., 2008), devastating corrosion that can wear
away or blockwater pipes, and common problems associatedwith surfaces
exposed to water, such as growth on ship hulls causing drag (Little and
Wagner, 1997; Spormann, 2008). One of the latest developments in biofilm
formation has taken place in the production of probiotics with increased
resistance to environmental stress, such as more resilient Bifidobacterium or
Lactobacillus. Factors encountered by these organisms during production
and consumption also include adaptation to conditions encountered in the
gastrointestinal ecosystem. Therefore, biofilm formed on the surface of
food particles leads to the development of cultures with improved capacity
to survive and function during production and passage through unfavor-
able conditions within the digestive tract (Cinquin et al., 2004; Lacroix and
Yildirim, 2007; Macfarlane et al., 1997; Probert and Gibson, 2002).

Apart from their natural environments, where biofilms are widely
distributed, they have found an application in biotechnology as an immo-
bilization method. Today, natural immobilization as an industrial appli-
cation is widely used for the treatment of wastewater, desulfurization of
gas, and food production (Kornaros and Lyberatos, 2006; Lazarova et al.,
2000; Linko and Linko, 1984; Majumder and Gupta, 2003; Nicolella et al.,
2000), as well as for converting agriculturally derived materials into
alcohols and organic acids such as acetic acid, ethanol, and butanol
(Crueger and Crueger, 1990; Demirci et al., 1997; El-Mansi and Ward,
2007; Ho et al., 1997; Qureshi et al., 2004, 2005; Wang and Chen, 2009).

Biofilm as a technology applied to production allows high cell density
processes, improves cell stability, enables continuous operation, and
reduces downstream processing needed to separate product from cells.
From an industrial standpoint, cell immobilization is becoming one of the
most useful methods for increasing catalyst concentration in bioreactors
and, as a result, the rate of product generation. Biofilm-based processes
also present economic and environmental advantages such as the reduc-
tion in waste and side products and the low cost of immobilization
materials. While operating immobilized cell reactors, the biological cata-
lyst is kept fixed in a natural or artificial matrix and substrates and
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products continuously flow in the mobile phase. The production rates can
be accelerated by increasing cell density in the bioreactor or through a
lengthy process of selection and development of hyperproductive cells
(Davidson et al., 1995; Demirci and Pometo, 1992).

As shown in the following lines, immobilized cells exhibit protective
features against toxic substances and other adverse conditions, in addi-
tion to an increase in plasmid stability and increased metabolic activity
with respect to their suspension cell planktonic counterparts (Anderson
and O’toole, 2008; Cassidy et al., 1996; Groboillot et al., 1994). A number of
studies have also exploited biofilm processes without cellular degenera-
tion or contamination over several months, strengthening biofilm’s poten-
tial as a feasible industrial application (Cho et al., 1996; Hekmat et al., 2007;
Lewis and Yang, 1992; Qureshi et al., 2005; Xia et al., 2005). Problems with
biofilm-based processes have included excessive biomass growth and cell
shedding. Nutrient limitations and flow rate adjustments have been used
to control cell growth while maintaining an active productive state. Tech-
nical improvements incorporate enhanced reactor designs and supports
that can sustain controlled biofilm formation and growth (Bruno-Bárcena,
1997; Bruno-Bárcena et al., 2001; Huang et al., 1998; Qureshi et al., 2005).
Ultimately, development of new strains through recombinant technology
and/or screening with the aim of finding microbial strains suitable for
long-term production are viable options for solving the above-mentioned
problems. This review examines lactic acid production using biofilm
reactors. Special emphasis is placed on reactor design, support type,
microorganism employed, nutrient source, and long-term stability. The
overall aim is to present a viable technology suitable for biological lactic
acid production.
II. BIOFILM FORMATION

When cells come in contact with wet surfaces, they show an adherent
phenotype which results in colonization of the surface, for example, cells
growing in suspension tend to adhere to the wall of the container or to any
solid support immersed in the liquid. If the material is porous, there is an
increase in the surface area available for cells to bind to the external and
internal surface structures. This type of cellular dynamic is known as
immobilized cells naturally attached to a surface, or biofilm growth.
Cell attachment is a critical step in the multilayered process of biofilm
generation. By attaching to organic and/or inorganic materials, cell
growth results in microcolonies on their surfaces and, ultimately, mature
biofilms are formed. An important factor throughout biofilm formation is
the production of polymers that allows many individual adherent cells
(sessile cells) to bond together, providing structure to the microcolonies
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during formation and growth. To trigger this process it is postulated that
cells can produce and sense molecules, allowing the whole population to
initiate a concerted action once a critical concentration (corresponding to a
particular population density) of the molecule has been reached, a phe-
nomenon known as quorum-sensing. AI-2 is suggested to be a universal
bacterial signaling molecule synthesized by the LuxS, which forms an
integral part of the activated methyl cycle. Moreover, previous reports
have shown that the well-documented probiotic strain Lactobacillus rham-
nosus GG, a human isolate, produces AI-2-like molecules (Lebeer et al.,
2007). In fact, many potentially probiotic bacteria such as Bifidobacterium
and Lactobacillus strains possess a luxS homologue (Altermann et al., 2005;
Azcarate-Peril et al., 2008; Buck et al., 2009) and can produce AI-2. The role
of luxS in the adhesion of L. acidophilus and L. rhamnosus GG to surfaces
has been investigated. The same genomic organization of the luxS gene
has been found in L. acidophilus, L. casei, and L. gasseri (Buck et al., 2009;
Rodionov et al., 2004)

Functional biofilm formation and growth generally involve the follow-
ing series of events:

� Absorption to surfaces. The ability of microorganisms to adsorb to
exposed surfaces is dependent on the characteristics of the support,
the microorganism, and the environment. Rough surface textures and
electrostatic forces on the surface (Van der Waals forces as well as ionic
and hydrogen bonds), have been suggested to promote cell settlement
and biofilm growth (Goller and Romeo, 2008). Cell adhesion is also
dependent on the physiological state of the microorganism, mass trans-
port phenomena, and response to chemical concentration gradients
such as motile attachment using flagella or chemotaxis (Annachhatre
and Bhamidimarri, 1992; Gjaltema et al., 1994; Hekmat et al., 2007;
Li et al., 2007; Pedraza et al., 2009; Ragout et al., 1996). The hydrody-
namic conditions of the medium can also favor adherence to the surface
by minimizing cell shearing. Many microorganisms react to excessive
turbulence and shearing forces by inducing a global genetic response
that causes a complete modification of cell surface components includ-
ing flagella, fimbriae, pili, capsule, and other cell-wall polysaccharides
(Lawrence et al., 1995).

� Polysaccharide production. Once the cells are in contact with the surface
and the conditions are adequate, biofilm formation is further strength-
ened by cell growth and synthesis of extracellular polymeric substances
(EPS) which can consist of special combinations of polysaccharides,
proteins, carbohydrates, DNA, and lipids, depending on the microor-
ganisms and environmental conditions (Karatan and Watnick, 2009;
Steinberger and Holden, 2004; Sutherland, 2001). The polysaccharide
will eventually build bridges between cells providing a type of support
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that can overcome electrostatic repulsion allowing negatively charged
cells to adhere to both positively and negatively charged surfaces (Little
and Wagner, 1997).

� Biofilm maturing process. As maturation progresses, the heterogeneous
distribution of cells and the diffusion limitations within the organiza-
tion form a differentiated biofilm with unique characteristics that affect
cell physiology and fermentation activities (Stewart and Franklin, 2008;
Werner et al., 2004; Xu et al., 1998). Biofilm populations often contain
cells resistant to toxic compounds and specialized in aerobic or anaero-
bic growth, fixation to surfaces, and food scavenging, as well as cells
that synthesize protective films. The specific subpopulations have been
suggested to form channels used for substrate delivery, waste removal,
and product delivery. This architecture of circulatory channels within
the biofilm is strongly dependent on its structure and the hydrody-
namic conditions (sheer forces) applied (Beyenal and Lewandowski,
2001; Costerton et al., 1995; De Beer and Stoodley, 1995; De Beer et al.,
1994; O’Toole et al., 2000).

� Planktonic cell dispersal. Following maturation, planktonic cells detach
and/or disperse from the mature biofilms. Factors such as nutrient
availability and cell density have been suggested to trigger biofilm
dispersal (Spormann, 2008; Stoodley et al., 2002). Detachment of plank-
tonic cells is often seen as a mechanism of dispersion to colonize
new surfaces (Costerton et al., 1999; Hall-Stoodley et al., 2004; Stoodley
et al., 2002). These mechanisms have been suggested to be quorum-
sensing-regulated swarming phenotypes, or flagella-driven movement
of differentiated swarmer cells (hyperflagellated, elongated, multinu-
cleated) by which bacteria can spread as biofilm over surfaces (Daniels
et al., 2004). Studies with immobilized reactors working in two-stage
systems have shown that the phenomena of physical detachment may
also be due in great measure to shear forces that can separate pieces of
biofilm in the flow. The detached pieces are in fact capable of efficient
colonization on new surfaces (Bruno-Bárcena et al., 1999).
III. APPLICATION OF BIOFILMS TO LACTIC ACID
PRODUCTION

Lactic acid (2-hydroxypropanoic acid) is a chiral molecule with two
optical enantiomers, L(þ) and D(–), widely used by the pharmaceutical,
plastics, food, and cosmetic industries (VickRoy, 1985). Lactic acid
is either produced by chemical synthesis or microbial fermentation.
To meet the growing demand for lactic acid, a number of different
strategies have been pursued to improve productivity, accelerate
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production rates, and reduce cost. Lactic acid production rates have been
improved through increased cell density, use of systems such as multiple
fiber reactors (Vick Roy et al., 1982), cell recycling (Ohleyer et al., 1985;
Vick Roy et al., 1983), cell entrapment in polymers such as k-carrageenate
or calcium alginate (Audet et al., 1988; Boyaval and Goulet, 1988;
Guoqiang et al., 1991; Salter and Kell, 1991; Smidsrod and Skjakbraek,
1990), strain development (Demirci and Pometo, 1992), as well as cell
immobilization on activated inert supports (Avnir et al., 2006; Guoqiang
et al., 1992; Senthuran et al., 1997). Others have analyzed the influence of
support characteristics (Demirci et al., 1993a,b; Gonçalves et al., 1992) and
also used strains with the ability to form biofilms to generate lactic acid
(Bruno-Bárcena et al., 1999; Demirci and Pometo, 1995; Krischke et al.,
1991).

Although there is abundant literature on lactic acid production by
immobilized cells, most report poor productivity or low final metabolite
concentrations (Norton and Vuillemard, 1994). Generally, production will
depend on many parameters that influence the dynamics of the biopro-
cess including characteristics of the microorganism, reactor configura-
tions, carbon source, nitrogen source, support type, and quantity and
health of the immobilized biomass. Moreover, a major challenge con-
tinues to be the lactic acid inhibition of cell growth during production
and accumulation (Friedman and Gaden, 1970).
IV. HOST ORGANISMS

The lactic acid bacteria group includes more than 125 species and subspe-
cies (http://www.bacterio.cict.fr/). While a number of organisms capable
of forming biofilms have been tested for metabolite production, homo-
fermentive L. rhamnosus and L. casei have been well studied and are
currently the most widely used species for lactic acid production. Since
the description of a chemostat selection method to obtain an adhesive
phenotype from an originally nonadherent strain of Sreptococcus salivarius
subsp. thermophilus CRL 412 (Ragout et al., 1996), only a small number of
strains able to form biofilms have been tested for production: L. rhamnosus
(RS 93), capable of forming biofilms, derived from L. rhamnosusDSM 20021
(Ragout et al., 1995) and L. caseiADNOX95 (Culture collection of PROIMI,
Tucumán, Argentina) an offspring of L. casei subsp. casei CRL 686 (Centro
de Referencia para Lactobacilos, Tucumán, Argentina) (Bruno-Bárcena,
1997). Other biofilm formers were also recently reported for Lactobacillus
delbrueckii NCIM 2365 on polyurethane foam (Rangaswamy and
Ramakrishna, 2008) and Lactobacillus casei subsp. rhamnosus (ATCC
11443) (Table 5.1).

http://www.bacterio.cict.fr/


TABLE 5.1 Biofilm-forming strains used for production of lactic acid

Strain Reference

Lactobacillus casei subsp.
casei (DSM 20244)

Krischke et al. (1991)

Lactobacillus delbrueckii NRRL B445

renamed L. rhamnosus

Gonçalves et al. (1992)

Lactobacillus helveticus (ATCC 15009) Silva and Yang (1995)

Lactobacillus rhamnosus RS 93 Ragout et al. (1995)

Streptococcus salivarius subsp.

thermophilus CRL 412

Ragout et al. (1996)

Lactobacillus casei (ADNOX95) Bruno-Bárcena et al. (1998,
1999)

Lactobacillus casei (ATCC 393) Daraktchiev et al. (1997)

Lactobacillus casei subsp. rhamnosus

(ATTC11443)

Ho et al. (1997),

Cotton et al. (2001),

Velazquez et al. (2001),

Demirci et al. (2003)

Lactobacillus delbrueckii (NCIM 2365) Rangaswamy and

Ramakrishna (2008)

120 Suzanne F. Dagher et al.
A. Optical purity of the product

Lactic acid bacteria strains usually generate a racemic mixture of L(þ) and
D(–) isomers of lactic acid. However, it is common to find organisms that
are able to produce each isomer independently (Garvie, 1980). Microbial
production has the advantage of being able to use strain selection to
obtain an optically pure product, whereas synthetic production always
results in a racemic mixture of lactic acid. The production of L(þ)-lactate
isomer is of significant importance to mammals since it is the only form
that can be assimilated. Thus, optically pure L(þ) lactic acid is the
preferred and recommended choice for food industries (FAO/WHO,
1974). Optically pure L(þ)-lactate is also required in the biomedical indus-
try (Lipinsky, 1981; Tsai and Moon, 1998) and for manufacturing
polymers such as polylactic acid (PLA) degradable plastics (Rincones
et al., 2009).

Since 1919 (Orla-Jensen, 1919), the type of isomer and its racemic
proportion in the fermented broth have been used as a taxonomic charac-
teristic. Current methods of lactate detection allow the quantification
of millimolar amounts of each isomer previously impossible to detect
(Gawehn and Bergmeyer, 1974). As a result of this improved detection
method, species formerly assigned as producers of only one isomer have
been recataloged. Some relevant cases have been L. casei ssp., previously
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considered to exclusively produce L(þ) lactate, and L. delbrueckii ssp.
bulgaricus cataloged as a D(–) lactate exclusive producer (Dellaglio and
Torriani, 1985; Ragout et al., 1989).

It is well established that the biochemistry behind the generation of
each lactate isomer from pyruvate requires the action of stereospecific
enzymes called NAD-dependent lactate dehydrogenases (nLDHs EC
1.1.1.27 and EC 1.1.1.28). L(þ) nLDHs are highly homologous proteins in
amino acid sequence, diverse in size and behavior, and the allosteric
group requires the action of additional molecules such as fructose 1, 6
diphosphate andMnþ2 to modulate its function. D(–) nLDHs are enzymes
with diverse evolutionary origins. They are more closely related to the
family of D-isocaproate dehydrogenases with high levels homology that
indicate recent evolutionary divergence (Bhowmik and Steele, 1994;
Delcour et al., 1993; Taguchi and Ohta, 1999). D(–) nLDHs enzymes do
not catalyze the oxidation of pyruvate in vivo; hence, cells also possess a
different group of stereospecific enzymes named NAD-independent lac-
tate dehydrogenases (iLDHs). However, in the lactic acid bacteria group
iLDHs are not active when lactate is being actively generated. The last
family of enzymes that can affect the L(þ) and D(–) racemic ratio are the
lactate racemases, though these enzymes are not frequently found in lactic
acid bacteria (Garvie, 1980).

It has been suggested that the ratio of isomers generated by
L. delbrueckii ssp. bulgaricus may be a function of nutrient availability
and influenced by the initial concentration of carbon and energy source
(Ragout et al., 1989). This possible nutrient–isomer connection was later
tested by evaluating the consequence of initial glucose concentration on
isomer proportion from L. casei CRL686 (Bruno-Bárcena, 1997) (Fig. 5.1).
The linearly of the plot clearly indicated that the isomer proportion was
independent of the initial glucose concentration. These results suggest the
isomer ratio may be organism-specific and differences in response to
glucose limitations may require significant product profile studies before
being placed in production. Speculation has also focused on whether the
duration of production influences the behavior of the microorganism in a
manner that favors creation of one lactate isomer over the other (Bruno-
Bárcena, 1997). This was the case for artificially immobilized L. rhamnosus,
where the proportion of L(þ)-lactate could be correlated to the cells’
age (Hjörleifsdottir et al., 1990), and in two-stage chemostat, L. helveticus
fermentation time and growth rate varied the fraction of L(þ)-lactate from
55% to 70% (Aeschlimann et al., 1990). The fraction of the L(þ) isomer also
increased with the dilution rate in continuous processes with cell
recycling (Aeschlimann and Vonstockar, 1991). In contrast, the product
and biomass yields remained constant and the ratio of L(þ)- and D(–)-
lactate isomers were not affected by the dilution rate or production time
using continuous culture in chemostat operations with L. coryniformis and
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L. casei (González-Vara et al., 1996). However, the percentage of the D(–)
fraction almost linearly increased from 4% to 18% during the long, 8-day
stationary phase in a batch process of Lactobacillus case ssp. rhamnosus
(Hjörleifsdottir et al., 1990). Therefore, the isomer ratio attained will
be strain-specific and must be taken into consideration for the production
process. Clearly, young cells produce more L(þ)-lactate then older
ones, and consistently high L(þ)-lactate production can be correlated
with elevated growth rate. Production values evaluated as OP% ¼
100 � {L(þ) – D(–)}/{L(þ) þ D(–)} presented later in this review reveal
that biofilm age (with natural adhered cells) does not appear to influence
the final optical purity. However, batch cultures of cells in suspension and
artificially immobilized cells will eventually show the symptoms of age
caused by nutrient depletion or confined growth. One of the most benefi-
cial steps for increasing total product output is related to the ability to
prolong the duration of the process. This has been demonstrated with
extended production cycles from regenerated natural adherent biomass
that provides a constant stream of new cells and also counteracts the
variable physiology of isomer production observed in conventional
processes.
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V. CELL IMMOBILIZATION

Cell attachment has been explored with a variety of support materials
including wood chips (Krischke et al., 1991), porous bricks and cotton
cloth (Gonçalves et al., 1992), glass and ceramics (Guoqiang et al., 1992),
foam (Dong et al., 1996), and plastic composite supports (PCS) (Demirci
and Pometo, 1995; Demirci et al., 1993a,b; Guoqiang et al., 1992; Ho et al.,
1997; Velazquez et al., 2001). A number of supports have also been
evaluated for biofilm formation for lactic acid production (Demirci
et al., 1993b). Cell immobilization has not been limited to chemical
cross-linking and polymer entrapment; for example, when used in con-
junction with natural biofilm former strains, those strains can entrap
non-natural biofilm formers. Among different strains tested as helpers
for entrapment good results were obtained using Pseudomonas fragi,
Streptomyces viridosporus, and Thermoactinomyces vulgaris (Demirci et al.,
1993a).

Other common supports have included polyurethane foams (PUFs)
(Rangaswamy and Ramakrishna, 2008). Testing support materials for
biofilm reactors have benefited lactic acid production methods: increasing
lactic acid production rates, minimizing lag phase, rising tolerance to high
glucose concentrations, reducing requirement for micronutrients, increas-
ing cell density (Demirci et al., 2003; Velazquez et al., 2001), and reducing
the toxic effects from solvent leakage (Demirci et al., 2003). Characteristics
of some common supports are displayed in Table 5.2.
A. Cell immobilization by entrapment and attachment

The cell immobilization method selected can influence cell physiology,
metabolism, and distribution of cells in the matrix, resulting in variable
outcomes. If cell immobilization is accomplished by entrapment or cross-
linking to a support, there is generally good initial performance, but the
cells decrease in viability and productivity over time and must be
replaced (Guoqiang et al., 1991, 1992). Furthermore, covalent binding to
a support has the major disadvantages of high cost and low yield due
to exposure of the cells to toxic reagents or severe reaction conditions
(Tanka and Kawamoto, 1999). Cell entrapment with calcium alginate or
k-carrageenan beads have been used to increase cell density; nonetheless,
industrial applications are not feasible because of bead disintegration,
slow leakage of cells during lengthy continuous operation, and mass trans-
fer limitations (Audet et al., 1988; Boyaval and Goulet, 1988). Shrinkage and
reduced strength of the entrapment during lactic acid fermentation has
been attributed to the displacement of Caþ2 ions by lactate ions in alginate
beads (Roy et al., 1987).



TABLE 5.2 Characteristics of supports used for microorganism’s immobilization

Supports Form Material

Average pore

diameter (mm)

Porosity

(%)

Density

(g cm� 3) Reference

PoraverÒa Beads Recycled glass <200 49 0.225 Bruno-Bárcena (1997),

Bruno-Bárcena et al.

(1999), Gonçalves

et al. (1992), Ragout

et al. (1995)

Beads Sintered glass 60–300 55–60 2.4 Krischke et al. (1991),

Gonçalves et al. (1992)

Rings Raschig Sintered glass 60–100 60 Gonçalves et al. (1992)

Bi86 Irregular

particles

Ceramic 22 70 3.21 Gonçalves et al. (1992)

Plastic carbon

support

(PCS)

Disk Polypropilene

and organicb
Cotton et al. (2001),

Demirci et al. (2003),

Ho et al. (1997),

Velazquez et al. (2001)

Polyurethane Foam Not

reticulated

91 Bruno-Bárcena (1997)

Cotton fibers Not

reticulated

Silva and Yang (1995)

a Dennert Shaumglass GmbH, 8439 Postbauer-Heng, Gewerbebiet Ost, FRG.
b 50% (w/w) polypropylene, 35% (w/w) ground soybean hulls, 5% (w/w) yeast extract, 5% (w/w) soybean flour, and 5% (w/w) bovine albumin.
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B. Natural cell attachment

Cell adhesion and adsorption is common in natural systems, though
strains and species differ in their ability to adhere to surfaces. Adsorption
through electrostatic interaction to solid supports can be achieved by
treating either the microbial cells or the support matrix with cations
(Thonart et al., 1982). Also, adsorption on inert supports allows bacteria
to form biofilms, although the properties of the attachment surface do
impact biofilm formation. For example, rough surfaces can enhance bio-
film formation because of increased surface area for cells to attach and
decreased shear forces near the surface. Shear forces will also be low
within pores of porous material, providing a protective environment for
cells to attach and grow. Hydrophobicity and ionic charge of the surface
material also increase biofilm formation. Numerous studies using contin-
uous processes and diverse cellular supports have focused on increasing
adhesion properties of the support matrix. Such adhesive properties can
also be varied to create a more functional three-dimensional structure for
greater ability to control cell concentration and the mass-transfer proper-
ties in the reactor. One method used for increasing biofilm reactor pro-
ductivity is to increase the support attachment surface area by growing
biofilms on porous support materials or plastic composite supports.
An earlier report studied a PCS packed-bed biofilm reactor for lactic
acid production from rich media and polypropylene chips blended with
various agricultural materials as support for biofilms with pure and
mixed cultures (Demirci and Pometo, 1995). It was theorized that the
agricultural material blended in the with polypropylene forming the
PCS probably stimulated biofilm formation on the support surface by
serving as a carbon and/or nitrogen source, increasing adsorption of the
microorganism to the surface or creating a favorable surface energy.
C. Free and adhered biomass

Since the complex biology of biofilm formation tends to vary among
organisms, of greatest concern is the possibility of cell attachment fluctua-
tions due to the dynamic nature of biofilms. For this reason, long-term
studies must be carried out with each particular strain to evaluate its
benefit to the process. Estimates of free and adhered biomass should be
evaluated at the end of assays. Table 5.3 shows that the percentages of free
cells with respect to total cell number in PoraverÒ- and polyurethane-
filled reactors for strains RS93 and ADNOX95 performed at two dilution
rates. The values for Poraver-filled reactors were 5.8% for strain RS93 at
D ¼ 0.3 h�1 and 3.18% at D ¼ 0.55 h�1. For strain ADNOX95, the values
were 4.87% at D ¼ 0.3 h�1 and 3.36% at D ¼ 0.5 h�1. In the case of the
polyurethane-filled reactors, the percentages were 2.29% at D ¼ 0.3 h�1



TABLE 5.3 Biomass values for planktonic and sessile cells in two up-flow packed-bed

reactors inoculated with two biofilm forming-Lactobacillus strains

Strain

Planktonic cells (g l�1) Sessile cells (g l�1)

D ¼ 0.3 h�1 D ¼ 0.55 h�1 Final

Reactor filled with PoraverÒ

RS93 4.0 2.2 69.1

ADNOX95 4.2 2.9 86.2

Reactor filled with polyurethane foam

RS93 4.0 2.9 174

ADNOX95 4.9 3.3 174

Values are the means of at least two independent determinations. Free biomass was measured by dry weight
determination: Cells were centrifuged at 5000 � g for 10 min, washed with distilled water, and dried at 105 �C.
The immobilized biomass was determined by weight differences of a measured volume of the matrix dried at 105
and 550 �C.
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and 1.66% atD ¼ 0.55 h�1 for strain RS93; in the case of strain ADNOX95,
the percentages were 2.81% at D ¼ 0.3 h�1 and 1.9% at D ¼ 0.5 h�1.
Adhered biomass in polyurethane-filled reactors was 174 g l�1 for both
strains and there were no significant differences between the two strains
in the case of PoraverÒ-filled reactors. PoraverÒ beads and polyurethane
foam supports showed adsorption after 7 days of incubation and
continued to improve with time, indicated by the decrease in the percent-
age of free cells, even with decreasing feed rates. Cell adhesion to both
supports was very high (as shown by the sessile/planktonic ratio),
indicating that the production kinetics of the system was primarily
controlled by the sessile cells in both packed reactors. It is important to
consider that, due to the substantial structural differences between the
supports, the performance of the cells attached to PoraverÒ was substan-
tially enhanced compared to those attached to polyurethane foam. The
same behavior in specific productivity reduction could be obtained by
decreasing the PoraverÒ bead size, which resulted in higher biomass
accumulation. Therefore, very small bead sizes (<200 mm) can become a
double-edged sword (Gonçalves et al., 1992). The reason for this phenom-
enon is that at a given dilution rate the velocity of media or ascensional
velocity increases as the bead size decreases due to the reduced active
volume or the space between the biomass-covered beads. This increase
in velocity can result in preferential flow paths, higher biomass sheering,
lower assimilation of nutrients and, consequently, lower volumetric
product formation.
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VI. CULTIVATION MEDIA

Nutrient availability in the culture medium can obviously affect the
specific growth rate and impact biofilm formation, thereby altering sub-
strate conversion and productivity (Aeschlimann and von Stockar, 1990).
Homolactic bacteria are demanding in terms of their nutritional require-
ments; consequently, a great number of the lactic acid fermentation pro-
cesses have been conducted with nutrient-rich media which favor biofilm
generation. The high cost of rich media is of particular concern for moving
lactic acid production to industrial levels when considering downstream
processing and production separations. In order to reduce downstream
processing to a minimum, the preferred compound choice should be
feedstock low in nitrogen, low effluent cell mass production, and negligi-
ble amounts of residual substrate or other biological products (Córdoba
et al., 1999; Raya-Tonetti et al., 1999; Senthuran et al., 2004). Nitrogen
sources used in lactic acid fermentation include steep liquor, malt sprout
extract, casein hydrolysate, whey permeates, and yeast extract. The most
common effective media supplement has traditionally been yeast extract;
however, yeast extract is expensive and, when its concentration exceeds
1% in the medium, the optical purity of lactic acid in the fermented broth
can be reduced by the D(–)-lactic acid inherently found in yeast extract
(Bruno-Bárcena et al., 1998, 1999). Previous studies in chemostat carried
out for media optimization showed that L. casei subsp. casei CRL 686 could
result in the same biomass yields in medium BRFS as in MRS (Bruno-
Bárcena et al., 1998). Growth of the strain RS93 was compared in BRFS and
MRS media using the R3 reactor design, (Fig. 5.2) filled with PoraverÒ

beads. Maximal productivity values were comparable to those obtained
by Ragout et al. (1995), 8.7 and 14.9 g l�1h�1, using GS medium (Guoqiang
et al., 1992) (Fig. 5.3). Similar tendencies were observed in volumetric
productivity with both culture media at similar dilution rates, demon-
strating that both media are suitable for growth and production of bio-
films. The simplicity of medium BFRS makes it more than adequate for
downstream processing (Córdoba et al., 1999; Raya-Tonetti et al., 1999),
and its low cost makes BFRS medium more cost effective for the continu-
ous production of lactic acid.

Another feedstock for lactic acid production of particular interest is
whey, a byproduct from cheese production. Lactose (4–5%) is the major
component of whey solids in addition to minerals, proteins, and water-
soluble vitamins (Marwaha and Kennedy, 1988; Tuli et al., 1985). Whey
permeate, along with added supplements, can provide the complex nutri-
ents demanded by L. casei (Table 5.2). However, L. casei cells in batch
fermentation are unable to utilize untreated or unsupplemented whey,
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L. rhamnosus RS93, at two dilution rates in different culture media using PoraverÒ as
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of an overnight culture.
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leading to poor productivity and incomplete sugar utilization. Alterna-
tively, whey hydrolysates can serve as an inexpensive nitrogen base and
carbon source. Nevertheless, pretreatment of whey with protease or sup-
plementation contributes to the overall cost of lactic acid production and
is not desirable for large-scale industrial processes. Lactic acid fermenta-
tion in unsupplemented whey medium has been reported for lactic acid
bacteria. L. helveticus immobilized to a continuous fibrous bed reactor
resulted in productivity of 5 g l�1 h�1 with total lactose conversion in
unsupplemented acid whey; productivity was further improved by sup-
plementing with yeast extract, indicating that substrate utilization was
incomplete (Krischke et al., 1991; Senthuran et al., 1997; Silva and Yang,
1995). Media components were also used to investigate the performance
of immobilized L. rhamnosus on a sintered glass support in a continuous
recycle tubular reactor at different substrate concentrations. The observed
volumetric productivity increased when the substrate concentration was
raised from 50 to 100 g l�1 while complete conversion occurred only when
50 g l�1 of glucose or very low dilution rates (>0.1 h�1) were used
(Gonçalves et al., 1992). Bear in mind that industrial processes require
high substrate conversion rates because unused carbon sources such as
glucose can complicate extraction and final purification of lactic acid.
VII. BIOFILM APPARATUS AND OPERATION

The popularity of lactic acid production over the past two decades has led
to the development of a number of different reactor configurations
designed especially to improve volumetric productivity. Reactor produc-
tivity is directly correlated with the reaction rate, which can be improved
by increasing cell biomass to a point where volumetric productivity
remains positively correlated to high substrate utilization. In this context,
high cell concentrations are achieved by adsorption to supports naturally,
without chemicals or artificial entrapment. Biofilm reactors allow contin-
uous fermentation by providing a faster flow of fresh media to the cells,
eliminating nutrient limitations, and increasing cell surface/volume
ratios. Compared to conventional free cell systems, biofilm reactors
show improved productivity, simplify separation of cells from products,
and operate at high dilution rates without cell washout. Likewise, biofilm
reactors are extremely adequate for microaerophilic or anaerobic pro-
cesses though there is a loss in stability in processes where gas generation
occurs. Important parameters considered in reactor designs have been
volumetric productivity, cell attachment, and biofilm stability. The media
compositions, cell adsorption supports, and microorganisms have been
important components in studying new reactor designs.
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A number of biofilm reactor configurations have been tested for lactic
acid production including batch reactors (BRs), continuous-stirred tank
rectors (CSTRs), fluidized-bed reactors (FBRs), and packed-bed reactors
(PBRs).

Batch biofilm reactors are not rationally used for industrial fermenta-
tion procedures since nutrients are provided by emptying and refilling
the reactor rather than by continuous flow, increasing downtime and
reducing productivity. However, batch reactors have been used to
quickly evaluate new conditions before moving to other reactor designs.
The performances of repeated batch fermentations were evaluated with
and without polypropylene composite supports (PCS) consisting of poly-
propylene, soybean hulls, soybean flour, yeast extract, dried bovine albu-
min, and mineral salts. In repeated immobilized batch cultures, PCS were
shown to perform better for L-lactic acid production than polypropylene
alone. In those experiments, cultures of Streptomyces viridosporus T7A
ATCC 39115 formed a biofilm that was utilized to entrap Lactobacillus
casei subsp. rhamnosus ATCC 11443 (Demirci and Pometo, 1995). Sus-
pended culture and repeated fed-batch cultures with PCS biofilm were
used to evaluate control of yeast contamination with nystatin (Velazquez
et al., 2001). Chemical mutagenesis was used to develop enhanced strains
of Lactobacillus with faster growth rates and higher product yields
in various media modifications in batch fermentations and continuous
fermentations (Demirci and Pometo, 1992).

CSTRs attempt to achieve perfect mixing of the reactor contents with
more efficient control of the temperature and pH than in high-density
systems. Unlike the PBR, the support cannot be packed into the bioreac-
tor; however, fibrous types of bed supports can be used for adsorption of
cells. This system is well suited for reactions in which substrate inhibition
is problematic and stable productivity is crucial. Examples of continuous
biofilm reactors used to study lactic acid production include the evalua-
tion of PCS tubes to improve the growth of L. casei (Cotton et al., 2001).
This type of reactor was used with PCS tubes fixed to the agitator shaft to
favor biofilm generation, whereas the biofilm thickness on the PCS tubes
was controlled by the agitation speed. More recently, two reactor systems
composed of a stirred-tank bioreactor coupled to a packed-bed biofilm
column operating in continuous mode were used to develop a functional
biofilm of L. delbrueckii (Rangaswamy and Ramakrishna, 2008).

The PBR is most commonly used for lactic acid fermentation. The
support can be readily packed into a column and the feed can be moved
across the bed of adhered cells. The substrates are usually fed from the
bottom and the product is collected from the top of the reactor. The R3
reactor has been evaluated for long-term activity and enhanced tolerance
to toxins and these characteristics were used to evaluate the production of
lactic acid and performance using foam glass beads (PoraverÒ) and
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polyurethane foam (Fig. 5.2). This type of reactor design has low contami-
nation potential, operational simplicity, and low cost. Examples of PBRs
include the two-stage, two-stream immobilized upflow PBR system used
to obtain high productivity and high lactic acid concentrations. This
operational system keeps production costs down by using a simplified
medium while maintaining overall yeast extract concentration at 5 g l�1

(Bruno-Bárcena et al., 1999).
In FBRs the biofilm surrounding the adsorbent particles are kept in

motion by a continuous flow of the substrate, offering good solid–fluid
mixing with minimal pressure drops. Biofilm surrounding the adsorbent
particles also allows long operation times compared to PBRs and CSTRs.
Unlike PBRs, the media is recycled and less biofilm formation and block-
age is observed. The use of FBRs allows the testing and use of feed
without pretreatment. For example, FBRs and CSTRs were used to evalu-
ate culture media consisting of whey permeate and various supplements,
which enabled exponential growth of L. casei (Krischke et al., 1991).
A. Comparison between productivities of L. rhamnosus cells
immobilized through natural adhesion to different supports
in an identical reactor design

Figure 5.2 provides an example of reactor configurations applied to bio-
film lactic acid production processes in the form of two immobilized PBRs
operated in parallel (R3 reactor). As an example of operational similarity,
lactic acid production by natural biofilm systems using strains from
different origins have been summarized in Table 5.4. The parallel reactors
A and B shown in Fig. 5.2 were inoculated with L. casei RS93 and L. casei
ADNOX95, respectively. Those homofermentative adherent variants
were previously obtained from L. casei subsp. casei CRL 686 and L. rham-
nosus DSM 20021, respectively. Reactors were run in parallel for each
strain and support type used. The recirculation rate was adjusted to a
50:1 ratio to ensure that pH levels are maintained and nutrient gradients
do not develop inside the reactors. The dilution rate was increased step-
wise to test different steady states. After a month of operation at the
highest rate, the initial dilution rate was reset to check the system’s
stability. This series of assays analyzed the ability of the strains to adhere
to a support and to produce lactic acid (considering kinetic and yield
parameters) (Table 5.1). For reactors filled with PoraverÒ, the results
showed that glucose conversions ranged from 61.1% to 100% in the
reactor inoculated with strain RS93 and between 85% and 96.8% when
using strain ADNOX95. Similar yields were obtained with both strains.
Strains RS93 and ADNOX95 showed similar productivity results though
strain ADNOX95 presented a slightly higher value (11.9 g l�1h�1 for
D ¼ 0.55 h�1) associated with a higher conversion rate. At the highest



TABLE 5.4 Continuous fermentation at 42 �C using BFRS medium with two adhesive Lactobacillus strains in different supports

Strains L. rhamnosus RS93 L. casei ADNOX95

Dilution rate

(h�1)

Yp/s
a

(%)

Glucose

used (%)

Productivity

(g l�1h�1)

OP

(%)

Yp/s

(%)

Glucose

used (%)

Productivity

(g l�1 h�1)

OP

(%)

PoraverÒ

0.30 91.4 95.3 7.1 85 91.9 95.4 8.3 88

0.36 87.0 100 8.3 86 85.5 96.8 7.8 82

0.40 100 63.2 8.1 86 100 72.2 8.1 83
0.48 86.0 77.9 10.3 86 100 88.3 10.7 89

0.55 83.0 61.1 10.4 87 88.0 85.0 11.9 88

0.70 89.7 31.9 7.4 86 98.0 37.3 8.4 86

Polyurethane-foam

0.30 96.4 74.2 7.7 91 97.1 84 7.1 88
0.36 79.9 91.8 9.1 93 81.1 81.2 8.9 91

0.40 96.7 71.4 9.2 91 97.9 87.8 11.3 91

0.48 100.0 48.6 8.3 84 80.0 44.2 4.7 87

0.55 98.0 46.3 7.7 85 94.1 41 5.1 89

a Yield as lactic acid (g l�1) per used glucose (g l�1).
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dilution rate (D ¼ 0.70 h�1) tested, both strains showed reduced glucose
consumption and lactic acid production. On the other hand, strain
ADNOX95 showed more efficient glucose conversion at D ¼ 0.55 h�1,
though no significant differences were found in productivity. The results
for reactors filled with polyurethane foam are shown in Table 5.4. Maxi-
mal productivity values were obtained at D ¼ 0.40 h�1, 9.2 g l�1h�1 for
strain RS93 and 11.3 g l�1h�1 for strain ADNOX95. Strain ADNOX95 was
also more efficient at converting glucose than with RS93. However, at a
dilution rate of 0.55 h�1 glucose consumption and productivity decreased
significantly, with final product yields in the range of 94–98%. The poly-
urethane support accumulated more biomass (174 g l�1 active volume)
than PoraverÒ, though the PoraverÒ-filled reactor resulted in increased
productivity (11.9 g l�1 h�1) using 27 g l�1 initial glucose concentration.
Biofilms that adhered to polyurethane and PoraverÒ supports proved to
be very effective and suitable for lactic acid production. Among the two
strains tested, PoraverÒ performed better than polyurethane in its effec-
tiveness for the production of lactic acid.
B. Comparison between productivities of L. rhamnosus cells
immobilized with polyethyleneimine (PEI) or by natural
adhesion in different reactor designs

In the R3 reactor shown in Fig. 5.2, the medium flows through the bottom
of the reactor and goes out through the top with continuous recirculation
at a constant ascensional velocity (1.5 cm min�1). This design permits the
elimination of the planktonic biomass, and the generated shear eliminates
weakly adhered biomass fragments. A steady state between the adhered
self-proliferating microorganisms and the pieces of biofilm that break off
due to shear and continuous recycling of the medium inside the reactor is
generated. This balance allows management of recycling rate, residence
time, and optimal addition of nutrients for easier and more practical
control of the process. The R3 biofilm reactor with PoraverÒ is designed
to increase cell density, productivity, and yield for continuous lactic acid
fermentations over long periods. These bioreactors can be employed to
economically produce lactic acid and can be operated for months or even
years, reducing tear-down and reassembly costs. The geometry of
PoraverÒ achieves spatial control over biofilm development by naturally
controlling biofilm thickness in addition to an established positive effect
on cell density, production rates, and yields.

With the purpose of illustrating the relationship between different
reactor designs filled with PoraverÒ, the volumetric productivity with
respect to initial concentration of glucose in each assay was analyzed.
The results obtained by Guoqiang et al. (1992) using L. rhamnosus DSM
20021 immobilized with PEI are compared with those obtained by
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Ragout et al. (1995) using the adhesive offspring strain L. rhamnosus RS93
growing in identical culture media (Fig. 5.4). The productivity of the strain
immobilized with PEI reached 2 g l�1 h�1 at a dilution rate of 0.25 h�1, with
an initial glucose concentration of 30 g l�1, and at D ¼ 0.5 h�1 the produc-
tivity reached 3.3 g l�1 h�1 at the same sugar concentration.

The adhesive variant RS93 grown in a PBR (R2), differing from R3 by
holding a larger recirculation circuit, exhibits productivities with a direct
relationship to the initial glucose concentration at the different dilution
rates assayed (Fig. 5.4). Operating the R3with a smaller recirculation circuit
(Fig. 5.2) showed better performance than R2, and productivities were even
larger under the same conditions (14.9 g l�1 h�1, D ¼ 0.5 h�1 and 37 g l�1

initial glucose) (Bruno-Bárcena, 1997). These results demonstrate that the
reactor using the biofilm-forming strain shows enhanced performance over
systems using chemically induced adhesion, given that productivity values
are larger at the same initial glucose concentration. The results also indicate
that minimizing recirculation volumes allows for more efficient cell bio-
transformation supposedly by increasing the cells’ contact timewithmedia
components.
VIII. LACTIC ACID VOLUMETRIC PRODUCTIVITY
VERSUS CONCENTRATION

Compared with completely mixed systems where homogeneous sub-
strate concentration could be assumed, in immobilized cell reactors the
substrate concentration on the biofilm surface is not identical to the
concentration in the mobile phase, and consequently mass transfer events
D = 0.12 h–1 Guoqiang et al. (1992)
D = 0.25 h–1 Guoqiang et al. (1992)
D = 0.50 h–1 Guoqiang et al. (1992)

D = 0.10 h–1 R2 GS
D = 0.25 h–1 R2 GS
D = 0.50 h–1 R2 GS
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FIGURE 5.4 Productivities obtained by different authors with different reactor

designs and methods of immobilization using a microorganism of the same origin and

identical culture medium.
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can occur on the biofilm surface even if the general environmental con-
ditions in liquid phase may not be favorable. Compared to a fully agitated
reactor, the biomass is denser in the biofilm where distance is minimal
facilitating accelerated conversion rates. In the differentiated biofilm, with
naturally adhered cells, there is continuous replacement of biomass
allowing for constant regeneration of the biofilm along the operating
time, resulting in long periods of stable performance. Regeneration is
achieved by operating the system in such a way that optimal mixing of
the inflow feed (new and recirculation currents) is ensured, thus allowing
for real steady-state values of product yield accompanied of high sub-
strate conversions and high product concentration. Kinetic and yield
parameters for lactic acid production by different operational systems
have been summarized in Table 5.5.

Productivity is often used to correlate or compare lactic acid produc-
tion between diverse processes. Achieving high lactic acid concentrations
inversely affects productivity, since product and substrate inhibition
simultaneously act to drive the production values downward. Therefore,
as lactic acid builds up in the broth, the rate of carbon utilization is
reduced which forces a proportional reduction in the dilution rates in
order to maintain high volumetric concentrations (Bruno-Bárcena et al.,
1999; Senthuran et al., 2004).

Dilution rates in continuous systems can also influence the adherence
of a microorganism, consequently altering productivity and yields.
Higher dilution rates and increased agitation have resulted in increased
suspended EPS, while production rates increased, and percent yields can
be adversely affected in FBRs (Krischke et al., 1991) and PCS continuous
reactors (Cotton et al., 2001). The effectiveness of using PCS tubes has been
tested in continuous lactic acid fermentation where biofilm thickness is
controlled by agitation. The production rate, yield, and cell density of a
reactor with PCS tubes was compared to those a reactor with polypropyl-
ene tubes at increasing dilution rates. At a dilution rate of 0.4 h�1 the PCS
tube biofilm reactor demonstrated productivity of 5.08 and 8.95 g l�1 h�1

with yields of 68.89% and 70.7%, while the polypropylene control reactor
showed productivity of 5.75 g l�1 h�1 and 69.55% yield. At double the
dilution rate, productivity of the PCS biofilm reactor increased slightly to
9.88 g l�1h�1; however, percentage yields dropped to 52.38% and 58.61%
(Cotton et al., 2001). Other studies have also noticed that high productivity
appears to be coupled to incomplete use of substrate leading to lower
conversion and decreased yields. Reduced yields were reported for
higher dilution rates when continuous fermentations in stirred-tank and
FBRs with sintered glass beads were compared. In the stirred reactor,
100% substrate conversion at 0.22 h�1 dilution rate could be obtained.
At 0.4 h�1 dilution rate in the FBR, productivity of 10 g l�1 h�1 with 93%
yield could be obtained, while further increasing the dilution rate to



TABLE 5.5 Comparison between different systems used for lactic acid production as function medium enrichment coefficients

System

Nitrogen

source Sugar

Sugar

utilization

(%)

Lactic

acid

(g l� 1)

Lactic acid

productivity

(g l� 1 h� 1)

Productivity/

nitrogen

sourcea Organism Reference

Batch

Repeated batch
Biofilm reactors

Y extract,
10 g l�1

Glucose 80
g l�1

89 55 0.75 0.075 Streptomices

viridospurus

L. casei

Demirci and
Pometo

(1995)

Immobilized

alginate (batch)

Y extract,

10 g l�1
Glucose

30 g l�1
99.2 25 1.60 0.160 L. casei Guoqiang et al.

(1991)

Continuous

Chemostat Y extract,

5 g l�1;

whey
retenate

50 g l�1

Lactose

40 g l�1
100 33 5.5

(D ¼ 0.22 h�1)

0.100 L. casei Krischke et al.

(1991)

Chemostat Y extract,

30 g l�1
Glucose

40 g l�1
70 29 14.43 (D ¼ 0.467

h�1)

0.481 L. casei González-Vara

et al. (1996)

Single chemostat Y extract,

10 g l�1
Glucose

22 g l�1
100 18.6 3.2 (D ¼ 0.17

h�1)

0.320 L. casei Bruno-Bárcena

et al. (1999)

Single chemostat Y extract,

10 g l�1;
whey

permeate

60 g l�1

Lactose

45 g l�1b
51b 20.6b 8.27

(D ¼ 0.4 h�1)

0.118 L. helveticus Aeschlimann

et al. (1990)



Two chemostats Overall Y

extract

5 g l�1

Glucose

71 g l�1
100 48.5 2.42 (D ¼ 0.06

h�1)c
0.480 L. casei Bruno-Bárcena

et al. (1999)

Two chemostats Y extract

10 g l�1;

whey

permeate

60 g l�1

Lactose

45 g l�1b
59b 18.2b 7.64 (D ¼ 0.42

h�1)

0.109 L. helveticus Aeschlimann

et al. (1990)

Fluidized bed Y extract

5 g l�1;

whey
retenate

50 g l�1

Lactose

40 g l�1
50 13 13.5 (D ¼ 1.0

h�1)

0.245 L. casei Krischke et al.

(1991)

Immobilized

stirred tank

Y extract

10 g l�1
Glucose

30 g l�1
99.2b b28 5.2 (D ¼ 0.18

h�1)

0.520 L. casei Guoqiang et al.

(1992)

Packed bed Y extract

10 g l�1
Glucose

12 g l�1
90b 9.5b 1.17 (D ¼ 0.11

h�1)c
0.120 L. casei Guoqiang et al.

(1992)

Single packed bed Y extract

10 g l�1
Glucose

26 g l�1
96.8 22 7.8 (D ¼ 0.36

h�1)

0.780 L. casei Bruno-Bárcena

et al. (1999)
Two packed beds Overall Y

extract

5 g l�1

Glucose

92 g l�1

Glucose

95 g l�1

89.5

58.7

57.6

37.4

5.76 (D ¼ 0.15

h�1)c

9.72

(D ¼ 0.40 h�1)

1.150

1.940

L. casei Bruno-Bárcena

et al. (1999)

Packed bed Y extract,

15 g l�1
Glucose

100 g l�1
75b 51.4b 20.1 (D ¼ 0.39

h�1)

1.300 L. delbrueckii Gonçalves et al.

(1992)

(continued)



TABLE 5.5 (continued )

System

Nitrogen

source Sugar

Sugar

utilization

(%)

Lactic

acid

(g l� 1)

Lactic acid

productivity

(g l� 1 h� 1)

Productivity/

nitrogen

sourcea Organism Reference

Repeated batch

Biofilm reactor

Y extract

8 g l�1

plus PCS

Glucose

100 g l�1
60 4.26 0.540d L. casei Ho et al. (1997)

Repeated fed
batch

fermentation

Y extract
7 g l�1

plus PCS

Glucose
80 g l�1

146 4.2 0.600d L. casei. Velazquez et al.

(2001)

Continuous

stirred tank

bioreactor

Y extract

5 g l�1

plus PCS

Glucose

40 g l�1
70.7 12.34 8.95 (D ¼ 0.4

h�1)

N/Dd L. casei Cotton et al.

(2001)

Continuous

fibrous bed

immobilized
cell bioreactor

system

Acid whey

plus PCS

Not
reported

Lactose

86.2 g l�1
76 50.8 4.8 N/Dd L. helveticus Silva and Yang

(1995)

Stirred-tank

reactor coupled

to a packed-bed

biofilm column

Not

reported

Molasses

(10% sugar)

90–95 60 5 (D ¼ 0.0833

h�1)

N/Dd L. delbrueckii Rangaswamy

and

Ramakrishna

(2008)

a Medium enrichment coefficients (MEC). Calculated utilizing nitrogenous source evaluated from data of methodology in reference cited.
b Values obtained from published results.
c Values of productivity corresponding to the highest sugar conversion.
d Total nitrogen source not reported.
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1.0 h�1 produced higher productivity of 13.5 g l�1 h�1, the yield dropped
to 50% (Krischke et al., 1991).

A satisfactory agreement between dilution rates and experimental
productivity predictions must be demonstrated since high concentrations
of lactic acid could be achieved only with high sugar conversion at the
expense of reducing lactic acid volumetric productivity. Higher dilution
rates can result in changes in the carbon flow in Lactobacillus. Moreover,
maintenance of the glycolytic activity in non-growing, immobilized cells
can lead to increases in lactic acid concentration and reduction in the
amount of nitrogen source needed, generating lower amounts of impu-
rities than single-state process and lowering the quantity of cell mass for
disposal. Immobilization supports for microbial cells have been tested to
reduce or eliminate inhibition caused by high concentrations of substrate
or product and also enhance productivity. PCS-containing biofilm reac-
tors have shown minimal lag phase, increased cell tolerance to high
glucose concentration, increased cell density, reduced requirement for
micronutrients, and higher lactic acid production rates (Ho et al., 1997;
Velazquez et al., 2001). The performance of PCS was characterized in
suspended-cell bioreactors and repeated fed-batch biofilm lactic acid
fermentations containing L. casei in the presence and absence of the
antibiotic nystatin for controlling yeast contamination while optimizing
yeast extract and glucose concentrations. Fed-batch reactors containing
PCS supports demonstrated productivity of 2.45 g l�1 h�1; however, lactic
acid productivities and glucose consumption rate decreased with each
glucose pulse (Velazquez et al., 2001). The reduction in lactic acid produc-
tivity following each glucose pulse was thought to be caused by a dilution
of the yeast extract concentration, by addition of ammonium hydroxide to
control pH, or by increased lactic acid concentration (Gonçalves et al.,
1991; Velazquez et al., 2001). Otherwise, repeated fed-batch fermentation
containing PCS operated more efficiently than suspended-cell bioreactors
by requiring less yeast extract to produce up to 146 g l�1 of lactic acid with
7 g of yeast extract (Velazquez et al., 2001). Ho et al., 1997 studied lactic
acid production from three bioreactors containing PCS and compared the
data to those in a bioreactor with suspended cells as a control. They found
PCS bioreactors shortened the lag time up to sixfold, increased produc-
tivity from 2.78 g l�1 h�1 in the control to 3.26 g l�1 h�1 in the PCS
bioreactors, and required reduced complex nutrient addition by lowering
yeast extract in the medium and increasing starting glucose concentra-
tion. However, inhibition of substrate utilization by high starting glucose
concentrations was observed, as also reported by Gonçalves et al. (1992).
Results for typical lactic acid percentage yield for L. casei are between 70%
and 72% (Cotton et al., 2001; Ho et al., 1997). Yields below 69% are thought
to represent a physiological shift to overproduction of EPS and a reduc-
tion in lactic acid production (Cotton et al., 2001; Ho et al., 1997).
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The values shown in Table 5.5 allow comparisons between datasets
from lactic acid production processes under optimal conditions between
reports in the literature, highlighting the uppermost lactate (g l�1) pro-
ducing condition within each study.
A. How much will cells pay for a good nitrogen source?

Theoretically, adding more yeast extract should increase biomass leading
to higher volumetric lactic acid produced. However, yeast extract is a
high-priced commodity and is major factor in costly lactic acid fermenta-
tions. Since yeast extract is a major expenditure, an unbiased method for
comparing the efficiency of lactic acid production for diverse bioreactor
operating conditions was accomplished by calculating productivity from
a given amount of nitrogen source (productivity/gram nitrogen source),
designated as medium enrichment coefficient (MEC) (Table 5.5). Scan-
ning the lactic acid concentration and MEC values, it is clear that the
naturally immobilized systems yielded lactic acid concentrations that
parallel with productivity values when the results are analyzed in terms
of the amount nitrogen source added. The amount of nitrogen source
supplied for two-stage systems, chemostat, and PBRs is accompanied by
substantially high substrate consumption and lactate concentration, and
comparable with the high concentration values reported. However, many
of the continuous fermentations with very high reported productivities
were usually accomplished by adding high amounts yeast extract, reduc-
ing the benefits by escalating fermentation costs. Naturally immobilized
PBRs and CSTRs produced the highest MEC values, while covalently
immobilized or entrapped cells produced low MEC values and are com-
parable to batch and chemostat processes. Early kinetic studies on lactose
utilization in acidogenic biofilms suggested that immobilization changes
the physiological properties of the microorganisms resulting in decreased
substrate utilization compared to free cells. This decrease in substrate
utilization may be due to decreased cell surface area for substrate con-
sumption and considerable internal mass transfer resistance inside the
biofilm in addition to differences in apparent substrate affinity of the
adsorbed cells (Jeffrey and Paul, 1986; Yu and Pinder, 1993).

Biofilm bioreactor designs that minimize diffusion limitations and
inhibition by substrate, thereby improving productivity in reduced nitro-
gen media components, have been implemented (R3 design reactor
Fig. 5.2) (Bruno-Bárcena, 1997; Bruno-Bárcena et al., 1999) and tested in a
two-stage, two-stream immobilized up-flow PoraverÒ PBRs with two
mixed feed stock streams. The design predictions were in good agreement
with the data reported. The results suggest that yeast extract concentra-
tions can be maintained at low levels while still achieving high produc-
tivity and high lactic acid concentrations with no significant amount of
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free cells, as compared to productivity obtained from nonadherent free
cells. By using reactors operating in cascade for the two-stage, two-stream
immobilized up-flow PBR, the overall nitrogen source can be reduced and
simple medium recipes could be still simplified even further reducing
downstream processing costs by the reduction in impurities.
IX. CONCLUSIONS

The advantages of microbial production of lactic acid over chemical
synthesis from petroleum-based products are utilization of renewable
carbon sources and the ability to mainly produce the L- or D-isomer of
lactic acid. To make fermentation cost-competitive with chemical synthe-
sis, improvements have been made that decrease production costs while
increasing lactic acid productivity and product concentration. Production
rates have been enhanced by increasing cell densities using various sup-
ports and advancing natural biofilm adsorption by strain development in
addition to augmenting existing bioreactor designs.

Conventional artificial methods for cell immobilization involved
cross-linking or entrapment within polymers. However, these artificial
immobilization methods require additional intricate preparation steps,
lack a universally applicable technology, limited mass transfer through
the immobilization matrix, and reduced viability of the entrapped organ-
ism. Natural immobilization offers the best possibility for continuous
fermentation that significantly increases product output and thus reduces
cost when compared to artificial cell immobilization systems. Biofilms
naturally adapt to their own matrix and show long-term viability as well
as enhanced tolerance to toxins, allowing for continuous processing.
Product inhibition continues to be a bottleneck in lactic acid fermentation
processes, and has been addressed with bioreactor design modifications
such as cell recycling thereby increasing productivity. Future modifica-
tions may also include developments in product removal in conjunction
with the fermentation process. Consequently, industrial demand for tech-
nologies ensuring microbial stability remains strong, since high cell sur-
vival rather than constant replenishment continues to be economically
important.

A comparison between reactor designs, organisms, and support
matrices employed during the past two decades was presented. Numer-
ous studies using continuous processes and various cellular supports
with the aim of increasing cell concentration in the reactor have been
researched. Ultimately, understanding the relationships between the sup-
port, strain, and productivity will allow for a more systematic tailoring of
the process. It is clear that increases in cell density vastly improve reactor
volumetric productivity, and further improvements should focus on
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increasing specific cell productivity. As a final point, we would like
to highlight that the use of naturally adherent strains in an adequate
reactor design resulted in the highest efficiency reported, reinforcing the
era that first began by examining longer operational times and high cell
densities through constant biomass regeneration of naturally adherent
microorganisms.
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Gonçalves, L. M. D., Barreto, M. T. O., Xavier, A. M. R. B., Carrondo, M. J. T., and Klein, J.
(1992). Inert supports for lactic acid fermentation a technological assessment. Appl.
Microbiol. Biotechnol. 38, 305–311.
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Abstract Recent threats posed by pathogenic microorganisms in food, recre-
ational waters, and as agents of bioterror have underscored the need

for the development of more rapid, accurate, and cost-effective

methods of microbial characterization and identification. This chap-

ter focuses on the use of matrix-assisted laser desorption ionization

time-of-flight mass spectrometry (MALDI-TOF MS) to rapidly

characterize and identify microorganisms through generation of

characteristic fingerprints of intact cells. While most efforts have

focused on bacteria, this technology has also been applied to fungi

and viruses. Results of most studies suggest that MALDI-TOF MS

can be used to rapidly and accurately characterize microorganisms.

A variety of quantitative approaches have been employed in

the analysis of MALDI-TOF MS fingerprints of microorganisms.

The reproducibility of fingerprints of intact cells remains a primary

concern and limitation associated with this approach. Protocols and

instrumentation used have varied considerably and likely account for

much of the variability in reproducibility reported. Key first steps to

overcoming this limitation will be the development of standard

approaches to quantifying reproducibility and the development of

standard protocols for sample preparation and analysis.
I. INTRODUCTION

A. Need for a rapid and accurate tool
to identify microorganisms

A number of events can result in human exposure to pathogenic micro-
organisms, microbial toxins, or even microbiological weapons. These
events can be local, such as fecal contamination of recreational waters,
which can expose people coming in contact with contaminated water to
viruses (e.g., rotavirus, enteroviruses, and norovirus), protozoans (e.g.,
Giardia and Cryptosporidium), and bacteria (e.g., Campylobacter, Salmonella,
Shigella, and Vibrio cholerae) (Geldreich, 1996; Kleinheinz et al., 2003).
These events can also occur on a large scale, such as contamination of
food (e.g., the contamination of spinach with Escherichia coli in 2006), or
threats of bioterrorism (e.g., the discovery of letters containing Bacillus
anthracis spores that were delivered through the U.S. Mail in 2001).
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No matter how large the threat to public safety, there is a need in each of
these events to rapidly identify the microorganisms as well as the source
of those microorganisms to reduce public health risks.

A variety of phenotypic (e.g., antibiotic resistance testing) and geno-
typic (e.g., ribotyping, pulsed-field gel electrophoresis (PFGE), repeti-
tive sequence-based polymerase chain reaction (e.g., rep-PCR), 16S
rDNA analysis) methods have been used to identify and fingerprint
bacteria. Although these methods offer a relatively high rate of correct
classification, there are drawbacks to these tools. First, for proper identifi-
cation of unknown bacteria, particularly when using some genotypic
tools, it is necessary to create a large database or library of isolates from
known sources from varying geographic regions and times (Meays et al.,
2004; Stewart et al., 2003). Also, both genetic and phenotypic tools can be
costly to perform, are labor intensive, involve complex methods, and
require days to complete (Meays et al., 2004). The limitations of these
methods underscore the need for the development of a more rapid,
simple, and cost-effective method for bacterial source tracking (BST),
particularly when public safety becomes an issue.
B. Characteristics of an ideal method

An ideal identification method should possess a number of characteristics.
First, the method should be accurate. For many currently utilized pheno-
typic and genotypic methods, rates of correct classification of bacterial iso-
lates according to their respective environmental sources have been
relatively high. Average rates of correct source assignment using antibiotic
sensitivity testing have ranged from 62% to 98%, depending on how bacte-
rial isolates were classified (Hagedorn et al., 1999; Harwood et al., 2000;
Parveen et al., 1997; Wiggins, 1996; Wiggins et al., 1999). Using ribotyping
to identify bacterial isolates has allowed for correct identification rates
ranging from 49% to 97% (Carson et al., 2001; Parveen et al., 1997). Studies
utilizing rep-PCR for BST have shown conflicting data. Dombek et al. (2000)
andCarson et al. (2003) have reported rates of correct classification by source
ranging from 78% to 100%, but Holloway (2001) reported no significant
grouping of either E. coli or Enterococcus faecalis isolates by source.

An ideal method of characterizing microbes should be rapid. Many
methods for bacterial fingerprinting and identification are time intensive,
often requiring days to complete (Meays et al., 2004), because of the need
to isolate, culture, and process bacterial samples using the desired
method (e.g., antibiotic resistance testing, ribotyping, PCR). During
severe threats to public safety and health, a method that would require
only hours or minutes to complete may be required to mitigate significant
harm to public health.
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Finally, an ideal method of identifying microorganisms should be
inexpensive, since utilization of a method for public health and safety
applications would likely require large numbers of microorganisms to be
identified. Currently utilized methods, especially genotypic methods,
often require the use of expensive reagents, equipment, and data analysis
software. Another factor that increases the expense of utilizing certain
methods for identification of microorganisms is the cost of labor since
many of these methods are time intensive.
C. Matrix-assisted laser desorption ionization time-of-flight
mass spectrometry (MALDI-TOF MS)

1. Overview of technology
One tool that may have potential as a rapid, cost-effective, and simple
method for microbial fingerprinting is mass spectrometry-based micro-
bial fingerprinting. Mass spectrometry has been used for decades in
chemistry, but it was not until 1975, in a pioneering study by Anhalt
and Fenselau (1975), that its use in the general application of characteriz-
ing bacteria was proposed. In their study, Anhalt and Fenselau (1975)
used pyrolysis, in which heat breaks a sample into smaller molecules,
combined with mass spectrometry to analyze phospholipids and ubiqui-
nones extracted from lyophilized bacteria. Using this approach, they
observed that extracts from bacteria of not only different genera but also
of different species produced unique mass spectra. Following this study,
others explored the use of a variety of other mass spectrometry techni-
ques, such as fast-atom bombardment and electrospray ionization (Ruelle
et al., 2004).

The use of MALDI-TOF MS was first proposed by Karas et al. (1987).
The general concept behind MALDI-TOF MS is fairly simple: when ions
of different mass and charge are exposed to an applied electric field and
allowed to travel down a region of given length, they will travel that
length in a time period that is dependent upon their mass and charge
(Lennon, 1997). A sample is mixed with a matrix, which results in
the crystallization of the sample within the matrix. The sample/matrix
mixture is loaded into the mass spectrometer, where it is bombarded with
a UV laser (Fig. 6.1). The matrix absorbs energy from the laser and the
sample becomes vaporized, releasing ions of various sizes. The ions pass
through accelerating grids and travel down a flight tube, with smaller
ions travelling faster than larger ions. When the ions reach the end of the
flight tube they strike a detector. The time of flight required to strike the
detector is used to calculate the masses of the ions. The information
gathered following the ions hitting the detector is used to create a mass
spectrum (Fig. 6.2), which conveys not only themasses (m) and charges (z)
of the ions, but also the number of ions of a particular size that struck the
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FIGURE 6.1 Schematic of MALDI-TOF MS. The sample/matrix mixture is irradiated

with a UV laser (A). The matrix absorbs energy from the UV laser, causing the sample to

become vaporized, forming ions. The ions pass through acceleration grids (B). The ions

travel down a flight tube, with smaller ions travelling faster than larger ions (C). Once the

ions reach the end of the flight tube, the ions strike a detector (D), which allows

calculation of the masses of the ions based upon the time they take to travel the length

of the flight tube.
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FIGURE 6.2 Information gathered when ions strike the detector is used to create a

mass spectrum. The mass/charge (m/z) of the ions corresponds to the size and

charge of the ions hitting the detector. The intensity corresponds to the number of

particles of a particular m/z that struck the detector.
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detector (intensity). Mass spectra typically reportm/z values on the x-axis,
and MALDI typically produces singly charged (z ¼ 1) ions.

2. Overview of application
Two general approaches have been employed when using MALDI-TOF
MS to characterize microorganisms: (1) fingerprinting of intact microor-
ganisms and (2) bioinformatics-enabled approaches. In the first approach,
intact cells are used to generate unique spectra (i.e., a ‘‘fingerprint’’) that
can be compared with previously collected fingerprints. In many cases,
these fingerprints are compared with previously assembled (and, in some
cases, commercially available) libraries. This approach is relatively sim-
ple, because it is possible to use minimally processed intact cells.
In general, an isolatedmicroorganism is cultured on an agar-basedmedium
or in liquid broth. Intact cells of the microorganism are then mixed with a
matrix solution and placed onto a sample plate. Once dry, the sample is
analyzed via MALDI-TOF MS. Spectra contain peaks (typically ranging
from 0 to 20 kDa) that constitute a fingerprint. Peaks have been reported
to represent biological molecules, including proteins, that reside in or on the
outer surface of the microorganism, although some peaks may represent
biological molecules of intracellular or cytoplasmic origin (Conway et al.,
2001; Dalluge, 2000; Evason et al., 2001). The appearance of these unique
proteins has been ascribed to the expression of genomic differences in
bacteria at the genus, species, and strain level (Alberts et al., 1994; Wang
et al., 1998).

In the second approach, masses associated with an unknown micro-
organism may be identified by comparison with masses of proteins in
protein databases (Demirev et al., 1999). Once a mass has been identified
with statistical confidence, the identity of themicroorganismcan be inferred
readily. More advanced mass spectrometry-based technologies (e.g., tan-
dem MS-MS) can be used to more effectively identify proteins
by fragmenting masses within the mass spectrometer (i.e., a top-down
approach) (e.g., Fagerquist et al., 2009). Alternatively,microbial proteins can
be fragmented enzymatically (oftenusing trypsin) prior tomass spectromet-
ric analysis (i.e., a bottom-up approach) (e.g., Pribil and Fenselau, 2005).

While the bioinformatics approach does not require libraries of finger-
prints and may be more reproducible than use of fingerprints of intact
microorganisms, it requires that microorganisms of interest have at least
partially sequenced genomes. While an ever-increasing number of micro-
bial genome sequences are available, many environments contain micro-
bial inhabitants without sequenced genomes. Thus, the utility of
the bioinformatics approach may be limited in many settings. In addi-
tion, effective within-mass spectrometer fragmentation requires mass
spectrometers with expensive MS-MS capabilities. This review focuses
on the use of the fingerprinting of intact microorganisms for microbial
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characterization via MALDI-TOF MS. An excellent review of use of
additional mass spectrometry-based technologies and the bioinforma-
tics approach to microbial characterization is available (Demirev and
Fenselau, 2008a).
II. APPLICATIONS

MALDI-TOF MS has been used to characterize a wide variety of micro-
organisms, including bacteria, fungi, and viruses (Table 6.1). The majority
of applications have been developed for bacteria.
A. Bacteria

One of the first studies to utilize MALDI-TOF MS to differentiate micro-
organisms relied upon extraction of water-soluble proteins (Cain et al.,
1994). The approach allowed differentiation of several Gram-negative and
Gram-positive bacteria. While this method of analysis was useful, more
rapidmethods of sample preparation were later used. Holland et al. (1996)
proposed the use of intact bacterial cells for analysis rather than bacterial
extracts. In this study, bacterial colonies were removed from agar plates,
mixed with amatrix solution, and placed directly onto theMALDI sample
plate/target. Using mass spectra gathered from intact bacterial cells,
Holland et al. (1996) were able not only to identify strains of Enterobacter
cloacae, Proteus mirabilis, Shigella flexneri, E. coli, and Serratia marcescens but
also to differentiate between three different species of Pseudomonas.

Shortly after Holland et al. (1996) reported success in identifying
bacteria using mass spectra gathered from intact cells, Claydon et al.
(1996), as well as Krishnamurthy and Ross (1996), published findings
regarding analysis of intact bacterial cells. Both studies showed that this
rapid technique allowed the acquisition of mass spectra containing peaks
unique to individual species and strains of both Gram-negative and
Gram-positive bacteria. The studies by Holland et al. (1996) in conjunction
with those by Claydon et al. (1996) and Krishnamurthy and Ross (1996)
were important to the future development of techniques to analyze intact
bacterial cells using MALDI-TOF MS. Not only did these studies show
that analysis of intact cells was sufficient to differentiate between different
species and strains of bacteria, but they also demonstrated that prepara-
tion of intact cells offered a simpler and more rapid sample preparation
method in comparison to the analysis of bacterial extracts. Indeed, the
vast majority of the recent myriad applications developed for identifica-
tion and characterization of bacteria described subsequently in this
review have relied upon analysis of intact cells.



TABLE 6.1 An overview of applications of MALDI-TOF MS to characterize bacterial, fungal, and viral microorganisms

Microorganism Sample preparation Matrices Instrument

Mass ranges

(Da)

Algorithm/software

for identification Reference

Bacteria

Arthrobacter spp. Intact cells, 0.5 mg/mL

lysozyme for 30 min

or 70% ethanol at

100 �C for 10 min

CHCA, DHB

and SA

Bruker Reflex III 2000–20,000 Applied Maths

Bionumerics 3.5

software

Vargha et al.

(2006)

Bacillus spp. Intact cells FA PerSeptive

Voyager-DE RP

2000–14,000 PNNL peak extraction

algorithm

Wahl et al.

(2002)

Bacillus spp. Intact cells FA Bruker Reflex II 3000–25,000 Sequest & Mascot

peptide mass

fingerprinting tool

and NCBI database

Dickinson et al.

(2004)

Bacillus spp. Intact cells/spores, 80%

TFA inactivation for

30 min

CHCA Bruker Autoflex 2000–20,000 Bruker Compass 1.1

software

Lasch et al.

(2008)

Bacillus anthracis 0.1% SDS, 0.1 mM BME

treatments and

sonication for 10 min

CHCA and SA Vestec 2000 2000–16,000 NR Krishnamurthy

et al. (1996)

Bacillus anthracis Intact cells, trypsin

digestion, or

lysozyme treatment

CHCA and CMBT Micromass UK

MALDI

1000–20,000 Microbelynx software Liu et al. (2007)

Bacillus subtilis Intact cells CHCA, MCA and

SA

Kratos Kompact

MALDI IV

4000–10,000 Sequence Retrieval

System module in

the SwissProt/

TrEMBL database

Demirev et al.

(1999)

156



Brucella

melitensis

0.1% SDS, 0.1 mM BME

treatments and

sonication for 10 min

CHCA and SA Vestec 2000 2000–16,000 NR Krishnamurthy

et al. (1996)

Burkholderia spp. Intact cells CHCA Applied

Biosystems

4700

Proteomics

Analyzer

2000–22,000 Applied Maths

BioNumerics 4.5 &

Applied Biosystems

Data Explorer

software

Vanlaere et al.

(2008)

Burkholderia

cepacia

Intact cells, trypsin

digestion, or

lysozyme treatment

CHCA and CMBT Micromass UK

MALDI

1000–20,000 Microbelynx software Liu et al. (2007)

Campylobacter

spp.

1 min bead beating FA Bruker Reflex II 5000–15,000 BACMASS software Mandrell et al.

(2005)

Citrobacter

freundii

Intact cells CHCA Kratos Kompact

MALDI III

500–2200 NR Claydon et al.

(1996)

Coxiella burnetii Intact cells treated with

gamma radiation

CHCA Applied

Biosystems

4700

Proteomics

Analyzer

1000–6000 Applied Biosystems

Data Explorer

software

Pierce et al.

(2007)

Enterobacter

cloacae

Trypsin digestion CHCA Shimadzu

Scientific

Axima CFR

Plus

800–2000 Mascot peptide mass

fingerprinting tool

and NCBI database

Pribil and

Fenselau

(2005)

Enterococcus

spp.

0.05 mg/mL lysozyme

treatment

SA Bruker Reflex IV 1000–10,000 Bruker FlexAnalysis &

Applied Maths

GelComparII

software

Giebel et al.

(2008)

(continued)
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TABLE 6.1 (continued )

Microorganism Sample preparation Matrices Instrument

Mass ranges

(Da)

Algorithm/software

for identification Reference

Erwinia herbicola Trypsin digestion CHCA Shimadzu

Scientific

Axima CFR

Plus

800–2000 Mascot peptide mass

fingerprinting tool

and NCBI database

Pribil and

Fenselau

(2005)

Escherichia spp. Intact cells CHCA Applied

Biosystems

Voyager DE

PRO

2500–15,000 Applied Biosystems

Voyager Data

Explorer software

Mazzeo et al.

(2006)

Escherichia coli Intact cells CHCA Kratos Kompact

MALDI III

500–2200 NR Claydon et al.

(1996)

Escherichia coli Intact cells CHCA, MCA, and

SA

Kratos Kompact

MALDI IV

4000–10,000 Sequence Retrieval

System module in

the SwissProt/

TrEMBL database

Demirev et al.

(1999)

Escherichia coli Intact cells FA PerSeptive

Voyager-DE RP

2000–14,000 PNNL peak extraction

algorithm

Wahl et al.

(2002)

Escherichia coli Trypsin digestion CHCA Shimadzu

Scientific

Axima CFR

Plus

800– 2000 Mascot peptide mass

fingerprinting tool

and NCBI database

Pribil and

Fenselau

(2005)

Escherichia coli Intact cells, trypsin

digestion or lysozyme

treatment

CHCA and CMBT Micromass UK

MALDI

1000–20,000 Microbelynx software Liu et al. (2007)

Escherichia coli Intact cells SA Bruker Reflex IV 2000– 11,000 Bruker FlexAnalysis &

Bio-Rad Diversity

Database software

Siegrist et al.

(2007)
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Escherichia coli Intact cells CHCA Bruker Ultraflex 1800–9000 Bruker ClinProTools

software

Hsieh et al.

(2008)

Francisella

tularensis

0.1% SDS, 0.1 mM BME

treatments,

sonication for 10 min

CHCA and SA Vestec 2000 2000–16,000 NR Krishnamurthy

et al. (1996)

Haemophilus

spp.

Water/acetonitrile (2:1)

treatment for 1 min

SA PerSeptive

Voyager-DE

5000–20,000 NR Haag et al.

(1998)

Helicobacter

pylori

n-Octyl-b-D-
glucopyranoside

treatment

CHCA, FA, and SA Bruker Reflex 4000–40,000 NR Nilsson (1999)

Klebsiella

aerogenes

Intact cells CHCA Kratos Kompact

MALDI III

500–2200 NR Claydon et al.

(1996)

Klebsiella

pneumoniae

Intact cells CHCA Bruker Ultraflex 1800–9000 Bruker ClinProTools

software

Hsieh et al.

(2008)

Listeria spp. Intact cells CHCA Applied

Biosystems

Voyager DE

PRO

2500–15,000 Applied Biosystems

Voyager Data

Explorer software

Mazzeo et al.

(2006)

Listeria spp. Intact cells CHCA and FA Bruker Microflex

LT

2000–20,000 Bruker FlexAnalysis &

BioTyper software

Barbuddhe et al.

(2008)

Mycobacterium

spp.

Intact cells CHCA Micromass UK

MALDI

500–10,000 Microbelynx software Pignone et al.

(2006)

Mycobacterium

smegmatis

Intact cells CHCA Kratos Kompact

MALDI III

500–2200 NR Claydon et al.

(1996)

Pseudomonas

spp.

Intact cells FA PerSeptive

Voyager-DE RP

2000–14,000 PNNL peak extraction

algorithm

Wahl et al.

(2002)

(continued)159



TABLE 6.1 (continued )

Microorganism Sample preparation Matrices Instrument

Mass ranges

(Da)

Algorithm/software

for identification Reference

Pseudomonas

spp.

Intact cells CHCA Applied

Biosystems

Voyager DE

PRO

2500–15,000 Applied Biosystems

Voyager Data

Explorer software

Mazzeo et al.

(2006)

Pseudomonas

aeruginosa

Intact cells CHCA Bruker Ultraflex 1800–9000 Bruker ClinProTools

software

Hsieh et al.

(2008)

Salmonella spp. Intact cells CHCA Applied

Biosystems

Voyager DE

PRO

2500–15,000 Applied Biosystems

Voyager Data

Explorer software

Mazzeo et al.

(2006)

Salmonella spp. Intact cells SA Bruker Ultraflex II 2000–11,000 Anagnostec SARAMIS

software

Dieckmann

et al. (2008)

Salmonella

enterica

Intact cells CHCA Bruker Ultraflex 1800–9000 Bruker ClinProTools

software

Hsieh et al.

(2008)

Salmonella

typhimurium

Trypsin digestion CHCA Shimadzu

Scientific

Axima CFR

Plus

800–2000 Mascot peptide mass

fingerprinting tool

and NCBI database

Pribil and

Fenselau

(2005)

Serratia

marcescens

Intact cells FA PerSeptive

Voyager-DE RP

2000–14,000 PNNL peak extraction

algorithm

Wahl et al.

(2002)

Staphylococcus

spp.

Intact cells CHCA Kratos Kompact

MALDI III

500–2200 NR Claydon et al.

(1996)

Staphylococcus

spp.

Intact cells DHB Bruker Autoflex 1000–11,000 Bruker flex control

software

Carbonnelle

et al. (2007)
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Staphylococcus

aureus

Intact cells CHCA and CMBT Micromass UK

MALDI

500–3500 Microbelynx software Du et al. (2002)

Staphylococcus

aureus

Intact cells CMBT Kratos Kompact

MALDI II

1–100,000 In-house cluster

analysis software

Jackson et al.

(2005)

Staphylococcus

aureus

Intact cells, trypsin

digestion or lysozyme

treatment

CHCA and CMBT Micromass UK

MALDI

1000–20,000 Microbelynx software Liu et al. (2007)

Staphylococcus

aureus

Intact cells CHCA Bruker Ultraflex 1800–9000 Bruker ClinProTools

software

Hsieh et al.

(2008)

Streptococcus sp. Intact cells CHCA Bruker Ultraflex 1800–9000 Bruker ClinProTools

software

Hsieh et al.

(2008)

Yersinia spp. Intact cells CHCA Applied

Biosystems

Voyager DE

PRO

2500–15,000 Applied Biosystems

Voyager Data

Explorer software

Mazzeo et al.

(2006)

Yersinia spp. Intact cells/spores, 80%

TFA inactivation for

30 min

CHCA Bruker Autoflex 2000–20,000 Bruker Compass 1.1

software

Lasch et al.

(2008)

Yersinia pestis 0.1% SDS, 0.1 mM BME

treatments and

sonication for 10 min

CHCA and SA Vestec 2000 2000–16,000 NR Krishnamurthy

et al. (1996)

Yersinia pestis Intact cells, trypsin

digestion or lysozyme

treatment

CHCA and CMBT Micromass UK

MALDI

1000–20,000 Microbelynx software Liu et al. (2007)

(continued)
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TABLE 6.1 (continued )

Microorganism Sample preparation Matrices Instrument

Mass ranges

(Da)

Algorithm/software

for identification Reference

Fungi

Aspergillus spp. Intact spores CHCA, DHCA, and

SA

PerSeptive

Voyager

4000–20,000 NR Li et al. (2000)

Aspergillus spp. 3 � 1 min bead beating

cycles

CHCA Bio-Rad

Ciphergen

PBS-IIC

5000–20,000 Bio-Rad Biomarker

Wizard software

Hettick et al.

(2008b)

Aspergillus niger Intact cells/spores or

50% nitric acid

treatment for 45 min

FA and SA PerSeptive

Voyager-DE RP

2000–18,000 NR Valentine et al.

(2002)

Brachiola algerae Intact spores or bead

beating

CHCA and SA Applied

Biosystems

Voyager

DE-STR

2000–8000 ABI Voyager Data

Explorer software

Moura et al.

(2003)

Candida spp. 70% formic acid

treatment for 2 min

CHCA Bruker Microflex

LT & Biflex III

2000–20,000 Bruker FlexAnalysis &

BioTyper software

Marklein et al.

(2009)

Candida albicans 25% formic acid

treatment for 5 min

SA Kratos MALDI

TOF IV

4000–20,000 Sequence Retrieval

System module in

the SwissProt/

TrEMBL

Amiri-Eliasi

and Fenselau

(2001)

Cryptococcus

neoformans

70% formic acid

treatment for 2 min

CHCA Bruker Microflex

LT & Biflex III

2000–20,000 Bruker FlexAnalysis &

BioTyper software

Marklein et al.

(2009)

Encephalitozoon

spp.

Intact spores or bead

beating

CHCA and SA Applied

Biosystems

Voyager

DE-STR

2000–8000 ABI Voyager Data

Explorer software

Moura et al.

(2003)
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Epidermophyton

floccosum

25% formic acid

treatment for 5 min

SA Kratos MALDI

TOF IV

4000–20,000 Sequence Retrieval

System module in

the SwissProt/

TrEMBL

Amiri-Eliasi

and Fenselau

(2001)

Fusarium spp. Intact spores SA, FA, DHB,

THAP, and

CHCA

Kratos AXIMA-

TOF &

AXIMA-CFRþ

4000–15,000 NR Kemptner et al.

(2009)

Penicillium spp. Intact spores CMBT, DHB,

HABA, and SA

Fisons

Instruments

TofSpec

2000–13,000 NR Welham et al.

(2000)

Penicillium spp. Intact spores DHB and SA Bruker Biflex III 2000–8000 NR Chen and Chen

(2005)

Penicillium spp. 3 � 1 min bead beating

cycles

CHCA Bio-Rad

Ciphergen

PBS-IIC

5000 – 20,000 Bio-Rad Biomarker

Wizard software

Hettick et al.

(2008a)

Phanerochaete

chrysosporium

Intact cells/spores or

50% nitric acid

treatment for 45 min

FA and SA PerSeptive

Voyager-DE RP

2000–18,000 NR Valentine et al.

(2002)

Rhizopus oryzae Intact cells/spores or

50% nitric acid

treatment for 45 min

FA and SA PerSeptive

Voyager-DE RP

2000–18,000 NR Valentine et al.

(2002)

Saccharomyces

cerevisiae

25% formic acid

treatment for 5 min

SA Kratos MALDI

TOF IV

4000–20,000 Sequence Retrieval

System module in

the SwissProt/

TrEMBL

Amiri-Eliasi

and Fenselau

(2001)

Saccharomyces

cerevisiae

70% formic acid

treatment for 2 min

CHCA Bruker Microflex

LT & Biflex III

2000–20,000 Bruker FlexAnalysis &

BioTyper software

Marklein et al.

(2009)

(continued)
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TABLE 6.1 (continued )

Microorganism Sample preparation Matrices Instrument

Mass ranges

(Da)

Algorithm/software

for identification Reference

Scytalidium

dimidiatum

Intact spores CMBT, DHB,

HABA, and SA

Fisons

Instruments

TofSpec

2000–13,000 NR Welham et al.

(2000)

Trichoderma

reesei

Intact cells/spores or

50% nitric acid

treatment for 45 min

FA and SA PerSeptive

Voyager-DE RP

2000–18,000 NR Valentine et al.

(2002)

Trichophyton

rubrum

Intact spores CMBT, DHB,

HABA, and SA

Fisons

Instruments

TofSpec

2000–13,000 NR Welham et al.

(2000)

Viruses

Avian influenza

viruses

Amplification of viral

HA gene

HPA Bruker Ultraflex I 1500–9000 NR Michael et al.

(2009)

Hepatitis B virus

(HBV)

Hepatitis C

virus (HCV)

Amplification of RT

gene

Amplified 50

untranslated region

of HCV genome

Sequenom

SpectroCLEAN

resin

HPA

Bruker Compact

MALDI

Bruker Reflex

IV

5000–8500

1000–10,000

Sequenom Typer

Analyzer application

software NR

Luan et al.

(2009)

Ilina et al.

(2005)
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Newcastle

disease virus

2% SDS, 10 mM

dithiothreitol, and

AspN protease

treatments

CHCA and DHAP Bruker Reflex 1000–12,000 FAST software routine

in Bruker XTOF

Lopaticki et al.

(1998)

Norovirus Trypsin digestion SA Applied

Biosystems

Voyager

DE-STR

700–5000 Mascot peptide mass

fingerprinting tool

and NCBI database

Colquhoun et al.

(2006)

Sindbis virus 0.5% n-Octyl glucoside

and 0.5% TFA

treatment

SA Kratos Kompact

MALDI IV

20,000–70,000 NR Kim et al. (2001)

Sindbis virus Trypsin digestion CHCA Kratos Kompact

MALDI IV

1000–4000 ExPASy PeptideMass

software

Yao et al. (2002)

Abbreviations: BME, b-mercaptoethanol; CHCA, a-cyano-4-hydroxycinnamic acid; CMBT, 5-chloro-2-mercaptobenzothiozole; DHAP, 2,6-dihydroxyacetophenone; DHB, 2,5-dihydroxybenzoic acid;
DHCA, 3,4-dihydroxycinnamic acid; FA, ferulic acid; HABA, [2-(4-hydroxyphenylazo)]benzoic acid; HPA, 3-hydroxypicolinic acid; MCA, 4-methoxycinnamic acid; SA, sinapinic acid; TFA,
trifluoroacetic acid; THAP, 2,4,6-trihydroxyacetophenone.
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B. Fungi

Although the majority of MALDI-TOF MS applications have focused on
bacteria, an increasing number of studies have utilized MALDI-TOF MS
to characterize fungi. The identification of fungal groups is still largely
based on examination of morphological characteristics at the micro- and
macroscopic levels (Hettick et al., 2008b). One of the first studies that
utilized MALDI to characterize fungi was performed by Welham et al.
(2000). Various species of Penicillium, as well as Scytalidum dimidiatum and
Trichophyton rubrum were characterized in this study.

As with bacterial applications, both cell extracts and intact cells have
been analyzed. Amiri-Eliasi and Fenselau (2001) used formic acid to lyse
the cell walls of Saccharomyces cerevisiae before analyzing the extracts.
Hettick et al. (2008a) analyzed extracts of 12 Penicillium species by bead-
beating conidia and hyphae. Both groups were able to differentiate
between 12 species of each genus, and a biomarker at m/z 13,900 common
to all of the Penicillium species was reported. Chen and Chen (2005)
successfully identified six Penicillium strains using intact fungal spores.
Hettick et al. (2008b) performed a study observing the extracts from
12 species of Aspergillus and 5 strains of A. flavus. All 12 species were
correctly identified with 100% accuracy, but identification of the specific
strains was only 95% accurate. Li et al. (2000) utilized intact spores to
characterize different species of Aspergillus, including toxigenic species
(i.e., A. flavus) and non-toxigenic species (i.e., A. oryzae).

Valentine et al. (2002) and Moura et al. (2003) utilized MALDI-TOF MS
to characterize both fungal extracts and intact cells. Moura et al. (2003)
correctly identified four types of microsporidia that affect humans using
both fungal spores and extracts. Valentine et al. (2002) identified Aspergillus
niger, Rhizopus oryzae, Trichoderma reesei, and Phanerochaete chrysosporium
using either intact spores and hyphae or extracts. Intact cells, sonicated
cells, and cells treated with acid yielded similar spectra.

Another fungal application of MALDI has been the accurate and timely
identification of infectious fungi. Kemptner et al. (2009) characterized five
Fusarium species, some of which produce a mycotoxin and are involved in
significant crop losses and contamination of food. Marklein et al. (2009)
usedMALDI for the rapid identification of clinical yeast isolates, including
Candida, Cryptococcus, Saccharomyces, Trichosporon, Geotrichum, Pichia, and
Blastoschizomyces spp. with 92.5 % accuracy. These fungi initiate infections
in immune-compromised hosts; therefore, rapid and accurate identification
is necessary for treating the fungus with a species-specific antifungal.
C. Viruses

MALDI-TOF MS is less commonly used for identifying viruses and
their associated proteins because the standard for viral testing is gene
sequencing; however, MALDI has proved to be a more rapid method of
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identification. Most studies focusing on characterization of viruses via
MALDI have dealt with the detection of pathogens (Colquhoun et al.,
2006; Ilina et al., 2005; Lopaticki et al., 1998; Luan et al., 2009; Michael et al.,
2009; Parker et al., 1996). Instead of targeting entire viruses for MALDI
analyses, a specific protein of interest is usually selected. The most abun-
dant protein in most viruses is the capsid protein, which constitutes most
of the viral coat. Colquhoun et al. (2006) used MALDI to target the capsid
protein of a norovirus, which is the leading cause of gastroenteritis.

Other studies have focused on examining less abundant viral proteins
with MALDI, such as fusion proteins (Lopaticki et al., 1998; Parker et al.,
1996) or glycoproteins in enveloped viruses (Kim et al., 2001). Lopaticki
et al. (1998) identified different variants of the fusion protein for the
Newcastle disease virus. Different variations in the fusion protein
affected virulence because some fusion proteins were not capable of
binding to host cells. Parker et al. (1996) examined cells infected with
HIV for the presence of the viral fusion protein. In order to identify
a viral biomarker, Kim et al. (2001) studied viral glycoproteins in the
envelope of the Sindbis virus, which is a model virus in the same family
as the eastern and western equine encephalomyelitis viruses.

Another application of MALDI to viruses has involved determination
of the molecular weight of specific restriction fragments from comple-
mentary DNA (Ilina et al., 2005; Luan et al., 2009; Michael et al., 2009). Luan
et al. (2009) amplified a region of the reverse transcriptase gene of the
hepatitis B virus. MALDI was used to detect various mutations within
this region of the gene, and 60 variants of the virus were identified. Ilina
et al. (2005) performed a similar study investigating variations in the
50 untranslated region of the hepatitis C viral genome. This technique
has also been used for a host of other viruses, including the avian influ-
enza virus (H5N1). Michael et al. (2009) observed restriction fragments
from the genome to determine point mutations that may indicate strains
with more or less pathogenicity.
D. Current applications

The speed at which analyses can be performed usingMALDI-TOFMS has
important applications in areas such as bioterrorism, food safety, and
environmental testing (Demirev and Fenselau, 2008a,b; Mazzeo et al.,
2006; Meays et al., 2004). The increase in use of MALDI for identifying
and characterizing microorganisms and their peptides has also led to the
development of new software for relevant data analysis.

1. Biodefense
Within the past decade, it has become increasingly important to develop
new methods for the rapid and accurate characterization of newly or re-
emerging and bioengineered microorganisms. These microorganisms,
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including bacteria (e.g., Bacillus anthracis, Yersinia pestis, and Francisella
tularensis) and viruses (e.g., small pox and hemorrhagic fever viruses),
have the potential to be used as weapons of bioterrorism. MALDI-TOF
MS can be used for early determination of the causative microorganism
and rapid identification of the exposed population (Scholl et al., 1999).
Mass spectra of intact cells of a number of biological threats, such as data
from mass spectra for a number of biological threats, such as pathogenic
species of Bacillus, Pseudomonas, Staphylococcus, and Yersinia, have already
been added to various databases (Wahl et al., 2002).

Bacillus anthracis spores represent an ideal weapon of bioterrorism
because they are extremely persistent in the environment (Demirev and
Fenselau, 2008a,b). Therefore, many studies have compared B. anthracis
and nonpathogenic Bacillus spp. (i.e., B. cereus, B. subtilis, and B. thurin-
giensis) using MALDI (Elhanany et al., 2001; Krishnamurthy et al., 1996).
Elhanany et al. (2001) reported four biomarkers unique to B. anthracis.

Theprevalenceofmethicillin-resistantStaphylococcus aureus (MRSA)and
other antibiotic-resistant bacteria is also increasing. Jackson et al. (2005),
Carbonnelle et al. (2007), and Hsieh et al. (2008) have all utilized MALDI to
identify species and strains of Staphylococcus. Carbonnelle et al. (2007) cor-
rectly identified 95% of 293 unknown clinical strains of Staphylococcus spp.

Other bioterrorism threats include Coxiella burnetii (the causative agent
of Q fever) and Francisella tularensis (the causative agent of tularemia).
Pierce et al. (2007) used MALDI to correctly identify five strain classes of
C. burnetii. MALDI has been shown to be an ideal choice for identifying
F. tularensis extracts because the organism is difficult to culture. The
remarkable sensitivity of MALDI has proven to be an invaluable asset in
detecting low concentrations of F. tularensis. For example, Jiang et al.
(2007) detected F. tularensis peptides at the attomolar level.

One problem with identifying putative bioterrorism agents in the lab
is that intact cells are hazardous to human health andmust be analyzed in
biosafety level 3 or 4 labs. Lasch et al. (2008) found that one possible
solution included treating B. anthracis spores or Y. pestis vegetative cells
with 80% trifluoroacetic acid (TFA) for 30 min. This treatment inactivated
the bacteria while retaining much of the information content for MALDI.

2. Food microbiology
Rapid and accurate identification of foodborne pathogens (e.g., Campylo-
bacter spp., E. coli O157:H7, Listeria monocytogenes, Salmonella spp., and
Shigella flexneri) is essential for providing therapeutic management of
their associated illnesses (Barbuddhe et al., 2008; Dieckmann et al., 2008;
Holland et al., 2000; Mandrell et al., 2005; Ochoa and Harrington, 2005).
MALDI-TOFMS has been applied to distinguish between pathogenic and
nonpathogenic contaminants in foods. For example, Mazzeo et al. (2006)
correctly identified 24 different bacterial species that were well-known
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food contaminants and were able to distinguish between the pathogenic
E. coliO157:H7 and the nonpathogenic E. coliATCC 25922. E. coliO157:H7
has been known to contaminate a number of foods, especially ground beef
(Holland et al., 2000; Ochoa and Harrington, 2005). Ochoa and Harrington
(2005) were also able to successfully discriminate between pathogenic and
nonpathogenic forms of E. coli.

Other serious foodborne illnesses are caused by Salmonella, Campylo-
bacter spp., and Listeria monocytogenes. Dieckmann et al. (2008) identified
126 strains of Salmonella spp. in chicken, turkey, swine, and cattle.
Mandrell et al. (2005) characterized 75 strains of Campylobacter spp. from
human, poultry, swine, dogs, and cats. Barbuddhe et al. (2008) used
MALDI to correctly identify 146 strains of Listeria spp. in meat, poultry,
dairy, and vegetables.

3. Recreational waters
Recreational waters can harbor many pathogens, including bacteria (e.g.,
Campylobacter, E. coli O157:H7, Salmonella, and Vibrio cholerae), protozoans
(e.g., Cryptosporidium and Giardia), and viruses (e.g., enteroviruses, hepa-
titis viruses, and norovirus) (Colquhoun et al., 2006; Gostin et al., 2000;
Sharma et al., 2003). The source of these pathogens is often contamination
from nearby wildlife, livestock, human fecal material, sewage, polluted
surface water, or storm water runoff (Geldreich, 1996; Meays et al., 2004).
The source of the pollution must be determined to reduce the potential
health risks posed by these pathogens. The pathogens also need to be
detected in a timely fashion to accurately assess the need for swimming
beach closures and fishing restrictions in these recreational waters, which
can produce substantial economic losses (Rabinovici et al., 2004).

Identifying the source and concentrations of microbial indicator
organisms (i.e., E. coli and Enterococcus spp.) is necessary for preparing
mitigation strategies and for assessing human health risks. The source
can also provide insight into which other pathogenic organisms may
be present in recreational waters (U.S. EPA, 2000). Siegrist et al. (2007)
utilizedMALDI-TOFMS to discriminate between closely related environ-
mental strains of E. coli frommammalian and avian sources. Environmen-
tal isolates from fecal samples were more accurately assigned to their
specific source group when using MALDI than when using other techni-
ques that are more time consuming and labor intensive; however, repro-
ducibility was lower using MALDI. Giebel et al. (2008) performed a
similar study to characterize environmental isolates of Enterococcus spp.
usingMALDI. Although indicator organismsmay be useful for providing
insight into the level of contamination in recreational waters, they cannot
predict the presence of all pathogens. Therefore, it is necessary to develop
new techniques for direct pathogen monitoring (Savichtcheva and
Okabe, 2006).
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4. Data analysis
Several algorithms have been proposed to facilitate the matching of mass
spectra from unknown sources with spectra from reference libraries. The
multivariate linear least-squares regression algorithm is one method for
finding the best match from a reference library for both the m/z and
intensity values (Fenselau and Demirev, 2001).

A variety of commercial software packages have been developed to
process raw MALDI spectra and to compare these spectra to those in
reference libraries. Two such packages are MALDI BioTyper (Bruker
Daltonik GmbH, Germany) and SARAMIS (Spectral Archiving and
Microbial Identification System, AnagnosTec GmbH, Germany). Both soft-
ware packages allow users to process raw data (i.e., perform smoothing,
normalization, baseline subtraction) and to compare the processed data to
a built-in reference library (Barbuddhe et al., 2008; Erhard et al., 2008).

One feature of some of this software is the ability to create a super-
spectrum for a particular strain by combining individual spectra obtained
under different experimental conditions (Barbuddhe et al., 2008;
Dieckmann et al., 2008; Erhard et al., 2008; Mellmann et al., 2008). The
BioTyper reference library contains superspectra for over 3200 reference
strains (Nagy et al., 2009). Mellmann et al. (2008) and Barbuddhe et al.
(2008) used BioTyper software to add superspectra for newly investigated
bacteria to the reference database by combining 20 peak lists from each
strain. Comparisons between spectra of unknown strains and the new
superspectra allowed 85.9% accurate identification, regardless of the
MALDI instrument or experimental conditions (Mellmann et al., 2008).
Nagy et al. (2009) obtained a higher accuracy rate by correctly identifying
97.5% of 277 clinical isolates from the Bacteroides genus. Seng et al. (2009)
used BioTyper to identify 1660 bacterial isolates with 95.4% accuracy.

The SARAMIS database contains over 62,000 spectra from over 1160
species, most of which are pathogens. With this software, mass spectra
from unknown organisms are compared with the database using a point
system with peaks being weighed according to specificity. For example,
Erhard et al. (2008) were able to correctly identify every Trichophyton
strain studied using SARAMIS, regardless of host origin or pathology.
III. CHALLENGES

A. Reproducibility

A primary concern regarding characterization of intact microorganisms
using MALDI-TOF MS is reproducibility (Lay, 2001). Mass spectra depict
the presence of biomolecules, such as proteins, present inmicroorganisms.
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The question of reproducibility stems from the fact that microorganisms
express different proteins under different environmental conditions
(e.g., Ellwood and Tempest, 1972); so experimental factors such as growth
media, culture age, and sample preparation may have effects on the
ability to gather reproducible mass spectra. In particular, several studies
have investigated reproducibility within individual labs (i.e., intra-
laboratory reproducibility) and across multiple labs (i.e., inter-laboratory
reproducibility).
1. Intra-laboratory
Many studies have investigated levels of intra-laboratory reproducibility,
in which mass spectra are gathered at different times using the samemass
spectrometer. Generally, high levels of reproducibility have been
reported. For example, studies by Arnold et al. (1999), Bernardo et al.
(2002), and Smole et al. (2002), noted that when mass spectra were gath-
ered over a number of days, or in the case of Bernardo et al. (2002),
months, peaks were consistently observed in mass spectra for a variety
of bacteria. Other studies have reported levels of reproducibility of 75% or
higher (Saenz et al., 1999;Walker et al., 2002). In each of these studies, focus
was placed on the presence or absence of particular peaks. Intensities of
the characteristic peaks varied.
2. Inter-laboratory
Perhaps not surprisingly, inter-laboratory reproducibility appears lower
than intra-laboratory reproducibility. Some studies comparingmass spec-
tra gathered at different locations have shown promising results. For
example, Wang et al. (1998) reported that most of the peaks associated
with Bacillus thuringiensis were observed in mass spectra gathered in two
separate laboratories when the same experimental protocols were
followed. Similarly, Walker et al. (2002) reported that more than 60% of
peaks observed for Staphylococcus aureus were present in mass spectra
gathered at separate laboratories. In contrast, a study by Wunschel et al.
(2005) investigated the reproducibility of mass spectra gathered using
three different mass spectrometers at different locations. Of all the peaks
reported for E. coli at each laboratory, only 23% of the peaks were
observed in the mass spectra gathered at all three laboratories, but
when mass spectra gathered from one mass spectrometer were analyzed
in the other laboratories, 70% of the mass spectra were correctly identified
as originating from E. coli. Wunschel et al. (2005) attributed the low levels
of reproducibility to the fact that each of the different mass spectrometers
used in the study had different capabilities and levels of mass accuracy.
Indeed, this is an important finding, considering the diversity of mass
spectrometers used to fingerprint microorganisms (Table 6.1).



172 R. Giebel et al.
B. Effects of culture conditions

1. Media
The choice of growth media may affect reproducibility of mass spectra.
Studies conducted byWalker et al. (2002), Valentine et al. (2005), and Ruelle
et al. (2004) reported differences in mass spectra obtained from bacteria
grown on different growth media. Walker et al. (2002) noted that when
bacteria were grown on selective agar, the mass spectra contained fewer
peaks, particularly in the 500–1000 m/z range, in comparison to the more
rich media used in the study. In contrast, Vargha et al. (2006), Conway et al.
(2001), and Bernardo et al. (2002), reported that mass spectra obtained from
bacteria grown on different media were quite similar, even when compar-
isons were conducted that examined cultures grown on agar plates versus
broth. For example, Conway et al. (2001) noted that E. coli grown in two
different broths yielded spectra with 80% similarity. Also, when the same
cultures were grown in broth and on agar plates, the mass spectra were
similar enough to correctly identify them as coming from E. coli.

Reports of differences in mass spectra when cultures are grown on
different types of media are not surprising. Each type of media provides
bacteria with different nutrients, and depending on nutrient needs, bac-
teria express different proteins (Ellwood and Tempest, 1972; Valentine
et al., 2005). In addition, dependent upon the content of the media, differ-
ent media will produce different background peaks if present in the
sample being analyzed (Lay, 2000). Although it would be desirable to
have a standard medium to use for growth of bacterial cultures for
MALDI-TOF MS analysis, it would be highly unlikely due to the fact
that certain bacteria need certain growth conditions, often requiring the
use of specialized media. According to Lay (2000), this underscores the
importance of developing a method of bacterial analysis using MALDI-
TOF MS that would allow for the acquisition of similar mass spectra
regardless of the type of growth medium used.
2. Age
Culture age is also a factor that has been shown to affect MALDI mass
spectra gathered from intact microorganisms. Several studies have exam-
ined how mass spectra change throughout different growth phases of
bacteria (e.g., Arnold et al., 1999; Conway et al., 2001; Ruelle et al., 2004;
Vargha et al., 2006). Conway et al. (2001) reported that bacterial samples
analyzed following 1.5, 3.0, 6.0, and 16.0 h of growth yielded spectra that
were 65% or greater in similarity. Unlike the study by Conway et al.
(2001), the majority of studies have suggested that culture age has a
pronounced effect on mass spectra. Vargha et al. (2006) found that
although characteristic intense peaks were present throughout the growth
cycles of Arthrobacter, E. coli, and Pseudomonas, unique spectra were
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associated with cultures of the same microorganisms analyzed at differ-
ent times. Ruelle et al. (2004) reported that mass spectra of bacteria
produced similar peaks following 24 and 48 h of incubation, but peaks
present in the 48-h mass spectra had higher intensities. Following analysis
after 72 h of incubation, peaks present in the 24- and 48-h spectra dis-
appeared (Ruelle et al., 2004). Arnold et al. (1999) examined changes in
mass spectra of E. coli K-12 when sampled at various times from 6 to 84 h
of growth and pointed out several trends. In general, the number of peaks
increased with culture age up to approximately the 28th h of culture
growth, and the intensities of the peaks varied with culture age. During
the early stages of growth, there were fewer peaks in the 0–8 kDa mass
range, and certain peaks were consistently observed, but then disap-
peared as growth continued. It was also noted that there were a number
of peaks that were not observed until later in growth. Arnold et al. (1999)
attributed these changes to the cell adapting to changing growth condi-
tions, such as nutrient depletion and buildup of waste products.
C. Effects of technical variability

1. Matrix
Another factor that can affect the mass spectra gathered from bacterial
samples is the type of matrix used. Matrices commonly used for MALDI-
TOF MS analysis of microorganisms include sinapinic acid, a-cyano-4-
hydroxycinnamic acid (CHCA), 3,5-dimethoxy-4-hydroxycinnamic
acid, ferulic acid, 2-(4-hydroxyphenylazo)benzoic acid (HABA), and 2,5-
dihydroxybenzoate (DHB). Selection of the proper matrix is important,
because different matrices allow analysis of varying types of biomolecules
(Fenselau and Demirev, 2001). Sinapinic acid, CHCA, and ferulic acid
have been shown to be useful for the detection of proteins (Vaidyanathan
et al., 2002; Kussmann et al., 1997; Williams et al., 2003; Fenselau and
Demirev, 2001), while matrices such as DHB work well for the detection
of glycopeptides and glycoproteins (Kussmann et al., 1997).

Matrix selection not only affects the types of biomolecules that can be
detected but can also play a role in the size and, to some extent, the
intensities of the peaks of biomolecules detected. CHCA is commonly
used for the detection of lower mass ions but, depending on the solvent
used, is capable of allowing for detection of ions above 10 kDa (Williams
et al., 2003; Ruelle et al., 2004). DHB is also useful for the detection of lower
mass ions (Hathout et al., 2000). Ferulic acid can be used for the detection of
high-mass ions, but this matrix often produces peaks with lower intensities
(Ruelle et al., 2004). With regard to detecting higher mass ions, sinapinic
acid has been shown to be one of the more useful matrices (Conway et al.,
2001; Vargha et al., 2006).
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The matrix has been shown to have significant effects on mass spec-
trometry of microorganisms (e.g., Kemptner et al., 2009). In their work to
develop a universal method of sample preparation for MALDI-TOF MS-
enabled fingerprinting of microorganisms, Liu et al. (2007) reported that
CHCAwas particularly effective in providing high-quality and reproduc-
ible spectra of a limited, but diverse, set of microorganisms including
Y. pestis, E. coli, Burkholderia cepacia, B. anthracis, and S. aureus. While the
quality and reproducibility of the spectra were not quantified, the
authors’ efforts represent an important step towards standardizing
important procedures.

2. Sample preparation and data acquisition
In addition to examining effects of matrix on the quality and reproduc-
ibility of spectra, Liu et al. (2007) also examined the effect of matrix solvent
composition, sample preparation method, sample deposition method,
and sample quantity on spectrum quality and reproducibility. The
authors noted effects of each of these parameters and proposed a univer-
sal sample preparation method. With regard to sample preparation, the
authors found no enhancement to spectra by treating samples with
enzymes (trypsin and lysozyme). In contrast, Giebel et al. (2008) reported
that treating samples with lysozyme enhanced spectra (increased signal-
to-noise ratio associated with the most intense peaks in spectra). Liu et al.
(2007) reported a universal method that consisted of analyzing 4–5 mg of
bacteria grown on agar plates and washed with 0.1% TFA. After washing,
the cells were resuspended in chloroform/methanol (1:1), vortexed,
centrifuged, and resuspended in 0.1%TFA. In terms of application of the
sample to the MALDI target plate, the authors concluded that the dried
droplet approach was the most effective. This approach involves apply-
ing the sample to the target plate, allowing the sample to dry, and over-
laying the sample with the matrix (CHCA in acetonitrile/methanol/
water (1:1:1) with 0.1% formic acid and 0.01 M 18-crown-6). A rigorous,
quantitative examination of the utility of this ‘‘universal’’ approach to a
larger, more diverse set of microorganisms has not been performed.

While several aspects of the process of MALDI-enabled microbial
fingerprinting have been examined, several remain unexplored. For
example, methods of MALDI data acquisition have varied considerably.
A few studies have examined the effects of this variation. Indeed,
Wunschel et al. (2005) report that use of different instruments affects
reproducibility; however, even with the use of a single instrument, meth-
ods of data collection vary. Acquisition of MALDI-TOF mass spectra
typically involves the operator analyzing several locations on a spot of
sample. Generally, spectra are considered of high quality if peaks have
significant intensity and signal-to-noise (S/N) ratio. Most software that
facilitates operation of MALDI-TOF mass spectrometers is capable of
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performing automated data acquisition in which the operator merely
provides criteria (e.g., peak S/N ratio, minimum peak intensity, etc.) by
which the software determines whether the automatically acquired spec-
tra are of adequate quality. The universal application of these criteria
would seem to enhance the reliability, reproducibility, and objectivity of
the method. Indeed, we have observed in our laboratory that automating
the acquisition of spectra of intact cells of E. coli increases reproducibility
from 86% to 98% (M. Robbins et al., unpublished data). Spectra of intact
cells acquired in an automated fashion tend to exhibit fewer peaks than
spectra acquired in a manual mode; however, these peaks tend to be more
reproducible. For example, among five replicate spectra of a culture of a
single strain of E. coli, manual data acquisition yielded spectra with 52%
of the total number of peaks in all spectra appearing in only a single
replicate spectrum. In contrast, automated data acquisition yielded spec-
tra with only 29% of the peaks appearing in single replicate spectrum
(Fig. 6.3). Whether the reduction in peak number that accompanies auto-
mated data acquisition compromises the discriminatory power of the
method has not been investigated.

3. Assessing method reproducibility
Maximizing method reproducibility is critical to any approach for rapid
and accurate microbial characterization. Unfortunately, no standard
methods of evaluating reproducibility of MALDI-based methods of
microbial fingerprinting have been proposed. Many evaluations of repro-
ducibility have been largely qualitative and comparative. Moving toward
more quantitative approaches, some (e.g., Liu et al., 2007) report numbers
of peaks that appear in replicate spectra of a single microorganism. Others
have calculated and reported similarity coefficients of replicate spectra
(e.g., Giebel et al., 2008; Siegrist et al., 2007). Several similarity coefficients
can be used for this purpose. Some account for peak presence/absence only
(e.g., the Dice similarity coefficient), while others account for peak intensity
(e.g., cosine and Pearson product–moment correlation coefficients).

The choice of similarity coefficient not only affects the reported repro-
ducibility but also the discriminatory power of the method. Giebel et al.
(2008) reported that use of the Pearson product–moment correlation
coefficient facilitated more accurate classification of environmental
isolates of Enterococcus sp. than use of the Dice similarity coefficient.
Similarly, in our work with environmental isolates of E. coli, the Pearson
coefficient allowed a greater proportion of isolates to be correctly classi-
fied with respect to their environmental source (e.g., from human, bovine,
avian, etc. sources) than the Dice similarity coefficient. Specifically, use of
the Pearson correlation coefficient facilitated a 28% increase in the rate of
correct classification of E. coli isolates from six environmental sources
(Robbins et al., 2007). Similarly, in our recent work with a larger number
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(263) of E. coli isolates, the Pearson coefficient facilitated closer grouping
of isolates from the same sources than the Dice similarity coefficient
(Fig. 6.4).
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IV. SUMMARY

MALDI-TOF MS clearly offers promise as a rapid, accurate, and versatile
tool to characterize microorganisms. Further refinement of the approach,
however, is warranted. As noted previously (e.g., Demirev and Fenselau,
2008a), the reproducibility of MALDI mass spectra of intact cells varies
considerably. In many cases, reproducibility has not been rigorously and
quantitatively examined. Neither standard methods of assessing repro-
ducibility nor common threshold criteria of quality spectra have been
established. Variable methods of sample preparation and data acquisition
likely account for many of the differences reported in the reproducibility
and accuracy of the method. Thus, the development of standard sample
preparation, data acquisition, and data analysis approaches is warranted.
Development of a single standard protocol for all microorganisms may
not be practical, considering the distinct structures and architectures
characteristic of the diverse members of the microbial universe (i.e.,
viruses, Gram-positive and Gram-negative bacteria, spore-forming and
non-spore-forming bacteria, and fungi). Given this diversity, develop-
ment of standard methods for taxonomically similar microorganisms
may represent a critical first step towards standardization of use of
MALDI to characterize microorganisms.

Bioinformatics-based approaches to characterizing microorganisms
via MALDI are not as limited by issues of reproducibility. Unfortunately,
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these approaches require databases of proteins that are not yet available
for most novel and many environmental microorganisms. In addition,
these approaches are most effective when used with a mass spectrometer
with tandem MS-MS capabilities (e.g., MALDI-TOF-TOF). Bioinformat-
ics-based strategies will likely become more prevalent and integrated into
intact cell analysis via MALDI as more microbial genomes are sequenced
and as MALDI-TOF-TOF mass spectrometers become more affordable
and common in the microbiology laboratory.
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Patrick J. Brennan, and Mary Jackson

Antimicrobial Properties
of Hydroxyxanthenes

Joy G. Waite and Ahmed E. Yousef
In Vitro Biofilm Models: An Overview
Andrew J. McBain

Zones of Inhibition?
The Transfer of Information
Relating to Penicillin in Europe
during World War II

Gilbert Shama

The Genomes of Lager Yeasts
Ursula Bond

Index
Volume 70

Thermostable Enzymes as
Biocatalysts in the Biofuel Industry

Carl J. Yeoman, Yejun Han,
Dylan Dodd, Charles M. Schroeder,
Roderick I. Mackie, and Isaac K. O. Cann

Production of Biofuels from Synthesis
Gas Using Microbial Catalysts

Oscar Tirado-Acevedo, Mari S. Chinn,
and Amy M. Grunden

Microbial Naphthenic Acid Degradation
Corinne Whitby

Surface and Adhesion Properties of
Lactobacilli

G. Deepika and D. Charalampopoulos

Shining Light on the Microbial World:
The Application of Raman
Microspectroscopy

Wei E. Huang, Mengqiu Li,
Roger M. Jarvis, Royston Goodacre,
and Steven A. Banwart

Detection of Invasive Aspergillosis
Christopher R. Thornton

Bacteriophage Host Range
and Bacterial Resistance

Paul Hyman and Stephen T. Abedon

Index


	Cover Page
	Copyright
	Contributors
	Influence of Escherichia coli Shiga Toxin on the Mammalian Central Nervous System
	Introduction
	STEC Infection in Human Patients
	Symptoms
	Relation between D + HUS and CNS occurrences
	CNS histopathology from autopsy
	CNS pathology from MRI
	CSF contents
	Serum proteins and electrolytes

	Animal Models
	Types of animal models
	Stx purification and LPS removal
	CNS symptoms of animal models
	Baboon
	Pig
	Rabbit
	Mouse

	CNS histopathology of animal models
	Baboon
	Pig
	Rabbit
	Rat
	Mouse

	Pathologies by MRI (rabbit)
	CSF contents of animal models
	Hematology and serum of animal models
	Baboon
	Rabbit
	Mouse


	Similarities Between Human Patients and Animal Models
	Relation Between Renal Failure and CNS Failure
	Stx Receptor, Globotriaosylceramide (Gb3) Expression in the Nervous System
	Stx Route from Blood to CNS Parenchyma
	Future Directions
	Acknowledgments
	References

	Natural Products for Type II Diabetes Treatment
	Introduction
	Acarbose
	Mechanism of action and pharmacokinetics
	Manufacturing of acarbose
	Biosynthesis of acarbose in Actinoplanes sp. SE50/110
	Effect on hyperglycemia

	Miglitol
	Mechanism of action and pharmacokinetics
	Biosynthesis and large-scale production of miglitol
	Effect on hyperglycemia

	Voglibose
	Mechanism of action and pharmacokinetics
	Effect on hyperglycemia

	Anthocyanins
	Anthocyanin metabolism
	Novel production technique
	Mechanism of action

	Pine Bark Extract
	Other Extracts of Plant Origin
	Known active compounds
	Unknown active compounds

	Metformin
	Mechanism of action
	Pharmacokinetics and other effects
	Adverse effects
	Metformin in combination therapy

	References

	Biosynthesis of Peptide Signals in Gram-Positive Bacteria
	Introduction
	Bacillus Intracellular Signaling Peptides
	B. subtilis CSF
	Bacillus cereus PapR

	Enterococcus Pheromones
	S. aureus Autoinducing Peptides
	The agr system and AIP signal
	AgrD and AgrB properties
	AIP biosynthetic mechanism

	Other Cyclic Peptide Signaling Systems
	E. faecalis fsr system
	Listeria monocytogenes agr system
	Clostridium perfringens agr system
	Lactobacillus plantarum agr system

	B. subtilis Competence Pheromones
	Quenching Signal Biosynthesis
	Conclusions
	Acknowledgments
	References

	Cell Immobilization for Production of Lactic Acid: Biofilms Do It Naturally
	Introduction
	Biofilm Formation
	Application of Biofilms to Lactic Acid Production
	Host Organisms
	Optical purity of the product

	Cell Immobilization
	Cell immobilization by entrapment and attachment
	Natural cell attachment
	Free and adhered biomass

	Cultivation Media
	Biofilm Apparatus and Operation
	Comparison between productivities of L. rhamnosus cells immobilized through natural adhesion to different supports in an identical reactor design
	Comparison between productivities of L. rhamnosus cells immobilized with polyethyleneimine (PEI) or by natural adhesion in different reactor designs

	Lactic Acid Volumetric Productivity Versus Concentration
	How much will cells pay for a good nitrogen source?

	Conclusions
	Acknowledgments
	References

	Microbial Fingerprinting using Matrix-Assisted Laser Desorption Ionization Time-Of-Flight Mass Spectrometry (MALDI-TOF MS): Applications and Challenges
	Introduction
	Need for a rapid and accurate tool to identify microorganisms
	Characteristics of an ideal method
	Matrix-assisted laser desorption ionization time-of-flight mass spectrometry (MALDI-TOF MS)
	Overview of technology
	Overview of application


	Applications
	Bacteria
	Fungi
	Viruses
	Current applications
	Biodefense
	Food microbiology
	Recreational waters
	Data analysis


	Challenges
	Reproducibility
	Intra-laboratory
	Inter-laboratory

	Effects of culture conditions
	Media
	Age

	Effects of technical variability
	Matrix
	Sample preparation and data acquisition
	Assessing method reproducibility


	Summary
	Acknowledgments
	References

	Index
	A
	B
	C
	D
	E
	F
	G
	H
	I
	L
	M
	N
	P
	Q
	R
	S
	T
	V
	W

	Contents of Previous Volumes



