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Preface

Stroke is one of the main causes of death, occupying a position immediately follow-
ing cardiovascular disease and cancer. However, many patients struck down by stroke
survive and experience the consequences of the insult for many years, often at the
emotional, motor, and intellectual levels. This group makes a large demand on both
available therapeutic care and medical treatment. Thus far, neither warning signals nor
treatments have been found that might lead to the prevention of the occurrence or a

-reduction of the clinical symptoms of a stroke, although much clinical and preclinical
research has already been directed to the development of neuroprotective strategies.
The main drawback in all clinical studies is the therapeutic window, which has been
found to be very small. Most clinical trials were thus initiated far beyond the point of
irreversibility. Preclinical stroke research has produced insights into the mechanisms
of cell death and repair, and tested numerous pharmacological and other treatments
that were often shown to be effective in a variety of animal stroke models. In the clini-
cal setting, however, these treatments resulted in few, if any, demonstrable neuro-
protective effects because they were initiated late.

The aim of Clinical Pharmacology of Cerebral Ischemia is to evaluate our current
knowledge regarding aspects of neurodegeneration and protection in stroke. In the last
decades, neurodegeneration after a stroke was considered to be a cause of necrosis.
Nowadays, however, apoptosis or programmed cell death is believed to be an addi-
tional cell death mechanism after stroke, a process that involves activation of cell death
genes and protein synthesis. Programmed cell death phenomena most likely play a
critical role in the penumbra, a zone several centimeters wide that surrounds the area of
acute damage, and also in distant areas exhibiting delayed neuronal death. Thus the
penumbra and delayed neuronal death are the current targets in stroke treatment stud-
ies. In the penumbra, the preservation of neuronal integrity and function may be fea-
sible. This should reduce the number of disabilities and the requests for care, and
enhance the quality of life of stroke patients. To achieve neuroprotection one must
have a thorough knowledge of fundamental processes that govern neuronal functioning
and survival after cerebral ischemic events. In addition to the clinical symptoms, the
severity and the development of stroke should be visualized and quantified with
neuroimaging technologies. Various aspects of neuronal survival and death are dis-
cussed in Clinical Pharmacology of Cerebral Ischemia and wherever possible related
to pharmacological interventions. The book includes chapters on calcium homeostasis,
glutamate toxicity, the role of free radicals, glycine and hormones, and gene activation.
There are chapters dedicated to neuroimaging of stroke, clinical trials, and the role of
cerebral immune activation. For a long while, the brain has been considered an immune



vi Preface

privileged site, but recent studies show that immune activation may be part of the series
of events that take place after cerebral ischemic events. Thus, we have dedicated a
chapter to animal stroke models for preclinical studies.

Clinical Pharmacology of Cerebral Ischemia is a detailed, informative volume
intended to serve as a standard reference work of value not only to established neurolo-
gists and research scientists, but also to beginning investigators and biomedical stu-
dents interested in stroke research and treatment.

Gert J. Ter Horst
Jakob Korf
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Stroke
Prevalence and Mechanisms of Cell Death

Gert J. Ter Horst and Antonio Postigo

1. STROKE

Cerebrovascular accident (CVA) is a clinical definition used to describe symptoms
of an acute neurological disorder caused by disturbance of the cerebral blood supply.
Intracerebral and subarachnoid hemorrhages account for approx 20% of CVAs and
80% are of the ischemic type. Stroke defines all conditions in which the duration of the
CVA symptoms exceed 24 h. Ischemic CVAs exhibiting short duration of neurologic
dysfunction usually not exceeding 10—15 min are transient ischemic attacks (TIAs). A
TIA may be a warning sign of an impending stroke. Adequate supply of oxygen and
glucose are necessary for the proper functioning of the brain. Minor changes in the
cerebral oxygen and glucose supply may invoke damage that is irreversible because the
brain has very limited repair capabilities. The most important disadvantage to neural
repair is the inability of the neurons to divide. This implies that all neuronal loss caused
by CVA is irreversible and that it permanently affects the functioning of the brain.
Prevention of a first stroke or recurrent strokes through reduction of known risk factors
is the most effective strategy for controlling this devastating disease, but for the near
future, such total elimination of stroke is unlikely. Therefore, treatment strategies to
limit ischemic brain injury must be identified and developed.

1.1. Incidence

The incidence of stroke lies below that of cancer and myocardial infarction at
approximately 1 per 1000 people (I—4). However, it is age and sex dependent (5). In
the age group of 80 yr, the incidence of stroke will reach values of 20 per 1000 people
(5,6). The incidence rate is slightly higher among males in all age groups; mean annual
first-ever stroke incidence rates age-adjusted to the world population are 1.32 in males
and 0.77 per 1000 people in females (5,7). Almost 20% of the people that suffer a
stroke die in the first week, 33% do not survive the first year (3,5). These mortality
rates are high, but two-thirds of the stroke patients survive and will experience the
permanent physical and mental disabilities caused by the neuropathology for many
years. Not only the patient, but also the family and the society are affected because
very often the victim is stripped of mobility, language, and intellect. Very simple
everyday activities like feeding and toiletting become the responsibility of the spouse,
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2 Ter Horst and Postigo

family members, or other care providers. In the Netherlands, approx 70% of all first-
ever stroke patients are admitted to the hospital. After the first month, 8% of the stroke
survivors are still hospitalized, 75% have returned home, and 19% are discharged to a
nursing home or rehabilitation center. The average duration of stay of stroke patients in
nursing homes or rehabilitation centers is approx 470 d, and after 6 mo, 81% of all
stroke survivors in the Netherlands live at home (5). The annual cost of the acute and
chronic care of stroke patients is approx $30 billion in the United States (7), $1 billion
in the Netherlands (5), and $154 million in New Zealand (8). Annual per person costs
in the Netherlands are estimated at $42,930 for women and $37,630 for men, of which
47% is related to treatment of comorbid diseases, including stroke-related cardiovas-
cular diseases.

1.2. Etiology

Hemorrhagic strokes may be situated intra- or extracerebrally. Usually, the defini-
tion refers to a condition in which bleeding has occurred in the basal ganglia and the
capsula. Hypertension, hematomas, or tumors are possible causes of intracerebral hem-
orrhage. Causative factors for a subarachnoid or subdural hemorrhage, respectively are
a basal cerebral artery aneurysm rupture and cranial trauma (6).

The causes of ischemic stroke are numerors and include large artery atherosclerosis,
small vessel occlusion, embolisms (9), and thrombosis. Also, several risk factors have
been identified, like the use of alcohol and oral contraceptives, migraine (10), diabetes
mellitus, systemic lupus erythematosis (/1), cardiac valvular disease (12—14), age,
female sex (15), smoking and hypertension (/6), vasospasm, a previous stroke or tran-
sient ischemic attack (17,18), and infectious diseases (13,14,19). Hypertension, age,
TIAs, and acute alcohol intoxication are associated with the highest relative stroke risk
(20). Increased systolic blood pressure (>120 mmHg) is more strongly related to
ischemic stroke than increased diastolic blood pressure (27,22). Increasing age is a
second important risk factor. At the age of 65, the incidence rate in the Netherlands is
0.003% in women and 0.005% in men, and then it steadily increases to reach values of
2.2 and 1.8% in the over-85-yr-old group (5). The slightly higher incidence in women
is most likely associated with the higher number of women older than 65 years in the
general population. Also, TIAs occur more frequent in women than in men, with esti-
mated prevalence rates in the Netherlands of 5.6 and 3.4 per 1000, respectively (23). In
the United States, regional differences were found in TIA prevalence, with estimates
varying from 0.2 per 1000 in the Lehigh Valley (PA) area (24) to 2.4 per 1000 in the
Rochester, NY area (25). In approx 50% of the reported TIA cases, it is followed by a
CVA within a period of 5 yr (26).

In a recent study, it was shown that infection was significantly more common among
stroke patients than control subjects within 4 wk and within 1 wk before cerebral
ischemia or examination (7/3). In particular, respiratory tract, gastrointestinal, and uri-
nary tract infections were all more frequent among patients than among control sub-
jects. Bacterial infections significantly increased the risk of cerebrovascular ischemia.
Although viral infections were also more common in patients than controls, but in the
statistical analysis they were not identified as a significant risk factor. Recent infection
was also clinically associated with more severe stroke, which may be related to
hyperthermia, a well known deleterious factor in ischemic stroke. Grau and coworkers



Stroke: Prevalence and Cell Death 3

(14) have shown that cortical infarcts of the middle cerebral artery (MCA) predomi-
nate in patients reporting a recent infection. Such infarcts appear to be owing mostly to
embolic mechanisms, which suggests a relationship between inflammatory mecha-
nisms, regional cerebral endothelial damage (27), and stroke. This aspect, as well as
the role of the immune system in progression of the cerebral damage after ischemia
will be discussed in Chapter 10.

1.3. Pathogenesis

Cerebral ischemia results from decreased or interrupted blood supply, which leads
to reduced availability of glucose and oxygen in the territory of the affected vascular
bed(s). This will cause a cellular energy crisis. As a final strategy to prevent death, the
cells in the ischemic area initiate anaerobic glycolysis. However, the energy obtained
with anaerobic glycolysis can not totally compensate for the energy shortage. It pro-
vides a very small fraction of the amount of energy needed for the neuronal survival.
Moreover, it leads to production of lactate. Shortage of energy interrupts the activity of
the cellular ion pumps and, therefore, the intracellular calcium and extracellular
potassium concentrations increase, within 1-2 min after the onset of the ischemia.
Thereafter, the extracellular concentrations of neurotransmitters increase, in particular
of glutamate and dopamine, and edema occurs. To some extent, this early damage is
reversible. Continuation of the ischemic condition, however, rapidly leads to extensive
irreversible damage resulting from a so-called “ischemic cascade” (see Section 2.).

The mechanisms described above occur not only in the ischemic core but also
threaten the areas around the infarct that are bombarded with waste products from the
ischemic cascade and confronted with a decreased blood flow (7). This leads to forma-
tion of a so-called “ischemic penumbra;” an area with reduced neuronal functioning
around the infarct. The reduction or prevention of the cell death in the ischemic penum-
bra is the main target of pharmacological intervention studies. Recovery of the neuronal
functioning in the ischemic penumbra may account for spontaneous improvements of
symptoms after stroke.

1.4. Symptoms

Well known clinical symptoms following stroke are paralysis, unilateral disturbance
of autonomic functioning (28—30), aphasia (31), dizziness or vertigo (32), and impair-
ment of vision and balance. Acute cardiovascular side effects are the most important
reason for hospitalization of stroke patients. Right hemisphere stroke has been associ-
ated with occurrence of supraventricular tachycardia and left hemisphere stroke with
ventricular arrhythmias (33). Cerebral infarction may reduce cardiac autonomic activ-
ity because it affects the suprasegmental stimulation of the primary autonomic nuclei
in the brainstem and thoracic spinal cord (34-36). Cortical sites participating in cardio-
vascular regulation, some receiving blood supply from the middle cerebral artery, have
been localized in the cingulate, medial prefrontal, and insular cortices (36—38).

2. PATHOPHYSIOLOGY OF CELL INJURY

Several mechanisms have been proposed to explain the pathophysiology of ischemic
cerebrovascular disease, including increased excitotoxicity, calcium overload, free radi-
cal formation, immune activation, inhibition of protein synthesis, and alterations in



4 Ter Horst and Postigo

gene expression (for review, see ref. I and Chapter 8). There are two fundamental
types of cell death, namely necrosis and apoptosis (39). Necrosis, or degenerative cell
death, is essentially accidental in its occurrence and is the outcome of severe injurious
changes in the environment of the cells. Apoptosis, or programmed cell death, is
considered an active process of gene-directed self destruction with a biologically mean-
ingful, homeostatic function (39,40). In the central nervous system after ischemia
immediate, early, and delayed neuronal death is recognized. Immediate neuronal dam-
age most likely is of the necrotic type, whereas apoptosis may be the main cause of the
delayed neuronal death. Necrosis often involves cell swelling, whereas apoptosis is
characterized by nuclear and cytoplasmic condensation (39—41). In this section, we review
mechanisms that may be responsible for ischemic, necrotic cell death and/or the
initiation of the intracellular mechanisms leading to apoptosis. Our current knowledge
about the sequence of intracellular events associated with neuronal apoptosis also will
be discussed.

2.1. Ischemic Cascade

The ischemic cascade is a series of events triggered by a reduced cerebral glucose
and oxygen supply that are responsible for the cell injury. Various aspects of the
ischemic cascade will be reviewed in depth in the following chapters of the book.

Generally, the evolution from reversible to irreversible damage in necrosis involves
progressive derangements in energy and substrate metabolism. The energy needs of the
brain are supplied by aerobic metabolism of glucose and oxygen in the mitochondrial
respiratory chain in which adenosine diphosphate (ADP) is phosphorylated to adenos-
ine triphosphate (ATP). Most of the ATP thus generated is used for maintenance of the
intracellular homeostasis and ATP-driven membrane ion pumps for the stabilization of
the transmembrane concentration gradients of sodium, potassium, and calcium, in
particular. Neuronal impulse conduction and synaptic functions rely on these concen-
tration gradients. During ischemia, a very small amount of ATP can be produced by
anaerobic glycolysis. However, the glycogen stores in the brain are small and are
depleted within minutes after the onset of ischemia. Then, uncompensated leakage of
ions across the cell membrane occurs that results in cell swelling (edema) and a
persistent membrane depolarization that is accompanied by release of the neurotrans-
mitters glutamate and dopamine. Derangements of the calcium homeostasis in particu-
lar are considered important for the progression of the cell injury. Glycogen is
metabolized to lactic acid, which causes progressive intracellular acidosis and the sub-
sequent release of the organic bound iron. Free iron may catabolize the formation of
free radicals—highly reactive oxygen species with unpaired electrons in the outer orbit.
Eventually, these processes result in necrosis and fragmentation of the cell membranes
or apoptosis and disintegration of the cell. The neuronal debris is removed by microglial
cells, the immunocompetent cells of the brain.

2.1.1. Edema

Edema is a condition of excess accumulation of fluids. Ischemic brain edema has a
vasogenic and a cytotoxic component (42). Vasogenic edema is the most common form
of brain edema and is attributed to increased permeability of the brain capillary endot-
helial cells. Intracellular swelling of neurons, astrocytes, and endothelial cells is called
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cytotoxic edema. Cytotoxic edema is associated with a reduction of the extracellular
space and caused by failure of the ATP-dependent sodium—potassium pump. Failure of
this ATP-driven pump allows the influx of Na*, which is accompanied by the influx of
CI~ and water, thereby causing cell swelling (1,39).

Vasogenic edema is associated with impaired reperfusion of the ischemic tissue
(43,44), which has been attributed to a variety of factors, such as increased blood vis-
cosity, endothelial and perivascular glial swelling (45), endothelial blebs protruding
into the capillary lumen (46), platelet aggregation (47,48), and vessel obstruction by
leukocyte attachment to the endothelial surface (49,50). Alterations of platelet function
or vascular tone and permeability are ascribed to liberation of unesterified fatty acid
metabolites from the ischemic tissue, in particular to the metabolites of arachidonic
acid, i.e., the prostaglandins and thromboxanes (57). Trials in experimental animals in
which thromboxane formation was suppressed after ischemia with cyclooxygenase or
thromboxane synthase blockers showed a reduction of brain edema (52), enhanced
reperfusion (52-54), and reduced neuronal death (55). Leukocyte attachment to the
vascular surface involves altered gene regulation in the endothelial cells and expres-
sion of cell surface glycoproteins of the selectin and immunoglobulin families that
enable the docking of the leukocytes. The docking is regulated by leukocyte cell-sur-
face molecules of the integrin family (56,57). Endothelial expression of the surface
glycoproteins, intercellular adhesion molecule-1 (ICAM-1), and E- and P-selectin,
facilitate leukocyte adhesion to the endothelium and are the ligands for the integrins on
the surface of the leukocytes. The expression of endothelial E-selectin and ICAM-1
mRNA is up-regulated in the affected vascular beds between 6 h and 5 d after ischemia
and shows peak values after 12 h (56). Administration of anti-ICAM-1 antibodies
immediately upon reperfusion of the ischemic tissue gave a significant reduction of the
volume of the lesion after ischemia in experimental animals (57,60). Expression of
ICAM-1 and E-selectin is found exclusively in vascular endothelial cells after stimula-
tion with proinflammatory cytokines, in particular tumor necrosis factor-alpha (TNFa.)
and interleukin-1 (58,59), which may also explain the increased stroke risk after bacte-
rial infection (73,14). Antiinflammatory agents like the glucocorticosteroids are suc-
cessfully employed in the clinical treatment of vasogenic brain edema. These effects
may be mediated by annexins, or lipocortins (67); recently discovered inhibitors of
phospholipase A2 (61,65,66). Administration of the synthetic glucocorticosteroid
methylprednisolone, has been shown to induce expression of annexins in the cerebral
endothelial cells (63,64). Annexins possess Ca?* binding sites and may therefore con-
tribute to stroke damage reduction not only by their potent antiinflammatory effects
but also by improving the cellular calcium storage capacity (62,68).

2.1.2. Calcium QOuverload

Due to tight regulatory controls involving voltage-gated and N-methyl-D-aspartate
(NMDA)-linked, receptor-operated calcium channels (74), endoplasmatic reticular
and mitochondrial sequestration, Ca?*-ATPase activity and Na*/Ca?* exchange, a
10,000-fold concentration gradient is maintained between the intra- and extracellular
free Ca** concentration (7,69,70,73). Calcium ions subserve a ubiquitous role in the
organization of cell function as intracellular messengers and regulators of neurotrans-
mitter secretion, electrical activity, cytoskeletal function, cell metabolism, and gene
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expression. Excessive influx of calcium into the cell under ischemic conditions is con-
sidered a major mechanism of cell injury and death (69,72). Two phases of increases of
the cytosolic free Ca?* have been documented. Early Ca?* influx across the plasma
membrane that has been associated with altered function of the NMDA-linked calcium
channels and other calcium transport systems, and the release of CaZ* from intracellu-
lar stores such as the mitochondria and the endoplasmatic reticulum due to inhibition
of the ATP-driven membrane ion pumps (69,71,73,74). Also, the depletion of Mg?*
ions can promote Ca?* accumulation (75). The late phase of calcium influx is a conse-
quence of nonspecific membrane leakage as part of the physical disruption of the
plasma membrane during the process of cell swelling (see Section 2.1.1.).

The progressive increase of cytosolic free Ca?* ions may have several deleterious
effects, including activation of phospholipases and proteases, which promote the mem-
brane damage, activation of ATP-ases, that sustains the cellular energy crisis, and
mitochondrial accumulation of calcium. The accumulation of calcium in mitochondria
strengthens the inhibition of the ATP production that was already instigated by the lack
of glucose and oxygen. There is also some evidence for interrelationships of gene acti-
vation (see Chapter 8), in particular the expression of the immediate early genes c-fos,
c-jun, c-myc, Erg-1, and jun-B, and changes in the intracellular and possibly
intranuclear calcium concentrations (76,77). For a review of the role of Ca?* in the
pathogenesis of stroke and efficacy of calcium uptake inhibitors in clinical trials and
animal stroke models, we refer to Chapter 4.

2.1.3. Exicitotoxicity

The intracellular accumulation of Ca?* during cerebral ischemia is attributed largely
to release of the excitatory amino acid glutamate into the synaptic cleft and extracellular
space from the presynaptic and astroglial storage pools. Moreover, owing to the break-
down of the ion gradients across neuronal and glial membranes in.ischemia, the
glutamate uptake mechanisms are inhibited that prevent the clearance of glutamate
from the extracellular space. These findings have stimulated research of glutamate-
induced cytotoxic mechanisms and neuron/glial interactions, and also the development of
therapeutic strategies aimed at inhibition or prevention of glutamate-induced cell death.

2.1.3.1 GLUTAMATE

The neurotoxic action of the excitatory amino acid glutamate arises from its capac-
ity to trigger a pathophysiological chain of events when it acts continuously and abu-
sively on its receptors (80,81). These receptors are divided on the basis of the amino
acid sequence homology and pharmacological properties into the ionotropic and
metabotropic subgroup. The ionotropic group is identified by their selective affinity
for the agonists: NMDA, a-amino-3-hydroxy-5-methyl-4-isoxazole propionate
(AMPA), and kainate. All members of the ionotropic glutamate receptor subgroup are
receptor-channel complexes that regulate the transmembrane passage of Na*, K*, and
Ca?* ions. The NMDA channels possess Mg?* and glycine binding sites. Extracellular
Mg?* blocks NMDA receptors in a voltage-dependent manner, it relieves the inhibitory
effects of protons (pH) on this receptor (78,79), and increases NMDA receptor affinity
for glycine (for review, see Chapters 5 and 6). In a few animal studies, the therapeutic
potential of 7-chlorokynurenic acid, a potent antagonist at the glycine-modulatory site
on the NMDA receptor, in terms of neuroprotection following transient forebrain
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ischemia has been shown (85,86). Moreover, this glycine antagonist exhibited free radi-
cal scavenger properties and inhibited lipid peroxidation (86). The latter observations
support the notion that a positive feedback may exist between the activation of
glutamate receptors and free radical formation and that this interaction is responsible
for the generation of ischemic brain damage (82,87) (see Chapter 7). Alternatively,
neuroprotection for glutamate-induced cell death has been achieved in animal models
with the selective NMDA-receptor antagonist MK-801, given either alone (88) or in
combination with the Ca2?* entry blockers nicardipine (89) or nimodipine (90), or the
inhibitory neurotransmitter y-aminobutyric acid (GABA) agonist muscimol (91). The
use of MK-801 in human stroke therapy, however, should be considered with caution.
The MK-801 may cause side-effects such psychosis because it has been shown to inter-
act with the phencyclidine (PCP, “angel dust”) receptor; a drug known as an inducer of
schizophreniform psychosis. The PCP receptor represents a site within the NMDA
receptor channel complex (92).

The members of the metabotropic glutamate receptor subgroup are G-protein
coupled receptors that act through intracellular second messenger systems including
inositol triphosphate, cyclic adenosine monophosphate, and calcium. The common fea-
ture of all glutamate receptors is that they elicit an increase in intracellular calcium.
Studies regarding glutamate-induced cell death have focused for a long time solely on
the NMDA-gated ion channel, but it is now recognized that all glutamate receptor types
participate in derangement of calcium homeostasis after ischemia, albeit by distinct
mechanistic routes.

The morphological characteristics of excitotoxic injury in vivo are consistent with a
necrotic type of cell death. However, recent in vitro and in vivo studies have provided
evidence that some neuronal populations may die via apoptosis (§2—84). Ankarcrona
and coworkers (84) have reported that after exposure to glutamate, the mode of neu-
ronal death may be determined by mitochondrial function; late onset formation of
apoptotic nuclei and chromatin fragmentation in cerebellar granular cells after
glutamate exposure was associated with the early recovery of mitochondrial membrane
potentials and energy levels. Because programmed cell death involves protein synthe-
sis it is energy dependent. The glutamate-induced programmed cell death may involve
protein synthesis, that is regulated by expression of the immediate early genes c-fos, c-jun,
and jun-B (93,94).

2.1.3.2. NEURON/GLIA INTERACTIONS

Interactions between neurons and glial cells may be critical in determining the out-
come of hypoxic—ischemic injury. Glial cells are the most numerous cell type in the
central nervous system that fulfill roles like guidance of migrating cells, neurite
outgrowth in development, the control of the ion composition of the extracellular space,
and neurotransmitter uptake and inactivation in the adult brain. Moreover, glia may
provide substrates for the neuronal energy metabolism (95,96). The glial cell popula-
tion is comprised of astrocytes, oligodendrocytes, and microglia cells. Astrocytes pos-
ses neurotransmitter receptors for example for glutamate (97,98) and serve a role in
glutamate uptake to maintain low extracellular levels of this cytotoxic neurotransmitter
(1,99,100,102). After CVAs, however, a derangement of astrocyte functioning has been
observed that may affect glutamate uptake mechanisms, as demonstrated in vitro
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(99,101,102). In addition to the increased release of glutamate from the presynaptic
storage vesicles, this inhibition of glutamate uptake may be one of the underlying causes
for the increased extracellular levels of this excitatory amino acid (EAA) neurotrans-
mitter after CVAs.

Derangement of neuron/glial interaction may contribute otherwise to damage devel-
opment after CVAs. Recently, we have studied the astrocyte and microglial response
after transient hypoxia/ischemia in rats (in preparation). Astrocytes disappeared imme-
diately from the acutely infarcted areas, as could be revealed with glial fibrillary acidic
protein (GFAP) immunoreactivity; a marker selective for astrocytes (103). In the pen-
umbra, however, the number of astrocytes increased during the following days, thus
forming a glial scar (104). At the same time, microglial activation and infiltration was
observed in the core of the infarct. This microglial response was terminated several
days later, simultaneously with a regrowth of astrocyte processes into the necrotic tissue
from the glial scar. Astrocyte GFAP immunoreactivity was preserved much longer in
areas that exhibited early and delayed neuronal damage, and only in areas that showed
loss of GFAP immunoreactivity, microglial activation occurred. Microglial cells
remove the neuronal debris, a process that involves formation of free radicals, pro-
teases, and cytotoxic cytokines (Chapters 7 and 10) among other mechanisms, and they
can secrete nitric oxide and EAAs (105). These observations suggested that preserva-
tion of astrocyte functioning is critical for neuronal viability and survival after hypoxic-
ischemic injury. Astrocytes have been shown to produce various neurotrophic factors;
polypeptides that support the growth, differentiation, and survival of neurons (106). It
has become evident from in vitro and in vivo research that neuronal viability depends
upon the collaboration of several growth factors from the neurotrophin (nerve growth
factor [NGF], brain derived neurotrophic factor [BDNF], neurotrophin[NT]-3,4/5), the
insulin-like, fibroblast or epidermal growth factor families (107—110). The expression
of neurotrophic factor mRNA has been shown to significantly increase in the affected
brain areas within hours after ischemia (111,112), and was preceded by induction of
neuronal and glial c-fos, c-jun, jun-B, jun-D, Krox 24, zif/268, and nur 77 mRNA
expression (111,113). This implies a possible role for these immediate early genes in
initiation of neurotrophin gene expression in astrocytes after hypoxic-ischemic insults
(111). The effects of several neurotrophins on neuronal degeneration in tissue cultures
of murine cortical cells have been examined. The neurotrophins BDNF, NT-3, and
NT-4/5 attenuated the apoptotic cell death induced by the calcium channel antagonist
nimodipine, but they potentiated the necrotic type of cell death induced by ischemia or
NMDA (114). These observations imply that effects of neurotrophins on neuronal
viability may depend strongly upon hitherto unclarified microenvironmental condi-
tions in the hypoxic-ischemic areas. This exemplifies that neuron/glia interaction in
relation to release of neurotrophins needs to be investigated more thoroughly, in vitro
in coculture systems and in vivo both in animal models and patients.

2.1.4. Reactive Oxygen Species

Reactive oxygen species or free radicals, like the superoxide (°O,—) and peroxynitrite
(°NO,-) anions, hydrogen peroxide (H,0,), and the hydroxyl radical (°OH-), are
defined as highly reactive molecules with an unpaired electron in the outer orbit. They
are not biological curiosities but produced under aerobic conditions as byproducts of
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the biochemical machinery of the cell (115). Microglia and macrophages employ free
radicals for the removal of the cellular debris after brain injury (105). In all eukaryotic
cells, defense mechanisms have evolved that serve to protect the cell against the dam-
aging effects of free radicals. The cellular defense involves both enzymatic and
nonenzymatic free radical inactivation or scavenging. Superoxide dismutase, glu-
tathione peroxidase, and catalase comprise the enzymatic defense, and the vitamins E
(a-tocopherol) and C are the most well known members of the nonenzymatic defense
system. Free radical-mediated cell damage involves, for example, peroxidation of pro-
teins and membrane lipids, and DNA strand breaks.

Reperfusion after an hypoxic/ischemic insult is considered an important trigger for
the generation of excess free radicals in the affected parts of the brain (116-118). Also,
the release of dopamine from presynaptic storage vesicles, which has been observed
after hypoxic/ischemic injury (1/9), may contribute to the generation of free radicals.
Dopamine is metabolized by monoamine oxidase B (MAO-b) to hydrogen peroxide.
This may be an alternative source of free radicals in dopaminergically innervated areas
of the brain like the striatum. Moreover, iron and manganese ions accumulate in the
ischemic brain that catalyze in the so-called Fenton reaction the conversion of hydro-
gen peroxide to the hydroxyl radical; the most noxious radical species known (115, 120).
Other free radicals may derive from the activated microglial cells that accumulate in
the injured areas (105), and from the endothelial cells that produce nitric oxide; the
endothelium derived relaxing factor (121,122). Nitric oxide is converted to the
peroxynitrite radical when it reacts with the superoxide anions (/23), which are abun-
dantly produced in the hypoxic/ischemic tissue upon reperfusion.

The enzymatic free radical defense has evolved to a well-balanced system in which
superoxide radicals are converted by superoxide dismutase (SOD) to hydrogen perox-
ide. Subsequently, the hydrogen peroxide is removed in the fore- and midbrain by glu-
tathione peroxidase (GPx) (124) and in the hindbrain structures by catalase (Cat) (125).
Glutathione peroxidase catalyzes the conversion of glutathione (GSH) to glutathione
disulfide (GSSG) that in turn is reduced by glutathione reductase (726). The radical
scavenging enzymes can inactivate most of the free radicals that are produced by the
biochemical machinery of the cell under physiological conditions. However, the intra-
cellular amounts of the scavenger enzymes are not sufficient to counteract the excess
formation of reactive oxygen species after hypoxia/ischemia. This has been shown to
induce in the affected areas of the brain a selective up-regulation of scavenger enzyme
mRNAs and proteins (127). For example, increased Cu/Zn-SOD and GPx mRNA
expression has been found in the hippocampal CA1 area (124,128), a region exhibiting
delayed neuronal death after hypoxic/ischemic injury (129). This illustrates that the
gene expression in the CA1 pyramidal cells is affected by the insult, which is part of
the mechanisms that lead to programmed cell death (Section 2.2.).

To reduce free radical-mediated hypoxic/ischemic injury, several pharmaco-
therapeutic approaches have been used to increase either the free radical scavenger
enzyme content or the scavenging capacity of the brain. Polyethylene-glycol conju-
gated SOD (PEG-SOD) (130,131) and Cat (131), Ebselen (132), and phenyl-t-butyl-
nitrone (133) are some examples of treatments that have effectively reduced the damage
size in animal models for hypoxic/ischemic injury. Damage reduction also has been
observed in transgenic mice that overexpress Cu/Zn-SOD, however, in animals that
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showed more then fivefold increased Cu/Zn-SOD expression, the hypoxic/ischemic
injury increased (134). Similar adverse effects have been reported after high-dosage iv
and intracerebral donations of PEG-SOD (130,131). These investigations illustrate the
need for a balanced free radical scavenger enzyme activity cascade. Increased SOD
activity without a concomitant increased GPx or Cat activity will lead to accumulation
of hydrogen peroxide, which is a product for the Fenton reaction that generates the
noxious hydroxyl radicals. L-Deprenyl, an inhibitor of MAO-b at high dosages, has
been shown to reduce hypoxic/ischemic brain injury both prophylactically (135) and
therapeutically (136). This effect has been attributed not only to its MAO-b inhibiting
effect but also to its capacity to increase simultaneously the SOD and Cat activity
in the brain at low dosages (737). Amounts and activity of GPx were not affected
by the L-deprenyl treatment. These observations in animal models are promising but
they also show the very small therapeutic window after hypoxic/ischemic injury.

2.1.5. Immune Activation

The brain has long been considered an immunologically privileged site because the
blood-brain barrier was thought to be nonpermeable for mediators of inflammation and
cells of the immune system. Recent investigations, however, have demonstrated that
hypoxic/ischemic brain injury involves infiltration of leukocytes (138,139), and possi-
bly also T-lymphocytes (140,141), macrophage/microglia activation (139,140,142),
induction of adhesion molecules on the cerebrovascular endothelium (741,143), and
expression of proinflammatory cytokines by brain microglia (105,144—147), astrocytes
(145,148), and possibly some neurons (148, 149). The immunosuppressant drug FK506
has been shown to reduce hypoxic/ischemic injury in animal models (750).

Research in the field of immune activation and stroke is mainly dedicated to
mechanisms of neurodegeneration and protection that involve the mediators of inflam-
mation, the cytokines. This rapidly expanding family of peptides includes the
interleukins (IL), interferons, tumor necrosis factors (TNF), and the growth and cell
stimulating factors. Effects mediated by interleukin-1 (IL-1) and TNFa are the best
characterized cytokine responses to cerebral ischemia/reperfusion. The IL-1 mRNA
and protein expression has been found to increase rapidly within the fields of damage
after hypoxic/ischemic injury (151,152). The IL-1 may induce beneficial effects by
synthesis of NGF (153) which promotes neuronal survival, regeneration, and neurite
outgrowth (107,110). But, IL-1 expression may have adverse effects too. Interleukin-1
has been shown to stimulate astrocyte proliferation, brain edema, leukocyte infiltra-
tion, and endothelial expression of adhesion molecules (154). It elicits release of arachi-
donic acid, nitric oxide, B-amyloid precursor protein, and corticotrophin releasing
factor (see Chapter 9), all of which have been implicated in neurodegeneration, and
stimulates the production of neurotoxic substances by glia (for review, see ref. 152). A
significant reduction of infarct volume after MCA-occlusion in rats has been obtained
with intracerebral administration of the recombinant IL-1 receptor antagonist
(152,155). These experiments illustrate not only the detrimental effects of IL-1 in the
development of hypoxic/ischemic injury, but also they reveal possibilities for new
therapeutic approaches in stroke patients.

The TNFa has been shown to generate in high doses adverse effects like selective
cerebral microvascular injury (27,156,157), increased expression of other proinflam-
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matory cytokines like IL-1, IL-6, and interferon, and cytotoxic effects that may induce
either necrotic or apoptotic cell death, depending on the state of the cell (158). The
TNFa-mediated apoptotic cell death may involve a 45 kD membrane-associated pro-
tein called APO-1/FAS; a member of the nerve growth factor and tumor necrosis factor
receptor superfamily (159,160). The FAS antigen is a well known apoptosis-associated
cell surface molecule that has been found to be rapidly induced in the hippocampal
CALl area during the first 24 h of recirculation after ischemia (161). In vitro, FAS
expression has been induced in astrocytes and possibly microglia by interferon-y and
TNFa (162). TNFo may exhibit beneficial effects at low doses, in regulating immune
responses, growth and differentiation, and protecting cells against excitotoxic damage
(148) and oxidative stress after hypoxia/ischemia. The latter neuroprotective mecha-
nisms involve induction of gene and protein expression of for example heat shock
protein (72,163), which may play a role in development of ischemic tolerance (164),
and the free radical scavenger proteins, MnSOD and Cu/ZnSOD (147). For a review of
the role of immune activation in development of cerebral hypoxic/ischemic injury and
possibilities for therapeutic interventions in patients, we refer to Chapter 10.

2.2. Molecular Mechanisms of Neuronal Apoptosis

In numerous fields of research, ranging from developmental neurobiology to cancer
biology and immunology, cell death has drawn a lot of attention. It has become
increasingly clear that cells do not always whither away when they are exposed to a
lethal factor, but in most occasions die by a process called apoptosis. This term was
originally coined for the type of cell death that shows a well-defined set of morphologi-
cal events (165). Sometimes, the term programmed cell death (PCD) is used to describe
the forms of apoptosis that would require the activation of an intrinsic program, i.e., the
synthesis of “killer proteins,” for regulated suicide (166). However, there also appear
to be forms of apoptosis that rely on constitutively expressed proteins (167). As pro-
posed by Steller (168) these differences in observations may be unified by the hypoth-
esis that apoptosis requires modulation of constitutively expressed proteins by
inducable, newly expressed proteins in response to different stimuli. Therefore, as in
most of the literature in this field, we use these terms interchangeably.

The so-called necrotic cell death is a pathological form of cell death that results from
an acute injury to the cell. As a result of this injury, cells swell, lyse, and the expulse of
cytoplasmatic material into the extracellular environment. This may lead to an immune
response owing to the possible toxicity of the cellular content. Apoptosis is distin-
guishably different, since it results in the neat removal of the cell. First, after the death
signal, the nucleus and cytoplasm condense and the membrane starts to bleb. The
chromosomal DNA is then degraded into large (50-300 kb) and often into smaller
(180-200 bases) fragments (169). By this time, the membrane has completely lost its
integrity and pieces of membrane engulf the remains of both cytoplasm and nucleus to
form so-called apoptotic bodies. These bodies are phagocytosed and subsequently
digested by macrophages and neighboring cells.

In the last 5 yr, many different molecules have been postulated to be involved in the
apoptotic program. Immediate early genes such as c-fos (170) and c-jun (171,172) are
in some way necessary for PCD, as well as cell cycle regulators like p53, c-myc, Rb-1,
E1A, cyclin D1 and p34°2 (173—178). Furthermore, the identification of supposed
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killer and rescue proteins has progressed rapidly. However, in many cases the way in
which these factors act in an apoptotic program, that is responsive to many factors in
many different cells is still largely unknown. Even more, the same factor may make
one cell commit suicide, whereas the neighboring cell(s) stay alive. Rubin et al. (179)
made it clear which theoretical models are thinkable. Different elements may interact
serially from inducing signal to death effector molecules, or in parallel. Alternatively,
it may be that different inducers and their downstream molecules converge at the point
of one integrating effector, which would be responsible for the marked morphological
features. From this integrating effector onward it could become possible to establish
the typical apoptotic phenomenon in different cell types under different circumstances.
Together with Rubin et al. (179), we argue that this parallel convergent model may
be closest to the truth, although a common effector molecule of apoptosis has not yet
been found.

We highlight some recent developments in the molecular biology of apoptosis, with
emphasis on its occurrence in and relevance for neurobiology. In addition, present and
future ways of intervening in apoptotic cell death shall be discussed.

2.2.1. Genes Involved in PCD in the Nematode Caenorhabditis elegans

Programmed cell death in C. elegans can be divided in four stages: decision to die,
execution of death, engulfment of the cell by phagocytes, and subsequent degradation
of the cell remains. Mutational analysis showed that 14 genes are involved in this pro-
cess, three of which are implicated in the execution of death (168). The cell death
defective-3 (ced-3) and ced-4 genes are required for cell death, whereas the third gene,
ced-9, protects cells from undergoing apoptosis. The protein encoded by the ced-4
gene is characterized and does not seem to be similar to any other known protein (180).
The ced-3 protein, however, appears to be a member of a cysteine protease family.
Some of the known members of this family are the interleukin 1-f converting enzyme
(ICE) (181,182), nedd-2/Ich-1 (183), and CPP32 (184). In order to confirm the sus-
pected role of these proteins in the apoptotic process, ced-3, ICE, and Ich-1 were
overexpressed in several human and rat cell lines (183,185). This resulted in the induc-
tion of cell death in these mammalian cells. However, it still is uncertain what the exact
physiological role of ICE and ICE-like proteases in the apoptotic process is, and if they
exert this role in every apoptotic cell death. That these proteases do have an important
role seems to be supported by the finding that expression of the cowpox virus crmA
gene, which is a potent inhibitor of ICE-like proteases, protects chicken dorsal root
ganglion neurons from apoptosis due to nerve growth factor deprivation (186). In our
view, it is an important task for the future to unravel the mode of action of these pro-
teases, as well as explore other ICE-homologs and their functions.

Besides some killer proteins of PCD, repressors of the process have also been iden-
tified. The C. elegans ced-9 gene is largely homologous to the Bcl-2 family of cell
death repressors (187,188). The bcl-2 gene was originally isolated from the t(14;18)
translocation breakpoint in certain follicular lymphomas. When overexpressed in dif-
ferent types of cultured neurons, Bcl-2 represses the death owing to growth factor with-
drawal (189—192). The Bcl-2 overexpression in transgenic mice protected neurons from
developmental cell death as well as from ischemia-induced cell death (793). However,
at the same time it became clear that there are also neurons that cannot be rescued by
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Bcl-2 overexpression when deprived of growth factor (192). Possibly, there are several
survival proteins available to a cell that can either work together or act independently
on the survival of the cell. A novel rescue protein that has recently been found is the
baculovirus p35, that is structurally unrelated to Bcl-2. The p35 appears capable of
suppressing differentially induced cell death in insect cells (194) in C. elegans (195),
and in a dopaminergic neuronal cell line (7196).

Adding to the complex picture of cell death regulation was the discovery of bcl-2
gene family members (reviewed in ref. 197). A protein called Bax, that is related to
Bcl-2, heterodimerizes to Bcl-2 (198). When critical residues in conserved domains of
Bcl-2 were mutated, the heteromer could not be formed and cell death could no longer
be prevented (199). This led researchers to believe that Bax activity promotes cell death,
unless it is bound to Bcl-2 (799,200). It was therefore assumed that the Bcl-2-Bax pair
constitutes a preset balance within cells in which the ratio between the two determines
whether a cell accepts or denies a death order (201). Further discoveries complexed,
though not excluded this idea, since it was found that other Bcl-2 homologs protect
against or induce cell death as well. These new Bcl-2-like proteins all have Bcl-2 bind-
ing capacities (200), and therefore they may play a role in the proposed balance as well.
The Bcl-x, (Bcl-x, long variant) protein protects against cell death in IL-3-dependent
murine cells, probably by binding to Bax (202). Bcl-x; knockout mice show a massive
neuronal cell death during development (203), thus confirming this protective role in
vivo. Recently, it has been shown that the differential expression of members of the
bcl-2 gene family may be implied in the sensitivity to damage and the actual death
following ischemia (204,205). Bcl-2 is an integral membrane protein of the outer mito-
chondrion membrane, the nuclear envelope and the endoplasmatic reticulum (206) and
several possible functions have been proposed. Some suggest a role in intracellular
fluxes across membranes (207) or in rescuing from radical damage (208,209), whereas
others argue that Bcl-2 serves its function by interacting with R-ras, resulting in
unknown intracellular signalling pathways (270). Despite all this new knowledge, the
exact physiological role of Bcl-2(-like) proteins remains unresolved.

2.2.2. Do Cell Death and Proliferation Share Common Features?

The first indications that the apoptotic cascade may involve proliferative character-
istics came from observations that connected molecules like c-fos, c-myc, and hsp 70
contributed to cell death in the ventral prostrate epithelium following castration (211).
These were known to be involved in growth, so what could their function be during
death? Many later studies confirmed the implication of some immediate early genes.
During development c-fos-lacZ transgenic mice showed strong c-fos expression in
areas in which massive cell death occurred (170). Furthermore, a well defined apoptosis
model was developed using NGF-deprived cultured sympathetic neurons from the
superior cervical ganglion (SCG) (166). Studies applying this model confirmed a role
for c-jun, since its mRNA appeared to be induced in all dying neurons for an extended
period of time, whereas c-fos only appeared transiently just before and during chroma-
tin condensation (171). Also, Ham and colleagues (172) showed that the level of c-jun
protein significantly increases after NGF deprivation, whereas other Jun and Fos fam-
ily members remain constant. Furthermore, overexpression of c-jun protein appeared
to be an inducer of apoptosis in itself (172). Lately, many investigations show an impli-
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cation of early genes in the response to ischemia and status epilepticus-induced delayed
neuronal death (reviewed in ref. 2/2), but c-jun appears also to be involved in the
response to axon damage in peripheral sensory neurons, which was interpreted as a
regenerative action (213). However, again supporting a role in a damaging response
instead of a physiological rescue attempt is the association of c-jun protein induction
with f-amyloid-induced apoptosis in hippocampal neurons (214).

The c-myc proto-oncogen, which was shown to be involved in cell proliferation in
many studies, has recently also been demonstrated to induce apoptosis in rat fibroblasts
(177). This again prompted the idea of an interaction of the cell cycle machinery and
the suicide program.

Another finding by Freeman and coworkers (175) gave further rise to this notion.
They adopted reverse transcriptase-polymerase chain reaction (RT-PCR) in the SCG
neuronal apoptosis model mentioned above, in order to determine whether certain
mRNAs of cell cycle regulators are induced after NGF deprivation. In this experiment,
they observed that cyclin D1 mRNA was induced at the time when neurons become
committed to die. All the other transcripts they studied decreased, so this seemed to
support the hypothesis that, perhaps somewhere downstream c-jun activation, the
selective induction of cyclin D1 without the normal molecular environment needed for
G, to S phase transition, would lead to an abortive re-entry of the cell cycle. This
re-entry, either owing to cyclin D1 induction or some other mechanism, would then
cause apoptosis in postmitotic neurons (179). However, in the initial study by Freeman
et al., no protein levels were measured, nor was cyclin-dependent kinase (cdk) activity
determined. Furthermore, it was not shown whether cyclin D1 induction actually causes
apoptosis. Recently, Wiessner (215) reported an increase in cyclin D1 mRNA in the
striatum and the hippocampus after transient global ischemia. This signal, however,
seemed to correlate with activated microglial cells. In our laboratory, we studied the
cyclin D1 protein levels in adrenalectomy induced apoptosis in the dentate gyrus
of the hippocampus and found induction of this protein only in cells showing a
microglia-like morphology in the hilus, but not in the granule cells of the dentate gyrus
(Postigo, Van der Werf, Krugers; in preparation). In this latter model, an induction of
another cell cycle-related molecule, namely p53 was reported (216). The functions that
p53 appears to have in inducing both growth arrest and apoptosis are still largely un-
known and they may not be coupled (2/7). Via DNA damage, p53 can however induce
p21 (218,219), a cdk inhibitor of the cyclin E-cdk2 complex, which is involved in the
G,-S transition (for review, see ref. 220).

Lastly, Shi et al. (176) reported that the premature activation of the serine-threonine
kinase p34°d2 in YAC-1 lymphoma cells leads to an apoptotic-like cell death, that
could be inhibited by addition of excess kinase peptide substrate.

2.2.3. Putting the Pieces Together

So far, we focused on major areas of research on apoptosis. Unfortunately, in most
models it is unknown what is cause and what is consequence in the chain of events. For
instance, suppose that in a number of apoptotic cell deaths the induction of the c-jun
protein is essential for the onset of apoptosis. What would lie upstream of this event?
Perhaps a signal transduction cascade ending at Jun kinases (JNK) (221) specifically
inducing c-jun? And how can it be that different stimuli such as NGF deprivation,
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corticostrone withdrawal, and B-amyloid addition to the cellular environment, to name
a few, lead to the same induction of c-jun? Would these very different stimuli to a cell
follow different or similar paths to the nucleus? May there be even more signalling
pathways from membrane to nucleus to achieve the turning on of modulatory elements
of the program? Interesting new developments in this field are for instance that p21Ras
proteins appear to be necessary and sufficient to rescue SCG neurons from death by
disabled intracellular Trk receptor signalling (222). Also, in PC-12 cells it was observed
that the dynamic balance between growth-factor activated extracellular-regulated
kinase (ERK) and stress-activated JNK-p38 pathways is important in determining the
apoptotic response (223). In general, this kind of investigation will give rise to a more
thorough understanding of the early factors determining life and death of a cell.

In the direction of killer and rescue genes, there is also a lot of uncertainty about
the exact modes of action of known molecules. Hopefully a lot of working mechanisms
will be clarified, so that their place on the apoptotic map can be determined. Little is
known about the actual executors of the apoptotic morphology, so research will
probably focus in the coming years on new proteases to fulfill the hypothesized com-
mon effector role. Novel information may also come from the study of the fruit fly
Drosophila melanogaster, in which most programmed cell deaths seem to be regulated
by one common mechanism. This would involve the reaper gene (224) that is thought
to act as a regulatory protein upstream of cell death effectors (168).

Coming back to the role of cell cycle regulators, are they really the factor that cannot
be circumvented when a cell has started his way through the apoptotic cascade? Because
despite the indications concerning the involvement of cell cycle genes in apoptosis that
were described above, there still is little evidence of a functional necessity of these
genes during cell death in vivo.

Some interesting experiments put a new light on a hypothesis by Heintz (225). He
argued that a cell can respond to oncogene activation by either proliferation or death,
depending on its differentiation state. Thus, in the case of mature, postmitotic neurons,
any proliferative trigger would result in an appropriate suicide induction. Feddersen et
al. performed experiments in which the SV40 T-antigen was put under the control of a
Purkinje cell specific promoter, thus causing apoptosis (226). This death was, how-
ever, prevented when the retinobalstoma (Rb) protein binding site was deleted from the
T-antigen. This apparent central role for this cell cycle molecule confirms findings in
the pRb knockout mice in which both ectopic mitosis and formidable apoptosis seems
to take place in the developing brain (227). This again supports the vision that, in this
case, loss of Rb inhibition on the cell cycle leads to either proliferation or programmed
cell death depending on the state of differentiation of the cell.

In two mouse mutants Lurcher and staggered cerebellar granule cell death owing to
loss of target innervation is preceded by cyclin D and proliferating cell nuclear
antigen (PCNA) induction. Also, cells start to incorporate BrdU, which is a mea-
sure of DNA synthesis and thus start of the S-phase. However, in these same mice, the
primary degeneration of cerebellar Purkinje cells does not require this loss of con-
trol at the G,-S transition (228). Apart from the question of how these particular dif-
ferences between degenerating neurons come to life, it still remains to be explored if
expression of some G-related protein causes apoptosis by initiating the cell cycle or
by some other way.
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How would this correlate with the notion of Heintz mentioned above? We share the
view of Ross (229) that some “selected cell cycle proteins are likely to be specific for
particular initiating events leading the apoptotic program, depending on the prolifera-
tive status of the cell.” This would in our opinion best describe the sometimes contra-
dictory results from the various fields of research and in the different experimental
paradigms used today, be it that it still reveals the enormous lack in our understanding
of the phenomenon.

2.2.4. Is Therapeutic Manipulation Feasible?

If one thing has become clear in the text above it is that thus far no simple sub-
strate has been identified on which pharmacological strategies can be based. A
central death effector that would unify all types of cell death will perhaps be found
in the near future. When this molecule’s sole function is to induce death, it may
turn out to be an ideal target for intervention. Alternatively, if some elements of the
cell cycle machinery appear critical in specific cases of cell death, they may form a
substrate for pharmacological modulation. Supporting these kind of strategies is a
recent study by the Farinelli and coworkers in which they show that apoptosis in
NGF-deprived PC12 cells can be prevented by several G,-S inhibitors, but not by
S—, G,—, and M-phase inhibitors (230). Whether this offers new strategies for in
vivo use remains to be determined. For now, we recommend studying every indi-
vidual type of apoptotic cell death in itself and try and determine all parameters
involved in this particular death type. Basing future experimental and therapeutic
manipulation of the process in this way would exclude extrapolations of data from
other experimental situations. These may not or may differently apply to your own
paradigm. Hopefully, in the years to come fundamental research will give us tools
to treat the many cases in which the process of cellular suicide goes awry (reviewed
in ref. 231).

3. VISUALIZATION OF NEURONAL DAMAGE

Various in vivo imaging techniques, including positron (PET) and single photon
emission tomography (SPECT), computed tomography scanning (CT), and magnetic
resonance imaging (MRI) are available for visualization of CVA or hemorrhage-
induced cerebral damage in patients. Possibilities, advantages, and disadvantages of
these in vivo imaging techniques are reviewed in Chapter 2.

In vivo MRI imaging and various histological methods may be employed for dam-
age assessments in the animal stroke models (Chapter 11). Changes of the regional
cerebral blood flow (rCBF) and formation of edematous tissue have been visualized
with MRI imaging after focal brain ischemia in rats (232). For histological damage
assessments, we recommend the silver-impregnation techniques (233) because they
are easy, reliable, and performed on paraformaldehyde-fixed tissue that allows immu-
nocytochemical and molecular biological studies of the adjacent nonimpregnated sec-
tions (234). Tetrazolium and hematoxylin-eosin (HE) histochemistry, and glial
fibrillary acidic (GFAP) and heat shock protein (HSP72) immunocytochemistry may
be alternative protocols for revealing hypoxic/ischemic neuronal damage. Histochemi-
cal stains that employ tetrazolium salts show oxidation-reduction enzyme activity in
fresh, unfixed slices of the brain. In the viable neurons and glial cells, the tetrazolium
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salt is reduced by dehydrogenases to a purple-colored formazan. Degenerating cells
lack such dehydrogenase activity and will remain colorless (235). The tetrazolium
method is rapid and reliable, but a serious disadvantage is that it must be performed on
unfixed slices, which prohibits additional immunocytochemical or molecular biologi-
cal studies of adjacent sections. Pale areas, so-called “dark-neurons” and neuronal
swelling characterize the injured areas and/or cells in the HE stains. The GFAP is a
marker protein specific for astrocytes that may be used to reveal glial scar formation
after hypoxic/ischemic injury (234). The stress protein HSP72 is rapidly expressed
after hypoxia/ischemia both in neuronal and glial cells, however, predominantly in the
zone adjacent to the infarct; the so-called “penumbra.” In the ischemic core, the HSP72
expression is restricted to the viable vascular elements. This HSP72 immunocytochemi-
cal method, therefore, may be a valuable tool for studying effects of treatments aimed
at reducing the hypoxic/ischemic damage in the penumbra or ischemic tolerance
development (164).

For revealing mechanisms of programmed cell death, various immunocytochemical
methods have become available that utilize antibodies directed against cell cycle
regulating proteins (Cdks), immediate early genes, or growth factors that either inhibit
or promote the cell death program. Examples of the latter group of immediate early
genes and growth factors that may switch on the death program are c-myc, FAS, p53,
TNF, and ICE. Typical examples of survival promoters are the members of the Bcl-2
family (236).

4. TREATMENT FROM A MECHANISTIC POINT OF VIEW

The neuropathology of cerebral ischemia and stroke is characterized by three funda-
mental events: early, acute cell death resulting directly from failure of the blood sup-
ply; secondary bystander necrotic cell death in the penumbra; and delayed cell death
of the apoptotic type. Because there is no warning signal for stroke, the acute dam-
age probably cannot be prevented in first-ever stroke patients. In patients of the
known risk groups (previous stroke, hypertension, and TIA) one could attempt pro-
phylactic treatments, for example, with calcium entry-blockers like nimodipine
(Chapter 4) and/or monoamine oxidase inhibitors (135), or antioxidants. The pre-
clinical studies of mechanisms of cell death after hypoxic/ischemic injury reviewed
above, have shown that processes leading to bystander cell death in the penumbra are
initiated within hours after the insult. Therapies started thereafter cannot reverse or
stop the process. More or less the same lessons have been learned from the clinical
studies. Thus far, no therapeutic approach tested for cerebral damage reduction after
stroke has been reported to be very effective. The main reason may be that most of
the therapies were initiated late, between 1224 h after the hypoxic/ischemic event.
Some preclinical studies have presented evidence now that delayed neuronal death of
the apoptotic type can be initiated within minutes to hours after the occurrence of the
hypoxic/ischemic event (84,237). This implies that beneficial effects on the devel-
opment of the cerebral damage may be expected only of therapies that have been
initiated within the first hour(s) after the insult. Therefore, the future of acute stroke
treatment will most likely include the administration of agents for metabolic inter-
vention by paramedics “in the field” or the general practitioner, so that no valuable
time is lost.
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Imaging of Stroke
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1. INTRODUCTION

In vivo demonstration of stroke-related pathological processes has evolved from
scintigraphical and angiographical techniques to computer-assisted tomographic tech-
nologies. Today, computer tomography (CT) and magnetic resonance imaging (MRI)
are widely available (I-5). CT is mainly used to distinguish between hemorrhagic and
nonhemorrhagic pathology in the acute phase of stroke (6). Both MRI and CT visualize
morphological changes in the brain; MRI, however, has a far better spatial resolution
and allows visualization of other aspects of the pathology as well. To detect functional
changes in both the normal and the pathological brain, additional procedures can be
used such as visualization of regional cerebral blood flow with positron emission
tomography (PET) or single photon emission tomography (SPECT). Both hypoper-
fusion of the core of the infarcted brain area and the penumbra and hyperperfusion in
more peripherally located brain regions (luxury perfusion) can readily be shown
(7—18). PET has the advantages of a higher resolution and absolute quantitative infor-
mation on flow and metabolism of brain pathology compared to SPECT, but SPECT is
cheaper and more accessible.

The merging of PET and MRI not only supports the previous anatomical (CT and
MRI) technologies, but offers additional functional possibilities as well. Both MR- and
PET-based technologies are still rapidly developing with applications in the clinical
and experimental stroke research. In this chapter, we will present some recent develop-
ments and applications of imaging techniques in stroke. The usefulness of these
technologies to visualize pathological changes during the development of ischemic
stroke will be considered.

2. TIME-COURSE OF CEREBRAL ISCHEMIA

The possibility of distinguishing between reversible and irreversible damaged tissue
(penumbra vs core of the infarct) is of main clinical interest, as reversibility could allow
(potential) therapeutic interventions. It is not our purpose to describe the course of stroke
pathology in detail, since other reviews deal with that subject more intensively. However, it
is important to emphasize the major phases of the development of ischemia to infarction
as they could eventually be distinguished by the various neuroimaging techniques.

From: Clinical Pharmacology of Cerebral Ischemia Edited by: G.]. Ter Horst and ]. Korf Humana Press Inc., Totowa, NJ
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Stroke is most often caused by arterial stenosis or obstruction owing to a (thrombo)
embolic process with temporary or permanent obstruction of blood flow in the down-
stream territory. In the initial phase, there is a decrease in blood flow in a well-defined
brain area, in which the lack of energy supply causes immediate (in experimental ani-
mals within minutes) depolarization of nerve cells and presumably of other cells as
well. Such depolarizations can be compensated for a few minutes by anaerobic glyco-
lysis, but because the energy reserves of the brain are limited, most cells will soon
become depolarized, and irreversibly damaged, leading to cell death if blood flow
remains impaired. During this process of cell death, the ion gradient over the cellular
membrane disappears and water enters the cell, so the extracellular space, compris-
ing approx 20-25% of the normal human brain, is diminished by 50%. In the tissue
surrounding the death core, blood flow may remain insufficient to maintain normal
function, but cells are still polarized, because energy supply is sufficient to maintain
ion gradient over the membrane; subsequently the extracellular space remains normal.
Part of the energy required to maintain membranous gradients is of anaerobic origin,
and lactate may become an important energy substrate for neurons. These events are
thought to occur within the first 12 h poststroke, with the predominant features being
hypoperfusion and cellular edema.

As soon as the damage has become irreversible, inflammatory processes start, such
as the activation of the microglia cells and leukocyte infiltration (19—-25). The activa-
tion of microglia is an early event after (any) brain damage. Microglia comprise 5-12%
of the cells in the brain and are considered as resident macrophages. These cells can be
activated, and start producing nitric oxide, excitatory amino acids, proteases, and
cytokines. Microglia can also change from an activated state to a phagocytic state and
start to remove cellular debris. Soon after the infarction, an infiltration of T-lympho-
cytes is also seen in both the infarcted and the surrounding regions. T-cell infiltration
may precede microglia activation as has recently been shown in a photochemical stroke
model (20). Such infiltration mostly occurs when cellular adhesion molecules (such as
ICAM-1) are expressed upon stimulation with cytokines (interferon-y, interleukin-1,
and tumor necrosis factor-a) and by opening of the blood-brain barrier (BBB).

Inflammatory events take place in the core of the infarct but extend further into
the penumbra regions. The role of these processes is unclear in the pathogenesis of
stroke. The inflammatory response is maximal after 1-3 wk, and approx 6 wk after
stroke onset, the response starts to decline to normality (24). In this case, the core of the
infarct becomes partially cystic, and the extracellular space is increased. Permanent
degenerative changes such as loss of specific neurons and other cells may have
occurred, whereas concomitant compensory changes, including regenerative pro-
cesses, may be still underway. Neuroimaging can be a tool to visualize these time-
dependent changes. The potency to visualize these aspects of pathology is highly
dependent upon the imaging modality. The time course of major events following
stroke is shown in Fig. 1.

3.CT

CT scanning is an accurate diagnostic tool in patients with cerebrovascular diseases.
CT is especially used in the acute phase of stroke to differentiate between hemorrhagic
and nonhemorraghic events (6,26). Within the first 8—12 h, the majority of nonhemor-
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Fig. 1. Time-course of metabolic and inflammatory processes after stroke in the core (A)
and the surrounding brain tissue (B).

rhagic infarcts escape CT demonstration because the density values of these infarcts
correspond, at this time, with those of normal brain tissue. Larger infarcts can some-
times be suspected in the earlier phase by the presence of brain swelling. Demarcation
of the infarct begins between 824 h, and becomes definite in relation to the particular
vascular territories after 2—3 d. After 3—5 d it becomes possible to visualize contrast
enhancement in the infarction, starting at the margin of the infarcted area and extend-
ing during the next 1-2 wk. This enhancement of contrast in the infarcted zone is owing
to hyperemia and is particularly important at 10-20 d after stroke, as CT examination
made at that time may not reveal the infarct zone without contrast. At this time the density
values that are measured in the infarcted region (with reparative processes, edema, and
increased perfusion) correspond to those of healthy brain tissue (fogging effect).

4. MRI

MRI has already proven to be of great practical value in diagnosing stroke, using T,
T,-images and T,-images after iv injection of contrast (gadolinium). MRI visualizes
body tissue using a static, oscillating magnetic field that excites protons. When the
oscillating magnetic field is stopped, excited protons relax and induce a radio frequency
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in a receiver coil. The signal intensity is reconstructed on gray scale images on which
the different body tissues can be recognized (27,28). With MRI, cerebral ischemia can
be visualized earlier than CT. Because of its better resolution, lacunar infarcts, territo-
rial infarcts of the posterior fossa, especially of the brainstem are more frequently dem-
onstrated by MRI than by CT. Old hemorrhages, and infarcts with a hemorrhagic
component, can be diagnosed because of the characteristic signal behavior of the iron
ions in the hemosiderin deposits in the infarct. The integrity of the BBB can be showed
by contrast enhancement in brain areas where the BBB is disrupted. In stroke, it appears
that both intact and disrupted BBB can be seen. In the initial phase, the BBB is often intact,
whereas after several days or weeks, when the damage and debris is maximal, the BBB
becomes disrupted (1,3—5,29). At this time, lymphocyte infiltration is also maximal.

More recent and advanced technologies based on MRI, like magnetic resonance
spectroscopy (MRS) and diffusion and perfusion MRI can partially support the previ-
ous anatomical (CT and MRI) technologies and offer additional functional possibilities
as well. MRS can noninvasively measure metabolites such as N-acetylaspartate (NAA)
and lactate in the human brain during normal and pathologic conditions such as after
stroke. The NAA is almost exclusively located in neurons and is widely used as a
neuronal marker in MRS studies of brain infarction (15,30-39). Several (partial serial)
studies, with MRS in patients with stroke show a reduced NAA level and an increased
level of lactate within the infarcted area during the acute stage of stroke. During the
chronic stage, a remarkably reduced level of NAA in large middle cerebral artery
infarctions and, in some studies, elevated levels of lactate (up to 23 mo) are found
(13,40). Presence of lactate in the acute stage of brain infarction probably reflects the
degree of ischemia. In the chronic stage, lactate may be produced by inflammatory and
phagocytic cells and by glia cells that metabolize glucose mainly to lactate even under
normoxic conditions (13,14). MRS could be used in the future for the demonstration of
biochemical markers in the early stage of stroke to provide guidance in prognosis and
treatment planning.

Diffusion and perfusion MR have been used in clinical and experimental stroke stud-
ies (12). Whereas T, and T, weighed MRI is usually not very sensitive to visualize
early events, both diffusion and perfusion MRI have more potential in this regard.
Diffusion MR visualizes changes in the diffusion characteristics of interstitial water,
apparent diffusion coefficients (ADC,,) (41). Changes in ADC,, are seen within min-
utes after the onset of stroke, concomitant with shrinkage of the extracellular space, as
determined by whole tissue impedance measurements. Since change in ADC,, is one of
the earliest changes seen after cession of blood flow, it is possible to visualize ischemic
brain tissue within 1 h after stroke onset (42). Welch et al. (1995) histopathologically
rated tissue changes according to the results obtained in the rat with a MCA-stroke-
model with T, and ADC,, (41). Whereas T, values began to increase after about 16 h
poststroke, the ADC,, had already decreased during that previous period. After 24 h,
the changes in both parameters were increased and followed each other closely. The
changes are illustrated in Fig. 2.

Regional cerebral blood flow (CBF) can be assessed with MR angiography (based
on the difference between excitation and recording of MRI, as excited blood moves out
of the imaging plane); on clearance studies MRI-detectable tracers are used (using
MRI-detectable tracers and A-V differences); on bolus track imaging (measuring tran-
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Fig. 2. Changes of T, and apparent diffusion coefficient of water in the core of an ischemic
infarct, as derived from an experimental animal stroke model. The figure is reconstructed from
data of ref. 41.

sit time of a paramagnetic substance, such as Gd-DPTA); or on MRI based on blood
oxygenation level-dependent imaging (functional MRI). Functional MRI is used to
estimate regional CBF and metabolism making use of different signal behavior of oxi-
dized hemoglobin and deoxyhemoglobin. Functional MRI is especially used for
nonpathological brain studies. In pathological conditions when tissue oxygen is
decreased or absent, the possible changes in deoxyhemoglobin can be masked and not
well predicted or related to rCBF. Under ischemic conditions, the bolus track imaging
is best suited. Bolus track perfusion has been used experimentally in a few studies to
identify brain regional hypoperfusion (43).

5. PET

Radiolabeled markers (positron emitters) enable us to get a better view of the metabolism
of the brain in both normal circumstances and pathological states. The most common
radiolabels for stroke in PET are 1°0,, H,'30, C'30,, and C'°0O (7-10,17,44). With
both H,'0 and C'30, the regional cerebral blood flow (rCBF) can be measured. C°0
can be used to visualize blood volume (CBV); regional cerebral metabolic rate for
oxygen (rCRMO,), and oxygen extraction factor (OEF) can be measured with 130, and
lIF-deoxyglucose is used to study regional cerebral metabolic rate for glucose
(rCRMy,,). Besides these labels, today 3Co is used as a calcium analog to visualize
ischemic lesions in experimental studies (16,45,46).

6. BLOOD FLOW AND OXYGEN METABOLISM

Both H,'30 and C!30, can be used to quantify the degree of ischemia after stroke in
the core of infarction and in the border zone. During the acute phase of stroke (up
to 4 d), irreversible damage has taken place in the infarcted core that is characterized
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by a rCBF below 12 mL/100 g/min and with a rCMRO, of 1.5 mL/100 g/min. Com-
pared with the contralateral mirror region, this is respectively below 45% and 65%.
The CMRy;, and OEF are reduced compared to the contralateral mirror region, whereas
CBV remains unchanged. During the first 2 wk after onset of symptoms CMRO,,
CMRg,, CBV, and OEF do not change significantly while flow increases slightly (7,9)
in the core of infarct. This slight increase in flow does not affect the metabolic state of
the necrotic tissue as indicated by the reduced OEF. In the border zone of ischemia
there may still be viable tissue that can be subdivided into tissue with a reduced rCBF
(12—18 mL/100 g/min), tissue with increased OEF (misery perfusion), and tissue with
high rCBF and low rCMRO, (luxury perfusion) (7,8). Studies in stroke patients showed
that tissue with a rCBF between 12—-18 mL/100 g/min in the acute phase, the rCBF,
CMRO,, and rCMRy,, decrease during the first week, turning this tissue into infarction.
Misery perfusion is seen in 45—57% of cases studied in the first 4 d after stroke and is
accompanied by a slightly decreased rCMRO, and CMRy,,, whereas CBF is slightly
reduced. During the following 2 wk, with a few exceptions, this tissue will deteriorate
into necrotic tissue when the rtCMRO, declines and the blood flow stays the same (7,8).
Luxury perfusion in the ischemic area is characterized by initially high CBF and low
CMRO,. In a study of 22 patients, the role of differences in perfusion in the acute phase
and the clinical outcome was studied (47). This study proved that patients with
hyperperfusion in the peri-infarct area fared slightly better after 1 yr than patients with-
out hyperperfusion in the peri-infarct area.

This viable peri-infarct tissue may form a substrate for potential therapeutics of ischemic
stroke, but the therapeutic routines usually applied today cannot yet prevent all the
metabolic derangement and progression to necrosis of this viable peri-infarct tissue.

7.55CO-PET IN VISUALIZING CEREBRAL ISCHEMIA

Since massive calcium influx takes place during ischemia, cobalt as a calcium ana-
log has been postulated to be a suitable isotope for visualizing this mechanism. Animal
experiments have already shown that cobalt acts like a calcium analog in kainic acid
lesions in the brain (45). Therefore, >3Co has been used to visualize cerebral ischemia.
Jansen et al. studied six patients with a middle cerebral artery stroke with >>Co-PET in
the first 2 wk after onset of symptoms (76). This study showed Co uptake in the
infarcted area of the brain independently of the integrity of the BBB and a positive
correlation with clinical prognosis as defined on the Orgogozo scale. Figure 3 shows a
picture of a patient with a middle cerebral artery stroke in which in the first week after
onset of symptoms, Co-PET was made in combination with '30,, C!30,, and C!°0
PET-scan and MRI. In this study, it showed that Co uptake in the acute phase of stroke
mainly takes place in the penumbra region and in the later phase, in patients with major
stroke, in the infarcted area. The cobalt showed to have a partial overlap with CBF and
Gd-DTPA of the MRI (46).

8. SPECT

Most clinical applications of SPECT concern regional CBF measurement with
tracers such as iodine-123-isopropyl iodocamphetamine (IA), Technetium-99m
hexamethylpropyleneamine oxime (*"TcHMPAO), or '33Xe (47,49,50). The 1A is not
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Fig. 3. PET scans of a patient with an MCA infarction in the parietal occipital right cerebral
cortex made 4 d after onset of the symptoms. Left upper scan: *Co, right upper scan: C'30,,
left bottom: !°0,, right bottom: GAMRI.

useful, since a considerable redistribution of the tracer invalidates the tracer in stroke
(51); so not only the infarct but also the surrounding tissue are similarly radioactive.
For clinical routine, *™Tc-HMPAO is the most suitable tracer in SPECT for visualiz-
ing CBF (11). In the acute stroke, SPECT is very accurate for visualization of the
extent of the hypoperfusion in stroke (with high sensitivity). Generally >90% of stroke
patients exhibit detectable perfusion deficits. A few days after stroke onset (e.g., after
5 d) luxury perfusion may occur and mask hypoperfusion in the infarct area. There is
uncertainty if SPECT scans made within the first 12 h after stroke can predict clinical
outcome. Leukocyte infiltration has been shown both with In-oxime and Tc-HMPAO-
labeled leukocytes (21). In general, SPECT can visualize after major strokes, most
significantly after 2 wk. For the detection of inflammation, recent developments may
lead to significant improvements (52). Thallium 201 SPECT has mainly been used to
detect malignancies of the brain, but more recently it has been shown that with this
technique stroke can be detected, presumably in a later phase only (29). The uptake may
be related to the breakdown of the blood-brain barrier and may reflect K* uptake or
exchange in degenerative neuronal tissue. Similar to PET, cobalt has been explored as a
tracer for SPECT in stroke (53), using >’Co as a calcium analog (Fig. 4). In SPECT, the
role of cobalt accumulation during the inflammatory reaction after stroke is now studied
using Co-SPECT in comparison with *Tc-HMPAO-labeled leukocyte SPECT. Results
indicate that Co uptake and leukocyte accumulation tend to concur in the infarction (46).
The disadvantages of SPECT compared with PET diminish since it is possible in
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Fig. 4. Co-SPECT of patient with an MCA infarction in the right hemisphere, made 12 d

after onset of symptoms.

SPECT to quantify flow in terms of absolute perfusion values and the new generation
of SPECT cameras show almost the same spatial resolution as PET.
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Clinical Aspects of Stroke
and Therapeutic Strategies

Keith W. Muir, Elkan Gamzu, and Kennedy R. Lees

1. INTRODUCTION

“Stroke” is defined by the World Health Organization as “rapidly developing clinical
signs of focal (or global) disturbance of cerebral function, with symptoms lasting 24 h
or longer or leading to death, with no apparent cause other than of vascular origin.”
Ultimately, stroke results from the death of neurons in the central nervous system
(CNS), and improved understanding of the pathological processes that mediate neu-
ronal death at the cellular and neurochemical level has led to the development of thera-
peutic strategies that promise to improve the outcome after acute stroke. Many
pathological processes may cause stroke, and many disease processes may mimic
stroke. Advances in the therapeutic possibilities in stroke require physicians and clini-
cal trialists alike to appreciate the clinical spectrum of stroke disease, and the problems
that are peculiar to it.

2. EPIDEMIOLOGY AND RISK FACTORS

Acute stroke is the third largest cause of mortality in the Western world, ranking
behind malignant disease and coronary heart disease (/), and it is the single largest
medical cause of disability in adults. In the Western world, approx 85% of strokes
are caused by atherothrombotic occlusion of a blood vessel, and 15% by intracranial
hemorrhage (2).

Of ischemic strokes, the principal mechanisms include:

1. Thrombotic embolism from the heart.
2. Atherothrombotic embolism from large artery atherosclerosis.
3. In situ thrombotic occlusion of small perforating arteries (e.g., in diabetes).

Rarer causes include vasculitic processes of the medium or small arteries, embolism
from vasculitic processes in large arteries (e.g., giant cell arteritis or Takayasu’s
arteritis), vasogenic conditions of uncertain pathogenesis such as migraine or Moya-
Moya disease, or coagulopathic conditions such as stroke associated with systemic
lupus erythematosus.

In individuals, risk factors for stroke may be thought of in terms of modifiable and
unmodifiable factors. Unmodifiable risk factors include age, sex (risk of stroke is
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greater in men, although lifetime risk of death from stroke is higher in women (1), and
race (higher incidence in blacks). The incidence at 30 yr of age is 0.3/100,000 per
annum, rising logarithmically to 300/100,000 by age 85 (3). Genetic factors may play a
role, but are difficult to separate from a family history of other established risk factors
with a hereditary component such as diabetes mellitus and hypertension (4).

Major modifiable risk factors are coexisting cardiac disease (5), especially atrial
fibrillation (6—8), which predisposes to thromboembolism, and myocardial infarction;
chronic diastolic (9) or isolated systolic hypertension (4,10); diabetes mellitus (11);
and cigaret smoking (12,13). A further major risk is a history of previous cerebral
ischemic events, that may either be completed strokes or transient ischemic attacks
(TIAs). A TIA is defined as an event conforming to the WHO definition of stroke
(see Section 1.) but less than 24 h in duration. In practice, full recovery from a TIA
takes place in 1 h or less in at least 60% of cases, and the probability of a cerebral
ischemic event resolving entirely within the 24-h period decreases rapidly with its
duration (74). The longer the duration of a focal deficit, the greater the probability of
an associated infarct being identified on computed tomography (CT) scan (715). The
implications of this for clinical trials are discussed at greater length later. A TIA is
a valuable marker of cardiovascular risk: following a TIA, there is a 7-12% risk of
stroke in the first year (16,17), reducing to 3.4% per annum thereafter, and a 3.1%
annual risk of coronary arterial events. Risk factors for stroke combine multiplicatively
rather than additively (18,19).

Factors that have a less consistent profile of risk for stroke include excess alcohol
consumption in binges, hypercholesterolemia (20,21), or increased lipoprotein(a) (22)
concentration. Minor risk may be conferred by elevated plasma homocysteine levels
(23), increased circulating fibrinogen levels (24,25), obesity, and recent infection.

Primary prevention of stroke is a major public health goal. Treatment of modifiable
risk factors, notably hypertension (26), valvular heart disease, and nonvalvular atrial
fibrillation produces significant reductions in the incidence of stroke. Lowering of both
diastolic (27,28) and isolated systolic (29) hypertension with either thiazide diuretics
or beta adrenoceptor antagonist drugs reduces the incidence of stroke in line with epi-
demiological predictions (26), with the greatest absolute treatment effect evident among
elderly patients (27,30) in whom the risk of stroke is greatest. Calculations of relative
risk for stroke from 17 studies involving over 47,000 patients (31) show reduction after
3 yr of treatment of 38%. Newer antihypertensive drugs such as calcium antagonists
and angiotensin converting enzyme inhibitors have yet to be tested adequately but are
expected to confer similar benefit. Since there is no identified threshold of blood pres-
sure that confers increased risk of stroke, but rather a continuous linear increase in
stroke risk with blood pressure, population measures such as reduction of dietary salt
intake (which will reduce blood pressure) may also reduce stroke incidence (32).

Anticoagulation with warfarin for patients with nonvalvular atrial fibrillation has
been shown in five large randomized clinical trials (33—-37) to reduce the relative
risk of stroke by around 60%. Again, the greatest benefit for anticoagulant therapy
is seen among the elderly. Younger patients (<60 yr) may derive insufficient absolute
benefit to warrant anticoagulation, but may derive some useful risk reduction from
aspirin (38,39). Carotid endarterectomy is of uncertain value in primary prevention of
stroke (40—42).
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Several modalities of treatment are effective in secondary prevention of stroke.
Antithrombotic therapy (aspirin or ticlopidine, and possibly dipyridamole [43]) is
effective in prevention of strokes in patients who have suffered a TIA (44). Anti-
coagulation for nonrheumatic atrial fibrillation (45) is also effective in secondary
prevention of stroke. Carotid endarterectomy has been shown to be superior to
antithrombotic drugs alone for patients with symptomatic (i.e., in patients who have
suffered either TIA or stroke) carotid stenosis of greater than 70% (46,47), reducing
the relative risk of subsequent ipsilateral disabling or fatal stroke by 40-80%. Reduc-
tion of blood pressure in patients with previous cerebrovascular disease has been
specifically studied in only a small number of patients comparatively, but appears to
reduce the relative risk of subsequent stroke (48—51). Confidence limits for risk
reduction are wide, however, and the true magnitude of any effect is unclear. Blood
pressure reduction in normotensive or mildly hypertensive stroke survivors is currently
being tested in a large randomized trial.

In younger patients with stroke, other risk factors have been identified: Recognized
etiological factors include the presence of congenital or acquired cardiac abnormalities
(52) (e.g., patent foramen ovale, atrial septal aneurysm, mitral valve prolapse, atrial
myxoma), genetic disorders (e.g., the syndromes of mitochondrial encephalomyopathy
lactic acidosis and stroke [MELAS] and cerebral autosomal dominant acute subcorti-
cal infarct and leukoaraiosis [CADASIL]), vasculitides, inherited or acquired
prothrombotic states (e.g., hereditary antithrombin III or protein C deficiency, factor V
Leiden, systemic lupus erythematosus), and use of estrogen-containing oral contracep-
tives (33—55). These mechanisms account for only a small proportion of all stroke.

3. THE HUMAN CEREBRAL CIRCULATION

The human brain is supplied by four main vessels. The anterior circulation consists
of paired internal carotid arteries (ICAs) derived from the common carotid arteries
(CCAs). The ICAs enter the skull base and form the anterior part of the circle of Willis,
giving off the arteries that supply the main part of the cerebral hemispheres, the middle
cerebral arteries (MCAs) and the anterior cerebral arteries (ACAs). The posterior cir-
culation is derived from paired vertebral arteries that unite on the ventral surface of the
brainstem to form the basilar artery. Terminal branches of the vertebral and basilar
arteries are given off in pairs to supply the brainstem and cerebellum. The basilar artery
anastamoses with the anterior circulation via the posterior communicating arteries
forming the posterior part of the circle of Willis. The posterior cerebral arteries (PCAs)
arise from the terminal portion of the basilar artery and supply the posterior part of the
cerebral hemispheres.

4. CLINICAL PRESENTATIONS

Approximately 80% of strokes occur in the territory of the anterior circulation, and
the majority of these affect the territory of the middle cerebral arteries (MCAs), that
supply the lateral part of the cerebral hemispheres, including the brain regions respon-
sible for the motor, sensory, language (in the dominant hemisphere), and visuospatial
function (in the nondominant hemisphere).

A large number of clinical syndromes has been described, but in approx 70% of
strokes there is limb weakness (although this is likely to reflect recognition and referral
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bias). Limb weakness may result from stroke affecting any part of the motor pathways
from the cerebral cortex (prefrontal gyrus) to the internal capsule, to the pyramidal
(corticospinal) tracts as they traverse the brainstem. The associated features of a stroke
assist in the localization of the lesion and may also provide a guide to the extent of the
stroke—e.g., isolated hemiparesis usually arises from subcortical infarction affecting
the internal capsule because of small vessel occlusive disease (lacunar stroke), but the
combination of hemianopia, hemisensory loss, and dysphasia with hemiparesis signifies
a proximal MCA occlusion with extensive infarction of the dominant cerebral hemisphere.

The Oxfordshire Community Stroke Project (OCSP) (56) devised a system of clinical
differentiation of stroke subtypes with prognostic and etiological implications that
did not seek to quantify degree of impairment. This system divides strokes into total
anterior circulation strokes (TACS), partial anterior circulation strokes (PACS), lacu-
nar strokes (LACS), and posterior circulation strokes (POCS), entirely on clinical cri-
teria (Table 1).

5. INVESTIGATION OF ACUTE STROKE
Investigation of the acute stroke patient should have three goals:

1. Exclusion of nonstroke pathology.
2. Distinction of pathological basis of stroke—infarct vs hemorrhage.
3. Identification of risk factors and etiology of stroke.

Stroke may be misdiagnosed in up to 20% of patients presenting to a hospital medi-
cal service (57). The recognition of treatable disorders that may present as hemiparesis
is essential, hypoglycemia being the most obvious example of a condition that is entirely
reversible if recognized.

Computed tomography (CT) scanning of the brain is essential in all patients, prefer-
ably on admission to hospital, since this imaging modality is able to distinguish
infarction from primary intracerebral hemorrhage (PICH). Despite several attempts to
codify clinical impressions into scoring systems to separate infarct from hemorrhage,
clinical diagnosis remains unreliable (58). CT will also identify nonstroke pathology in
up to 5% of cases: Subarachnoid hemorrhage, brain tumors, cerebral abscess, and HIV-
related infections such as toxoplasmosis may all present as stroke. CT may also assist
in defining the etiology of ischemic stroke since certain patterns of infarction are asso-
ciated with different pathological mechanisms. In particular, venous rather than arte-
rial infarct may be identified on the basis of infarct pattern on CT (hemorrhagic infarcts
that do not conform to an arterial territory) and confirmed by dynamic contrast CT;
boundary zone infarcts may signify global hypoperfusion, or unilateral carotid artery
occlusion; and large subcortical MCA territory infarcts are usually seen with embolic
occlusion of the proximal MCA.

Age and clinical status will dictate the requirement for many of the etiological
investigations, whereas local availability of neuroimaging will limit investigation for
many. Even intensive investigation yields a definitive cause in only 50-60% of patients.

MRI scanning improves identification and localization of infarcts, particularly lacu-
nar strokes or those in the posterior circulation, and has advantages over CT in the
imaging of abnormalities characteristic of more diffuse vascular disease processes such
as stroke associated with vasculitides, HIV infection, mitochondrial cytopathy
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Table 1
Oxfordshire Community Stroke Project Clinical Classification of Stroke Syndromes

Total Anterior Circulation Syndrome (TACS) All three of the following:
Hemiparesis
Hemianopia
Higher cortical dysfunction
Partial Anterior Circulation Syndrome (PACS) Any two of three under TACS
or isolated higher cortical dysfunction
Lacunar Syndrome (LACS) Pure motor stroke
Pure sensory stroke
Sensorimotor stroke
Dysarthria-clumsy hand syndrome
Ataxic hemiparesis
Posterior Circulation Syndrome (POCS) Isolated hemianopia or combinations
of the following:
Limb sensory or motor loss
Cranial nerve palsies
Ataxia

(MELAS syndrome) or hereditary abnormalities (CADASIL). Newer MRI techniques
such as perfusion scanning, which visualizes cerebral blood flow noninvasively, and
diffusion weighted imaging (DWI), which may allow early definition of the volume of
tissue that is ischemic but not yet infarcted, may have a clinical role in the future, but at
present remain research tools. Although advances in MRI technology have great prom-
ise, for most stroke patients, improved access to CT scanning is of greater relevance.

Advances in MRI and ultrasound have improved the early identification of etiologi-
cal factors. Magnetic resonance angiography (MRA) promises noninvasive imaging of
carotid and vertebrobasilar systems (particularly with echo-planar imaging), and may
identify intracranial vascular malformations. Currently, conventional angiography
remains the investigation of choice to grade carotid artery stenosis or define the intrac-
ranial circulation in detail since MRA is subject to artifact. Ultrasound imaging of the
carotid circulation is well established, and many surgeons consider duplex scanning to
be sufficiently accurate to permit carotid surgery without confirmatory angiography.
Transcranial Doppler ultrasound has yet to find its niche in routine stroke management,
but embolus detection by TCD is of potential value in defining the responsible source
of stroke in patients with dual pathology.

6. ORGANIZATION OF STROKE CARE

Until recently, therapeutic nihilism has led to low priority being given to stroke
patients at every stage of care, from primary care assessment, to transport to hospital
services, to in-hospital care, and ultimately to rehabilitation. Increased access of stroke
patients to acute hospital services has been driven by the demonstration that properly
organized stroke services significantly improve mortality and disability, and reduce
the duration of hospital stay (59). It is also increasingly recognized that safe and opti-
mal secondary prevention requires accurate diagnosis, and therefore at least CT scan
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within 2 wk of onset, and preferably the suggested mandatory investigations outlined
in Table 2.

Studies that define the factors responsible for the efficacy of stroke units are awaited.
At present, evidence suggests that improved outcome is achieved by attention to basic
care, including routine ascertainment of swallowing reflexes, alternative hydration and
feeding for patients unable to swallow, early mobilization, antibiotic therapy for pul-
monary infections, and prophylaxis for deep vein thrombosis (DVT). If these results
are borne out by further study, then it will be an indication of the poverty of routine
hospital care for stroke patients.

A valuable by-product of stroke units should be an infrastructure that enables large
randomized, controlled clinical trials similar to those conducted in acute myocardial
infarction after the establishment of coronary care units.

7. COMPLICATIONS OF ACUTE STROKE

Outcome after acute stroke is heterogeneous. The 30-d case fatality rate for first
strokes is between 17 and 34%, depending on the population structure (3,60). Only
50% of deaths within 30 d result directly from the stroke (60). Stroke causes death
either by cerebral edema with attendant raised intracranial pressure and transtentorial
herniation, or less commonly by infarction of medullary cardiorespiratory centers in
basilar artery occlusion. The pattern of mortality from stroke is that deaths directly
consequent to the stroke occur in the first week, with a further peak of mortality from
24 wk owing to secondary pathologies related to immobility or dysphagia (pneumo-
nia, sepsis, DVT, and pulmonary thromboembolism) (61). The 1-yr case fatality rate is
approx 40%, with the secondary causes of death representing a mixture of the conse-
quences of immobility and recurrent cardiovascular events, particularly second strokes
(61). There is therefore a great variation in stroke outcome, that is largely independent
of the immediate pathology.

8. TARGETS FOR THERAPEUTIC INTERVENTION

8.1. The Ischemic Penumbra

The development of infarction is dependent upon both the severity of ischemia and
its duration (62). Normal cerebral blood flow (CBF) is maintained at approx 60
mL/100 g tissue/min. Reversible loss of neuronal function is seen at around 1620
mL/100 g/min (63), and below this level of CBF, ischemia may result in death of tissue
depending on duration of ischemia and type of tissue (glia and white matter being
inherently more resistant to ischemia than gray matter, and some neuronal subpopula-
tions being more vulnerable to ischemia than others).

Focal cerebral ischemia produces a gradient of CBF across the MCA territory, with
severe ischemia of the striatum, and less severe ischemia of the cortex (64,65). This
appears to depend on collateral blood supply, and not on any functional changes
induced by ischemia. The gradient of CBF reduction gives rise to the concept of the
ischemic penumbra (“almost shadow”), the region with CBF between the threshold for
reversible neuronal impairment and the threshold at which rapidly irreversible damage
occurs. Since the penumbra progresses to infarction over a period of time, interruption
of ischemia-induced processes may prevent death of penumbral tissue if applied suffi-
ciently early, and if the processes are reversible.
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Table 2
Investigation of Acute Stroke Patients
Investigation Suggested Priority
Mandatory Blood glucose Immediate
Chest X-ray Day of admission
ECG Day of admission
Full blood count Day of admission
Electrolytes Day of admission
Erythrocyte sedimentation rate Day of admission
CT scan of brain Day of admission
Selected Patients Carotid duplex ultrasound

Cardiac ultrasound
Magnetic resonance imaging scan
Cerebral angiography
Transesophageal echocardiography
Thrombophilia screen
Autoantibodies
Genetic analysis
(e.g., CADASIL, MELAS)
Clinical use SPECT scan

undefined Magnetic resonance angiography

Transcranial Doppler ultrasound

Preclinical animal models of focal cerebral ischemia demonstrate that the duration
of the time window in which intervention is useful depends upon the methods of defin-
ing the penumbra, the drug being studied, and the animal model. The window appears
to be short, perhaps of the order of 2 h in a rat permanent MCA occlusion model.
Translation of these observations to human stroke is difficult. By using radioisotope-
based imaging modalities, positron emission tomography (PET; which images cerebral
metabolism of glucose and oxygen), and single photon emission computed tomography
(SPECT; which images relative regional cerebral blood flow), changes in blood flow
and metabolism after stroke can be related to clinical outcome. Studies in human stroke
have shown that clinical recovery is associated with early reperfusion (66,67). The
PET appearances of a penumbra persist in some patients for up to 48 h (68), but there is
wide interindividual variation. These observations support the feasibility of therapeu-
tic intervention in human stroke.

8.2. Cellular Targets for Intervention

Ischemia produces rapid depletion of cellular energy stores with attendant depolar-
ization of cell membranes caused directly by influx of sodium (Na*) ions and outflow
of potassium (K*) ions. This depolarization leads to release of neurotransmitters, par-
ticularly the excitatory amino acid (EAA) glutamate, and also opening of postsynaptic
neuronal ion channels. There is postsynaptic entry of Na* ions and more importantly,
calcium (Ca?*) ions, via both voltage-gated and ligand-gated channels (especially the
glutamate operated N-methyl D-aspartate, or NMDA receptor).
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Intracellular free Ca?* overload causes pathological activation of many enzyme sys-
tems, notably phospholipase A,, protein kinase C, nitric oxide, calpains, and endonu-
cleases, with secondary generation of oxygen free radicals, and potentiation of
EAA-mediated Ca?* entry. Inflammatory mediators including interleukins 1B and 6 are
generated soon after ischemic onset, and an inflammatory response develops over the
hours following stroke. There are also changes in neuronal protein synthesis that may
signify apoptosis.

Drug treatments have been developed that target every aspect of this ischemic
cascade. Calcium channel antagonists, antagonists of the NMDA receptor, free radical
scavenging agents, sodium channel antagonists, presynaptic glutamate release
inhibitors, and antiinflammatory agents are all at various stages of clinical develop-
ment at present.

9. THERAPEUTIC STRATEGIES

Therapeutic approaches to stroke have been centered on two distinct approaches,
one primarily vascular and one primarily neuronal. Reperfusion is theoretically attrac-
tive since it is perfusion failure that underlies all ischemic stroke, and relief of the
initiating event should prevent all consequences of neuronal ischemia. Strategies for
reperfusion have included thrombolytic drugs to promote thrombus dissolution actively,
anticoagulants to prevent propagation of thrombus, and a variety of therapies designed
to increase regional cerebral blood flow or alter the rheological characteristics of blood.
The alternative approach has sought to prolong the viability of neurons subjected to
ischemia and is therefore known as neuroprotection.

Clinical trials have been conducted in stroke for almost 40 yr. The majority of trials
were conducted before widespread availability of CT scanning, animal models that
permitted preclinical testing of drugs, and before recognition of the ischemic penum-
bra. The methodology developed over the years with these trials forms a valuable back-
ground to current concepts of how to conduct stroke trials, but many of the studies fail
to answer definitively whether treatments did or did not work, since numbers involved
were insufficient to do so with adequate statistical power.

9.1. Reperfusion
9.1.1. Thrombolysis

Animal data have supported the concept of thrombolytic treatment of acute focal
ischemia, but the earliest studies were conducted in humans. Case series have been
reported intermittently since 1958, but patient numbers have been statistically inad-
equate, and, by modern standards, drugs were administered very late after stroke onset
(up to 30 d in some cases). The principal risk of thrombolysis is provocation of de novo
intracerebral hemorrhage, or exacerbation of unidentified preexisting hemorrhagic con-
version of the infarct, which must be excluded prior to treatment by brain CT. Until
1992, only four randomized controlled trials had been conducted with pretreatment CT
scanning. More recently, with developing understanding of free radicals, there was concern
over reperfusion injury (69) and consequent cerebral edema. A meta analysis of the
limited data available in 1992 (70) suggested possible benefit from thrombolysis in
reduction of disability or death, although with very wide confidence intervals since
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only six randomized trials (two without CT) were included. An updated meta analysis
of all trials is planned.

Thrombolytic therapy has now been tested in five large randomized controlled trials,
three of which used streptokinase (SK) and two of which used recombinant tissue plas-
minogen activator (rtPA). All trials required CT prior to entry, and initiated treatment
early after onset with windows between 90 min and 6 h.

All three trials of streptokinase (SK)—the Multicentre Acute Stroke Trial-Europe
(MAST-E) (71), MAST-Italy (72), and the Australian Streptokinase Trial (ASK)
(73)—were stopped prematurely by the relevant safety monitoring committees due to
increased early mortality in the treatment arms. Adverse outcome was due entirely to
an early excess of symptomatic intracerebral hemorrhage. Both trials of recombinant
tissue plasminogen activator (rtPA)—the European Cooperative Acute Stroke Study
(ECASS) (74) and the National Institute of Neurological Disorders and Stroke (NINDS)
trial (75)—were completed as planned.

The dichotomy between the trials’ results is striking: of the five trials, only NINDS
found improved outcome with treatment, all others found increased mortality with
thrombolysis. The NINDS trial used a 3-h time window, whereas the other trials used 4
(ASK) or 6 h (MAST-E, MAST-I, ECASS). Only ASK planned a separate analysis of
0-3 h data, and suggested possible benefit in this group although numbers were small
(24% of recruited patients) and confidence intervals wide. There was a suggestion from
both ECASS and MAST-I that survivors had improved outcome with respect to dis-
ability, but these findings were based on unplanned post hoc analyses, and any benefit
was overshadowed by the substantial excess mortality.

The combined mortality data for thrombolytic trials in stroke are shown in Fig. 1 and
Table 3. Treatment up to 3 h appears to have no excess mortality, whereas trials with
longer time windows have significantly increased mortality. Formal meta analysis of
the combined endpoint of death and disability is ongoing. The NINDS trial demon-
strated that this combined outcome was improved significantly by early administration
of rtPA using conservative measures of disability.

Restoration of blood flow by thrombolytic drugs to brain tissue that has been
ischemic for 3 h or longer carries an unfavorable risk-benefit ratio. This appears to
reflect an intrinsically poor therapeutic index for these drugs since administration of
low mol-wt heparin up to 48 h after stroke may be beneficial (76), and is not associated
with increased mortality. Since safe thrombolysis will only be available to a small
number of patients (probably fewer than 3% in the United Kingdom) owing to the short
time window, there remains a requirement for safe and more widely applicable therapy.

9.1.2. Rheological Modification

Other strategies predominantly intended to restore or enhance perfusion have been
assessed clinically with varying adequacy.

Isovolemic hemodilution by venesection and infusion of dextran 40 or hydroxyethyl
starch alters the rheological characteristics of blood by reducing hematocrit to a target
of approx 0.3, in order to increase cardiac output and thereby penumbral CBF. Ran-
domized controlled trials involving 2605 patients have been reported. Several small
trials using different regimens were inconclusive. Two large trials (the Scandinavian
Stroke Study Group (77) and the Italian Acute Stroke Study Group (78) included 1640
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Fig. 1. Meta analysis of mortality for thrombolytic trials in stroke.

patients and found no benefit: Meta analysis of hemodilution trials similarly failed to
show benefit (79).

Naftidrofuryl is a modest in vitro vasodilator that may increase CBF after stroke.
Naftidrofuryl was ineffective in four published trials that suffered from late adminis-
tration of drug and small patient numbers. A trial including 620 patients within 48 h of
stroke found no difference in duration of hospital stay on intention to treat analysis (80).

Three randomized controlled trials of the prostacyclin analog vasodilator epo-
prostenol in 101 patients found no consistent clinical or hemodynamic benefits.

The drugs pentoxifylline and propentifylline are inhibitors of cAMP breakdown and
inhibit adenosine reuptake. No significant benefits were found from two randomized
trials of pentoxifylline (total of 407 patients) (81,82); small trials of propentifylline
(30 patients) and aminophylline (46 patients) have been reported.

Heparin, both unfractionated and low mol-wt, has been the subject of several ran-
domized controlled trials in acute stroke. Early studies used heparin in progressing
stroke without statistical power to detect benefit. A recent large trial of fraxiparine (76)
found improved outcome at 3 mo after subcutaneous administration within 48 h of
stroke: whether this effect is due to improvements in the initial infarct or prevention of
secondary events such as DVT or recurrent stroke is uncertain. Subacute use (within 48
h) of heparin and aspirin is being studied in a very large randomized, controlled trial,
the International Stroke Trial (IST).

9.2. Neuroprotection

9.2.1. Antiedema Agents

Since raised intracranial pressure associated with cerebral edema is a significant
detrimental component of stroke, several early trials involved drugs intended to reduce
edema formation.
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Table 3

Thrombolytic Trials in Acute Stroke Conducted with CT Scan

Trial Yr Time window, d Agent Total n
Abe 1981 30 UK 107
Ohtomo 1985 5 UK 350
Mori 1991 6 rtPA 31
Yamaguchi 1992 6 tPA 102
Haley 1992 3 rtPA 27
Glasgow 1992 6 SK 20
ASK 1995 4 SK 270
ASK 0-3h 1995 3 SK 70
MAST-E 1995 6 SK 270
ECASSITT 1995 6 rtPA 620
ECASS TP 1995 6 rtPA 511
MAST-I 1995 6 SK 622
NINDS 1995 3 rtPA 624
All 3113
All SK 1252
All rtPA 1404
6-h window 1935
3-h window 721

SK, streptokinase; UK, urokinase; rtPA, recombinant tissue plasminogen activator; ITT,
intention to treat; TP, target population.

Corticosteroids reduce the volume of edema surrounding cerebral tumors, and were
accordingly considered potential neuroprotectants. They have a large number of
adverse effects, such as immunosuppression, gastrointestinal bleeding, fluid retention,
and hyperglycemia. Prospective trials using dexamethasone included only small num-
bers of patients (<200): Retrospective series have also been reported (83). No useful
conclusions can be drawn from the results.

Glycerol is a hyperosmolar agent also used in management of edema around tumors.
Several trials in stroke included almost 500 patients, but long time windows and vari-
able methodology have resulted in wide confidence intervals for the pooled results,
which encompass both the possibilities that glycerol may be of significant benefit or of
significant harm (84). Hemolysis was noted in several trials to be a clinically signifi-
cant adverse effect of glycerol infusion.

9.2.2. Calcium Channel Antagonists

Dihydropyridine Ca?* antagonists block L-type voltage-gated CaZ* channels, found in
vascular smooth muscle and on postsynaptic neurons. In vitro neuroprotection and suc-
cess in treatment of subarachnoid hemorrhage prompted clinical trials, despite an inability
to demonstrate neuroprotection in any model with postischemic drug administration.

Nimodipine has been studied extensively, although smaller studies of nicardipine,
flunarizine, and PY 108-068 in stroke have been reported. After initially positive results
with oral nimodipine (83,86), no benefit was found in 14 further trials. Meta analysis
(87) of 9 of the available trials (which included 3360 patients) suggested that there may
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have been some benefit in those patients treated within 12 h, but its methodology was
seriously flawed, and it excluded several relevant trials. Most of the oral nimodipine
trials suffered from long time windows (typically 48 h) and late treatment administra-
tion. Two trials of iv nimodipine have also been conducted, INWEST (88), and a still
unpublished American trial. Both trials found poorer outcome with nimodipine. Out-
come in INWEST was clearly related to systemic blood pressure, with disability
increasing with the degree of drug-induced hypotension.

9.2.3. Excitatory Amino Acid Antagonists

The experimental profile of drugs that influence EAA release or binding is remark-
ably consistent, with significant reductions of infarct size in animal models with all
drugs able to block transmission via the NMDA receptor (89). There are concerns
regarding the tolerability of these agents in clinical practice (90), but several are cur-
rently undergoing testing in major clinical trials.

Magnesium ions are responsible for the voltage-dependent block of the NMDA ion
channel, relief of which seems to be a critical event in NMDA-mediated toxicity.
Increasing extracellular magnesium concentration behaves pharmacologically like a
noncompetitive ion channel blocking drug (97), and may also have beneficial vascular
effects. Magnesium sulfate reduces the risk of eclamptic seizures in preeclampsia (92),
terminates eclamptic seizures more effectively than other anticonvulsants (93), and has
been given in several small clinical trials in stroke.

Hyperpolarization of the neuronal membrane by various strategies is neuro-
protective. Benzodiazepines hyperpolarize the membrane by increasing chloride con-
ductance via the GABA 4 receptor. The short acting benzodiazepine chlormethiazole is
neuroprotective in preclinical models and is currently undergoing clinical trials.

9.2.4. Free Radical Scavengers

Several agents that prevent free radical-mediated damage are neuroprotective, the
most widely tested being the 21-aminosteroids (lazaroids), a series of steroid-based
molecules which lack gluco- or mineralocorticoid activity. The 21-aminosteroid
tirilazad (U74006F) failed to show any effect on outcome in two trials (94,95) of 6
mg/kg/d of tirilazad given within 6 h of onset to 1072 stroke patients.

9.2.5. Gangliosides

Ganglioside GM, (monosialoganglioside) probably inhibits protein kinase C trans-
location. Several large clinical trials (96—98) including over 1000 patients, failed to
show clinical benefit. Use of gangliosides has been banned in Europe after reports of
an excess incidence of Guillain-Barré syndrome possibly attributable to these drugs.

10. STROKE TRIAL METHODOLOGY

The clinical development of drug therapies requires a series of clinical trials that
must explore drug safety, tolerability, pharmacokinetics, and ultimately efficacy
(Table 4). All modern pharmaceutical development follows a scheme outlined in
Table 5.

Trial methods will vary according to the requirements of individual drug develop-
ment. Whereas the methodology of phase I and early phase II trials is similar in all
important respects to other clinical situations, trials that seek to include outcome mea-
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Table 4
Current Clinical Trials of Neuroprotective Drugs in Stroke
Site of action Agent Clinical development
Sodium channel blockade  Lubeluzole Phase III
619C89 Phase II (terminated)
Lifarizine Phase II (terminated)
NMDA antagonists Selfotel (CGS 19755) Phase III (suspended)
Eliprodil Phase III (suspended)
Magnesium sulfate Phase III
Aptiganel HCI (CNS 1102)  Phase II/I1I
Remacemide HCI Phase II
Glycine site antagonists GV 150526A Phase II
Free radical scavengers Tirilazad Phase III (recommended
at higher dose)
Other mechanisms Chlormethiazole Phase III
GMI1 ganglioside Phase III (terminated)
Table 5
Clinical Trial Definitions in Stroke
Trial type Population Aims
Phase | Healthy volunteers Safety and tolerability
Pharmacokinetics
Phase II Patients Safety and tolerability
Pharmacokinetics

? Surrogate markers of
therapeutic effect
Phase III Patients Efficacy

sures are beset with methodological uncertainties and have yet to adhere to a com-
mon framework.

10.1. Design Issues

The substantial difficulties with outcome measurement in stroke trials, addressed
below, mean that the sample size for phase I1I stroke trials is typically of the order of 500—
800 patients. The size and duration of a clinical trial is therefore influenced signifi-
cantly by the choice of entry criteria and the length of follow-up.

Most trials base entry criteria upon several factors, typically:

1. Time since stroke onset (“time window”).
2. Stroke pathology (infarct vs hemorrhage).
3. Stroke severity.

The most important factor in stroke trial design is the time window chosen. Animal
focal ischemia models suggest penumbral viability for a few hours after onset of
ischemia, and, whereas human PET studies show that in some individuals this may
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extend to 48 h (68), it is likely that the magnitude of infarct reduction by stroke thera-
pies will be greatest when treatments are commenced soon after the onset of ischemia.
The statistical power of phase III trials should therefore be enhanced by early initiation
of treatment. Most phase III clinical trials opt for a 6-h time window, although some
extend this to 12 h. The reasons for choosing a 6-h window are largely historic, there
being no evidence of such a cut-off being of relevance to clinical practice: the 6-h
window represents a compromise between the desirable (very short) window that is
assumed to maximize therapeutic effect and the limits that very short time windows
place on recruitment to trials (99). Concern that short time windows may lead to inclu-
sion of significant numbers of patients with TIA rather than stroke are probably
unfounded: the definition of a TIA based upon a 24-h cut-off is arbitrary and, in the era
of stroke trials, perhaps in need of revision. Retrospective analysis of patients with
TIAs has found that 60% of events have resolved entirely within 1 h. In the NINDS
rtPA trial, only 2% of 620 patients presenting within 3 h of symptom onset had com-
plete resolution of their deficit by 24 h. Whereas a TIA has proved a useful epidemio-
logical risk marker, a limit of 1 h may be a more practical boundary for current clinical
practice, suggesting a time window of 1-6 h after symptom onset.

In phase II trials designed to assess tolerability or pharmacokinetic parameters, it is
unnecessary to recruit patients within a very short time window, and studies with win-
dows of up to 24 h may be conducted.

Reliance on a clinical diagnosis of stroke will inevitably mean inclusion of patients
with both intracerebral hemorrhage and cerebral infarction (58), as well as occasional
patients with nonstroke pathology. Preinclusion CT scanning to exclude patients with
diagnoses other than ischemic infarction will result in a more homogeneous study popu-
lation, but may delay trial treatment administration significantly, and may also not
reflect the reality of clinical practice. The ECASS trial of rtPA required strict CT crite-
ria for entry, and retrospectively excluded over 100 subjects out of 600 randomized
due to disagreements over CT interpretation (principally relating to the extent of vis-
ible infarction). Some trials include an assessment of the probable aetiology of stroke,
the most widely used criteria originating in the Trial of ORG 10172 in Acute Stroke
Treatment (TOAST) (100). The TOAST criteria, although robust with respect to
interrater reliability, depend entirely upon the results of investigations, and cannot
therefore be useful at the time of trial entry.

Demonstration of a treatment effect will be more difficult if the sample includes
significant numbers of patients with a very good prognosis, and probably also those
with a very poor prognosis. Patients with minor degrees of weakness, those with lacunar
syndromes, or rapidly resolving deficits are all commonly excluded, as are patients who are
comatose on admission. Since the standard outcome measure is the Barthel disability
scale, which is weighted heavily in favor of physical strength and mobility, there is a
bias towards inclusion of patients with significant limb weakness in clinical trials.

Phase II trials may be slowed considerably by unnecessarily rigorous entry criteria,
which are seldom of relevance in the assessment of pharmacokinetics or tolerability,
but will restrict recruitment rates. From a clinician’s standpoint, phase III trials in stroke
probably also suffer from excessively narrow entry criteria, the main driving force for
which is the expense of pharmaceutical development. Large trials with simpler but
more clinically relevant end-points are likely to have greater weight with clinicians.
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10.2. Outcome Measures for Stroke Trials

Outcome after stroke encompasses everything from complete resolution of all symp-
toms and signs within a few hours to rapid death. Survivors of stroke may have neuro-
logical deficits that give rise to physical disabilities of varying degree, but often have
abnormalities of cognition, language, or visuospatial function that are much less readily
detected by routine clinical assessment.

Since a significant proportion of survivors of stroke will be left disabled and depen-
dent, stroke trialists regard reduction in mortality alone as an inadequate end-point.
Stroke trials must therefore attempt to assess the degree of dependence of patients as
well as determining mortality. Assessment of dependence and disability is difficult,
and has led to the development of means of measuring functional impairment by stroke
scales. Outcome assessments have been extended to surrogates of the patient’s clinical
state such as duration of hospitalization, place of care, or requirement for rehabilitative
therapy. However, these indicators vary among hospitals and countries as a result of
differences in the process of care, and differences that result entirely from drug treat-
ments may be difficult to separate.

The timing of assessment has varied among clinical trials, with most opting for 3 mo
after stroke, and some (e.g., MAST-E) extending this to 6 or 12 mo. The time taken to
reach a plateau in recovery from stroke depends both on time and on stroke severity
(101). Recovery from mild strokes plateaus after 1 mo or less, whereas it plateaus
between 2 and 3 mo after more severe strokes. By choosing three months, it will be
certain that any treatment effect is sustained, but the effect may be diluted by the accumula-
tion of secondary complications that contribute significantly to morbidity and mortality but
are not necessarily related to the stroke. It may be relevant to consider shorter follow-up
periods, since few patients move from dependence to independence between 1 and 3 mo.

10.3. Stroke Scales

The World Health Organization defines a hierarchical scheme of impairment, dis-
ability, and handicap (102). This defines impairment as the physical problem (e.g.,
limb weakness), which gives rise to disability (e.g., inability to walk or to climb stairs
independently), which in turn gives rise to handicap (e.g., inability to return to work).
Whereas impairments may be described relatively objectively, disability depends on
other aspects of health and on home circumstances. Assessment of handicap includes
social and environmental interaction by the patient: Such abstract concepts ensure that
assessment of handicap is highly subjective.

Stroke scales exist only for use in clinical trials, the first widely used scale being that
of Mathew (703) from a trial of glycerol. The Mathew scale employed arbitrary test
items of uncertain interrater reliability or prognostic value, and with weighting of the
test item scores to favor motor assessments. This scale was subsequently employed in
other trials but interrater reliability was only assessed some 16 yr later (104) when it
was found to be so poor that the scale was deemed unusable.

Further scales have been developed for specific clinical trials (e.g., the Scandinavian
Stroke Scale for hemodilution /105], the National Institutes of Health stroke scale for
the NINDS rtPA trial /106], or the European Stroke Scale /107] for lubeluzole). No
single scale has yet become the standard, and trials may be compromised by collecting
assessments on multiple scales.
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Stroke scales are ordinal scales—i.e., they assign arbitrary scores to predefined func-
tional levels. The scores are discontinuous and cannot be analyzed by parametric statis-
tics, a limitation that is still poorly appreciated. Analysis of the mathematical and
conceptual basis (108) of stroke scales has led to a more scientific approach to design
(109,110), particularly with respect to selection of test items, evaluation of interrater
reliability, and development of appropriate statistical tools for analysis (7/1). Some
investigators have modified analysis by mathematical models that include assessments
from multiple scales (75).

Most scales are heavily weighted toward the assessment of motor dysfunction by
limb strength testing, a comparatively robust test item. Interrater reliability is poorer
for cognitive or higher cerebral functions. Many scales have also included items of
doubtful relevance such as muscle tone, plantar reflexes, and conjugate eye deviation.

Some acute stroke scales (e.g., the Canadian Neurological Scale and the Scandina-
vian Stroke Scale) are designed for serial assessment of patients, and are of proven
prognostic relevance. Other scales of similar construction have been less rigorously
assessed (e.g., the Middle Cerebral Artery Neurological Score or the European Stroke
Scale); some, such as the widely used “Unified Scale” lack even published methodol-
ogy or adequate validation. The NIH scale differs significantly from Canadian or Euro-
pean scales in design and weighting, and cannot be converted into other scales. The
NIH scale is, however, of prognostic value.

The nonparametric statistical analysis of ordinal impairment scales means that ana-
lytical methods are insensitive. Power calculations based on the proportion of patients
improving by 4 points on the NIH stroke scale found that 1600 patients per treat-
ment group would be required to detect a 10% treatment effect (112). Since a shift
of 4 points on an ordinal scale may carry very different implications for individuals
(a 4-point shift on the NIH scale could signify complete recovery of facial weakness
only, with arm strength marginally better, or it could signify complete recovery of a
severe motor deficit affecting arm and leg), clinicians have expressed concern about
basing treatment decisions on changes in numbers that do not have clear functional
relevance (113).

10.4. Disability and Handicap Measurement

Outcome assessment has been much more uniform than acute impairment measure-
ment. Most trials assess disability with the Barthel score (174), a scale that rates activi-
ties of daily living (ADL). The Barthel scale has the advantages of extensive validation
for interrater reliability, ability to score patients without relying on their own
answers (which may be affected by cognitive or language dysfunction), and utility
in predicting dependence or independence. Dichotomizing the Barthel around a
cut-off of 60/100 has been shown to predict dependence or independence follow-
ing rehabilitation (115), although the use of more rigid criteria to define favorable
clinical outcomes may be preferable: The NINDS rtPA trial used a Barthel of 95 or
100 to define good outcome. The Barthel score has been criticized for a concentration
on motor activities to the exclusion of other important items and for “top-end” insensi-
tivity—i.e., many patients with significant handicap score 100 on the Barthel scale. It
has significant advantages, however, in ease of use, familiarity to medical and nurs-
ing staff, and proven reliability in telephone interview (116). More complex evalu-
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ations of a patient’s functional status require longer to complete, are more depen-
dent on the rater’s familiarity with the scale and also correlate closely with the
Barthel score.

The Functional Independence Measure (FIM) scores both physical and cognitive
function (117), and has been validated in rehabilitation of stroke patients. It may pre-
dict dependence and prognosis even from an early stage after stroke (718). The com-
plexity of the FIM (full scoring involves grading of 18 separate items on a 7-point
ordinal scale) necessitates specific training, however. The scale weights some mea-
sures (e.g., transfers from wheelchair) more heavily than the Barthel, and includes
assessments of cognitive function that are absent from the Barthel. It is unclear at
present whether the additional time and effort required for scoring the FIM has any
significant advantage over the Barthel score.

Other outcome scales combine elements of disability assessment with handicap
assessment. The Rankin Index (119) was a five-point scale originally intended to rate
disability, but modified to rate handicap and extended to include death and complete
normality in a 0—6 score: In most respects the Glasgow Outcome scale (120), originally
developed for head injury, is similar. Inclusion of handicap assessment entails a sig-
nificant element of subjective judgment, which is more dependent on the rater than
disability scales (121), although in practice the Rankin score may behave as a simpli-
fied Barthel (7122). Addition of the Rankin score to all those scoring 100 on the Barthel
has been advocated as a means of reducing “top-end” insensitivity.

There are well-argued objections to the use of scales as trial end-points (113). These
indicate that simple outcome measures (e.g., dead or alive, disabled or able to conduct
normal activities) have superior interrater reliability, and are more relevant to patient
and physician. Further, many trials convert results back into broad patient groups, which
defeats the purpose of using complex (and less reliable) scoring systems.

10.5. Surrogate End-Points

At present, the absence of clinically proven treatments for most stroke patients ren-
ders the use of surrogate end-points entirely speculative. Once an effective drug treat-
ment has been developed, useful surrogate markers may become available.

Drug doses that are neuroprotective in animals cannot be translated into humans
with any certainty. At present, investigators have opted variously for pharmacokinetic
(e.g., equivalent areas under the plasma concentration-time profile in rat and human) or
pharmacodynamic markers (e.g., CNS side-effects, such as electroencephalographic
changes suggestive of CNS penetration). The use of brain and cerebrospinal fluid drug
concentrations may be possible, although not in the stroke population (723).

For drugs acting on excitatory amino acid systems, imaging by SPECT with radio-
ligands of the NMDA receptor may give some indication of drug effect upon a pharma-
cologically relevant system. Direct CSF measurement of glutamate concentrations may
also prove helpful, although normal ranges for glutamate have not yet been established.

Newer imaging techniques, notably DWI and perfusion MRI, allow repeated imag-
ing of stroke patients, and may visualize ischemic tissue that is potentially salvageable.
Image quality is inadequate at present to calculate tissue volumes with precision, and
the wide interindividual variation in stroke size means that the role of new MRI tech-
nologies will remain uncertain in the immediate future.
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Changes in stroke scale scores in the early period after stroke are crude, prone to
interrater error, and of dubious clinical significance.

When a clinical trial is able to show drug effects with established clinically relevant
end-points, then all of the above methods may prove to be applicable.

11. CONCLUSION

Once a truly effective and safe treatment for stroke becomes available, the utility of
various outcome measures will be determined with certainty. The ECASS and NINDS
trial results may not have a substantial impact on clinical practice, but they show that
the existing outcome measures, however flawed, are sensitive. They also indicate that
a time window of 3-6 h is realistic for demonstration of drug effects. Less dangerous
therapies may also have considerably longer therapeutic windows, and it is likely that
drugs that modify metabolic processes in the ischemic penumbra will prove to be
effective for the treatment of stroke in the near future.
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Calcium Homeostasis, Nimodipine, and Stroke

Paul G. M. Luiten, Bauke Stuiver, Gineke I. de Jong,
Csaba Nyakas, and Jacques H. A. De Keyser

1. INTRODUCTION

Intracellular calcium as a divalent ion is the most common element involved in the
transfer of signals in living cells. In cells at rest, Ca?* levels will be very low, probably
for a number of reasons. At low intracellular concentrations, as is the case in
unstimulated cells, most Ca®*-dependent intracellular processes will be at baseline
levels necessary for the recovery stage upon activation after stimulation. Other reasons
proposed for low resting levels of Ca?* are the precipitation by Ca?* of phosphates, the
essential mediators of energy supply to the cell (7).

In the cells of the nervous system, particularly in neurons which are the cells of
primary interest of the current review, there is general consensus that the baseline levels
of intracellular, free ionized Ca?* is somewhere between 0.05-0.2 pM as measured
with microfluorimetric methods. This low intracellular Ca?* level (2) is about 10* lower
than the Ca* concentration of 1.3 mM in the extracellular environment of the brain. It
is obvious that such a large electrochemical gradient over the nerve cell membrane can
only be maintained by a permanent active process. Spatiotemporal changes in intracel-
lular calcium resulting from various stimuli are involved in the control of many cellular
processes including growth, aging, adaptation, structural plasticity, and contraction,
among others (1).

The importance of understanding the behavior of intracellular calcium has rapidly
gained impetus since it became clear that sustained elevation of intracellular calcium
concentration [Ca?*]; can activate degradative processes and lead to cell necrosis and
programmed cell death. It is this role of [Ca?*]; that is thought to underlie the devastat-
ing consequence of ischemic stroke that is the theme of the present survey. We will
shortly review the mechanisms considered to regulate intracellular calcium homeosta-
sis, the putative mechanism of distortion of [Ca?*]; during stroke, and the pharmaco-
logical intervention by nimodipine as a representative of a group of compounds that
specifically block part of the pathological influx of calcium. The influence of calcium
blockade by nimodipine will be shortly reviewed in experimental models that mimic
various aspects of ischemic stroke, followed by the outcome of nimodipine application
in clinical stroke trials.
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2. HOMEOSTATIC REGULATION OF INTRACELLULAR CALCIUM
2.1. Ca?* Influx Through Ligand-Operated Ca** Channels

Within the framework of the current topic we will mainly confine our interest to
cells of the nervous system, in which we may distinguish nonexcitable cells like the
vascular endothelial cells from the neurons as an outspoken form of excitable cells.
Since signal transduction between nerve cells is highly dependent on temporary and
transient changes in local intracellular Ca?*, a well controlled Ca?* balance is required
for adequate neuronal function (7,3). Signals from external origin affect receptors on
the neuronal surface in several ways. Short term effects are achieved when a released
transmitter signal triggers changes in transmembranous receptor complexes that yield
hydrophylic pores permitting ionic exchange. Owing to the electrochemical gradient
over the neuronal membrane, short influxes of calcium are established as is notably the
case through N-methyl-D-asparate (NMDA) receptor channels, amino-3-hydroxy-5-
methyl-4-isoxazole propionic acid (AMPA), kainate, quisqualate glutamate receptors,
and nicotinic receptors (4) (Fig. 1). MacDermott et al. (5) demonstrated in spinal cord
neurons that the inward currents evoked by stimulation with NMDA are accompanied
by an immediate and specific elevation of intracellular Ca?* concentrations, which both
characteristically could be blocked by Mg?* ions in a voltage-dependent manner. In
contrast to voltage-sensitive calcium channels, the NMDA channel itself is not depen-
dent on changes in membrane potentials. However, in the presence of Mg?* ions,
NMDA-induced currents show a voltage sensitivity, that is the result of a voltage-
dependent blockade by Mg?* binding to the NMDA receptor complex (6). It is notably
the NMDA receptor that is highly permeable to calcium with a channel conductance of
50 pS, when compared to the other ionotropic receptor types. Studies comparing the
contribution of calcium influx in depolarizing currents mediated by the various ligand-
operated calcium channels all point to a predominant role of the NMDA channel (7,8).

2.1.1. Ca?* Increase via IP3 Receptors and G-Proteins

More long-term impact of external messengers is mediated by Ca?* release from
intracellular stores. In excitable cells, this intracellular Ca?* flux can be the result of
activation of plasma membrane receptor complexes, which are coupled to G-proteins
triggering the enzymatic activity of the B form of phospholipase C (PLC), hydrolysis
of membrane phospholipids, and intracellular release of inositol trisphosphates (IP;)
(9). The IP; binds to its receptors on the membranes of the endoplasmic reticulum,
which initiates the release of Ca?* into the cytosol (Fig. 1). Several receptor types sen-
sitive to ‘classical’ neurotransmitters like acetylcholine, histamine, norepinephrine,
serotonin, glutamate, and many neuropeptides influence the IP; signalling pathway
leading to the increase of Ca?* from intracellular origin.

2.1.2. Ca?®* Increase via Trk and IP3 Pathway

The formation of IP; is not only mediated by G-protein-linked receptors. In several
cell types, extracellular messages from a polypeptide family known as neurotrophins
exert their cellular activation through tyrosine kinase (Trk)-linked receptors. Neuro-
trophins such as nerve growth factor and brain-derived neurotrophic factor and growth
factors like platelet-derived growth factor and epidermal growth factor, stimulate Trk
activity that leads to phosphorylation of the y unit of PLC and subsequent production of
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Fig. 1. Pathways leading to influx and intracellular release of [Ca?*];. Main sources of Ca2*
influx are mediated by ligand-operated calcium channels and voltage-operated calcium chan-
nels. The ligand-sensitive channels are here exemplified on the NMDA channel being a major
and direct source of Ca%* influx on stimulation by glutamate. Secondary influx of Ca?* through
VOCC:s results from depolarization of the membrane potential. Excitatory amino acids (EAA)
not only affect NMDA (and others like AMPA channels), but also evoke more indirect release
of Ca?* from intracellular stores through metabotropic glutamate receptors (mGlu-R) and
hydrolysis of the phospholipid PIP, and IP;-sensitive receptors on the endoplasmic reticulum
(ER). Activation of many other transmitter receptors, such as muscarinic receptors yield simi-
lar effects. Elevated Ca?* affects membrane channels like the K* channels and kinases like
calmodulin-dependent kinase II (CAM-KII) and protein kinase C (PKC) and has a direct influ-
ence on gene expression. Excess of [Ca?*]; is bound to Ca?*-binding proteins (CaBPs), is
sequestered in intracellular stores like ER and mitochondria (Mit), or transported over the plas-
malemma. (Reprinted with permission from ref. 177.)

IP5 (10,11). Although both pathways converge on IP; formation and intracellular Ca?*
release, each pathway has different dynamics. There is evidence that the tyrosine
kinase-linked receptor pathway and subsequent Ca?* release is much slower, but yields
an effect of longer duration than signal transduction relayed by G-protein-coupled
receptors (12).

2.1.3. Ca?* Increase via Ryanodine Receptors

Besides intracellular Ca®* release via IP; receptors on the endoplasmic reticulum,
excitable cells such as neurons are also endowed with a second intracellular Ca2* release
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channel protein: the ryanodine receptor (RyR) (9,13,14). The ryanodine receptors have
been identified in widespread areas of the brain in various vertebrate and mammalian
species (13,15,16). The presence of RyR is prominent in cerebellar Purkinje cells and
hippocampal pyramidal neurons, notably in the cornu ammonis CA2 and CA3 areas. In
many cell types, it is most likely that the RyR coexists with the IP; receptor between
which there is a considerable molecular resemblance (9). Both IP; and RyR appear to
have different locations in nerve cells, which can vary from dominant positions in cell
bodies, proximal or distal dendrites, spines or shafts. Consequently, Ca?* release on
activation of each receptor has a differential intracellular localization, which is accom-
panied by a different temporal profile. Recent investigations point to short-term phasic
Ca?* fluctuations after IP; stimulation and sustained long-term Ca?* increases upon
RyR stimulation by caffeine (14). Moreover, the two Ca?* channels can display com-
plex patterns of interaction that can modulate intracellular Ca®* release. As will be
discussed later, the RyR may be of considerable importance in the sequence of events
initiated by increased and sustained intracellular calcium involved in neuronal injury
as aresult of stroke. Calcium that enters the cytoplasm through voltage-sensitive plasma
membrane calcium channels are probably the main signal for activation of the RyR (9).

However, whereas the IP; receptor pathway can be activated by a large number of
extracellular messengers as neurotransmitters, neuropeptides and neurotrophins, the
precise mechanisms leading to RyR activation are far less clear. Calcium that has
entered the cell through voltage-sensitive calcium channels was demonstrated in sev-
eral cell types to induce a second intracellular Ca?* release mediated by RyRs. This
sensitivity of RyRs for Ca?*, however, is not exclusive for the RyR since also the IP;
receptor is dependent on the presence of Ca?* for its initial activation by IP; (9,17),
high Ca?* levels reduce IP, effects on its receptor (9,18). Various other neuroactive
and pharmacological compounds were shown to act as RyR receptor agonists in a
number of neuronal and nonneuronal cell types. To date, however, Ca?* remains the
best candidate as the biological RyR agonist, possibly requiring some coupling
mechanism between dihydropyridine receptors and RyR as was shown in skeletal
muscle cells (19).

2.2. Ca** Influx Mediated by Voltage-Gated Channels

Extracellular Ca?* may enter neurons both by ligand-operated channels as already
described above, and by voltage-activated or voltage-sensitive Ca?* channels (VSCCs).
Various types of VSCCs have now been identified in neurons, but their classification is
subject to change as a result of burgeoning interest in structure and function of this
class of channels. Miller in 1987 (2) and Tsien and colleagues in 1988 (20) distin-
guished three types of neuronal VSCCs: the dihydropyridine-sensitive L-channel and
the dihydropyridine-insensitive N- and T-channels. T-channels respond to small depo-
larizations with transient, tiny Ca?* currents, whereas stronger membrane depolariza-
tions induce Ca?* influx through N-channels. The L-type channel is a high-threshold or
high-voltage activated calcium channel that responds to strong depolarizations and
becomes very slowly inactivated (21). More recently, the identification of a fourth type
of neuronal VSCC was identified, that became known as the P-type channel (22).
P-channels, initially described for cerebellar Purkinje cells (hence its name) but also
demonstrated now in cortex, hippocampus, and many other CNS regions, are
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dihydropyridine-insensitive channels that are apparently present in pre- and postsyn-
aptic specializations (22). Progress in the molecular biology of Ca?* channels in recent
years has considerably added to our knowledge of structure and function of the VSCC
complex, whereas pharmacology and electrophysiology increased our insight in how
these channels function in cellular activation and communication, which has been
expertly surveyed (4,23-26).

As already indicated, the four classes of VSCCs can be distinguished on their reac-
tivity to high (the L-, N-, and P-channels) or low (the T channel) voltage changes,
whereas each channel type displays a characteristic conductance level of 8 pS (T), 13
pS (N), 10-15 pS (P), and 25 pS (L) (4,24). The specific sensitivity of the different
classes of VSCCs to dihydropyridines or toxins like ®-conotoxin is of great significance
for study of physiological effects (24) or cellular localizations of the different chan-
nels. VSCCs are composed of five subunits, the large al subunit that forms the ionic
channel and an a2, B, v, and d peptide. The large a1 unit is the voltage-responding part
of the complex and also forms the ionic channel. Molecular cloning technology of
VSCCs has now demonstrated the existence of at least five a1 genes in the mammalian
brain (23,27). The unraveling of the molecular structure has now made it possible to
further study the nature of VSCC channel selectivity to different membrane conditions
and differences in Ca?* permeability (28).

A major question in this respect is which calcium channels are responsible for
mechanisms of presynaptic transmitter release or postsynaptic activation (23). This
question is of key importance with regard to application of channel-specific Ca?*
antagonists and the functional consequences of such compounds and side-effects in
therapeutic use. Such questions appear to address a matter of complex nature and a
simple classification is not present. Studies on synaptosome preparations employing
specific Ca?* channel blockade by toxins allow the conclusion that multiple CaZ*
channels coexist in nerve terminals and participate in neurotransmitter release
mechanisms (29). Dependent on the brain area and species involved, N- and particu-
larly P-channels and several noncharacterized Ca?* channels, but not L-channels (30),
mediate the calcium flux necessary for exocytosis of transmitter release by presynaptic
nerve endings. Such conclusions, however, highly depend on the neuronal system under
study. In cholinergic terminals in the hippocampus, it was mainly the N-channel held
responsible for acetylcholine release (37). All studies, on the other hand, point to
the L-channel in central neurons to be predominantly if not exclusively associated with
postsynaptic actions, but care must be exercised with regard to the many exceptions of
this too general assumption (23).

2.3. Ca?* Binding to Proteins

We have now briefly surveyed the various channels and receptor-mediated
mechanisms that take part in the elevation of free intracellular calcium upon cellular
activations. Elevated Ca®* originates either from the large extracellular sink or from
the intracellular storage pools (). Upon the temporary and often local increase of free
intracellular calcium, the ions are able to bind to many cytosolic compounds and
intracellular proteins, thereby triggering a large number of cellular actions. Several
small molecules can bind Ca?* including inositoltrisphosphate and probably also other
forms of inositolphosphates. In view of the current survey, it is useful to distinguish
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between proteins that become activated after binding to Ca** and proteins that bind
Ca?*, thereby temporarily decreasing or buffering the local calcium concentration. Well
known proteins that are activated by Ca?* are protein kinase C and calmodulin, that after
association with calcium, triggers its kinase CaM kinase II and other kinases (32). In par-
ticular, the activation of protein kinase C is mentioned in the scope of this survey because of
the effects attributed to activation of this kinase in neurotoxic mechanisms (3,4).

Most CaZ* binding proteins (CaBP) that are considered to exhibit a Ca?* buffering
action and proteins like calmodulin are provided with a motif specific for Ca?* binding.
This helix-loop-helix motif, also called the EF hand, contains a high-affinity Ca?* bind-
ing site (33). Calmodulin and calpain, but also the calcium buffering proteins
parvalbumin, calretinin and calbindin-D28k have such EF-hand motifs and can absorb
Ca?* with high affinity but with different kinetics such as the slow binding by
parvalbumin and the quick uptake by calbindin (34).

2.3.1. Ca?* Buffering Proteins

Parvalbumin, calbindin D28k, calretinin, and several other proteins are known to
bind intracellular free Ca?* when [Ca?*); sharply rises upon activation of the cell, and
release Ca2* when the [Ca?*); decreases (35). Such a temporary binding by CaBP limits
and modulates the Ca?* rise and thus exerts a buffering function or plays a role in
spatial distribution of the calcium signal (35,36). By way of their Ca?* buffering capac-
ity, parvalbumin and calbindin were clearly demonstrated to curb the Ca?* peaks,
potently slow the rise in [Ca?*];, yet having no effect on baseline Ca?* levels (36).
Other functions of the calcium buffering proteins, however, are only poorly understood
(34). Their distribution in the nervous system is rather complex. Some types of nerve
cells possess more than one CaBP, whereas others are devoid of such proteins (37). On
the other hand, the consistent coexistence of certain CaBP, with particular neurotrans-
mitters such as parvalbumin with GABA inhibitory neurons allowed to use some CaBP,
as selective neuronal markers. An interesting finding in this respect is further that the
distribution of calbindin closely resembles that of VSCCs (37).

Because of their particular capacity to bind surplus free intracellular calcium, CaBPs
have drawn considerable attention as proteins that may play a role in neuroprotection
in conditions in which intracellular calcium levels reach persistent pathogenic levels
(38,39) as is possibly the case in aging (40), ischemia, and neurodegenerative diseases
(41). As we will see later, there is growing evidence that changes in CaBP expression
are intimately involved in such degenerative processes and may play a role in the
intrinsic resistance and protective properties against neuronal dysfunction or cell death
induced by overload of [Ca?'];. In this regard, we demonstrated strong potentiation of
the expression of CaBP parvalbumin, calbindin, and S-100 after nimodipine treatment
during brain development. The potentiated developmental presence of these CaBPs
coincided with a significant resistance against growth retardation induced by perinatal
hypoxia in nimodipine-treated animals (42).

2.4. Ca** and Gene Expression

As mentioned, the rise of [Ca?*]; on cellular activation has a direct effect on various
categories of proteins either functioning as calcium buffers, or becoming in an activated
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state, e.g., enzymatic active state. The different physiological effects triggered by the
rise of [Ca?*], follow a different time-course. For example, transmitter release invoked
by Ca?* influx is in the millisecond range, whereas the activation of Ca?*-dependent
enzyme pathways can take up to seconds.

More long-term physiological effects, from minutes to hours, of elevated calcium
are established when Ca?* affects genetic expression yielding adaptive changes of the
brain. There are probably several pathways that can mediate the intracellular calcium
message to gene expression, as is the case in induction of transcription of immediate
early genes. It is assumed that the increase of [Ca®']; is the message that translates
activation of nicotinic receptors, NMDA receptors, and L-type calcium channels in
immediate early gene responses (43—45). In general, it is predicted that for Ca?* signals
to become physiologically effective, the rise in [Ca®*]; should be local, fast, and large
(46). The spatially differentiated changes in Ca?* concentration resulting from differ-
ent influx pathways and the cascade of events leading to immediate early gene expres-
sion are thought to activate the transcription of different early genes. A major step in
the genetic activation by Ca?* is the phosphorylation of the cAMP response element
binding protein (CREB); CREB phosphorylate is catalyzed by calcium-activated CaM
kinase (47). It has been argued that calcium that has entered the cells through different
channels triggers distinct signalling pathways, thus yielding differentiated responses
(48,49). Entrance into the cell by NMDA channels or L-type calcium channels differ-
entially influences gene transcription by way of different DNA-regulating elements
(49,50). More recent views argue for a role of increased [Ca?*]; in transcription of
so-called cell death genes. Notably, the persistent, prolonged Ca?*-induced expression
of immediate early genes like c-fos and c-jun has been associated with the process of
delayed cell death (51). Other more direct pathways are the activation of DNA degrad-
ing enzymes like endonucleases by sustained elevated nuclear calcium concentrations,
whereas also the Ca?*-dependent stimulation of proteases and phosphatases are consid-
ered as degrading pathways leading to nuclear breakdown (52).

2.5. Ca?* Extrusion from the Cytosol

Nerve cells possess a number of different mechanisms to restore the intracellular
calcium concentration to baseline levels. In rest conditions the concentration of free
[Ca?*]; will be very low and intracellular calcium will be bound within subcellular
organelles primarily into the endoplasmic reticulum (ER) and the mitochondria. Uptake
of free Ca?* by these organelles is a prerequisite to ensure sufficient Ca?* reserves for
required intracellular Ca®* release in subsequent activations. Especially in presynaptic
structures, sufficient Ca?* storage in the ER is essential for transmitter release, since
depletion of calcium from the ER prevents transmitter release (53).

Shortly after a physiological cellular stimulation, the net charge with Ca?* will
be too large for intracellular binding to proteins alone, and additional transport
mechanisms to balance temporary excess of Ca?* become active. For transport of Ca?*
against large negative gradients of cations over the ER and plasma membranes, two
mechanisms are present for intracellular sequestration in subcellular organelles or
extrusion of Ca?* over the plasmalemma. The ER and plasma membranes are endowed
with Ca®* pumps that act in a ATP-dependent fashion, whereas the plasmalemmal
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Ca?*-ATPase is modulated by the presence of calmodulin. In that sense, the plasmale-
mma Ca?*-ATPase differs from the calmodulin-insensitive Ca?*-ATPase in the mem-
branes of the ER (54).

However, sequestration of Ca?* in the ER is a slow process that alone cannot bring
down Ca?* at the same rate at which Ca?* enters the nerve cell after stimulation (55).
Additional transport of Ca?* over membranes is achieved by a second mechanism that
is based on ionic exchange of Ca?* and Na*. This Na*/Ca?* exchanger has a high trans-
port capacity, but its exchange rate is strongly modulated by the local gradients of Na*
and Ca®* over the membranes. The Na*/Ca?* exchanger will obviously function depen-
dent on the internal vs external Na* gradient, that is optimal when the external Na*
concentration is restored after depolarizations. It was demonstrated that the magnitude
of the Na* influx component participating in membrane potential shifts is a determi-
nant factor in the efficacy of Ca®* extrusion by the Na*/Ca?* exchanger (56). Also,
mitochondria were shown to be able to sequester Ca?*, but storage in these organelles
under physiologically normal conditions is limited by the low rate of Ca?* uniporters as
aresult of a low affinity of the mitochondrial transporter for Ca?* (57). The Ca* uptake
by mitochondria may increase with higher [Ca?*];, that has been suggested to represent
a mechanism for adapting neuronal metabolic activity to increased neuronal activity
(53). The limited mitochondrial storage of Ca?*, however, can change dramatically
when calcium concentrations in the neurons reach pathological levels. Excessive Ca%*
accumulation was demonstrated in conditions of severe Ca* overload such as after
ischemia (56).

3. CALCIUM AND CALCIUM HOMEOSTASIS
IN CEREBROVASCULAR ENDOTHELIUM

The endothelial cells lining the lumen of the large and fine vessels of the cerebral
circulation in the last decade have become a cell type of growing interest. The endothe-
lium obviously is in a key position to influence functional integrity of the vascular
domain as a whole. Notably in the larger but probably also in the small vessels of the
brain, endothelial cells transfer signals to vascular responses, whereas at the same time
they form the major cellular component of the blood-brain barrier. Blood vessels for
their relaxation are dependent on the presence of an intact endothelium as was first
demonstrated by Furchgott and Zawadski (59). The endothelial cells are endowed with
several enzyme systems of which nitric oxide synthase (NOS) in recent years was
shown to be pivotal for the production of NO, which was previously known as
endothelium-derived relaxing factor. NOS is one of the enzymes that acts in a calcium-
dependent fashion (60), as apparently many of the endothelial processes are, indicating
the importance of intracellular calcium regulation of endothelial cells. Compared to
our knowledge of neuronal or smooth muscle cell calcium homeostasis, data on the
control of endothelial Ca?* balance is limited.

Calcium concentrations in endothelial cells, e.g., from aorta origin increase upon
cholinergic stimulation, which includes calcium fluxes mediated by both IP; and
ryanodine receptors. These cells were demonstrated to be also endowed with intracel-
lular Ca?* storage mechanisms employing Ca?*-ATPases and Ca?* influx pathways
from extracellular surroundings (61). Other studies comparing endothelial cells from
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different vascular origins demonstrated that all these cells contained functional
ryanodine receptors that may influence the increase of [CaZ*]; in different ways (62).

L-type calcium channels on brain endothelial cells have not been directly demon-
strated, but various experimental studies indicate their presence in endothelial cells.
For example, vascular preparations of aorta show that calcium-dependent contractions
can be differentially modulated by the dihydropyridines nitrendipine and BAY K 8644
in the presence of endothelial lining of the vessels (63). Similar studies by Vanhoutte
(60) demonstrated prevention of calcium-triggered vasorelaxation by dihydropyridines
and thus also provide evidence for voltage-dependent Ca?* channels on endothelial
cells. The studies mentioned above use peripheral arterial vessels as model of study.
Reports on brain endothelial cells describe changes of [CaZ*]; mediated by endothelin
receptors and intracellular stores, but effects of dihydropyridines remain unclear. On
the other hand, good evidence is available for stretch-activated cation channels that are
permeable for Ca?* with increasing channel opening by depolarizing currents. Bossu et
al. (64) demonstrated in confluent endothelial cell cultures Ca?* fluxes into the
endothelium mediated by L-type channels with a relatively high conductance of 23 pS.
These hitherto undetected channels, however, only became activated by highly depo-
larized potentials.

Our own studies on the profound impact of the L-type channel blocker nimodipine
on aging-related microvascular degeneration clearly demonstrates the obvious role of
calcium and DHP-sensitive channels in the maintenance of microvascular integrity. In
these studies, we showed that chronic nimodipine application potently delays the age-
related deposition of perivascular collagen and basement membrane thickening in
cerebral capillaries (65—67). Interestingly, the process of microvascular degradation
was strongly accelerated in hypertensive stroke prone rat strains (68).

4. ISCHEMIC STROKE

4.1. Introduction

Although the pathogenesis and tissue damage in stroke cannot be dissociated from a
multitude of variables such as type of stroke, type and location of cerebral vessel
involved, degree of vascular obstruction, brain region affected, and factors like age,
stress parameters, and history of arterial hypertension, we will primarily center the
present survey on ischemic stroke as a result of vascular occlusion due to athero-
thrombosis, which is the principal cause of stroke.

Occlusion of a cerebral artery creates a condition for the neuronal environment that
may result in acute, short-term, and long-term changes in cellular physiology, eventu-
ally leading to permanent cell dysfunction or cell death. The changes in the neuronal
environment triggered by the ischemic event have been associated with numerous
mechanisms that each in itself or in relation to each other challenge the viability of
nerve cells and other cells of the CNS. Although this overview focuses on calcium
homeostasis and the effect of a specific way of limiting calcium influx, it should be
realized that the self-imposed limitation of interest bears the unmistakable risk of a
partial view.

On the other hand, the evidence is abundant that derangement of intracellular cal-
cium balance is essential in putative pathways leading to cell destruction, also indicated
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as the “final common pathway” of toxic cell death (69). This description not only points
to the role of Ca?* in intracellular pathways of cell damage, but also to Ca?* as common
denominator in cytotoxic cell processes in general (69, 70), which both applies to cells
of different origin as well as to the source of toxic damage and the nature of the lethal
process (1,69—71) (see Chapter 1).

During and after ischemic insults, the alterations in the neuronal environment are
multifold, but major factors leading to neuronal damage have been associated with the
formation of free oxygen radicals (see Chapter 7), metabolic changes induced by
hypoglycemia, acidosis and general derangement of intra- and extracellular ionic
dysbalance, and excessive release of excitatory amino acids, notably glutamate and
subsequent derangement of intracellular calcium regulation (72—75).

4.2, Ischemic Stroke, Glutamate Release, and Intracellular Calcium

The sequence of events in the pathophysiology of ischemic stroke including release
of extracellular glutamate, sustained induction of Ca?* currents, and elevation of
intracellular Ca?*, and Ca?*-induced derangement of cell maintenance culminating in
cell damage has become well established (73,75,76). Ischemic insults were demon-
strated by way of measurements with the technique of microdialysis (77,78) to evoke a
sharp 10-fold increase in the concentrations of extracellular glutamate and to a some-
what lesser degree of aspartate and other neurotransmitters (77,79) (see Chapters 5 and
6). The observed increase of glutamate appears to be the outcome of a number of regu-
lating parameters.

Hypoglycemia or anoxia alone may not necessarily be responsible for increased
release of glutamate from glutamatergic terminals. However, ischemia or combined
anoxia and hypoglycemia strongly potentiates potassium-induced glutamate from ter-
minals, whereas at the same time ischemia creates conditions that block the uptake of
released glutamate by neurons and astroglia (78). The ischemia-evoked release of
glutamate requires activation of presynaptic N-type calcium channels in a calcium-
dependent fashion, a mechanism that may explain the reduction of glutamate in cere-
bral ischemia by N-channel antagonists (80). Berg-Johnson et al. (8/) showed in brain
slice exposed to ischemic conditions that the increase of extracellular glutamate was
directly correlated with anoxic depolarizations with a concomitant ATP depletion,
which only occurred when hypoxia was combined with glucose deprivation. This view
is also supported by studies on the effect of hyperglycemia on tissue resistance against
ischemia that point to a higher capacity of ATP production as a result of preischemic
high glucose levels (82). Besides, since glucose accessibility to the brain in general and
to neurons in particular is highly influenced by adrenal hormones as glucocorticoids, it
is obvious that the production of glutamate and its impact on neuronal viability will
also be dependent on the current corticosteroid levels (83). One of the mechanisms
involved in this respect is that glucocorticoids enhance release of excitatory amino
acids during ischemia (84) (see Chapter 9).

4.2.1. Glutamate and Calcium-Dependent Cell Damage

The cytotoxic and, in particular, neurotoxic action of sustained or high concentra-
tions of glutamate and other excitotoxic amino acids dates back from the 1950s and
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1960s (85). Early studies with high doses of glutamate injected in the general
circulation showed to result in acute neuronal death in the hypothalamus of mice
and monkeys (86,87), which proved to be a calcium-dependent cytotoxic process
(88,89). The observed excessive increase of extracellular glutamate during ischemia
and the vulnerability of nerve cells to high glutamate concentrations then led to the
hypothesis of glutamate-induced, calcium-dependent brain damage to explain neuro-
degenerative mechanisms.

It has been this hypothesis based on the presumed sequence of biochemical events
that has triggered an overwhelming research effort toward the cytotoxic mechanism of
ischemic tissue damage and strategies to limit or prevent brain injury after occurrence
of stroke. Ever since, the importance of the deranged calcium regulation in the molecu-
lar intracellular pathways leading to cell death has gained increasing momentum and is
now thought to play a key function in many neurodegenerative syndromes and aging-
related neuronal decline (90). For further detail, see Chapters 3 and 5.

4.2.2. Calcium and Cell Death

However, evidence has accumulated in recent years that the neurodegenerative
events initiated by the ischemia-induced rise of intracellular calcium are more complex
than previously anticipated and subject to a number of interacting processes and vari-
ables (91—93). The sustained elevation to pathologic levels of the intracellular calcium
concentration is well known to give rise to a cascade of molecular and genetic changes
leading to cell and membrane injury and eventually cell death. These biochemical path-
ways underlying the process of short-term and long-term or delayed cell death are sub-
ject to continuing developments. Interestingly, recent progress is now made in
unraveling direct calcium-induced cell disintegration and necrotic cell death vs delayed
cell death. Activation of distinct calcium-triggered pathways appears to be based on
the way that calcium enters the cell (49,50). In this respect, Ca?* fluxes associated with
early neurotoxic damage imply the involvement of the NMDA receptor channel
(94). This conclusion is consistent with the observed cell death after brief periods
of exposure to high glutamate concentrations, that were followed by a degree of
Ca?* accumulation being proportional to the amount of neuronal death and that
could only be effectively prevented by NMDA antagonists (95). Additional and
convincing evidence has now been presented that delayed cell death up to several
days after transient ischemia is the effect of apoptotic mechanisms (96). It was
previously considered that persistent elevations of [Ca?*]; after exposure of neurons
to cytotoxic doses of glutamate were a prerequisite to explain the subsequent neuro-
toxic cell death (97). More recent observations, however, point to the importance of a
sharp initial rise of [Ca?*]; after short toxic glutamate exposure, that is followed by a
period of recovery to baseline [Ca?*]; levels preceding a second delayed Ca2* increase and
cell damage (98,99) (Fig. 2).

Apparently, long-term high [Ca?*]; does not necessarily have to precede cell degen-
eration. Cell death can be triggered in very early stages of sudden Ca?* overload and
includes cytotoxic pathways that require the activation of the NMDA channel. Unfor-
tunately, such early but dramatic changes in intracellular calcium in stroke, which are
so decisive for the further course of the neurodegenerative process, are unlikely to
offer possibilities for postischemic therapeutic interventions.
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Fig. 2. Long-term effects of a short initial exposure to a toxic dose of glutamate to cultured
hippocampal neurons. Monitoring of intracellular calcium concentrations (A) indicates a short
but potent elevation of [Ca?*]; as a direct response to the glutamate exposure, which is followed
by a delayed secondary calcium increase that eventually leads to cell death by apoptotic mecha-
nisms. This pattern of derangement of intracellular calcium homeostasis has been indicated by
the time bar in B. (Reprinted with permission from ref. 98.)

4.2.3. Glutamate Toxicity and Aging

It has to be considered that most observations on the behavior of [Ca®*]; are per-
formed in cultured nerve cells that lack the physiological environment of in vivo
conditions. Besides, experimental studies on ischemia in cell culture are typically car-
ried out on neonatal brain cells. In clinical practice, however, ischemic stroke gener-
ally is manifested at advanced ages, when nerve cells display considerable changes in
homeostatic calcium regulation. The temporal profile of calcium transients after
glutamate stimulation in young vs old neurons were elegantly demonstrated by
Verkhratsky et al. (40).

In short, in young neurons, Ca®* levels sharply rise upon stimulation by K* or
glutamate, and quickly return to baseline after withdrawal of the stimulus. Aged cells
have a much higher baseline [Ca?*]; and Ca?* rises more slowly to lower peak levels,
but the excess Ca?* is very slowly removed from the cytoplasm (Fig. 3). There is no
doubt that the age-related change of a worn calcium homeostasis will have a profound
although unknown effect on the temporal calcium profile in ischemic conditions. It is
anticipated, however, that during ischemia a much prolonged elevation after the initial
stimulation will be present. On the other hand, a counteractive action may be expected
from the fact that during aging the density of NMDA channels is decreased (100),
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Fig. 3. The influence of the aging process is clearly indicated by the response of cultured
neurons to stimulation by glutamate (and other agents). Cells from neonatal animals have a low
basal level of [Ca?*]; and respond to stimulation by a sharp rise of calcium elevation directly
followed by reduction of the calcium concentration to the initial baseline level. In the dorsal root
ganglion cells of aged animals, the basal level is much higher and the glutamate response charac-
terized by lack of peak levels but extremely prolonged, the latter probably the result of deranged
sequestering and calcium pumping mechanisms. (Reprinted with permission from ref. 40.)

whereas the density of L-type calcium channels does not appear to be changed in
senescence. This would imply a reduced vulnerability of aged nerve cells to glutamate
toxicity invoked by calcium currents mediated through NMDA channels. This assump-
tion finds support in a recent experiment in which we compared the neurotoxic effect
of similar concentrations of NMDA infused in the magnocellular basal nucleus in young
vs aged rat (10/). When comparing the neurotoxic effects of 40 nmol injection in the
nucleus basalis, the neuronal damage was reduced from 49% in young animals to 36%
in the aged rats of 26 mo (7101). This lower rate of cell death was proportional to the
decreased presence of NMDA channels in the aging brain (700).

4.3. Pharmacological Approaches in Stroke

It is obvious from the foregoing that the putative sequence of events after stroke that
ultimately leads to brain tissue damage, at various points offers possibilities for phar-
macological intervention to counteract the presumed cytotoxic mechanisms. Major
efforts both preclinically and clinically have been directed toward resolving the throm-
bus as primary cause of the ischemic stroke, limiting calcium influx in the ischemic
region either by way of NMDA and AMPA receptor blockade, or blockade of voltage-
sensitive Ca?* channels, and enhancement of the activity of free radical scavengers.
Other approaches include suppression of glutamate release, inhibition of Ca?*-dependent
protease activity (102), application of adenosine analogs or adenosine transport inhibi-
tors (103,104) and serotonin 1A receptor agonists (105,106), and blockade of intracel-
lular ryanodine receptors (107), lowering brain temperature during ischemia (708), to
mention only some of the reported strategies in ischemia research. The present paper
specifically deals with nimodipine as a representative of the third category of putative
anti-ischemic drugs directed towards limiting Ca?* influx through the L-type Ca?* channel.
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5. NIMODIPINE IN EXPERIMENTAL HYPERTENSION,
CEREBRAL ISCHEMIA, AND STROKE

5.1. Pharmacology

Among dihydropyridines (DHP) with L-type Ca?* channel antagonistic activity,
nimodipine has been identified as having both cerebrovasodilatory and neuronal effects
at doses that have little or no effect on peripheral circulation (109,110) (Fig. 4). It is
mainly these characteristics associated with high passage rate over the blood-brain bar-
rier that defines the usefulness of nimodipine in stroke. Nimodipine binds the DHP-
receptor site of the L-channel in a saturable, reversible, and stereospecific fashion (111).
The DHP-affinity is strongly increased by depolarization, whereby a preferential inter-
action of nimodipine with the inactivated state exists. Therefore, it is postulated that
channels that open briefly may not permit sufficient time for pharmacologic action,
whereas under conditions of prolonged stimulation of L-type channels, the antagoniz-
ing effects of nimodipine will become more prominent (24,112).

5.2. Pharmacodynamics
5.2.1. Cerebrovasodilatory Effects

Concerning the vascular effects, nimodipine shows marked specificity for cerebral
vessels (113), dilating cerebral vessels at much lower concentrations than required for
reduction of systemic arterial pressure. In vitro studies with human arteries have dem-
onstrated that nimodipine is 10-fold more potent on cerebral than on temporal arteries
(114). In several animal models intracarotid administration of nimodipine increases
cerebral blood flow, especially when cerebrovascular resistance is increased (115,116).
However, the intravenous administration of nimodipine results in variable effects
(117—122). The observed increases in cerebral blood flow are mostly accompanied by
only minor decreases in arterial blood pressure (713).

5.2.2. Neuronal Effects

The distribution of binding sites for nimodipine in the rat brain varies according to
the brain region involved. Binding density is highest in the olfactory bulb and hippoc-
ampus, intermediate in the caudate nucleus and cerebral cortex, and lowest in the cer-
ebellum (723). Electrophysiological studies with mammalian neurons demonstrate that
nimodipine in concentrations as low as 10 nM is able to block inward CaZ* currents
depending on the state of depolarization (124). However, only at high concentrations
(0.1-10 uM) has nimodipine been reported to block the release of some neurotransmit-
ters and hormones from neuronal tissue (109). Under normal metabolic circumstances,
nimodipine at concentrations up to 1 pM, has also no effect on oxygen consumption by
isolated brain slices (109). In vivo studies on healthy animals demonstrate that
nimodipine, although increasing blood flow, has no effect on cerebral metabolism,
cortical ATP levels, or phosphocreatine levels (109). In healthy volunteers, EEG stud-
ies show normalization of vigilance by administration of nimodipine in case of both
high and low initial vigilance levels. Other investigations have shown higher scores in
“alertness” and “memory function” after nimodipine treatment (770). With regard to
cognitive function, Disterhoft et al. (90) described the striking influence of nimodipine
in potently reducing the age-related enhancement of after-hyperpolarization of pyrami-
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Fig. 4. Dihydropyridine structure of the L-type calcium antagonist nimodipine.

dal cells in the hippocampus. It is likely this effect that underlies improved cognitive
performance in aging after application of compounds like nimodipine.

5.3. Pharmacokinetic Properties of Nimodipine
5.3.1. Absorption and Distribution

When nimodipine is administered to healthy humans by continuous iv infusion,
steady-state plasma nimodipine concentrations are reached after 12—18 h (713). After
oral administration of nimodipine (tablets or capsules) in humans, maximum plasma
levels are reached after 30—60 min, whereby a linearity exists between dose and plasma
concentration (125). Absorption of nimodipine from the gastrointestinal tract follow-
ing oral administration is nearly complete, but bioavailability is only approx 10%,
because of the first-passage hepatic metabolism (7/3). Animal studies have shown that
nimodipine is quickly distributed throughout all tissues and organs after iv or oral
administration, and that approx 98% of unchanged nimodipine is bound to plasma pro-
teins (113,126). After administration, nimodipine is also found in the cerebrospinal
fluid (CSF) although concentrations here are much lower than the mean plasma con-
centrations. This can be explained by the fact that in plasma only the 2% unbound
fraction of nimodipine can reach equilibrium with the brain (710,125).

5.3.2. Metabolism and Elimination

The major step in the metabolic pathway of nimodipine is hydrogenation of the
dihydropyridine nucleus to form a pyridine analog. Next, hepatic demethylation occurs
either before or after formation of the pyridine analog. Subsequent metabolism involves
ester hydrolysis and hydroxylation of a methyl group (7/3). The main metabolites of
nimodipine have little or no pharmacological activity (127). Following a single oral
dose in healthy humans, 50% of the administered dose is excreted in the urine within 4
d, almost exclusively in the form of metabolites. An additional 32% is excreted in
feces, likely due to biliary excretion (728). In rats, after intravenous (as well as after
oral administration of nimodipine), 20% of the dose is excreted in the urine and
80% in feces (129). Plasma elimination half-life values in patients and healthy volun-
teers ranges from 0.9—1.5 h after iv administration, and from 1.7-5.6 h after oral
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administration. In patients with liver dysfunction, clearance of nimodipine is consider-
ably impaired (110).

5.4. Nimodipine in Experimental Stroke Models

As described in previous paragraphs, Ca?* entry into brain cells and vascular smooth
muscle plays an important role in the pathophysiology of brain ischemia. Nimodipine
has therefore been widely tested for its potential in therapeutic intervention in
preclinical trials using animal models of cerebral ischemia. We have to realize that no
stroke model will ever be able to exactly reproduce the circumstances of clinical stroke
in humans. However, in the last decade, some models have been developed that closely
approximate certain aspects of the clinical situation. Because of their close resemblance
to the cerebrovascular anatomy and physiology in higher species, and their low cost,
rodents (notably rats and gerbils) are often used for these studies. Cerebral ischemia
models can be divided into models of transient global ischemia, resulting in selective
neuronal injury within vulnerable brain regions, and focal ischemia, typically giving
rise to localized brain infarction (730).

5.4.1. Nimodipine in Global Cerebral Ischemia Models

The first observation that nimodipine can prevent postischemic impairment of cere-
bral blood flow raised the interest to test nimodipine in global ischemia models. In the
rat two-vessel occlusion model, whereby reversible bilateral common carotid artery
occlusion (CCAOQ) is combined with systemic hypotension, resulting in marked reduc-
tion of forebrain blood flow and concomitant forebrain ischemia, nimodipine has
proven to be an effective drug. Treatment before and after the start of ischemia resulted
in significant neuroprotection in the CA1 area of the hippocampus (/3/—133). In con-
trast to what was expected, the protective effects of pretreatment with nimodipine was
not mediated by an increased postischemic cerebral blood flow (CBF) (131,133). A
nimodipine infusion for 24 h, starting 20 min after the ischemic period, resulted in a
50% reduction of mortality and revealed neuroprotection especially in the hippocam-
pus, whereas no protection was seen in the striatum and the cortex (132).

Nimodipine has also been tested in a rat model in which reversible bilateral CCAO
is combined with bilateral vertebral artery occlusion. An advantage of this model is the
ability to achieve a high grade forebrain ischemia in awake, freely moving rats. A
nimodipine infusion started directly after an ischemic period prevented calcium-
calmodulin binding, but did not result in significant histological protection (734).
Cerebroprotective effects of nimodipine have also been evaluated in gerbils subjected
to transient bilateral CCAO. The absence of posterior communicating arteries in these
animals is responsible for severe bilateral forebrain ischemia following bilateral CCAO.
Transient occlusion lasting 5 min or less results in delayed cell death of the hippocam-
pal CA1 pyramidal neurons (730). Nimodipine applied 1 h before an ischemic period
of 5 min was not able to avoid increased calcium levels in the CA1 region of the
hippocampus, and had no significant effect on neuronal survival in that area (735).

Delayed neuronal death is preceded by prolonged inhibition of protein synthesis.
Nimodipine administered shortly after an ischemic period did not influence postis-
chemic recovery of protein synthesis (136). Another study with the same ischemia
model, in which a therapeutic time window for nimodipine was investigated, showed



Calcium Homeostasis and Nimodipine 83

also that treatment shortly before and after ischemia had the least protective effects,
whereas late post-ischemia treatment (up to 24 h after ischemia) strongly prevented the
delayed neuronal death of the sector CA1 pyramidal cells (7137).

In the late postischemic stages, no microcirculatory abnormalities are observed,
which indicates that the mechanism of protection of nimodipine in this model is possi-
bly the result of direct neuronal effects instead of cerebrovascular effects. In a study
using a rabbit model of transient global cerebral ischemia, performed by intrathoracic
artery occlusion combined with hypotension, the effects of local nimodipine applica-
tion to the hippocampus was compared with the effects of systemic administration of
nimodipine. Both treatments started before ischemia and continued after ischemia, did
not affect extracellular concentrations of amino acids, but enhanced recovery and nor-
malization of electroencephalographic activity and protected hippocampal neurons
from early morphologic changes. Only nimodipine given systemically was able to
attenuate the ischemia-induced drop of extracellular Ca?* and completely prevented
postischemic leakage of the blood—brain barrier (138). From these results, it was con-
cluded that the vasotropic action of nimodipine played a major role in the mechanism
of neuronal protection. In a model of cardiac arrest of cats, no effect upon neuronal
survival was found by postischemic nimodipine administration (139).

5.4.2. Nimodipine in Focal Cerebral Ischemia Models

Nimodipine was extensively tested in rats with focal cerebral ischemia caused by
occlusion of the middle cerebral artery (MCA). This model has proven to be a very
useful approach to mimic the ischemic hemispherical infarction in humans and was
therefore very suitable to test the therapeutic efficacy of drugs (such as Ca?* antago-
nists) prior to human clinical trials. One of these models is the Tamura model (140),
which consists of reversible or irreversible proximal MCA occlusion, giving rise to
infarction of both cortex and caudoputamen. Application of the Tamura model, how-
ever, requires craniotomy. A more recent method without the need for craniotomy is
the intraluminal filament occlusion of the MCA (141). In this model, a filament is
introduced into the internal carotid artery by which the origin of the MCA can be
reversibly occluded.

Nimodipine is not consistently effective in rats with MCA occlusion. Apart from
the experimental conditions, the time of drug administration, size and severity of the
infarct, dose of the drug, and duration of treatment influence the outcome. When
nimodipine infusion was started before permanent MCA occlusion (according to the
Tamura method) and continued until sacrifice, cerebral blood flow was increased
in the parietal cortex compared to controls (142). Also the volume of the ischemic
damage was less in the cortex. However, the extent of the damage in the central core
was not decreased by the drug administration. In the same study, it was found that
nimodipine did not affect CBF in the caudate nucleus, which was associated with the
lack of effect on ischemic injury in this region.

Pretreatment with nimodipine prior to MCA occlusion has been shown to prevent
early loss of hippocampal CA1 parvalbumin immunoreactivity, indicating an early role
of L-type channels in neuronal alterations (743). Nimodipine given 30 min after per-
manent MCA occlusion showed also marked improvement on parameters of infarct
size, and biochemical markers of infarction (744). Curiously in another study in which
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nimodipine was also applied 30 min after MCA occlusion, it was reported that the drug
treatment failed to augment CBF (745). Investigators that started treating hypertensive
rats with nimodipine before irreversible MCA occlusion, found that nimodipine
improved circulation through ischemic tissue (146). Also edema volume and cortical
infarct volume was decreased by nimodipine. Based on further calculations, it was
concluded that in the hypertensive rat, the improvement of CBF could not be the only
factor responsible for the focal ischemic injury reduction. Also the modulating effect
on calcium influx of neurons is most likely another protective role of nimodipine dur-
ing permanent MCA occlusions.

Radiolabeled ligand studies with *H-nimodipine in rats with MCA occlusion show
increased binding of nimodipine in severely ischemic regions and in later stages (after
4 h) also in regions with penumbral blood flow levels (147). This can account for the
results from an experiment in which the effects of nimodipine were recorded at differ-
ent intervals after occlusion. After only 6 h, nimodipine treated rats started to show a
reduced infarct compared to vehicle-treated rats (748). These results provide further
evidence that nimodipine prevents the progression of tissue necrosis in the penumbral
zone of rats with permanent MCA occlusion, whereas the core region adjacent to the
site of occlusion cannot be protected by the Ca?* antagonist.

In a model of transient MCA occlusion by an intraluminal filament, nimodipine
application directly after the ischemic period reduced abnormal Ca?* accumulation in
the MCA supply domain and anterior cerebral cortex, together with reduced neuronal
damage in the MCA cortex, whereas neuronal injury in the striatum was unaltered
(149). Drug treatment during reversible MCA occlusion in cats and continued during
reperfusion resulted in greater recovery of EEG (150). During reperfusion, dramatic
hyperperfusion was also seen compared to vehicle-treated animals that displayed
normal perfusion levels. Next to these results, much lower increases in Ca?* levels
were found during ischemia and reperfusion, and less focal cortical damage was
observed. In baboons, nimodipine infusion started before a period of 6 h MCA occlu-
sion and continued for 4 d revealed a 100% survival, whereas in the vehicle-treated
group, mortality was 33% (151). There was also less clinical evidence for infarction
7 d after the ischemic period. Infarction areas observed after 14 d reperfusion tended to
be smaller, although this was not significant. Nimodipine has also been tested in a rat
model of photochemically induced focal cerebral thrombosis. Following an intrave-
nous injection of a photosensitive dye, a light of a special wavelength is used that
penetrates the skull, and induces platelet aggregation and thrombosis in the vessels
directly under the dura mater. In this way, focal infarcts can be placed in any desired
cortical location (152). Nimodipine injection in this model 5 min after irradiation did
not reduce the cortical infarct area examined 24 h after thrombosis.

5.4.3. Nimodipine in Stroke-Prone Spontaneously Hypertensive Rat Strains

A close reproduction of clinical stroke in humans associated with hypertension is a
stroke in the stroke-prone strain of spontaneously hypertensive rats (SHR-SP). Both
hemorrhages and infarcts occur spontaneously in >80% of the male animals (153,154).
Major sites with a high risk for stroke in these rats include the anteromedial and occipi-
tal cortex and basal ganglia (130). A difficulty of studying the effects of neuroprotective
agents in this model is the large variability of timing, location, and pathologic features
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Table 1
Effects of Nimodipine Treatment of Stroke-Prone Spontaneously Hypertensive
(SP) Rats Compared to Age-Matched Controls of the Wistar-Kyoto Strain (WK)

Rel. brain wt Number
Experimental (per 100 g of rats
group Age,wk N Bodywt,g Brainwt,g body wt) with strokes
SP-ONSET 46 5 313+154 20x020 0.68 £0.11 2
SP-PLAC 56 7 28193 25+011 091 £0.06 7
SP-NIMO 56 -7 355+ 71 1.8+0.02 0.51 £0.01 2
WK-ONSET 46 5 412+ 36 21x001 050 £ 0.002 0
WK-PLAC 56 8 412 £10.2 2.0 £ 0.02 0.47 + 0.01 0
WK-NIMO 56 8 405+ 3.8 20zx0.03 049 £ 001 0

Of each rat strain, three groups were compared, the values of body and brain weight, ratio of brain to
body weight, and animals with stroke were measured at onset of the experiment at the age of 46 wk and
after a 10-wk treatment period (from the age of 4656 wk). The major outcome was that nimodipine pre-
vented loss of body wt and the occurrence of stroke in the SP animals. Nimodipine treatment characteristi-
cally prevented the high increase of brain weight in the SP rats, which resulted from the development of
brain edema concomitant with stroke (/54).

of the strokes. On the other hand, this model is very suitable for testing prophylactic
effects of calcium entry blockers on the occurrence of strokes and concomitant brain
edema (154). In aging SHR-SP rats treated chronically with nimodipine (applied in
food 1000 ppm) for 10 wk, all animals survived the experimental period, while 2 out of
7 rats developed minor strokes, without any significant reduction of systolic blood
pressure (Table 1).

In contrast, all placebo-treated animals developed severe strokes with a mortality of
50% (154). Selective GABA-ergic and parvalbumin-positive neuronal death that
occurred in placebo-treated SHR-SP rats was prevented by nimodipine treatment. Pro-
phylactic effects of nimodipine were also seen in other studies (155,156). Nimodipine
postponed the time point when stroke started to develop and reduced mortality. Even in
low doses (2 mg/kg/d), nimodipine delayed the onset of stroke (155). During the occur-
rence of an acute stroke in these strain of rats, nimodipine improved the cerebral micro-
circulatory derangement (157). Also, after onset of stroke, nimodipine treatment has
shown beneficial effects in SHR-SP. Administration of the Ca®* antagonist after symp-
toms of stroke, increased the survival time and attenuated the increase of the Ca?*
content of the brain (158). Besides, fewer hypertensive cerebral lesions were reported
and in some areas of tissue rarefaction an increase in number of functional capillaries
was observed. Investigators, using the active avoidance task as a memory test, found
ameliorating, probably secondary effects of nimodipine on the impaired learning abil-
ity in poststroke SHR-SP (159).

In summary, in models of transient global ischemia, the efficacy of nimodipine depends
on the type of animal model and the mode of treatment. Protection is especially promi-
nent in the penumbral zone of the hippocampus, whereas there is generally no protec-
tion found in the striatum and cortex. In stroke models that evoke delayed neuronal
death, nimodipine is most effective in the late postischemic stages when CBF has
reached normal levels, indicating a direct cytoprotective effect. In focal cerebral
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ischemia caused by permanent MCA occlusion, both nimodipine pretreatment and post-
treatment prevents progression of tissue necrosis in the penumbral zones of the cortex.
Also, in models of transient MCA occlusion, nimodipine showed neuroprotection in
cortical brain areas. In SHR-SP rats, nimodipine had both prophylactic and protective
effects in case of stroke. Improvement of cerebral microcirculatory disturbance by
nimodipine is responsible for these effects.

Disagreement exists about the protective mechanism of nimodipine in models of
global and focal ischemia. There is evidence for protective effects through L-type chan-
nel blockade both in neuronal membranes and in the cerebrovascular domain. Most
likely, both mechanisms are involved in neuroprotective effects of nimodipine in stroke.
Unfortunately only few investigators have studied the temporal course of neuro-
protection by nimodipine in the differential animal stroke models. Data about the effects
of delayed treatment with nimodipine after onset of stroke, which resemble the clinical
situation, are lacking.

6. CLINICAL RESULTS WITH NIMODIPINE
IN ACUTE ISCHEMIC STROKE

6.1. Introduction

The promising results obtained in the early experimental studies on dihydropyridines
in cerebrovascular and stroke model studies opened the door for application of these
compounds and nimodipine in particular in clinical ischemic stroke trials. In the early
period of nimodipine application, however, the L-type channel blockers were prima-
rily considered as vasoactive compounds albeit with a preferential action on cerebral
vasculature (160). Although some reports already defined views on the relationship
between neuronal calcium and cell death in stroke-affected brain regions (161), the
breakthrough in insight of neuronal damage mechanisms in ischemic conditions was
yet to come (75). A major characteristic of nimodipine was its capacity of transport
over membranes and passage over the blood—brain barrier, in particular the entry of the
cerebrovascular wall by passage over the endothelial lining of intraparenchymal vas-
culature. This way, a compound like nimodipine was essentially capable of induc-
ing-vasoactive responses in intracerebral vessels in the stroke affected brain. As
has now become well recognized, a second way of action of dihydropyridines is
their impact on maintena