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PREFACE 

The content and technical level of a geology text for engineers is a matter of broadly dif­
fering opinion. The type of geology course required for engineering students at llni­

versities around the United States varies from introductory physical geology, earth 
science, engineering geology, or to no course at all. This situation results from diHerences 
in philosophy, engineering curricula, and geology faculty available to teach such a course. 
Geologi; fo·r Engineers and Envirom11tmtnl Scientists is an attempt to provide a broad intro­
duction to the earth sciences with an emphasis on engineering and environmental appli­
cations of the science. 

The concept for the first edition evolved from a course I taught at the University of 
North Dakota. The enrollment included civil and geological engineering students who 
were required to take the course, and mechanical and other engineering majors who took 
the course as a science elective. This course was the only geology course in the civil engi­
neering curriculum, but, for the geological engineering majors, it had to serve as a founda­
tion for numerous future geology courses. The academic level of the students varied; the 
majority of the students completed the course in their sophomore year. As a result, most 
had taken little, if any, engineering mechanics, soil mechanics, or hydrology. 

These conditions made structuring the course very difficult. My basic approach was to 
cover the essentials of physical geology and also introduce the students to the engineering 
and environmental applications of geology. To do this, many of the traditional topics of 
physical geology were omitted or only briefly discussed. On the other hand, it was appar­
ent that sh1dents could not gain a full understanding of the applied aspects of geology 
without a good foundation in rocks, minerals, and structural geology. Several physical ge­
ology texts were tried, and in addition, an engineering geology text was used one year. All 
these proved to be unsatisfactory since they failed to cover part of the desired course con­
tent. Studentq requested a reference other than the lecture presentations for either the basic 
geology N the engineering aspects, depending on which type of text was used. 

I eventually concluded that the only solution for this course was to write a text com­
bining the two areas at an introductory level. The first edition, entitled General Geologt; for 
Engineers, was the result. Its objective was to demonstrate the importance of geology to en­
gineers by including introductory mechanics, hydraulics, and case studies that illustrate 
interactions between geology and engineering. The approach was mainly nonquantitative, 
although appropriate basic formulas were introduced where necessary. Enough material 
was presented so that individual instructors could use the book to achieve their own per­
sonal compromise between physical geology and engineering geology. 

Although numerous changes have been made in the second and third editions of this 
textbook, its basic purpose remains the same. The book is intended to provide an intro­
duction to geology for engineering students, with a focus on applications of geology they 

xvii 



xviii Preface 

are likely to use in their professional careers. The change in title of the text, from General 
Geologtj for Engineers to Geologtj for Engineers and Environmental Scientists, reflects my opin­
ion that envi.ronmental scientists cotild also benefit from a geology course that empha­
sizes the applications of the science, particularly those involving environmental problems 
and solutions. Curricula in environmental science commonly require at least one course 
in geology. It seems logical to me that the most useful type of geology course would be 
one in which the environmental applications would be discussed from a technical per­
spective. IBtimately, we must address environmental problems from a technical stand­
point to solve them. 

With this objective in mind, a chapter dealing with subsurface contamination and re­
mediation was added in the second edition. In this third edition, one additional change 
was to move this chapter to a position in the text directly after the chapter on groundwa­
ter. There have been numerous other reorganizations and additions in the third edition. An 
emphasis has been placed on processes, both in the surface and subsurface. The nature 
and interrelationships of earth systems has been placed near the beginning of the book in 
Chapter 2, following an introductory chapter that summarizes some of the challenges in­
volved in living on this planet that we humans have to face in the present and future. New 
material has been added on mineral, energy, and water resources. New examples and case 
histories are dispersed throughout the text, particularly dealing with geologic hazards and 
their consequences to the human population. 

The editorial staff in geology at Prentice Hall, headed by Patrick Lynch, has been help­
ful, enthusiastic, and supportive. The explosion of the internet since the last ed ition and 
the vast amount of information provided by governmental agencies such as the U.S. Geo­
logical Survey, has certainly enhanced the availability of documents and images. Heather 
Meledin of Progressive Publishing Alternatives, the project manager, guided the book 
through production with patience and a positive attitude. 

Several colleagues, including John Van Brahana, University of Arkansas; John Hole, 
Virginia Tech; Kenneth Windom, Iowa State University; and David Nash, University of 
Cincinnati, reviewed the second edition and provided detailed constructive feedback 
prior to the writing process. These reviews helped to focus my efforts immensely. 

Alan E. Kehew 



CHAPTER 

Introduction 

Challenges of the 21st Century 

W ith the recent arrival of the new century, it is :natural to contemplate 
the changes that might take place in the next 100 years. In the last cen­

tury, humankind experienced incredible change in every field of human en­
deavor. The explosion in technology led us from a society that traveled by 
train and horseback to one in which space travel was commonplace, com­
munication was facilitated by a worldwide network of computers, and phe­
nomenal advances marked every field of science and technology. A strong 
case can be made for the importance of geology-the subject of this book- in 
the advances of the last century. The great developments in manufacturing, 
agriculture, communication, transportation, and other fields required loca­
tion and exploitation of the earth's mineral and energy resources. Geology 
developed as a science to provide these resources for industrial growth. In­
dustrialized countries like the United States became rich and powerful in 
part because of their ability to find and utilize mineral and energy resources. 

As the last cenhuy waned, an unexpected consequence of mineral and 
energy resource development and consumption became apparent- other 
types of natural resources were impacted. Soil, water, and air became in­
creasingly contaminated and productive agricultural lands were damaged 
by erosion and salinization. Natural geologic processes- earthquakes, 
floods, landslides, and storms-continued to take a high toll of human life 
and property, exacerbated by population growth and expansion into more 
hazardous coastal and mountainous areas. It became apparent that geolo­
gists, along with their counterparts in chemistry, biology, and engineering, 
were needed to identify and solve some of the environmental problems that 
they had inadvertently helped to create. Graduates with master's degrees 
in the earth sciences are now as likely to find employment in environmental 
consulting firms as they are to join petroleum and m.ineral extraction firms 

1 
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Employment trends of recent recipi­
ents of master's degrees In geology. 
Source: American Geological Institute. 

(Figure 1.1). The long-term trends in geological employment in the United States are appar­
ent in Figure 1.2, which compares the years 1986 and 2000. During that 14-year period, jobs 
in the petroleum industry dropped from 50% to 30%, while environmental jobs increased 
from less than 10% to approximately 15%. In addition, much of the increase in the govern­
ment job sector can be attributed to .environmental regulatory positions. Underdeveloped 
countries are far behind the United States in environmental protection and remediation- a 
situation that must be addressed as their economies and standard of living grow. 

As we move farther into the 21st century, many challenges face the human race if we 
hope to maintain the standard of living in the developed countries and raise the standard 
of living for citizens of underdeveloped countries, all while preserving and, in many cases, 
restoring environmental quality. 

Four of these challenges are critical to the efforts of engineers and environmental sci­
entists: 

• Population growth 

• Energy 
• Water 
• Climate change 
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Changes In employment category for geologists between 1986 and 2000. Source: American Geological 
Institute. 
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Geology Lq obviously directly involved in the provision of energy and water of suffi­
cient abundance and quality for the human population. Global climate change is a com­
plex interdisciplinary dilemma that could potentially have huge impacts on humankind. 
Only by understanding the magnitudes and causes of past climate changes- the realm 
of geologists- can we begin to understand the impacts we may be currently imposing on 
climate and predict the direction of future climate change. Population is a challenge for en­
gineers and environmental scientists because it greatly impacts the other three. 

To successfully meet tl1ese challenges, engineers and environmental scientists must 
have a wide array of tools in their intellectual toolkit. Because all four challenges involve 
earth systems, geology is one of the most critical tools. The earth is a dynamic planet with 
intricately interconnected systems in its solid fraction at and below the surface, along with 
its oceans and atmosphere. In this text we will consider the solid earth in greatest detail, 
but also touch upon the oceans and atmosphere as they influence processes on land. 

Population Growth 
The United Nations estimated that the earth's population reached 6 billion just about 2 
months before the beginning of the 21st century. In contrast, the estimated population was 
1.65 billion in 1900 and just about 1 billion in 1800. These accelerating numbers of people 
represent the phenomenon of exponential growth, in which the increase in some quantity 
is a function of the amount that is there at the beginning of the period. Compound interest 
is a good illustration of exponential growth. For example, a savings account with an initial 
balance of $1000 that grows at a rate of 5% for 5 years will be worth $1284, for an increase 
of $284. However, if the initial balance was $2000 and. the account grows at the same inter­
est rate for 5 years, it would be worth $2568, an increase of $568. Exponential growth i.q de­
scribed by the following equation: 

where 

N = the amount of the quantity after time t (in yr in this example) 

No is the amount of the quantity at time to 
e is the exponential function 
r is the rate of growth (expressed as a percentage in this example) 

(1.1) 

If the growth rate, r, remains constant, the increase in quantity N follows a smoothly in­
creasing curve (Figure 1.3). Human population growth follows the exponential function, 
but the growth rate does n.ot remain constant. Figure 1.4 shows the increase in population 
between 1750 and 2050. The steepening of the curve around 1950 resulted from decreasing 

... FIGURE 1.3 
The exponential function. 
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mortality rates in the less developed countries, causing the growth rate to rise. Birth rates, 
the other component of growth rate, peaked in the 1960s and began to decline (Figure 1.5). 
The population increments shown in Figure 1.4 are the difference between births and 

Growth rate (percent) 
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• FIGURE 1.5 
World population growth rate: past estimates and high-, medium-, and low-fertillty assumptions, 
1950-2050. Source: United Nations Population Division. 
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deaths. With the medium fertility assumption, total world population is projected to stabi­
lize at just above 10 billion people around the year 2200 (Figure 1.6). 

Another useful application of the exponential function is the doubling time. Using 
equation (1.1), set N equal to 21'\J at time t = Td, the doubling time, 

2No = Nolrd 

By canceling N0 from both sides and taking the natural log of both sides, 

ln 2 = fl'd 

and 

Td = ln 2 = 0.693 
r r 

When dealing with percentages, the doubling time is expressed as 

Td _ 69.3 (%) _ 70 (%) 
r r 

{1.2) 

{1.3) 

At the current growth rate of 1.3%, doubling time is therefore about 53 years. The stabi­
Hzation of population predicted for 2200 is based on the assumption of continually declin­
ing growth rates. 

The contribution of the less developed countries to population growth is dramati­
cally apparent in Figure 1.6. Currently, about 80% of the world's population lives in less 
developed countries. This will rise to 90% in 2050. A final trend worth mentioning 
about poJPulation is the increasing urbanization of the world's populace. One hundred 
years ago, the population was largely rural. Today, nearly 50% of the population lives 
in urban areas. Concentration of people in cities, afong with accommodating the 3 bil­
lion additional people who will share our planet by 2050, will require a huge expan­
sion of i.trban infrastructi.1re, including water and sewage facilities. When these cities 
are located, or expand into, areas that are subject to earthquakes, fl oods, storm surges, 
tsunamis, or landslides, the human toll of these inevitable events will increase, even in 
countries that can afford the safest construction standards. 
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Introduction 

Population growth L'> an obvio1L1s preface to a discussion of energy and water re­
sources. Can we provide equitable levels of these resources to our current population, 
much less to the billions that will soon be joining us? If that is not a tough enough chal­
lenge, can we also simultaneously reduce environmental degradation and mitigate geo­
logic hazards for the world's burgeoning population? 

Energy Resources 
We are currently living near the end of a period of human history that, in the fuhtre, may 
be known as the Fossil Fuel Age. During this period of time, the great Industrial Revolu­
tion was fueled by energy derived from easily extractable fossil fuels, including, in chrono­
logical order of importance, coal, oil, and natural gas. Figure 1.7 shows the role of these 
energy sources in the United States s ince the mid-19th century. Cn1de oil is the most vul­
nerable of these fuels. Despite extensive exploration, the rate of discovery of new reserves 
(commercially producible resources) is not keeping pace with the rate of production. Most 
experts do not believe this situation will change. We are currently near a critical point in 
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Trends in U.S. energy usage since 1850. Coal replaced wood as the dom inant energy source at the 
beginning of the Industrial Revolution. Oil and gas supplemented coal during the 20th cent ury. By 
the end of the 20th century, these three fuels represented 80% of the U.S. energy supply. Source: 
James R. Craig, David 1. Vaughan, and Brian 1. Skinner, Resources of the Earth: Origin, Use, and Environmental Im­
pact, 3rd Edition, © 2001. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.J. 



... FIGURE 1.8 
The Big Rollover, the point 
at which worldwide oil 
production begins to de­
cline. Source: Modified from 
U.S. Geological Survey Open 
File 00-320. 
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worldwide petroleum production, a point known as the Hubbert Peak (after M. K. Hub­
bert, who proposed this transition point) or the Big Rollover (Figure 1.8). This is the point 
at which worldwide production is no longer able to meet demand. Prices will rise steeply 
as production begins to decline on thi<l curve. The worldwide rollover is similar to 
rollovers that have occurred in smaller producing areas such as the United States and 
Canada. Depending on which of several predictions is correct, the Big Rollover will occur 
sometime between 2000 and 2020. 

Oil, like all natural resources, is not uniformly distributed on the planet. Countries in 
the Persian Gulf region contain most of the world's proven oil reserves (Figure 1.9). Most 
of these countries belong to OPEC (Organization of Petroleum Exporting Countries), an 
organization that manages oil production to control oil prices. Because of the declining re­
serves in the non-OPEC countries, OPEC oil will become even more important in the next 

... FIGURE 1.9 
Distribution of the world's proven oil re­
serves in 2000. Source: James R. Craig, 
David J. Vaughan, and Brian J. Skinner, 
Resources of the Earth: Origin, Use, and Envi­
ronmental Impact, 3rd Edition, © 2001 . 
Reprinted by permission of Pearson Educa­
tion, Inc., Upper Saddle River, N.J. 
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several decades (Figure 1.10). By 2020, the bulk of the remaining reserves will lie in 
OPEC's hands. This suggests that the importance of OPEC nations in terms of energy re­
sources can only increase in future decades. Although Figure 1.10 does not consider future 
oil discoveries that will inevitably be made, these discoveries will probably be in propor­
tion to the respective reserves in the OPEC and non-OPEC nations and the overall trend 
will not change. 

The production and use of natural gas lagged behind petroleum because of the diffi­
culty in transporting the fuel. When natural gas pipelines and tran.~port ships became 
available in the past several decades, demand for natural gas rose dramatically. The coun­
tries of the former Soviet Union hold the greatest amount of natural gas reserves. Gas re­
serves are abundant in the United States, although it produces only about two-thirds of its 
needs. Current reserves in the United States will last approximately 9 years, and world­
wide reserves total 65 years of present usage. New discoveries will undoubtedly extend 
this interval; like petroleum, however, gas production is unlikely to sustain current levels 
much beyond the middle of the 21st century. 

Coal, a fossil fuel that has been used for hundreds of years, continues to be an important 
energy source in the United States and other countries. The United States, in fact, has the 
highest coal reserves in the world. Coal is now used primarily for generation of electricity, 
and its role has increased in recent decades after the oil crisis of the 1970s. The reserves of 
coal in the United States will conceivably last several hundred years. However, coal is en­
vironmentally the least acceptable fossil fuel for several reasons. First, the burning of coal 
in power plants injects large amounts of pollutants, including greenhouse gases, into the 
atmosphere. Second, the mining of coal either by underground or surface mining meth­
ods disrupts large areas of the land surface. Reclamation is expensive and does not pre­
vent all environmental degradation. Acid mine drainage, caused by the exposure of 
sulfide minerals to air and water to form sulfuric acid, is a major problem. Mining also 
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negatively affects aquifers used for water supply in mining regions. Finally, coal mining 
is a dangerous job. Though they have been reduced in recent years, accidental deaths at­
tributed to roof collapse and explosions and diseases such as black lung disease are still 
common. 

The use of alternative fossil fuels such as tar sands and oil shales will no doubt in­
crease in the future. Significant quantities of these materials exist in various places. How­
ever, extraction of petroleum from the heavy hydrocarbon fractions in these deposits is 
expensive and will create environmental problems. As energy prices rise, however, greater 
utilization of these sources will likely take place. 

Fossil fuels are not the only available energy resources, although they account for 
about 85% of energy usage. Nuclear power, once touted as a cheap, clean alternative to 
fossil fuels, is the second-largest source of electrical power generation, after coal, in the 
United States. The use of nuclear power has declined significantly, however, due to fears 
about safety and the disposal of high-level nuclear waste. High-level reactor waste is 
currently stored on a temporary basis at reactor sites. The current U.S. plan is to develop 
a disposal site at Yucca Mountain, Nevada, for all commercial high-level nuclear waste. 
Legal and technical challenges remain before this site becomes a reality. Public concern 
is focused on the great length of time that high-level waste mi.1st be isolated (10,000 
years) and on safety issues involved in transportation of the waste by truck or train to 
the site. 

There are a wide variety of potential energy sources to replace fossil fuels, which 
must come on line at least partially during the current century. These include renewable 
energy sources such as the sun, wind, tides, and geothermal heat. Hydroelectric power, 
generated by water flowing from reservoirs through dams, will probably not grow rap­
idly because of the environmental effects of damming large rivers. Eventually, new tech­
nologies must be developed. Nuclear fusion could theoretically produce nearly infinite 
amounts of energy if the daunting technical problems to utilizing this source can be 
solved. 

Even this abbreviated discussion of energy resources leaves no doubt that energy will 
be one of the great challenges of the 21st century. The application of geological knowledge, 
both for production and for environmental protection, will be critical for most current and 
medium-term solutions to the energy supply. Engineers and environmental scientists will 
have to be at the forefront of the quest to extend fossil fuel energy sources and develop 
their replacements. 

Water Resources 

In addition to energy resources, the increasing future world population will need food and 
water. Unlike energy, in which alternatives to present energy sources are theoretically pos­
sible, there is no alternative to water. The human population, at whatever level that it reach­
es, must use the currently available amount of freshwater for domestic, industrial, and 
agricultural purposes. There is no other viable source, excluding the unlikely possibility, 
however, that energy becomes so cheap that desalinization of seawater becomes economi­
cally feasible. 

On a global basis, the amount of freshwater accounts for only 2.8% of the total amount 
of water (Table 1.1). Of this small percentage, water in the largest contributor, ice caps and 
glaciers, is mostly unavailable, leaving lakes, streams, and groundwater as potentially ex­
ploitable sources of freshwater. There are two further problems with these sources of 
water. First, they are not uniformly distributed on the earth, creating water-rich and water­
poor areas. Second, groundwater may be difficult or expensive to extract or poor in quali­
ty, so as to make it not acceptable for its intended purpose. 
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Table 1.1 Distribution of Water on the Earth 

Frcshwa ter lakes 
Saline lakes and inland seas 
Average in stream channels 
Vodose water (includes soil moisture) 
Grow1dwater within depth of half a mile 
Groundwater-deep lying 
Tee caps and glaciers 
Atmosphere 
World ocean 

Source: U.S. Geological Survey 

Water volume, km3 

125x10~ 

104x10"~ 
1 X HY1 

67X 1(}~ 
4.2x106 
4.2 X Hf 
29 X 106 
1.3x1(}~ 

1320X106 

Percentage of total water 

0.009 
0.008 
0.0001 
0.005 
0.31 
0.31 
2.15 
0.001 

97.2 

Prediction of trends in water usage and availability is inherently difficult because of 
the many factors that could affect these estimates. The International Food Policy Research 
Institute developed a model for global food and water resources for the year 2025, a Hme 
when the population should reach albout 8 billion people, about a third more than inhabit 
the earth now. Because food production and water resources depend upon many techno­
logical and governmental policy factors, three scenarios were developed in the model­
one in which current trends are continued (Business-As-Usual), one in which a water crisL'> 
develops, and one in which changes to water usage are implemented that create sustain­
able water resources and food production for the human population. Huge changes in 
water usage have already taken place; five Hmes more land Lq allocated to irrigated agri­
culture now compared to the beginning of the 20th century. One of the costs of this im­
pressive increase was the loss of about half the world's wetlands, along with the wildlife 
habitat that wetlands contain. 

The Business-As-Usual scenario is one of benign neglect. Current policies and trends 
regarding water use and development persist into the future without significant 
changes. Increases in efficiency in irrigation and water use occur, but not to the extent 
possible or across the board in developed and developing countries. Water consumption 
will increase significantly in this scenario (Figure 1.11). Consumption of water for nonir­
rigation needs will increase to a much greater degree than consumption of water for irri­
gation because of insufficient investment and prioritization of irrigation systems. The 
increase in irrigation consumption is less than the increase in potential irrigation con­
sumption in the developing countries. In other words, there is a bigger gap between ac­
tual irrigation and the amount of irrigation that could potentially take place, creating an 
agricultural water scarcity. In turn, the water scarcity for agriculture will threaten the ad­
equacy of food supplies. Food imports will increase in developing countries, straining 
their ability to finance the imported food. Hunger among the world's poorest citizens 
will increase. 

If economic conditions deteriorate in the coming decades, the Water Crisis scenario 
could materialize. Governmental investments in water resources, agriculture, and irrigation 
would decline, as would agricultural efficiency. Water withdrawals for irrigation would be 
greater than in the Business-As-Usual scenario, but because of inefficiency, gains in food 
production would not keep pace with population growth. Water demand in the growing 
urban areas would be very high and governments would be unable to increase access to 
treated water for domestic and industrial use. RLqing food prices would be the result of the 
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Water consumption for nonlrrigation uses and Irrigation, by area between 1995 and 2025 assuming a 
Business-As-Usual scenario. Source: International Food Polic:y Research Institute. 

Water Crisis scenario (Figure 1.12), reaching 40% for rice, 80% for wheat, and 120% for 
maize. Developing countries would be hard hit by these price increases, and per capita 
consumption of cereal grains would be lower in 2025 than 1995 levels. The human and 
economic consequences of this scenario would be severe, and the growing gulf between 
developed and developing countries would lead to JPOlitical unrest and global economic 
instability. 

The most optimistic scenario for world water resources is the Sustainable Water 
scenario. In this model, adequate water would be available for agriculh1ral purposes 
and all urban households would be connected to treated water. These favorable out­
comes would be realized through greater agricultural efficiencies driven by a strategy 
of higher water prices and governmental investments in improved irrigation technology 
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and crop research to improve yields. Groundwater usage will be regulated to sustain­
able yields. With improved efficiency, water consumption will be lower than in the 
Business-As-Usual scenario (Figure 1.13). The water saved is diverted to wetlands and 
other environmental purposes, thus enhancing environmental quality. Food production is 
slightly higher and food prices are lower in the Sustainable Water scenario relative to the 
Business-As-Usual model. 

The International Food Policy Research Institute models indicate that sustainable water 
resources can be achieved in 2025 for a world population of 8 billion people, but only if ap­
propriate policy changes are implemented. Obviously, a high degree of international coop­
eration will be necessary to achieve this goal. Even if the Sustainable Water Resources 
model can be achieved, it must be extended to accommodate another 2 billion people at the 
stable population level of 10 billion. The continuing chaUenge to use our finite water re­
sources wisely as the population grows will be a daunting task for humankind. 
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Climate Change 
The threat of worldwide climate change driven by the burning of fossil fu eLq is a scenario 
that has received increased attention in the past few years. The potential effects are omi­
nous- melting of the polar ice caps to raise sea level and inundate low-lying coastal areas; 
intensification of damaging storms; and alteration of regional weather patterns with dLqas­
trous implications for agriculture. Concern and research into these potential threats are 
certainly warranted. Geologists play a major role in any discussion of climate change, 
based on their perspective on past climate. For climate is constantly changing, with or 
without human interference. Geologists have found increasingly sophisticated ways to in­
terpret the causes and effects of past climatic changes. Our purpose here is merely to in­
troduce some of the major issues of climate change- both natural and human induced. 

In recent decades, tremendous amounts of data on paleoclimates have been collected. 
One of the best sources of information has been the thick ice sheets on Greenland and 
Antarctica. Cores of ice extracted from these ice sheets have yielded data on climates back 
through several hundred thousand years of geologic time. The results have shown sur­
prising fluctuations of climate-drastic changes in temperature over very short intervals 
of time, decades in some cases. Attempts to explain these fluctuations, aside from major 
climatic changes that appear to be driven by changes in the earth's orbital movements, 
focus on interactions between the atmosphere and the oceans. The complexities of these 
interconnected systems cannot yet be fully understood. However, there is strong evidence 
that oceanic circulation plays a major role in climate change. Deep oceanic currents act as 
a hi1ge conveyor belt to transport heat and salt between the poles and the equator. It also 
appears that the conveyor belt operates in two dominant states-on and off. When the 
conveyor belt is on, warm moderate climates, such as those of the last 10,000 years of geo­
logic time, prevail. When the conveyor belt shuts down, sometimes very suddenly, the 
planet is plunged into a distinctly colder period. The causes for these switches have not yet 
been conclusively determined. 

The current concern for climate change is based on the functioning of the earth's at­
mosphere as a "greenhouse." As radiation from the sun is absorbed by the earth, it reradi­
ates energy back toward space. Gases within the atmosphere, including water vapor, 
carbon dioxide, methane, and others absorb this radiation, warming the earth's atmosphere 
in the process. Ice-core records, supplemented by direct measurements during the past 
100 years, indicate that the earth's temperature has increased (Figure 1.14). Although there 
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.A. FIGURE 1 .14 
Reconstructed changes in temperature, C02 concentration in the atmosphere, and carbon emissions 
from land clearing and fossil-fuel combustion for the last 1000 years. The data represent actual meas­
urements for the past century and estimates obtained from paleocllmate reconstructions using Ice­
core analyses and other sources for earlier data. Source: U.S. Global Change Research Program, 2000. 
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is some controversy about the data, the Intergovernmental Panel on Climate Change 
(Il'CC), which produced the temperature curve shown in Figure 1.14, concludes that the 
decade of the 1990s was one of the warmest, if not the warmest, during the past 1000 years. 
Possible causes for this temperature rise include the increases in C02 content in the atmos­
phere, which is the likely result of the burning of wood during clearing of lands in heavily 
forested areas such as the Brazilian rain forest and burning of fossil fuels for heating and en­
ergy purposes (Figure 1.14). 

Climate changes and effects are projected into the future using climatic models, with the 
assumption of increasing concentrations of greenhouse gases in the atmosphere. For exam­
ple, the average temperature in the United States is projected to rise between 3° and 9°F in 
the 21st century, using various models (Figure 1.15). Along with the rise in temperature, con­
sequences of rapid global warming could include melting glaciers and ice sheets, rising sea 
levels, changes in precipitation patterns and ecosystems, and more ftequent and intense 
storms. These phenomena would have significant impacts on the human population. How­
ever, the sophistication of climate models has not progressed to the degree that they can 
make accl.trate predictions of all the interactions and feedbacks in the complex atmospheric 
and oceanic systems that control climate. One scenario, in fact, suggests that global warming 
could actually flip the switch of oceanic deep circulation and plunge the earth into a colder 
period. This model is conceptually illustrated in Figure 1.16. An increase in freshwater flux 
to the North Atlantic could dilute surface water to the extent that it would no longer sink to 
the bottom to drive the oceanic conveyor belt. Such an increase in fteshwater flux could be 
driven by melting glaciers in Greenland and by the melting of sea ice in the Arctic Ocean. In 
Figure 1.16, we would currently be on the upper line moving to the right, with greater fresh­
water flux. At some critical threshold, the conveyor belt would be shut down or severely 
weakened and the temperature woi.tld drop suddenly into the cold mode corresponding to 
decreased oceanic deep circulation. This mode woi.tld persist until freshwater flux decreases 
(lower line) and another threshold would be crossed, allowing deep-water circulation to 
recommence. At that point, the temperature would rise to the upper line again. 
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Although this scenario is interesting, we have no idea how close we are to either of the 
critical thresholds. Only through advances in climate modeling will we be able to make an 
informed guess about the future of the earth's climate. This challenge will be in the forefront 
of scientific research in the next few decades, along with the challenge of dealing with the 
impacts of climate change, whatever they might be. 

Application of Geology to Engineering and Environmental 
Science: Meeting the Challenges 
Solutions to the looming problems that could be caused by population increases, energy 
and water shortages, and climate change will be solved by current and future genera­
tions of scientists and engineers through research supported by governmental and pri­
vate organizations. Engineering is the utilization of science in the solution of practical or 
technological problems. Practical problems that are most likely to require the application 
of geology include problems found in the traditional areas of construction, mining, pe­
troleum development, and water resources development and management. Innovative 
solutions to environmental problems such as waste disposal are likely to occupy engi­
neers and environmental scientists more and more in the futur'I!. An excellent example is 
the critical problem mentioned earlier concerning the disposal of high-level nuclear 
waste. The solution to this problem is being addressed by an intensive collaboration be­
tween engineers, geologists, and other environmental scientists. The increasing popula­
tion of the world is going to compel the construction of mori! roads and buildings; it will 
necessita te the location and extraction of more metallic, nonmetallic, and energy re­
sources; it will increase the risk of loss of life and property in natural disasters; and it 
will intensify the pressure on our natural environment. For all these reasons, geology 
will continue to play a critical role in engineering and environmental science in the im­
mediate and distant future. 
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... FIGURE 1.17 
Collection of a soil sample by using a truck-mounted 
auger. Source: Photo courtesy of USDA Soil Conservation 
Service. 

Geology and the Construction Site 
In the realm of civil engineering, there are two basic ways in which geology must be consid­
ered. First, the geologic setting of the construction site must be described and characterized. 
This is accomplished by mapping the distribution of geological material'> and by collecting 
and testing samples of rock and soil from the surface as well as from below the surface of 
the site. The problem with these procedures is that nah1ral materials are rarely homoge­
neous or continuous. Because of the high costs involved in drilling, sampling, and testing 
during site investigation (Figure 1.17), the prediction of certain engineering properties of 
the geologic materials and their response to engineering activity often relies on a thor­
ough understanding of the origin and geologic history of the rocks and soils present. The 
amount of geologic investigation that is necessary depends upon the cost, design, pur­
pose, and desired level of safety of the project. A dam across a canyon above a city requires 
a much more detailed investigation than a typical S1!.lburban housing development. Fail­
ures of large engineering projects, although very rare, often can be attributed to an inade­
quate understanding of the geology of the site. 

The second major interaction between geology and engineering concerns the threat of 
hazardous geologic processes. This problem is often more relevant to the location of the 
structure rather than to its design or constn1ction. The list of hazards includes spectacular 
geologic events such as volcanic eruptions, tsunamis, earthquakes, landslides, and floods 
(Figure 1.18). Other less sensational processes, such as land subsidence, soil swelling, frost 
heave, and shoreline erosion, result in billions of dollars of property damage in the United 
States every year. 

The critical task in dealing with geologic hazards is how to predict where and when 
these events will take place. Often, the problem of wlhen the hazardous process will occur 
is more difficult than where. Although geologists have made great strides in understand­
ing the causes and effects of natural hazards, the ability to predict the place and, particu­
larly, the time of a hazardous event remains an elusive goal. 

An important characteri..qtic of natural hazards is that there is usually a statistical rela­
tionship between the magnitude and frequency t1f the event. Magnitude is an indication of 
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.A. FIGURE 1 .18 
Damage from the Big Thompson flood of 1976 in Colorado, an event of high magnitude and low fre­
quency. Source: W. R. Hansen; photo courtesy of U.S. Geological Survey. 

the size or intensity of an event; the amount of energy released by an earthquake, the size 
of a landslide, or the amounts of flow in a flood are examples of magnih1de. The frequency, 
on the other hand, is a measure of how often, on the average, an event of a particular size 
will occur. Frequency can be expressed as the probability of occurrence within a specific 
period, or the recurrence interval of the event. A flood with a 1% chance of taking place 
within a period of any one year has a recurrence interval of 100 years. 

Careful recording of floods and other types of hydrologic data indicates that there is 
an inverse relationship between magnitude and frequency (Figure 1.19). These data can be 
fitted to the equations of theoretical statistical distributions with the result that the proba­
biUty of events of high magnitude and low frequency can be predicted. Other geologic 
processes, including earthquakes and landslides, seem to follow a similar pattem. lEngineers 
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The relationship between magnitude and recurrence 
interval for floods from a hypothetical river. Each point 
represents the magnitude and calculated recurrence 
interval of a particular flood. 
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... FIGURE 1 .20 
Economics of the design of hydraulic structures. The 
optimal cost of the structure is associated with an 
event of moderate recurrence interval. Source: From 
J.E. Costa and V. R. Baker, Surficlal Geology: Building with 
the Earth, © 1981 . Reprinted by permission of John Wiley 
&: Sons, Inc., New York. 
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should understand this relationship and remember not to overlook the possibility of a 
destructive event of large magnihtde. Critical structures such as nuclear power plants, 
schools, and hospitals must be designed to withstand large, infrequent events. 

When certain or extensive loss o.f life is not a prime consideration in an engineering 
project, the economics of the project must also be considered in terms of the magnitude­
frequency relationship. For example, a bridge that is built to withstand a flood of very high 
magnitude and low frequency would have high initial costs but low maintenance costs 
because the smaller, more frequent floods would cause little damage. Alternatively, the 
bridge could be built to withstand only small floods. In this case, the initial construction 
costs would be lower, but the maintenance costs would be higher because smaller floods 
that might damage the bridge are more frequent than large floods. In order to minimize 
the long-term costs of the structure, both initial costs and maintenance must be considered 
(Figure 1.20). The optimal total cost would be realized by designing the bridge for a flood 
of moderate recurrence interval. 

Development of Natural Resources 
The search for mineral deposits and petroleum is carried out by geologic exploration. When 
a resource is located, it must be delineated and assessed in order to determine if it is eco­
nomically recoverable. If it is determined to be so, the extraction of the resource is conducted 
by mining and petroleum engineers. These engineers must have a sound knowledge of ge­
ology because of the geologic conditions of the location and the characteristics of the deposit. 

Mining engineers supervise mine design and operation, including reclamation of the 
site (Figure 1.21). Environmental scientists are heavily involved in the reclamation process, 
both from industry and regulatory positions. The geologic and hydrologic setting of the 
deposit and the site influence many decisions that m1L1st be made in the process. 

The production of petroleum often involves drilling through great thicknesses of rock 
(Figure 1.22). The drilling process requires the petroleum engineer to be familiar with all 
relevant physical and chemical conditions that may be encountered at various depths. 
This geologic knowledge must encompass a broad range of solutions to problems associ­
ated with rocks, liquids, and gases that are present in the subsurface. If a petroleum reser­
voir is located, petroleum engineers must develop it in the most efficient and economic 
manner possible. Extensive information must be gathered concerning the size, shape, and 
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.A. FIGURE 1 .21 
Extraction of coal from an open-pit mine in central North Dakota. About 20 m of overburden has 
been removed above the coal bed . 

.A. FIGURE 1 .22 
A drilling rig exploring for oil in the Williston Basin, North Dakota. 

rock characteristics of the reservoir. New technologies are constantly being tested to pro­
duce the maximum amount of oil possible from each reservoir. 

Water Resources and the Environment 
The development and protection of water resources is becoming one of society's most im­
portant concerns. Future increases in water supply are going to rely more heavily upon 
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.._ FIGURE 1.23 
Crop lrriga.tion places a heavy demand upon water resources. Source: Photo courtesy of USDA Soil Con­
servation Service. 

groimdwater than surface water. The occurrence, movement, and quality of groundwater 
is therefore a matter of great significance. Engineers and geologists together are develop­
ing techniques to manage the utilization of groundwater supplies to ensure their availabil­
ity for the future. Oven1se of groundwater for irrigation or other needs can lead to depletion 
and exhaustion of the supply (Figure l.23). 

Along with the need to wisely develop groundwater resources is the increasing neces­
sity of p11otecting the chemical quality of grotmdwater. Past, and perhaps present, waste 
diqposal and land-use activities have contaminated groundwater supplies in all parts of the 
United States. Development of new methods to rehabilitate grotmdwater reservoirs will re­
quire the talents of a wide variety of environmental scientists and engineers. Geology will 
be critical to the effort because an understanding of the subsurface geologic environment is 
necessary for dealing with any aspect of groundwater occurrence or movement. 
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CHAPTER 

The Earth and 
Its Systems 

People study geology- the science of the earth- for different reasons. 
Even among those who become professional geologists, there is a great 

diversity in purpose and objective. For engineers, an understanding of geol­
ogy is a tool that is utilized in the design and construction of any structure 
that is in contact with the earth or that interacts with its natural materials in 
any way. For environmental scientists, the geology of a site controls both the 
distribution and movement of contaminants below the ground surface and 
the selection of methods used for environmental cleanup. 

Unfortunately, the application of geology to engineering and! environ­
mental science is not a simple task. One cannot refer to a manual for the solu­
tion to a geologic problem. Instead, the solution must come from experience 
and judgment, qualities that are based on a sound knowledge of the funda­
mental principles of geology. For this reason, engineers and environmental 
scientists must approach geology as they approach chemistry or physics: as a 
science that must be assimilated by thorough and systematic study. 

In recent years, the way in which geologists and other scientists view 
and study the earth has dramatically changed. Geology, like other sciences, 
used to be a separate and distinct field of study-with minimal interactions 
with chemistry, physics, and biology, except where necessary to address a 
particular problem. The crux of the revolution in geologic thinking is con­
sidering the earth as a dynamic system, one that is constantly changing and 
one in which components or subsystems interact with each other to pro­
duce the changes that we can observe or changes that occurred in the past. 
The study of these past changes, using evidence of many types that has 
been left behind, is a big part of what geologists do. Environmental scien­
tists have played a big role in this revolution because you can't explain 
what is happening in one part of the environment- the atmosphere, for 
example-without knowing what is going on in the oceans or other parts of 
the environment. 

Although it is enticing to think of the earth system as a whole, an ap­
proach that is encouraged by viewing the planet from outer space (Figure 2.1), 



... FIGURE 2.1 
The earth as It looks from space. The litho­
sphere, hydrosphere, and atmosphere are all 
clearly visible. At their interface is the bios­
phere. Hurricane Andrew, about to strike the 
Louisiana coast, is visible in this image taken 
on August 25, 1992. Source: NASA. 
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where realizing the relationships between the land, the sea, and the atmosphere is unavoid­
able, in practice, however, it is necessary to examine individual components t)f the systems 
in detail, without losing sight of the fact that all components interact with all other compo­
nents. One way to subdivide the system is to think of the earth system as being composed of 
four components, or spheres-the lithosphere, atmosphere, hydrosphere, and biosphere 
(Figure 2.2). These systems overlap with each other in more ways than we can probably 
even conceive. As biological organisms, we live in the biosphere, but our life is dependent 
upon all of the other components. Because thiq is a geology text, we will spend more time on 
the lithosphere than the other components. We cannot forget, however, that we live in the 
biosphere, which lies at the interface of the three other subsystems of the earth. We spend 
most of our time on the earth's solid surface or in structures that rest on the uppermost sur­
face of the lithosphere, but our species is critically dependent upon processes occurring in 
the atmosphere and hydrosphere. 

The Third Rock from the Sun 
The earth is a good example of an open system, one that receives matter and energy from its 
surroundings. The role of the Sun's energy in earth systems will be summarized later in 
this chapter. As we all know, the earth does not exist alone in space, but is itself part of a 
larger system, the solar system. It is difficult to understand the earth as it is today without 
knowing how it evolved throughout its history. 

The Solar System 
The planet on which we live is only one of nine planetary bodies that revolve around 
the Sun in the solar system (Figure 2.3). To put Earth in its proper perspective, we 
should briefly examine the characteristics of our planetary neighbors. One of the most 
basic obs·ervations is that there are two groups of planets: four smaller planets orbiting 
close to the Sun and four larger planets occupying the outer reaches of the solar system. 
The ninth planet, Pluto, is somewhat of an exception to this grouping. The inner, or terr­
estrial, planets are dense bodies mainly composed of iron and silicate (containing the 
element s ilicon) rocks. The four giant planets are much lighter in density because of 
their gaseous composition. 
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Atmosphere 

Hydrosphere 

"'- FIGURE 2.2 
The biosphere, atmosphere, hydrosphere, and lithosphere, four overlapping components of the earth 
system. Source: Modified from Fred T. Mac.kenzie, Our Changing Planet: An Introduction to Earth System Science 
and Global Environmental Change, 2nd ed ., © 1998, p. 10. Reprinted by permission of Pearson Education, Inc., 
Upper Saddle River, N.J. 

Although many ideas have been proposed to explain the origin of the solar system, 
this question is still a matter of debate. In the most commonly accepted current hypothe­
sis, the history of the solar system begins about 4.6 billion years ago with a large diffuse 
mass of gas and dust slowly rotating in space, a solar nebula. The matter in the solar nebu­
la was just a tiny part of the primordial material produced in a huge explosion, the Big 
Bang, which is thought to have occurred about 15 billion years ago. About 10 billion years 
after the Big Bang, our solar nebula began to contract, due to gravitational forces, and to 
increase its rotational velocity. At some point, a concentration of matter formed at the cen­
ter of the nebula. Compression of matter raised its temperature to the point at which nu­
clear fusion was initiated. Thus the Sun, a body composed of 99% hydrogen and helium, 
was born. The matter rotating around the newly formed Sun gradually cooled and con­
densed into the nine planets. The heavier elements in the solar system were inherited 
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from earlier cycles of star formation and destruction during the time between the Big 
Bang and the formation of the solar system. Destruction of stars is accompanied by a 
giant explosion known as a supernova, which provides enough energy for the formation of 
the heavy elements. 

As the planets began to develop through the repeated accretion of smaller bodies that 
crashed into them and added to their mass, their final composition was controlled by their 
initial position in the nebula with respect to the Sun. Because the temperature was highest 
in the vicinity of the Sun and decreased with distance away from the Sun, the terrestrial 
planets were formed of material with relatively high boiling points. Thus Mercury, Venus, 
Earth, and Mars are dense bodies of iron and silicate rocks. In fact, four elements-iron, 
oxygen, silicon, and magnesium-make up about 90% of these planets. Volatile elements 
were carried away from the inner part of the nebula by matter streaming from the Sun and 
perhaps by the inadequate gravitational pull of the terrestrial planets before they attained 
their total mass. Volatile gases like water, methane, and ammonia were driven to the cool­
er regions of the giant planets. Jupiter, Saturn, Uranus, and Neptune retained their 
volatiles because of their greater gravitational attraction, and they are therefore more sim­
ilar in composition to the original solar nebula. 

Differentiation of the Earth 
After the initial condensation of the earth, its internal structure was very much different 
than at present. It probably consisted of a homogenous accumulation of rock material. At 
this point, heating of the earth must have taken place. The impacts from smaller bodies of 
accreting matter in the solar nebula, planetesimals, were major contributors to the rise in 
temperature-their kinetic energy was transformed into heat upon collision with the 
growing planet. Compression of the newly condensed matter and the energy released by 
the decay of radioactive elements disseminated throughout the earth also helped raise the 
temperature. Many scientists believe that during the first 500 million years of the earth's 
accretion from smaller bodies, a giant impact might have taken place. The impacting body 
may have been so large that it tilted the earth's axis to its current angle of 23° and brought 
the temperature of the young planet to or near the melting point. The debris blasted from 
the collision accreted within the earth's orbit to form the moon. The consequence of the 
temperature rise was that the melting point of iron and nickel was exceeded. These dense 
molten elements formed immiscible globules in the magma ocean that existed at the 
earth's surface and began to migrate toward the center of the earth (Figure 2.4). Gradually, 

Crust 

... FIGURE 2.4 
Sinking of molten iron and nickel toward the center· of the 
earth to form its core. During early melting or partial melting 
of the earth due to impacts of planetesimals from space, iron 
and nlckel segregated Into dense, Immiscible globules, which 
sank to form the core at the center of the earth. Planetesimals 
may have already been differentiated by radioactive heating 
prior to Impact. Source: John A. Wood, Solar System, The, 
2nd ed.,«:> 2000, p. 77. Reprinted by permission of Pearson Educa­
tion, Inc., Upper Saddle River, N.J. 



... FIGURE 2.5 
Internal structure of the earth. 
Source: From S. Judson, M. E. Kauffman, 
and L. D. Leet, Physical Geology, 7th ed., 
e 1987 by Prentice Hall, Inc., Upper 
Saddle River, N.J. 
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a molten iron core began to develop at the earth's center. This process released gravita­
tional energy in the form of heating, leading to more melting and partial melting. The end 
result was a density-stratified planet (Figure 2.5). The dense core was overlain by a mantle 
composed of i.ron and magnesium silicate rocks. The lightest materials accumulated in a 
very thin layer near the surface to form the crust. 

The age of a rock sample can be determined by the abundance of certain radioactive 
elements. This method will be explained later in this chapter. Although the oldest rocks 
on the earth are about 4 billion years old, the planet itself is considered to be about 4.6 
billion years old. Our estimate for this age comes from dating meteorites that fall to 
Earth. These rocky fragments consistently yield ages of 4.5 to 4.6 billion years. They are 
considered to be composed of material formed at the time of origin of the solar system. 
The oldest rocks dated from the moon have similar ages, suggesting that the giant im­
pact that formed the moon occurred very early in the earth's history. Why are there no 
rocks on Earth from the period of time between 4.6 and 4.0 billion years ago? The an­
swer is that the period of time between the accretion of the earth at about 4.6 billion 
years and the formation of the oldest existing rocks at 4.0 billion years may be account­
ed for by the stratification or differentiation of the earth. The original rocks may have 
been melted and their components redistributed into the core, mantle, and crust during 
this interval. 

The Earth's Heat Engine 
After differentiation of the earth produced a planet stratified by density and temperature 
with a partially molten core of iron-nickel alloy, a cooler mantle composed of silicate 
rocks, and a rigid crust made up of the least dense rock materials, the planet began to 
function as a giant heat engine, a mode of operation that continues to the present day. The 
engine is powered by the flow of heat from the partially molten core to the cold outer sur­
face. The inferred distribution of temperature, pressure, and den.qity in the earth is shown 
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<II FIGURE 2.6 
Physical conditions In the Interior of the earth. The In­
ferred temperature profile of the earth passes above 
the melting point curve In the region of the earth's 
outer core. Source: From E. A. Hay and A. L McAlester, 
Physical Geology: Prindples and Perspectives, 2nd ed., 
l!i> 1984 by Prentice Hall, Inc., Englewood Cliffs, N.J. 

in Figure 2.6. To fully understand the operation of this engine, it is necessary to take a 
closer look at the internal layers of the earth. The boundary shown between the crust and 
mantle in Figure 2.5 was detected by a rapid increase in the velocity of seismic waves 
traveling through the earth. The boundary itself, the Mohorovicic discontinuity, or the 
Moho for short, has been recognized since the early 20th century. The Moho ranges in 
thickness between 5 and 10 km beneath the ocean floors to about 40 km beneath the con· 
tinents. The sharply increasing velocity of seismic waves at this interface probably repre· 
sents a change in rock type to denser silicate rocks in the mantle below. 

In the 1960s and 1970s, a new view of the earth's internal stn1cture began to emerge 
(Figure 2.7). This view allowed geologists to integrate data and observations from many 
diverse fields into a unifying theory of the earth's behavior, called plate tectonics. This the­
ory now forms the ba.qis of our understanding of the earth's large-scale internal behavior 
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Internal structure of the earth, showing location of the lithosphere and asthenosphere, formation and 
movement of rising mantle plumes, descending cold slabs, and several types of boundaries of litho­
spheric plates. Source: Jon P. Davidson, Walter E. Reed, and Paul M. Davis, Exploring Earth: An Introduction to 
Phys/cal Geology, 2nd ed., I!:> 2002. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.J. 

and also has many implications about geological processes that we can observe at the sur­
face as well. 

The new model considers the earth's molten outer core to be a very active zone of 
drculation. Movement is generated in the liquid outer core by convection (Figi1re 2.8). 
The liquid heated at the boundary of the solid inner core will become less dense than 
the surrounding liquid and a blob of it will slowly rise, as in a lava lamp. These rising 
currents are then modified by the rotation of the earth on its axis. Most currents in the 
outer core tend to terminate at the mantle boundary, where heat is then transferred by 
conduction. However, isolated vertical currents, or plumes, are able to continue rLqing 
through the mantle to the base of the crust. Circulation in the upper mantle is more vig­
orous because a zone lying between 400 and 670 km beneath the surface is very close to 
the melting point (Figure 2.6) and therefore plastic and easily deformable by hot, low­
density plumes rising through it. This zone of plastic deformation is called the ast­
henospltere. The more rigid zone above it, including the entire crust and uppermost 
mantle, is called the lithosphere. The interaction between mantle plumes rising through 

... FIGURE 2.8 
Convective heating of water in a pan may be similar to convection cells 
of mantle material that rise to the base of the lithosphere, spread laterally, 
and then descend. 
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the asthenosphere and the rigid lithosphere is really the crux of plate tectonics, and we 
will discuss this in more detail. A final note at this point is that the mass of the rising 
plumes of mantle material must be balanced, so that colder slabs of lithosphere are 
dragged down into the mantle (Figure 2.7). Thus, the earth's lithosphere has been con­
tinually recycled through the mantle since differentiation of the earth was complete and 
the great heat engine began to operate. 

Heat Flow 
The unequal distribution of volcanoes, hot springs, geysers, and other indications of high 
heat flow suggests that the flow of heat from the interior of the earth to the surface is not 
uniform. We have already mentioned the two major sources of internal heat-the molten 
core and cn1stal radioactivity. Heat flows whenever a temperat1.1re gradient exists; there­
fore, heat flows from the earth's core to its cooler surface. Three physical processes account 
for heat transport; these incl1.1de conduction, convection, and radiation. The importance of 
convection in heat transport thro1.1gh the mantle has already been described. Conduction 
is the atomic transfer of energy by vibrating atoms to adjacent atoms vibrating less rapid­
ly. The rate of heat conduction is a fun.ction of the temperature gradient and the thermal 
conductivity of the rocks through which the heat is flowing. Rocks are poor heat cond1.1c­
tors; fl1.1ctuations of temperat1.1re d1.1e to solar effects at the s1.1rface, for example, are felt 
only in the upper few meters of soil. By itself, conduction is therefore inadequate to ex­
plain the distribution of heat flow in the earth. In fact, heat that began to move outward 
from the center of the earth at the time of its origin would not yet have reached the surface. 
Radiation of heat is unlikely through rocks; therefore, convection must play a cri tical role 
in heat transport. 

The second major source of internal heat in the earth is radioactive decay. Since differ­
entiation, radioactive elements have been concentrated in the rocks near the earth's su.rface­
in particular, in granitic rocks that make up the majority of the earth's continental crust. 
Thus, radioactive heat production is most significant in the continental cru.qt. Heat flow 
measured at the surface is the sum of radioactive production from the crust and deep heat 
flow from the core. 

Variations in Heat Flow 
Heat-flow measurements have been made both on the continents and in the ocean basins. 
Continental heat-flow measurements are made by inserting temperature probes into holes 
drilled into the walls of mines and tunnels. In the oceans, temperature probes are driven 
into bottom sediments to measure the temperature. In both areas, measurements of tem­
perature changes with increasing depth are used to determine the temperature gradient. 
When the temperature gradient is multiplied by the measured thermal conductivity of the 
rock or sediment, the heat flow Lq obtained. 

Heat-flow values throughout the world can be related to the geologic setting of the 
point of measurement. In the ocean basins, high heat flow is found beneath the mid­
oceanic ridges (Figure 2.7). Midoceanic ridges are thought to be the surface manifesta­
tions of rising mantle convection currents. Volcanism in these areas forms new lithosphere, 
which moves laterally away from the ridges. Heat flow declines with distance from mid­
oceanic ridge crests and reaches minimum values over trenches. Trenches develop over 
subduction zones, where cold lithospheric slabs are dragged or pushed downward into 
the mantle. Subduction zones (Figure 2.7) constitute the descending plumes of convec­
tion current cells; thus heat flow is low in these areas. Iceland is a place where volcanism 
on a midoceanic ridge has been so intense that the ridge rises above sea level to form an 



... FIGURE 2.9 
Geyslr, the Icelandic geyser from which the name Is 
derived. Source: Photo courtesy of the author. 
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island. High heat flow in Iceland is immediately visible in the form of active volcanoes, 
geysers (a term that comes from a well-known example in Iceland called Geysir), and hot 
springs (Figure 2.9). 

On the continents, heat flow also varies, even though the radioactive heat component 
of total heat is relatively constant. Areas of high heat flow have had recent tectonic and vol­
canic activity. The Basin-and-Range Province of western North America is one such area 
(Figure 2.10). Volcanjgm and recent faulting have been common in the Basin-and-Range 
Province, so it is possible that a rising convection current or plume is present beneath this 
province. The high heat flow in this region is under study for possible production of 
geothermal energy. The Geysers geothermal plant in California (Figure 2.11) already pro­
duces 600 MW of electrical power from geothermal energy. Low continental heat flow oc­
curs in geologically old regions, like the Canadian Shield, that have been tectonically 
inactive for millions of years. 

The Earth's Magnetic Field 
A consequence of circulation of molten medal in the outer core is the earth's magnetic 
field, because metal conducts electricity. A dynamo is a device that generates electricity 
by moving a conductor through a magnetic field. The current generated in the dynamo 
will also create a magnetic field. Just how the earth's dynamo originally started is still 
somewhat unclear; however, if a small magnetic field was initially present, the principle 
of a self-exciting dynamo, one in which the movement of a conductor through a small mag­
netic field could create an electrical current that would in turn produce a stronger mag­
netic field, is often invoked. The magnetic field of the earth acts like a dipolar bar magnet, 
with its negative pole in the northern hemisphere (Figure 2.12). The axis of the bar mag­
net is roughly aligned with the earth's axis of rotation. Magnetic objects orient themselves 
along the magnetic lines of force radiating outward from the poles. The discovery of this 
phenomenon led to the development of the compass, whose positive end points to the 
magnetic north pole. 

The vertical angle between a line of force and the earth's surface Lq known as magnet­
ic inclination. This angle is zero, or horizontal, at the magnetic equator and 90°, or vertical, 
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(a) Map of the western United 
States showing location of the 
Great Basin area of the Basin­
and -Range Province. Sourc~: 
From E. A. Hay and A. L 
McAlester, Physical Geology: Prin­
ciples and Perspectives, 2nd ed., 
IC> 1984 by Prentice Hall, Inc., 
Upper Saddle River, N .J. (b) Dia­
gram of possible basin-and-range 
structure caused by rising mantle 
plume beneath. 



The Third Rock from the Sun 33 

.6. FIGURE 2.11 
Steam wells at The Geysers geothermal area, California. Source: Photo courtesy of U.S. Geological Survey. 

(a) Earth (b) Bar magnet 

.6. FIGURE 2.12 
Comparison of the earth's magnetic field to a bar magnet, with the negative pole in the northern 
hemisphere. The axis of the magnetic field is inclined 10.9° from the rotational axis. The positive nee­
d le of a compass points to magnetic north, which is close to· geographic north. Source: Robert J. Lillie, 
Whole Earth Geophysla: An Introductory Textbook for Geologists and Geophysicists, 1st ed., 11' 1999. Reprinted by 
permission of Pearson Education, Inc., Upper Saddle River, N.J. 
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<II FIGURE 2.13 
Declination Is the angle measured at any point on the 
earth's surface between the magnetic north pole and 
the geographic north pole. Source: From S. Judson, 
M. E. Kauffman, and L. D. Leet, Physical Geology, 7th ed., 
e 1987 by Prentice Hall, Inc., Upper Saddle River, N.J. 

at the magnetic pole. Because the magnetic and geographic poles do not exactly coincide, 
there is a small angle between the direction of a compass needle pointing to the magnetic 
north pole and the direction of a line pointing to the geographic north pole. This angle is 
known as magnetic declination (Figure 2.13). 

The earth's magnetic field has not remained constant since the inception of the mag­
netic field. Periodically, the magnetic field weakens and reverses itself so that the mag­
netic north becomes magnetic south and vice versa (Figure 2.14). During a magnetic 
reversal of this type, compass needles would actually point south! Many magnetic rever­
sals have been identified in rocks of different ages near the earth's surface. The study of 
magnetic reversals has actually provided a way to determine the age of the rocks when a 

(b) Reversed polarity 

"' FIGURE 2.14 
Configuration of the earth's magnetic field under normal and reversed polarities. Source: Robert J. Lillie, 
Whole Earth Geophysics: An Introductory Textbook for Geologim and Geophysicists, 1st ed., e 1999. Reprinted by 
permission of Pearson Education, Inc., Upper Saddle River, N.J. 
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known sequence of reversals can be recognized. Rocks that are magnetized in the current 
direction of the earth's field are known as "normal," and rocks that are magnetized with 
an opposite polarity are known as "reversed." 

Paleomagnetism 
As molten rock erupting from volcanoes cools, the atoms in magnetic minerals, one of 
which is known as magnetite, become aligned in the direction of the earth's magnetic field. 
This process occurs at a temperature called the Curie point, a temperah1re well below the 
melting point of the mineral. Once magnetism is acquired by the rock, it is retained unless 
the rock becomes heated above the Curie point. 

Measurement of a rock's magnetic declination and inclination can be made; such 
measurements are said to indicate the paleomagnetism of the rock. Paleomagnetic studies 
have yielded dramatic results concerning the history of the earth. For example, from decli­
nation and inclination values it is possible to determine the position of the magnetic (and 
therefore geographic) pole at the time of formation of the rock. One of the most fascinating 
results of paleomagnetic studies is that the magnetic poles have apparently moved great 
distances through geologic time. For several reasons, movement of the magnetic poles 
over grea t distances is not thought to be possible. Therefore, to explain the paleomagnetic 
results, it was proposed that the continents containing the rocks, rather than the magnetic 
poles, have moved over the earth's surface during geologic time. This was one of the main 
Jines of evidence supporting an early predecessor of the theory of plate tectonics called 
continental d·rift. 

The second form of evidence for continental drift was gathered when magnetometers 
were towed behind research ships crossing the oceans. These instruments were able to 
measure il:he magnetism of the rocks beneath the sea floor. When these ships crossed mi­
doceanic ridges, a remarkable magnetic pattern was discovered (Figure 2.15). At the crest 
of the midoceanic ridge, rocks of normal (that is, in the orientation of the earth's present 
magnetic field) magnetism were encountered. However, as the ship moved away from 
the midoceanic ridge crest, linear bands of rock were crossed that were magnetized in al­
ternately reversed and normal polarities. Even more exciting was the realization that 
these magnetic bands or stripes were symmetrical on opposite sides of the ridge crests. 
This was strong evidence that new oceanic crust was formed by volcanism at the ridge 
crest in the prevailing polarity of the earth's magnetic field. The new oceanic crust was 
then split apart, moving in opposite directions away from the ridge. When a magnetic re­
versal occurred, the rocks forming at the ridge crests would be of that polarity. Thus the 
magnetic bands were symmetrical about the ridge. This discovery became nearly ir­
refutable evidence for the formation of new lithosphere at mid oceanic plate margins. This 
theory became known as sea-floor spreading. It is considered to be one of the foundations 
of plate tectonics. 

M ajor Features of the Earth's Surface 
The earth's surface can be divided into two dominant topographic feah1res: the continents 
and the ocean basins (Figure 2.16). The rocks that Be beneath the continents differ greatly 
from the rocks of the ocean basins. Continental rocks are low in density and include the 
oldest rocks on the earth. These are the lowest density materials concentrated by differen­
tiation and subsequent recycling of the lithosphere. The ocean basins are composed of 
denser, younger rocks. Volcanic eruptions continually produce new oceanic lithosphere at 
places where mantle plumes reach the upper part of the mantle and cause volcanism in the 
crust. In later sections of this book, the rocks of the continents and ocean basins will be de­
scribed in more detail. 
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Symmetrical magnetic patterns across the Mid-Atlantic Ridge, Indicating that bands of newly formed 
rocks were magnetized at the ridge axis and that the bands were split apart during lateral movement 
in opposite directions. The black and stippled magnetic bands represent normal polarity, and the 
white bands beyond represent reversed polarity. Source: From E. A. Hay and A. l. McAlester, Physical 
Geology: Principles and Perspectives, 2nd ed., © 1984 by Prentice Hall, Inc., Englewood Cliffs, N.J. 
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The two predominant levels of the earth's surface: the continents and ocean basins. Source: From W. K. 
Hamblin, The Earth's Dynamic Systems, 4th ed., © 1985 by Macmillan Publishing Co., Inc., New York. 



The Earth's Gravity 
The force of gravity can be expressed as 
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(2.1) 

where F is the gravitational attraction between two bodies, m and Mare the masses, r is 
the distance between the bodies, and G is the universal gravitational constant. For a body 
at the surface of the earth, r and M become the radius of the earth and its mass, respec­
tively. If the earth were perfectly spherical, nonrotating, and uniform in density, the grav­
itation acceleration, or the acceleration of a freely falling body, would be constant 
anywhere upon the earth's surface. Gravitational acceleration varies from place to place, 
however, and it is these minor varia tions that make gravity measurements a very useful 
tool in geology. 

Measurement 
The unit of measurement used in gravity studies is the Gal, which equals an acceleration 
of 1 cm/sec2

. The average value of g (gravitational acceleration) at the earth's surface is 
about 980 Gal, although the measured values vary from place to place. These variations 
are attriblltted to (1) rotation of the earth, (2) topography, and (3) variations in density of 
near-surface rocks. Rotation affects gravity by causing a bulge at the earth's equator that is 
due to centrifugal force. The radius of the earth is thus greater at the equator than at the 
poles. The radius also varies from highlands to lowlands or to ocean basins. These depar­
htres from the ideal ellipsoidal shape of the earth cause minor changes in gravitational at­
traction across the surface (Figure 2.17). Finally, lateral changes in density of near-surface 
rocks can affect the value of g. The value of g would be greater over a region of dense near­
surface rocks si.1ch as basalt than over lighter granitic rocks at the same elevation. The 
magnihtde of these variations is on the order of milliGaLq (0.001 Gal) or fractions of a mil­
liGal. These minute variations are measured by instruments called gravity meters. A gravi­
ty meter consists of a weight suspended on a spring that expands or contracts according to 

... FIGURE 2.1 7 
Variations in gravitational attraction are caused by the 
earth's ellipsoidal shape, elevation differences, and dif­
ferences in density of crustal materials. Source: From 
E. A. Hay and A. L. McAlester, Physical Geology: Principles and 
Perspectives, 2nd ed., I!:> 1984 by Prentice Hall, Inc., Engle­
wood Cliffs, N.J. 
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• FIGURE 2.18 
Horizontal deflection of a plumb bob by the mass of a prominent mountain range. 

the local gravitational field. Despite this simple principle, gravity meters are extremely so­
phisticated, expensive instruments because of the precision they must attain. 

After a field measurement iq taken, it must be corrected before it will yield geologically 
useful information. One major correction resolves the effects of local topographic variations. 
For example, the presence of a nearby mountain range will deflect a pendulum from ilq verti­
ca I position because of the gravitational attraction caused by the mass of the mountains 
(Figure 2.18). The Bouguer correction adjusts the reading to represent a slab of uniform thickness 
above a hypothetical plane at sea level called the geoid (Figure 2.19). Also, a correction is ap­
plied to compensate for the material between the geoid and the point of measurement. This is 
known as the free-air correction. The final values are compared to an expected value, which is 
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<II FIGURE 2.19 
Corrections to measured gravity readings are neces­
sary to discover subsurface geological features. The 
topographic correction removes the effect of local 
variations in elevation. The Bouguer correction com­
pensates for a uniform slab of material between the 
geoid and tl)e point of measurement . The free-air cor­
rection results in a reading that would be obtained if 
the meter were at sea level. Source: From S. Judson, 
M. E. Kauffman, and L D. Leet, Physical Geology, 7th ed ., 
e 1987 by Prentice Hall, Inc., Upper Saddle River, N.J. 
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calculated for an ideal earth, the spheroid, with a homogeneous crust. Any differences be­
tween the corrected measurement and the expected value are due to local variations in density 
caused by the composition of near-surface rocks. These differences are called gravity anomalies. 

The s tt1dy of gravity anomalies has led to important theories about the earth's 
crust. For example, young mountain ranges typically yield large negative anomalies. 
This implies that rocks of low density extend to some depth below the mountain range. 
Ocean basins have positive anomalies, which indicates that the rocks beneath the ocean 
basins are denser than average. Thus, the density of near-surface rocks is inversely pro­
portional to their topographic position; regions of dense rocks usually lie below sea 
level, and mountain ranges are composed of lighter rocks. For example, a Bouguer 
anomaly profile across the United States (Figure 2.20) is drawn over a profile showing 
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Bouguer anomaly profile across the United States. The anomalies are negative over the Rocky Mountains 
because the crust is thick and the asthenosphere below it is hot and therefore lower in density than nor­
mal. The thin, cold, oceanic crust of the Atlantic Ocean leads to a positive anomaly. Source: )on P. Davidson, 
Walter E. Reed, and Paul M . Davis, Exploring Earth: An Introduction to Phys/eel Geology, 2nd ed., Cl 2002. Reprinted 
with permission of Pearson Education, Inc., Upper Saddle River, N.J. 
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<II FIGURE 2.21 
Comparison of the measured versus 
calculated deflections of a plumb 
bob near the Himalayas. The meas­
ured value is less because of the 
low-density root of the mountain 
range. Source: Jon P. Davidson, Walter 
E. Reed, and Paul M. Davis, Exploring 
Earth: An lntroduaion to Physical 
Geology, 2nd ed., 4':> 2002. Reprinted 
by permission of Pearson Education, 
Inc., Upper Saddle River, N.J. 

the internal structure. Negative anomalies are present over the Rocky Mountains because 
of the low-density "root" of continental crustal material in this area. Anomalies become 
positive over the Atlantic Ocean, which is underlain by thin, dense oceanic crust. Gravity 
measurements also have many practical applications. Masses of igneous rock that contain 
ore bodies often differ in density from the rocks that surround them. In addition, sedi­
mentary rock structures that trap petroleum may cause characteristic gravity anomalies. 

lsostasy 
The discovery that mountains had roots of low density came aboi1t by accident during the 
survey of India by Sir George Airy in the nineteenth century (Figure 2.21). Surveyors cor­
rectly assumed that the plumb bob set up on a plain near the Himalayas would be deflected 
laterally because of the mass of the high mountains projecting above the plains. The surprise 
came when the amount of deflection turned out to be much less than calculated, when the 
mountains were assumed to be simply resting on crustal material of higher density. The only 
way that this could be explained was that the mountains were underlain by low-density 
crust that extended significantly below the surface of the plain. It has since been verified that 
all mountain ranges have low-density crustal roots extending below them. In effect, moun­
tain masses are "floating" in the denser mantle rock like icebergs, which have a lower densi­
ty than water, float in the ocean. Ship captains are well aware that the thickness of the iceberg 
below the water is much greater than its projection above the water. This concept is known 
as the theory of isostasy. Although mantle rocks are rigid solids with respect to short-term de­
formations such as the propagation of seLqmic waves, they may behave as a viscous fluid 
over long periods of geologic time. The mountain mass is supported by buoyant forces in the 
mantle similar to the buoyancy that supports any floating object. 

Implied in tl1e theory of isostasy is tl1e idea that crustal masses establish a state of dy­
namic equilibrium with the mantle. Thus, the dense basalts of the ocean basins lie at a low 
elevation in comparison with lighter granitic mountain ranges, which float higher in the 
mantle. Any change in the mass of a crustal body will be reflected in changes in this 
isostatic equilibrium. For example, as mountains are slowly eroded, mass is removed and 
the low-density root is uplifted and is decreased in size because less support is required 
(Figure 2.22). Thus, the Rocky Mountains have deep roots in comparison witlh the old, 
eroded Appalachian Mountains, whose roots are much thinner than they were during the 
period following their formation (Figure 2.20). Isostatic equilibrium is also illustrated by 
the advances and retreats of glaciers. The heavy load of a glacier imposed upon the crust 
causes the crust to sink deeper into the mantle. When the ice melts and retreats, however, 
the load is removed much faster than the crust and mantle can reestablish isostatic equi­
librium . The slow uplift of the crust after glacial retreat is called isostatic rebound. Slow up­
lift of the crust is still going on, 10,000 years after the last glaciation (Figure 2.23). 



... FIGURE 2.22 
Isostatic equilibrium. (a) A moun­
tain range with a low-density 
crustal root. (b) Isostatic equilibri­
um is maintained by reduction in 
the size of the root as the mountain 
mass is slowly eroded. Source: From 
S. Judson, M. E. Kauffman, and l. D. 
Leet, Physical Geology, 7th ed., © 1987 
by Prentice Hall, Inc., Upper Saddle 
River, N.J. 
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One of the greatest accomplishments in geology during the past few decades has been 
the formulation of a new theory called plate tectonics. This theory revolutionized the sci­
ence of geology because it provided a comprehensive model that linked the internal be­
havior of the earth to its surface features. With plate tectonics, the distribution of 
earthquakes and volcanoes makes perfect sense. Plate tectonics integrated and replaced 
the earlie·r theories of continental drift and sea-floor spreading, incorporating heat flow, 
gravity, and magnetism into the new paradigm. The synergistic integration of fields of 
study that had previously been studied within a narrow focus led to many new discov­
eries and advances. 

According to the plate tectonics model, the uppermost part of the earth is divided 
into the upper, rigid lithosphere, which includes the older divisions of crust and upper 
mantle, and the underlying, warm, plastic asthenosphere. The lithosphere is broken into 
about 12 major plates, which slowly move laterally over the earth's surface (Figure 2.24). 
Plates are rigid slabs of lithosphere that move as a unit. Active geologic processes are 
concentrated, for the most part, at plate boundaries. Movement of lithospheric plates is 
driven by the convective flow of material in the asthenosphere (Figure 2.24). Rock in 
the asthenosphere is soft and plastic because it is. near its melting point. Upwelling 
plumes of hot mantle material impact the base of the lithosphere and spread laterally 
outward, cracking apart, or rifting, the lithosphere in the process (Figure 2.25). Volca­
noes erupt to form new lithosphere in the cracks formed as the plates split apart. The 
plates move until they reach a zone of downward fl ow in the asthenosphere. Here, the 
lithospheric plates are carried down, or subducted, into the asthenosphere and may be­
come partially melted. 
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.6. FIGURE 2.23 
Uplift in Scandinavia during the last 5000 years caused by glacial retreat. The contours are the elevations 
In meters of a shoreline that was at sea level 5000 years ago. Source: After R. K. McConnell, Jr., 1968, Viscosity 
of the mantle from relaxation time spectra of Isostatic adjustment, journal of Geophysical Research, 73: 7090. 

Evidence for Plate Tectonics 
Continental Drift 
One of the earliest precursors to the plate tectonics theory was put forth in 1912 by Alfred 
Wegener, a German meteorologist who proposed that the continents had moved great dis­
tances laterally across the earth's surface through geologic time. The shapes of the coast­
lines of Africa and South America, which would fit together like the pieces in a jigsaw 
puzzle if the continents were closer, was one of the main lines of evidence for this idea. 
Wegener's theory, which became known as continental drift, proposed that all the conti­
nents were once assembled into a huge continental mass called Pangaea (Figure 2.26) and 
that they then drifted apart to their present positions. 

In addition to noting the fit of continents, Wegener summarized geologic evidence 
suggesting that the continents were once joined together (Figure 2.27). This evidence in­
cluded several types. First, mountain belts, structural trends, and rock types found on dif­
ferent continents would be continuous if the continents were assembled as in Pangaea. 
Second, the distribution of numerous fossil species found on several continents could be 
explained if the continents had been originally joined. These species included land plants 
and animals that could not have crossed an ocean h1 colonize widely separated continents. 
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Third, rock types that form under specific climatic conditions were encountered in regions 
whose present climate is very different. For example, rocks containing coal and tropical 
plants were discovered in polar regions, and rocks formed by glaciation were mapped 
near the present equator. The locations of these rocks would be difficult to explain unless 
the land masses had moved into different climatic zones. 
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Wegener's hypothesis was largely discounted by scientists of the day because of the 
implausible mechanism to which he attributed the drift of continents. Wegener suggested 
that the granitic rock of the continents had moved laterally through the stronger, denser 
mantle rock. Other scientists quickly pointed out the mechanical impossibility of this 
process, and Wegener's ideas were ignored by most geologists for several decades. 

The Theory of Sea-floor Spreading 

In the first decades after World War II, tremendous advances in exploration of the oceans 
were realized. Topographic surveys of the ocean floor using sounding devices discov­
ered the immense midoceanic ridges positioned near the center of the ocean basins 
(Figure 2.28). Rock samples from the ridge crests were composed of fresh basaltic lava 
covered by very little sediment. The thickness of bottom sediment above bedrock in­
creases laterally away from the ridge crests, implying an increase in the age of the ocean­
ic crust with distance from the mid oceanic ridges. 

The most dramatic evidence perta:ining to the origin of the ocean basins was obta:ined 
from paleomagnetic sh1dies of the oceanic crust. The symmetrical bands of alternately 
magnetized volcanic crustal rock (Figi.1re 2.15) provided important evidence for the sea­
floor spreading theory, which proposed that new crustal material was formed by volcanic 
eruptions at the crests of the midoceanic ridges and that slow lateral movement of the 
crust away from the ridges was occurring. Other geophysical evidence suggested that the 
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layer in motion consisted of the crust and upper mantle, a layer that was subsequently 
named the lithosphere. This rigid slab could move laterally above a hot plastic layer called 
the nstl1enospherr. Thus, Wegener's basic premise was vindicated: Continents do indeed 
move laterally, but as part of a thicker, rigid slab that slides along above the weak as­
thenosphere. 

Plates and Plate Margins 
Plates can be thought of as slabs of lithospheric material that generally have interiors with 
boundaries marked by highly active geologic processes, including earthquakes and volcan­
ism. New lithosphere is being formed at divergent plnte boundaries, including the midocean­
ic ridges, and lithosphere is being destroyed or deformed at convergent plate boundaries, 
where plates collide. A third major type of boundary, transfomt faults, marks locations 
where plates are sliding laterally in opposite directions. Different geologic processes char­
acterize each type of plate margin. 

Divergent Plate Boundaries 
Divergent plate margins occur where rising convection currents in the asthenosphere 
nearly reach the earth's surface. The rising mantle material causes extremely high heat 



46 Chapter 2 

.. -.. c; 
it 

The Earth and Its Systems 

:cit;> """" 
.. 

800 kill 

Mld-A1lan11c Alone 

Rill 

Vertical e• aggore1ion 40: 1 

<fl FIGURE 2.28 
Discovery of mldoceanlc ridges 
was an Important step In the de­
velopment of the sea-floor 
spreading hypothesis. Dots show 
positions of earthquakes along 
the crest of the Mid-Atlantic 
Ridge. Soun:e: From B. C. Heezen, 
1960, The rift in the ocean floor, 
Scientific American (Oct) 
pp. 98-1, 0. 

flow, which causes the lithosphere to bulge upward. This expansion causes tension in the 
lithosphere, which cracks apart parallel to the boundary. Large linear blocks subside 
downward along faults to form rift vallei;s or grabens along the crest of the rift zone. Molten 
magma rises from the asthenosphere to fill the cracks, often reaching the surface as vol­
canic eruptions. The net result is that the plates on either side of the boundary are pushed 
apart and move in opposite directions. As they move in opposite directions, mew litho­
sphere is created by volcanic activity, and the process continues. Divergent boundaries can 
occur on the continents and in the ocean basins. Some of the characteristics of continental 
rifts are shown in Figure 2.29. The hot, low-density rocks produce a pronounced negative 
gravity anomaly over the rift. 

Divergent plate boundaries in the ocean basins are marked by the midoceanic ridges. 
These are similar to continental rift 2ones, except that only oceanic crust is broken apart 
(Figure 2.30). The ridges usually have a rift valley at the crest and abundant volcanic ac­
tivity. Crests of the ridges are often displaced by transform faults, which will be described 
later. These faults pass laterally into fracture zones. Iceland is unique in that the mido­
ceanic ridge rises above sea level. The central rift zone, containing a series of grabens, is 
clearly visible (Figure 2.31). Because new oceanic lithosphere is being continually created 
at midoceanic ridges, the age of the· ocean floor increases with distance from the mido­
ceanic ridge in both directions. This was clearly demonstrated by the discovery of sym­
metrical bands of magnetic anomalies flanking the midocean ridges. Based on the ages of 
the magnetic reversals represented by these bands, the age of the ocean floor can be 
mapped (Figure 2.32). 
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Characteri~tics of continental rifts, including uplift due to heating of t he lithosphere and upwelling of the 
asthenosphere. The decrease in density of the rocks below the rift causes a negative gravity anomaly. 
A graben develops as the center of the rift zone drops downward along faults. Source: Jon P. Davidson, 
Walter E. Reed, and Paul M. Davis, Exploring Eanh: An lntrodua/on to Physical Geology, 2nd ed., © 2002. 
Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.J. 

Rifting in the Red Sea has produced a divergent plate boundary separating the African 
and Arabian plates (Figure 2.33). Originally, the Red Sea rift was a continental rift, but it 
became an oceanic rift as the ocean flooded into the rift as the plates spread apart. This 
plate boundary joins two other divergent boundaries at a triple point. The eastern arm of 
the triple point is an oceanic rift zone passing through the Gulf of Aden, and the southern 
arm is a series of continental rifts known as the East African rift zones. These rifts contain 
active volcanoes such as Mount Kilimanjaro and huge lakes. 

Convergent Plate Boundaries 
Convergent plate boundaries mark the zone of contact or collision where plates move to­
ward each other. One of the plates, consisting of oceanic lithosphere, will be forced 
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_. FIGURE 2.30 
Divergent plate boundary In an ocean basin. The actual boundary Is marked by a midoceanic ridge. 

_. FIGURE 2.31 
Flank of a graben associated w ith one branch of the Mid-Atlantic rift in Iceland. The tilted block to the 
right of the river Is part of a downdropped central block of graben. Source: Photo courtesy of the author. 

downward below the overriding plate, a process known as subduction. The two general 
configurations of convergent margins are shown in Figure 2.34. If both plates are com­
posed of oceanic lithosphere, the margin is known as an oceanic convergent margin. Al­
ternatively, one plate may be composed of continental lithosphere; the margin is then 
known as a continental convergent margin. Both types have a descending lithospheric 
slab with a trench near the point of contact between the two plates. Trenches are linear 
troughs in the ocean floor that run along the plate boundary; they are sites of the great­
est water depths in the oceans. Another similarity between the two types is that melting 
of the overlying rocks of the asthenosphere is associated with the descending slab. This 
melting may be the result of release of water from the descending slab into the sur­
rounding asthenosphere. The effect of water would be to lower the melting point of the 
asthenosphere so that the rock would melt at the existing temperatures at that depth. 
Magma produced by melting rises toward the surface because it is less dense than the 
overlying rock and finally reaches the surface through volcanoes that build up above 
the melting point. 

There are also many differences between continental and oceanic convergent bound­
aries. Volcanism in oceanic convergent margins produces a line of volcanoes known as an 
island arc. These volcanoes must build up from the great depths of the sea floor and there­
fore constitute a line of islands located over volcanic centers rather than a continuous land 
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.A. FIGURE 2.32 
The age of the ocean floor defined by magnetic anomalies In the volcanic rocks that were formed at 
the mldoceanlc ridge and carried In opposite directions by plate movement. Source: Lee R. Kump, 
James F. Kasting, and Robert G. Crane, Earth System, The, 2nd ed., © 2004. Reprinted by permission of Pearson 
Education, Inc., Upper Saddle River, N.J. 

mass. Under some circumstances, lithospheric tension occurs over the si1bducting slab 
and a back arc basin develops with a spreading ridge similar to a midocean ridge. When 
compressional forces dominate, the back arc ba.qin does not form. 

The continental convergent margin involves the subduction of oceanic lithosphere be­
neath continental lithosphere, in which continental crust makes up the upper part of the 
lithosphere. Melting over the subducting slab aLqo occurs in this situation, but the line of 
volcanoes occurs on land instead of in the ocean. The Cascade volcanoes and the Andes in 
South America (Figure 2.35) are good examples of volcanism associated with continental 
convergent margins. 

Sediments eroded from continental or oceanic volcanic chains can play an important 
role in convergent plate margins. These sediments tend to accumulate in and near the 
trench, where subduction is taking place (Figure 2.%). As the lower plate is descending 
into the asthenosphere, the sediment is scraped off the plate, forming an accretionari; wedge. 
Because of the compressional forces at the point of plate convergence, sediment in the ac­
cretionary wedge is highly deformed, with structures such as thrust faults and folds that 
we will describe in detail in Chapter 8. Sometimes the rocks in the accretionary ridge are 
uplifted above sea level and can be directly observed in the island arc or continental plate. 

Transform Boundaries 
The third major type of plate boundary is the sltear, or transfo·nn, boundary. Lithospheric 
plates are sliding past each other along vertical fractu.res, known as transform faults, at 
these boundaries. Transform faults can connect segments of spreading ridges, spreading 
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.A. FIGURE 2.33 
Three divergent plate boundaries meeting at a triple point. The Red Sea rift separates the African and 
Arabian Plates and the Gulf of Aden rift separates the Arabian Plate from the Somali Plate. The southern­
most boundary is composed of discontinuous continental rift valleys in East Africa. 

ridges with subduction zones, or segments of subduction zones. Figure 2.37 shows a trans­
form fault between two spreading ridge segments. The transform fault, with the relative 
movement of the two plates shown, ends at the spreading ridge, even though fracture zon.es 
continue along the trend of the trangform fault beyond the ridge segments on both sides. 
Transform faults are present in both oceanic and continental lithosphere. The San Andreas 
fault, notorious for its damaging earthquakes in California and the even bigger earth­
quakes that could occur in the future, is one of the best examples of a continental trans­
form boundary, separating the Pacific Plate from the North American Plate. The relative 
motion of the plates, with the Pacific Plate moving northwestward relative to the North 
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Oceanic and continental convergent margins. (a) Island arcs and back arc basins are typical fea­
tures of oceanic convergent margins, as two oceanic plates converge. (b) Continental convergent 
margins develop when oceanic lithosphere Is subducted beneath a continental p late margin. 
Source: Jon P. Davidson, Walter E. Reed, and Paul M. Davis, Exploring Eanh: An Introduction to Physical 
Geology, 2nd ed., © 2002. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.J. 

American Plate, is shown on Figure 2.38. The San Andreas fault connects the subduction 
zone of the Juan de Fuca Plate with a spreading ridge in the Gulf of California. 

Interesting and important aspects of plate tectonics have not been mentioned in this 
brief introduction. We will discuss some of these in later chapters of the text, especially the 
association of earthquakes and volcanoes with plates and plate boundaries. 

Earth Surface Systems 
Just as th,e earth's interior can be thought of as a giant heat engine causing circulation of 
molten or nearly molten materials in the core and mantle-as well as continual constn1c­
tion and destruction of lithosphere in plate tectonic processes- the earth's surface is a dy­
namic place as well. Here, another engine drives the circulation of the oceans and the 
atmosphere and wears down crustal material uplifted by plate interactions. The energy 
source for this powerful engine comes through space to the earth from the sun. Most of the 
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The San Andreas fault, a prominent transform fault connecting the subducting Juan de Fuca Plate 
with the East Pacific Rise, a spreading ridge that has caused rifting in the Gulf of California. The por­
tion of California west of the San Andreas fault is moving northwestward with the Pacific Plate, and 
the area east of the fault Is part of the North American Plate. 

surfidal geologic phenomena that we will be discussing in this text- weathering, mass 
wasting, erosion, and deposition-all function because of interactions among the oceans, 
atmosphere, and energy from the sun. 

Atmospheric Clrculatlon 
Solar energy arriving at the earth is not equally distributed. Rays that arrive at and near the 
equator strike the planet directly, which concentrates the heat contained within a small area 
(Figure 2.39). In contrast, rays that arrive at the surface near the poles strike the earth in an 
oblique fashion, which distributes the same amount of energy over a larger area. This cre­
ates a heat imbalance on the earth's surface, with more heat and higher temperatures at the 
equator than at the poles. Whenever there is a temperature difference, heat will flow from 
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Unequal distribution of solar energy at the surface creates a temperature difference between the equa­
tor and the poles. Tilting of the earth's axis of rotation creates the seasons, as solar radiation is greater 
when either the Northern or Southern Hemisphere is tilted toward the sun and less when a particular 
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areas of higher to lower temperature, and one might expect that air masses would flow 
from the equator to the poles. There are a few complications, however. First the earth is tilt­
ed on its axis of rotation (Figure 2.39). This means that during part of the year, each hemi­
sphere is tilted toward the sun part of the time-when it receives more radiation than the 
other hemisphere-and away from the sun part of time-when it receives less radiation 
than the other hemisphere. We know these times as summer and winter. 

The equator to poleward circulation is broken into a series of cells spread over the 
globe. At the equator, where heating is most intense, air masses rise because they are less 
den_qe than surrounding air. They also become charged with water vapor evaporated 
from the oceans. As the air masses rise from the surface, air moves along the surface 
from the north and south to replace the rising air masses. This creates a convergence zone 
(Figure 2.40), which in this case is called the intertropical convergence zone (ITCZ). Air 
masses rise in the ITCZ to the top of the troposphere, where they are diverted poleward. 
Because water vapor condenses and falls from clouds that form as the air is rising, the air 
masses are becoming dryer as they move toward the poles. At about 30° north and 
south, the air masses begin to sink back toward the surface, producing a zone of high 
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Vertical cells of atmospheric circulation between the equator and 30° north and south generated by 
Intense heating at the equator. Deserts occur in the divergence zones that are set up at about 30° 
north and south of the equator. Source: Lee R. Kump, James F. Kasting, and Robert G. Crane, Earth System, 
The, 2nd ed ., © 2004. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.J. 

pressure. When they descend to near the surface, the flow splits apart, creating a divergence 
zone. The dry descending air at about 30° north and south produces two bands of deserts 
at those Latitudes. Air moving toward the poles from this divergence zone collides with 
air that sinks at the poles and flows toward the equator to create two more cells on each 
side of the equator, one between 30° and 60° north and south, and one between 60° and 
90° (Figure 2.41). The convergence zone at 60° north and south latitude creates an area of 
instability because warm air from the equator is forced over the cold air moving from 
the poles. This interface is known as the polar front, which is important because it gener­
ates storms that can produce precipitation. 

One final wrinkle in the atmospheric circulation is caused by the rotation of the earth. 
The west to east rotation imparts an apparent deflection to air masses moving in a north or 
south direction. This phenomenon, the Coriolis effect, will cause an air mass moving north 
in the northern hemisphere to be deflected to the east. It is really an apparent deflection be­
cause the air mass is just moving northward, but the earth is rotating to the east at the 
same time. The Coriolis effect modifies the movement of air masses in both hemispheres, 
as shown in Figure 2.41. 

The general circulation of the atmosphere just described explains a lot about global 
precipitation patterns (Figure 2.42). Ris ing air masses in the ITCZ produce a band of high 
precipitation along the equator, and divergence around 30° north and south creates some 
of the world's greatest deserts. When water vapor in the air masses condenses, it falls as ei­
ther rain or snow. Other factors, however, influence precipitation. Whenever an air mass 
moves over a continent, it must rise in elevation. When it crosses a mountain range, the 
rise is generally enough to cause precipitation on the windward side of the mountain 
range (Figure 2.43). This type of precipitation is called orograpl1ic precipitation. It explains 
why the westerly flow of air from the Pacific Ocean over the mountains along the western 
coasts of :the United States and Canada dumps its moish1re on the windward side. On the 
eastern side of the mountains, the air masses are dry and arid to semi-arid conditions pre­
vail. The orographic effect is also obvious in India (Figure 2.42), where the greatest rainfall 
amounts on earth, the monsoon rains, result from the flow of air masses over the Hi­
malayas. The global dL'>tribution of deserts (Figure 2.44) is a function of both divergence 
zones and orographic effects. 
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Circulation cells of the atmosphere associated with convergence and divergence. Source: Jon P. Davidson, 
Walter E. Reed, and Paul M. Davis, Exploring Earth: An lntrodualon to Physical Geology, 2nd ed., e 2002. Reprinted 
by permission of Pearson Education, Inc., Upper Saddle River, N.J. 
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.A. FIGURE 2.42 
Precipitation amounts over land In July. Source: From T. McNight, Phys/col Geography: A Landscape ApprecJo. 
tion, 6th ed., Cl 1999, by Prentice Hall, Inc., Upper Saddle River, N.J. 



... FIGURE 2.43 
Generation of orographic precipita­
tion as air masses move over moun­
tain ranges. Source: Jon P. Davidson, 
Walter E. Reed, and Paul M. Davis, 
Exploring Earth: An Introduction to 
Physical Geology, 2nd ed., © 2002. 
Reprinted by permission of Pearson 
Education, Inc., Upper Saddle River, N.J. 
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Distribution of arid and semi-arid regions on the earth. Sourc.e: From R. W. Christopherson, Geosystems: An 
Introduction to Physical Geography, 3rd ed., © 1997 by Prentice Hal l, Inc., Upper Saddle River, N.J. 

The Hydrosphere and Oceanic Circulation 
The occurrence and circulation of water on our planet is intricately linked to the bio­
sphere, atmosphere, and lithosphere. Water is critical to life on earth, the only planet in 
the solar system to contain liqi1id water. The circulation of the atmosphere drives the cy­
cling of water from the oceans to the continents and back to the oceans. This important 
cycle is known as the hydrologic ci;cle (Figure 2.45). Because of its atmospheric link, it is 
also a product of the sun's energy contribution to the earth. The small amount of fresh­
water in this cycle, about 3%, sustains most life-forms on Earth outside the oceans. The 
lithosphere becomes part of the hyd.rologic cycle because of the component of water that 
infiltrates below the surface and becomes part of the reservoir of water we call ground.­
water. As most surface-water sources are approaching the limits of their exploitation by 
humans, groundwater becomes very important for expansion of freshwater sources. The 
role of water and. the hydrologic cycle is important to many of the topics in this book. 
Within the interior of the earth, water plays a role in volcanism, earthquakes, and tectonics. 
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The hydrologic cycle. Source: )on P. Davidson, Walter E. Reed, and Paul M. Davis, Exploring Earth: An Introduction 
to Physical Geology, 2nd ed., II:) 2002. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.J. 

On the earth's surface, water contributes to nearly every surface geologic process and 
every geologic hazard. 

In keeping with our emphasis on global systems and cycles, the circulation of the 
ocea.ns is critically relevant to the earth's climate and, therefore, to its surficial geologic 
processes. In Chapter 1, we described the function of oceanic circulation in maintaining 
the earth's climate as a giant conveyor belt. Here, we expand upon that concept to get a 
more complete understanding of the oceans. An initial step Lq to divide oceanic circulation 
into shallow and deep components, because these two types of circulation are driven by 
different processes. The shallow circulation of the oceans is a response to the circulation of 
the atmosphere, modified by the configuration of the ocean basins and continents. When 
wind blows over the surface of the ocean, friction between moving air and water sets up 
ocean currents. The pattern of shallow ocean circulation is therefore similar to wind pat­
terns. In the ITCZ, strong easterly (blowing from the east) winds set up strong equatorial 
currents moving in the same direction. When these currents reach blocking land masses­
North and South America, for example (Figure 2.46)-the currents are diverted to the 
north and south. The current that moves north along the eastern coast of North America is 
known as the Gulf Stream. As it flows north like a huge river in the ocean, the midlatitude 
winds diverted toward the east by the Coriolis effect steer the ocean currents in the same 
direction. Thus, the Gulf Stream crosses the northern Atlantic to the coast of Europe. The 
southward diversion of the current along the European coast sets up a huge circulation 
cell, called a gi;re, in the North Atlantic. Similar gyres develop in the other ocean basins. 

The shallow circulation of the oceans, even though it only affects the upper several 
hundred meters of seawater, performs an important hmction, transporting heat from the 
equatorial regions to the polar regions. Northern Europe would be a cold, forbidding 
place if it were not for the moderating effect of the Gulf Stream. Oceanic currents that may 
be even more important to the earth's long-term climate involve deeper flow. These cur­
rents are known as thennohaline currents because their driving forces are a combination of 
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.6. FIGURE 2.46 
Shallow ocean currents-caused by wind circulation patterns, the Coriolis effect, and the distribution 
of the continents. Source: Lee R. Kump, James F. Kasting, and Robert G. Crane, Earth System, The, 2nd ed., e 
2004. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.J. 

temperature and density, which is partially a function of salt content. In high latitudes, 
surface waters become cooled by low air temperatures. The surface water can freeze in 
these extreme conditions, even though seawater has a lower freezing point because of 
its high salt content. When it does freeze, the salinity increases because of the removal 
of freshwater to form ice. The resulting water, now denser because of its higher salinity, 
sinks to form masses of bottom water, which only moves along the bottom of the oceans. 
This cold, dense water is generated in two places- near Antarctica and in the North At­
lantic Ocean. The deep circulation patterns are shown in Figure 2.47. The circulation 

.6. FIGURE 2.47 
General circulation of the deep oceans. Dark shading shows the deepest currents and light shading 
indicates intermediate return flows. Numbers refer to current fluxes in 106 m1/sec. Source: From A. L 
Bloom, Geomorphology, 3rd ed., IC> 1998 by Waveland Press, Long Grove, IL 
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pattern includes the deep water (shown in gray) and higher-level return flows (shown in 
white), which are still below the surface currents discussed previously. Research over the 
past few decades shows that global climate is closely related to this conveyor-like deep 
circulation of the oceans. Weakening or shutdown of the deep circulation could plunge 
the planet into a glacial period, in which ice sheets similar to those in Greenland and 
Antarctica would once again form over Canada and northern Europe, as they have 
formed many times in recent geologic history. When these midlatitude ice sheets reach 
their full extents, well south of Chicago in the United States, sea level drops about 100 me­
ters because of the water transferred from the oceans to the continental ice sheets. Al­
though perhaps not as imminent as global warming due to burning of fossil fuels, the 
next glacial age may not be too far in the future. 

Geologic Time 
Early Concepts of the Format ion of Rocks and the Earth's History 
The evolution of the science of geology was intimately involved with our understanding 
of geologic time. Modern Western Civilization evolved with a strong reliance on literal in­
terpretations of the opening chapters of the Bible. Early scientists applied these concepts to 
their observations of the natural environment. Accordingly, the earth was thought to be 
quite young, and its formation was attributed to a series of events that were rapid and cat­
aclysmic in intensity. Thi<> school of thought, which became known as catastrophisrn, held 
that the earth's surface was generally a stable, nonchanging place that had remained qui­
escent except for violent upheavals during which mountains were thrust upward from the 
plains and canyons were formed as the earth's surface was ripped apart. The related theo­
ry of neptunism involved the presence of a primordial ocean from which rocks at the 
earth's surface precipitated. A specific sequence of precipitated rocks, assumed to have 
formed as the ocean level dropped, was developed to account for observations of rocks 
that were made in western Europe. 

An important early contribution to geology was made by Nicolaus Steno (1638-1687), 
a Danish physician working in Italy. Steno observed the rocks exposed in cliffs and in 
stream banks, and he also studied sediment, particles of rock and soil being deposited by 
streams and in the Mediterranean Sea. He realized that the exposed rocks had many simi­
larities to the modern sediments he had seen, and he concluded that they had, in fact, orig­
inated as sediments at some time in the distant past. To formulate these ideas, Steno used 
true scientific thought because he recognized order in nature. 

Steno also stated three pri.nciples that are fundamental to modern geology. First, the 
Principle of Original Horizontality states that layers of sediment are always deposited in 
horizontal sheets, as can be observed when they are seen to be accumulating on the bed of 
a stream or ocean (Figure 2.48). Thus, when we see layers, or beds, of rock that appear to 
be tilted or folded (Figure 2.49), we must realize that subsequent events have deformed 
the originally horizontal beds. Second, Steno's Principle of Original Continuity states that 
accumulations of sediment are deposited in continuc)US sheets up to the pc)int where they 
terminate against a solid surface (Figure 2.48). There is no better illustration of these two 
principles than in the Grand Canyon (Figi.1re 2.50), where individual horizontal rock lay­
ers can be traced for miles along the side of the canyon. Steno's third principle, known as 
the Principle of Superposition, states that in a vertical sequence of sedimentary rock layers, 
the oldest layer lies at the base and each successive layer above is younger than the layer 
it overlies. Although this principle may seem intuitively obvious to us, in Steno's era it re­
quired acceptance of the radical idea that many rocks are formed by the gradual deposi­
tion of sediment, the same processes that can be observed to be occurring in a stream, 
lake, or ocean. 
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Principles proposed by Nicolaus Steno. These principles are essential to an understanding of sedimen­
tary rocks. Source: From E. A. Hay and A. L. McAlester, Physical Geology: Principles and Perspectives, 2nd ed., 
© 1984 by Prentice Hall, Inc., Englewood Cliffs, N.J. 

A more modem approach to the age and geologic history of the earth can be attributed 
to the ideas of James Hutton, an 18th-century Scottish farmer. Hutton challenged the ideas 
of catastrophfam and neptunism by proposing that the earth's surface is not a stable, un­
changing landscape. Instead, changes are occurring continuously, although mostly at very 
slow rates. Therefore, valleys are formed by the slow erosion of streams that flow within 
them, and mountains are uplifted gradually to their elevated positions. Hutton also sug­
gested that the rocks exposed on the landscape had been formed by the same gradual 
processes operating continuously, now and in the past. Jn place of neptunism, Hutton ad­
vocated plutonism, which explains the formation of igneous rocks by cooling from a hot, 
melted state rather than by precipitation from the ocean. 

These ideas are incorporated into hiq Principle of Uniformitnrianism, which stated that 
geological processes causing change on the earth are gradual rather than catastrophic and 
are the same processes that can be observed today. Uniformitarianism was adopted by one 

... FIGURE 2.49 
Beds of sedimentary 
rocks that have been 
bent into a fold from 
their origi111al horizontal 
orientation. Source: A. 
Keith; photo courtesy of 
U.S. Geological Survey. 
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• FIGURE 2.50 
In the Grand Canyon, horizontal beds of sedimentary rock can be traced for great distances. 
Source: J. R. Balsley; photo courtesy of U.S. Geological Survey. 

of the most influential geologists of the 19th century, Charles Lyell, whose textbook on ge­
ology was the standard of the day. Lyell interpreted uniformitarianism literally, believing 
that past geologic processes necessarily operated at their modern rates. This ach1ally im­
peded the progress of the science, because Lyell blocked the acceptance of important new 
ideas that contradicted his view of wniformitarianism. One good example was the revolu­
tionary new theory of glaciation and ice ages, which was presented to the scientific public 
by Louis Agassiz in the 1830s. This theory advocated a period of time in the past when 
great glaciers covered large parts of Europe and North America. Since this required a dras­
tic change from the present climate, Lyell rejected the theory and helped to suppress it for 
about 20 years, until the evidence for past glaciation became irrefutable. We now interpret 
the principle of uniformitarianism to mean that the physical and chemical laws governing 
natural processes have been constant throughout the history of the earth. It does not mean 
that the rates of natural processes are always constant or that drastic and rapid changes in 
geologic processes did not take place . The Principle of UnHormitarianism is often summed 
up by the phrase "the present is the key to the past," because it gives geologists the ability 
to interpret the origin of ancient rocks in terms of present-day geologic processes. The 
most important implication of Hutton's idea of uniformitarianism was that the earth and 
the rocks exposed at its surface are very old. A single exposure along the coast of Scotland 
emphatically drove this point home. The exposure consisted of horizontal beds of rocks 
resting upon tilted rocks of a different type (Figure 2.51). Using Steno's principles, Hutton 
realized that this exposure must represent a complex sequence of events that occurred 
over a great length of time. First, the lower sequence of rock beds was deposited in hori­
zontal layers of sediment (Figure 2.52). Next, these sediments hardened into rocks and be­
came deformed and tilted into their present orientation. Deformation of this type is 
associated with major movements of the earth's crust, the type of movement that may re­
sult in the lateral compression and vertical uplift of rocks to form a mountain range. It is 
interesting to imagine the awe that Hutton must have felt as he began to realize that the 
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.A. FIGURE 2.51 
The exposure of rock at Slccar Point, Scotland, studied by James Hutton. The unconformity (plane 
marked by lens cover and heavy white line) represents a long period of geologic time between the 
formation of the vertical rock beds in the lower part of the outcrop and the nearly horizontal rock 
beds overlying them. The geologic events involved in the history of these rock units are shown in 
Figure 2.52. Source: Photo courtesy of John Bluemle . 

... FIGURE 2.52 
Generalized sequence of events making up the geologic history 
of the rock exposure shown in Figure 2.51. (a) Deposition of the 
rocks of sequence A. (b) Deformation and uplift. (c) Erosion of 
the rocks of sequence A. (d) Deposition of the rocks of sequence 
8forming an unconformity between sequences A and 8. 
(e) Uplift aind erosion of both rock sequences as a unit . 

(a l 

(b) 

!/!!l//!l!I I/II 
(C) 

~~~~~~} e 
l//!!ll///!l///11//;} A 

(d) 

~~M~} s 
W/!ll/////!ll/l/!1 } A 

lel 



64 Chapter 2 The Earth and Its Systems 

"""=:::~....-~~~ 

4.&L n .. .\d .. !. !; .. 

.A. FIGU RE 2.53 

Sedimentary 
rocks 

Sediments 

The geologic cycle. Rocks in the earth's crust follow a cycle that includes deposition of sediments, forma­
tion of sedimentary rocks, conversion to Igneous or metamorphic rocks, and erosion to form sediments. 

next event in the hiqtory of that outcrop must have been a period of erosion representing 
an enormous amount of geologic time. A mountain range must have been gradually worn 
down by erosion to a low-lying plain on which the sediments of rock unit B were deposit­
ed, perhaps by a sea gradually spreading over the plain. The surface separating the two 
rock sequences is called an unconforrnity. The tremendous amount of time that these 
changes represent must have convinced Hutton that he was right about the great age of 
the earth. 

By studying rock exposures in many areas, Hutton reached the conclusion that rocks in 
the crust follow a pattern that has been repeated over and over again throughout geologic 
time. Hutton's chain of events is known as the geologic ct;cle (Figure 2.53). Although the 
cycle has no definite beginning or end, it is convenient to think first of sediments being de­
posited in continuous horizontal beds according to the principles of Steno. As successive 
layers are deposited, the beds near the base of the sequence become compacted and begin 
the transformation from sediments into sedimentary rocks, a process known as lithification. 

With continued deposition, the sedimentary rocks are deeply buried and subjected to 
higher temperatures and pressures. Under these conditions, the rocks are deformed; layers 
may be bent, broken, or heated to the melting point. The melting or partial melting of a 
rock produces magma, a molten liquid that can later cool to form an igneous rock. Magmas 
can also be produced from sources other than sedimentary rocks. If any type of rock is 
highly altered by heat and pressure but not to the point of melting, the original rock is 
changed to such a great degree that it is now called a metamorphic rock. The dose associa­
tion of deformation, metamorphism, igneous activity, and mountain belts S1.1ggests that 
these activities are all related. It was obvious to Hutton and most other early geologists 
that thick sequences of sedimentary rocks are intensely deformed and altered in the 
process t1f mountain building (Figure 2.54). 



.A. FIGURE 2.54 
An exposure of a metamorphic rock produced by alteration under high temperature and pressure. 
Source: C. C. Hawley; photo courtesy of U.S. Geological Survey. 
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The final step in the cycle occurs after the uplift of a mountain belt. Exposed to the de­
structive agents of gravity, wind, rain, and ice, mountains are gradually lowered by ero­
sion. The sediments prodi1ced by erosion are transported by rivers to the ocean, where the 
cycle can continue in a new location. Given enough time, mountain ranges can be worn 
down to gentle, low-lying plains. The interior of Canada contains regions of igneous and 
metamorphic rocks that once must have been at the core of towering mountains but now 
are reduced to an elevation barely above sea level. In the United States, both the Ap­
palachian and Rocky Mountains are following the path of the geologic cycle (Figure 2.55). 
The Appalachians are older and thus erosion has reduced them to a lower elevation than 
the Rockies. We now place the geologic cycle, with its partial explanation of lithospheric 
processes, in the larger context of plate tectonics. 
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.A. FIGURE 2.55 
The Grand Tetons, a mountain range consisting of igneous and metamorphic rocks. Uplift and ero­
sion have produced the striking, rugged topography. Source: Photo courtesy of the author. 

The controversy set off by Hutton's ideas raged in scientific circles for many years. 
It was not until the mid-19th century that uniformitarianism was accepted by the ma­
jority of scientists. Unfortunately, uniformitarianism was carried too far by early geolo­
gists and delayed acceptance of the ice ages and other ideas that required different 
conditions than currently exist. The work of Steno, Hutton, and many others paved the 
way for the recognition of geology as a modern science. The practice of geology re­
quires the observation of rock or sediments and the interpretation of the origin and se­
quence of events that has led to the present condition. The only change in this approach 
since the time of Hutton lies in the ever-increasing sophistication and complexity of the 
tools and instruments that scientists have available to sh1dy the evidence found in the 
natural landscape. In this respect, geology differs from other sciences because the inter­
pretations of past geologic events cannot be verified by experimentation. Geologic 
study is not unlike the procedure followed by a detective who collects clues and evi­
dence in order to solve a crime. 

Relative Time 
Geologists are, in part, historians. Our goal is to decipher the physical, chemical, and bio­
logical evolution of our planet from its origin to the present time. Like historians who 
study the history of the human race, geologists must have a method of determining the 
time at which varioi1s events in the earth's history took place. Imagine how difficult it 
would be to study the history of the United States if there were no concept of time; how 
could we comprehend the differences between the exploration of the West and the space 
program of the 20th century if we did not understand the amount of time and technologi­
cal progress that separates the two periods? 

Geologists in some ways face a much more formidable task in the investigation of 
the earth's history. There are no written records available. The only direct evidence that 
exists from the get)Jogic past is the sequence t)f rocks and sediments that we can observe 
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.A FIGURE 2.56 
Beds of sedimentary rock can be traced across areas in which they are not present by using correla­
tion based on the principles of Superposition and Original Continuity. 

at and below the earth's surface. Jn the 20th century, we have learned to use the natural 
radioactivity in certain types of rocks and organic materials to directly determine their 
age; with this method we can determine the absolute time of an event. Geologic pioneers 
like Hutton, however, did not have radioactive ag·e dating available to them. Hutton 
could only speculate about the amount of time represented by an unconformity in a 
rock exposure. Confronted with this problem, geologists began to work out the history 
of the rock record using relative time. This method is an attempt to construct a time scale 
based upon the relative ages of rock units by establishing their relationship to other 
rock units. 

Steno's Principle of Superposition is a useful tool in determining the relative age of 
sedimentary rocks. In an undisturbed layered sequen.ce, the beds are successively younger 
from bottom to top. Another method that can be used with sedimentary rocks is correlation, 
the tracing of rock units from one area to another. In addition, the Principle of Original 
Continuity can be used to extend the correlation of rock units with similar characteristics 
across areas in which the rocks are not present or are not exposed (Figure 2.56). 

More complicated rock exposures require additional techniques to establish rela­
tive time. The Principle of Cross-Cutting Relationships, for example, is particularly useful 
in some places. It states that any rock that cuts across or penetrates a second rock body 
is younger than the rock it penetrates. This principle is often called upon for interpreta­
tion of sequences containing igneous rocks that were forced (intruded) into existing 
rocks in a liquid state and then cooled to a solid state. Because the igneous rocks often 
cut across the layering of sedimentary or metamorphic rocks, they can be identified as 
younger than the rocks that enclose them (Figure 2.57). In some places a layer of ig­
neous rocks lies between two beds of sedimentary rocks. In these instances, it is some­
times possible to determine the relative age by examining the boundaries, or contacts, of 
adjacent rock units. If the heat of the molten rock altered the rocks both above and 
below the igneous rock at the time it was intruded, then the igneous rock penetrated 
the sequence and is younger than both the overlying and underlying units. If only the 
upper contact of the sedimentary rock below the igneous rock was altered, then the ig­
neous rock was probably formed as a lava flow on the ground surface and thus is 

... FIGURE 2.57 
A body of igneous rock penetrates and cuts across the 
bedding of a series of sedimentary rocks. It is therefore 
younger than the sedimentary rocks. 
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<II FIGURE 2.59 

<II FIGURE 2.58 
(a) Sedimentary rocks are altered both above 
and below their contacts with the Igneous 
rock. Therefore, the igneous rock body is 
younger than both sedimentary rock units. 
(b) Only the lower sedimentary rock unit is 
altered near its contact with the igneous 
rock. In this case, the igneous rock is a lava 
flow that is younger than the lower sedimen­
tary rock unit but older than the upper sedi­
mentary rock unit. 

The principles of Original Horizontality, Original Continuity, 
Cross-cutting relationships, and Superposition can be lllSed to 
unravel the sequence of events In this rock exposure. They In­
clude (1) deposition of rock sequence A; (2) metamorphism of A; 
(3) uplift and erosion of A to produce an unconformity; (4) dep­
osition of sequence B, (5) deformation, uplift, and erosion of se­
quences A and B to produce an unconformity; (6) deposition of 
sequence C; and (7) intrusion of igneous rock body D through 
sequences A, B, and C. 

younger than the rock beneath it but older than the rock above it (Figure 2.58). It is 
often possible to use several of the principles described here to determine the sequence 
of events of a rock exposure (Figure 2.59). We therefore would be using relative time to 
compare the ages of rock units but still have no idea of the absolute age. 

However useful the methods described may be, the foundation of relative age 
dating is based upon fossils, the visible remains of organisms preserved in rocks. 
William Smith (1769-1839), an English civil engineer, was one of the first scientists to 
recognize the usefulness of fossils as tools for determining relative age and correla­
tion of sedimentary rocks. While supervising the construction of canals and other en­
gineering works over a period of many years, Smith discovered that certain rock units 
always contained the same group, or assemblage, of fossils. The fossilized shells of ma­
rine organisms were most i.1seful in this work. By using si.1perposition and other prin­
ciples, Smith was able to group these rock units in order of relative age on the basis of 
the correlation of fossil assemblages. The method was later applied throughout Eu­
rope, and a geologic column was constructed for all sedimentary rocks known in that 
region (Figi.1re 2.60). The rocks of each system contained a distinct and unique assem­
blage of fossil s. Although certain fossils were similar to those in other systems, con­
sistent differences between systems were evident. Rocks beneath the Cambrian 
system were generally thought to be nonfossiliferous and therefore could not easily 
be divided. They were given the name Precambrian. 

The reasons for the changes in fossil characteristics were not known in the time of 
William Smith. Charles Darwin later provided an explanation for this phenomenon with 
his theory of evolution. The idea of the systematic change of organisms over long periods 
of time was consistent with the fossil record. 



... FIGURE 2.60 
The geologic column, showing the 
names of the rock systems and the re­
gions for which they were named. 
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The consiruction of the geologic column was the cu lmination of relative age dating of 
rocks. Thr oughout the 19th century, geologists and physicists began to speculate about the 
age of the earth and the ages of the systems of the geologic coli1mn. The estimates became 
older and older. In the early 20th century, one of the triumphs of modern geology was 
achieved with the application of radioactivity to the dating of rocks. Finally, a method for 
determining the absolute ages of certain rocks was available. 

Radioactive particles (atoms) are disseminated throughout many types of rocks in 
trace amounts. These particles decay spontaneously by emitting atomic particles from the 
nucleus of the atom. Most of the radioactive particles are isoto-pes of elements; that i_q, they 
are forms of a certain element that differ slightly in atomic mass from other isotopes of the 
same element. (Atomic particles are more fully discussed in Chapter 3). Upon radioactive 
decay, isotopes are altered to different elements by the loss or gain of atomic particles by 
the nucleu.q. 

A basic assumption of radioactive dating is that each radioactive Lqotope (uranium 
235, for example) will decay at a constant rate. In the example of uranium 235, the number 
235 represents the mass of the L<>otope, that is, the number of protons and neutrons in the 
nucleus. The radioactive decay rate is often described using the half-life of the isotope. The 
half-life is the amount of time required for the decay of half of any amount of a particular 
isotope. For example, the half-life of uranium 235 is 0.7 billion years. After this amount of 
time, only one-half of the original amount of uranium 235 wiJI remain. After two half-lives, 
only one-fourth of the original amount will be left. 

Radioactive decay is an exponential process and as such can be explained by the same 
mathematical expression as equation (1.1), with one modification: In equation (2.2), Nbe­
comes the number of molecules of the radioactive isotope of an element at time t, instead 
of the number of people in a population, and N0 is the original number of isotopes prior to 
decay, rather than the number of people at the beginning of the time interval. 

(2.2) 

The one difference in the two equations is that the term k represents the decay rate instead 
of the growth rate, and it is negative in this case because molecules of the radioactive iso­
tope are declining instead of increasing like people in a growing population. Half-life is 
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analogous to doubling time and can be determined as follows. Since after one half-life, 
N /No L'l equal to 1/z, 

where t1; 2 is the half-life. We then have 

2 = tf-t112 and ln 2 = kt1; 2 

Therefore, 

2 0.693 
ti ;2 = lnk = - k-

A radioactive isotope that decays to another isotope is called the parent; the isotope 
produced by the decay is known as the daughter. To determine the age of a rock, the 
amount of both parent and daughter isotopes must be measured. This analysis is per­
formed with a mass spectrometer, an instrument that can measure minute amounts of mat­
ter with great accuracy. The most useful parent-daughter isotope pairs are shown in 
Figure 2.61. With the exception of carbon 14, all these isotopes can be used for dating very 
old rocks. The date obtained, however, must be carefully interpreted. It can be considered 
to be accurate only if the rock has not been substantially altered since its formation. The 
age of an igneous rock, therefore, would represent the time that it cooled from a magma. 
Sedimentary and metamorphic rocks present some difficult dating problems. Sedimenta­
ry rocks consist of particles eroded from older rocks. The date obtained from an igneous 
grain incorporated into a sedimentary rock would thus represent the cooling of the ig­
neous rock rather than the deposition of the sediment to form the sedimentary rock. In 
metamorphism, parent and daughter particles can be separated by heat and partial melt­
ing. Therefore, dates obtained from metamorphic rocks may or may not yield the correct 
age of the metamorphism. 

Carbon 14 serves a different function in radioactive dating due to its short half-life of 
5730 years. The value of carbon 14 lies in its utilization for dating very recent sediments, par­
ticularly those from the last part of the most recent Ice Age. Carbon 14 is a radioactive iso­
tope of carbon produced by the activity of cosmic rays in the earth's atmosphere. It mixes 
with the normal carbon (carbon 12) in the atmosphere and is taken up by plants and animals, 
so organic material contains carbon 14 at the same concentration as the atmosphere at the 
time of the death of the organism. Wood fragments and bone buried by the sediment de­
posited by glaciers can be used for dating the time of glacial advance. Because of the short 
half-life, about 75,000 years is the practical limit for dating by the carbon 14 method. 

Application of radioactive dating to rocks began soon after the discovery of ra­
dioactivity. By dating rocks from all over the world and integrating these dates with the 
geologic column, scientists were able to construct an absolute chronology of geologic 

Radioactive Stable Half-life ... FIGURE 2.61 
parent nuclide daughter nuclide (years) Radioactive Isotopes used for geo-

logic radioactive age dating. 
Potassium 40 K Argon40 Ar l.3billion 
Rubidium 87 Rb Strontium 87 Sr 47 billion 
Uranium 235 u Lead 207 Pb 0.7billion 
Uranium 238 u Lead 206 Pb 4.5 billion 
Carbon 14 c Nitrogen 14 N 5730 
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time. The geologic time scale (Figure 2.62) is the result. Geologic time is divided into 
two eons, Precambrian and Phanerozoic. The Phanerozoic eon is divided into eras, pe­
riods, and epochs. The periods are named after the rock systems in the geologic col­
umn; thus, finally, geologists had a means for relating evolutionary changes in organisms 
to absolute time. 

The ages of rocks determined by radioactive dating made it necessary to greatly in­
crease our conception of the age of the earth. Phanerozoic time alone, which includes most 
of the fossil record, is only a small percentage of geologic time (Figure 2.62). The oldest rocks 
dated extend back to about 4 billion years. If the age of the earth were reduced to a 24-hour 
scale, the hum.an species would not appear until the last few seconds. Thus, radioactive dat­
ing has had a major effect upon our thinking about the age of Earth and the other planets. 

Summary and Conclusions 
The earth is best studied as a system, one in which subsystems and cycles operate in 
complex interrelationships. The internal circulation of the earth has been creating and 
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consuming lithosphere since differentiation soon after becoming a dLqtinct planetary 
body. Differentiation included the formation of the core through melting and descent of 
iron and nickel through the rocky mantle. Circulation currents in the outer core produce 
the magnetic field of the earth, which fingerprints volcanic rocks as either normal or re­
versed as they cool from eruption. The flow of heat from the core heats the mantle to the 
point that circulation occurs here as well, especially where the rocks are near the melting 
point. Plumes of high heat flow rise through the mantle and force their way through the 
lithosphere. New lithosphere is created at divergent plate boundaries by volcanism at 
continental or oceanic rifts where rising plumes force lithospheric plates apart. The over­
all formation of lithosphere, along with its destruction and recycling at convergent plate 
boundaries, is explained by plate tectonics, the unifying model of solid earth behavior 
that has revolutionized the science of geology. 

Complementary systems exist on and near the earth's surface in response to solar en­
ergy reaching the planet. These systems involve the circulation of the atmosphere and 
oceans, which, to a great extent, control our climate. Human alteration of these cycles 
could lead to dramatic changes in climate. 

Although Hutton and other early geologists had begun to suspect that the earth was 
very old, refuting older nonscientific concepts of the earth's history, its tn1e age was not 
determined until the method of radioactive age dating was developed in the early 20th 
century. This dating provided a method of quantifying the divisions of the geologic col­
umn. These divisions were incorporated into the geologic time scale. 

Problems 
1. What is the dL~tribu tion of elem en ts in the earth? 

How and why is this distribution different from that 
of planets such as Jupiter and Saturn? 

2. Describe the interval of the earth's hi~tory between 
its accretion and the beginning of plate tectonics. 

3. How has the interpretation of the earth's internal 
structure changed in the past several decades? 

4. What is the origin of the earth's magnetic field? 
How did magnetism of the lithosphere support the 
model of plate tectonic.~? 

5. How docs gravity vary across major surface fea­
tures of fhe earth? What is meant by the term 
isostatic eq11ihbri11m? 

6. Summarize the various lines of evidence that were 
incorporated into the theory of plate tectonics. 

7. Describe each major type of plate boundary. How 
can these boundaries be recognized at the earth's 
surface? 

8. How is energy distributed by ab11ospheric circula­
tion? Explain why atmospheric circulation is broken 
into cells limited to specific latitudes. 

9. Discuss fhe differences between abllospheric and 
oceanic drculation. 

10. What drives deep circulation of the oceans and what 
is the importance of these deep currents? 

U . In what way do the early concepts of catastrophism 
and neptunism differ from modem scientific thought? 

12. What were the contributions of Nicolaus Steno to 
the science of geology? 

13. Why L~ Hutton's Principle of Unifon11itarianism so 
important to modern geology? How have modern 
interpretations of uniformitarianL~m changed since 
the development of the theory? 

14. What forms of evidence arc used in relative age dating? 

15. Discuss the limitations of radioactive age dating. 

16. What is the decay rate of carbon 14? Express your . _, 
answer myr . 

17. In dating using radiocarbon, the amount of Ide re· 
mainiJ1g at the lime of measurement is expressed as 
a percentage of modern carbon. For example, for a 
sample that has 30% modern carbon, N /No would 
be 0.3. Using equation (2.2) and the k value deter­
mined in problem 16, what is the age of the sample 
in years? 
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CHAPTER 

Minerals 

The minerals, rocks, and soils that occur at and beneath the earth's surface 
are the materials with which the engineer and environmental scientist 

must work. Unlike the materials used in buildings and other structures, 
which have uniform, homogeneous properties, these natural materials are 
notoriously variable and nonhomogeneous. The task for engineers design­
ing any structure is to evaluate the distribution and properties of the natural 
materials present at the site and then base the design upon this assessment. 
It is impossible to evaluate natural materials at specific sites without a gen­
eral understanding of the physical and chemical characteristics of earth ma­
terials. In addition, the engineering properties must be ascertained. In this 
part of the text, we wm concentrate upon the origin and characteristics of the 
minerals and rocks that make up the earth's crust. In the following sections, 
we will tum our attention to geologic processes operating both deep within 
the earth and at its surface. 

An in-depth study of geology usually begins with an introduction to 
minerals. This particular point of departure should not come as a surprise, 
considering that the earth's solid surface is composed of rocks and soils that 
are primarily mineral aggregates. An understanding of mountains, volca­
noes, earthquakes, and all other geologic phenomena could never be com­
plete without some knowledge of the types and states of matter that make 
up the solid part of the earth. 

Knowledge of mineral'> is essential for the engineer who deals with 
earth materials. Minerals are partially responsible for the physical and me­
chanical properties of rock and soil encountered in mines, tunnels, excava­
tions, and environment.al cleanups. Likewise, dams, embankments, and other 
structures built from earth materials function because engineers have suc­
cessfully utilized the properties of rock and soil in the project design. In in­
dustry, minerals are directly incorporated into chemicals, abrasives, and 
fertilizers and are processed into thousands of other useful products. 

The Nature of Minerals 
Minerals are inorganic, naturally occurring solids. In order to define the term 
mineral completely, however, we must further state that minerals are crystalline 
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substances that have characteristic internal structures and chemical compositions that are 
fixed or that vary within fixed limits. The distinct internal structure of each mineral results in 
diagnostic external properties that can be used in mineral identification. Jn subsequent sec­
tions, we will examine each component of the definitions of a mineral. 

Internal Structure 
At the heart of the definition of a mineral is the concept of a regular internal structure. It is 
this characteristic that distinguishes minerals from other types of solid, inorganic matter. 
A mineral, therefore, is a chemical compound in which elements react and combine to 
form a regular arrangement of particles within the solid. 

The fundamental unit of each chemical element in the periodic table is the atom, the 
smallest amount of the element that retains its characteristic properties. An atom, howev­
er, is composed of even smaller particles. The most common model of atomic structure 
consists of a central concentration of mass, the nucleus, surrounded by concentric shells in­
habited by minute charged subatomic particles called electrons (Figure 3.1). Electrons are 
held in the vicinity of a nucleus because of the attraction of opposite electrical charges. By 
convention, electrons are considered to be negatively charged and the nucleus is consid­
ered to be positively charged. 

The ni1cleus of the atom can also be subdivided. Positive charges are concentrated 
in particles called protons. The number of protons in an atomic ni1cleus defines the 
ato111ic 1m111ber of the element. Thus, an atom of sodium has 11 protons in the nucleus 
balanced electrically by 11 electrons orbiting around the nucleus in three shells (Figure 3.2). 
Particles that are neither positively nor negatively charged also reside in the nucleus. 
These ne11trons have about the same mass as a proton, so the atomic mass of an atom is 
basically the mass of the protons plus the neutrons. The mass of an electron is about 
three orders of magnitude less than the mass of a proton or neutron and can be neglect­
ed in determining the atomic mass. Unlike the atomic number, the atomic mass of an el­
ement is not fixed. 

Nuclei of an element may vary slightly in the number of neutrons that they contain. 
Isotope is the name given to atoms of the same element that differ in the number of neutrons 
in the nucleus. For example, hydrogen, with one proton in the nucleus, forms the isotope 
protium with an atomic mass of approximately 1. With the addition of one neutron to the 
nucleus, the hydrogen isotope deuterium is formed. Another hydrogen isotope, tritium, 
contains two neutrons in the nucleus. Even though the properties of these three forms of 

... FIGURE 3.1 
Electron cells around the nucleus of an atom. 
Source: From L. D. Leet, S. Judson, and M. E. Kauffman, 
Physical Geology, Sth ed., e 1978 by Prentice Hall, Inc., 
Englewood Cliffs, N.J. 
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<II FIGURE 3.2 
Atomic structure of sodium. 

hydrogen vary slightly, they are all unmistakably hydrogen. The proportions of the three 
isotopes of hydrogen vary in substances such as water as a function of temperature, age, 
and other variables. Thus, the measurement of the isotopic content of a particuJar body of 
water is an important research tool in hydrology and other branches of the earth sciences. 

A final type of atomic particle with which we must be familiar is the ion. Ions form 
when an atom gains or loses electrons, so the number of electrons is then no longer equal 
to the number of protons. When an ion ls formed, the atomic particle then becomes a pos­
itively charged cation or a negatively charged anion. The formation of ions is caused by the 
tendency of atoms to attain a state in which the outer electron shell ls completely filled 
with electrons. Thus, atoms like sodium with a small number of electrons in their outer 
she!Js will readily lose them and become cations. Elements that lack only one or two elec­
trons to complete their outer shells will gain electrons and become anions. The charge of a 
cation or anion, called its oxidation number, is determined by the number of electron.q that it 
gains or loses. The oxidation number of the sodium ion is + 1 because sodium loses the sin­
gle electron from its outer shell. 

In a mineral, atoms or ions are arranged in an orderly fashion to form the regular in­
ternal structure. Among the reasons that particles assume a certain structure are chemical 
bonds between adjacent atoms or ions in the internal framework. The presence of interpar­
ticle bonds indicates that minerals are no different from any other type of chemical com­
pound. As compounds, the elemental composition of mineraLq can be described by 
chemical formulas that specify the exact proportions of elements in the mineral. Quartz, 
for example, has the formula Si02, meaning that there are two oxygen ions for every sili­
con ion in the structure. 

Two types of bonds are of particular importance for geologic applications (Figure 3.3). 
An ionic bond ls formed when one atom donates one or more electrons to an atom of another 
element. The first atom becomes a caition and the second, an anion. As illustrated in Figure 
3.3, when an electron is transferred from an atom of sodium to an atom of chlorine, both ions 
then have achieved a stable state because their outer shells are filled with electrons. The re­
sulting compound is called sodium chloride (common table salt), has the formula NaCl, and 
is given the mineral name halite. Elements that do not have as strong a tendency to lose or 
gain electrons may form c.ovalent bonds, in which electrons are shared between atoms to com­
plete the outer shell. Examples of covalent bonding are methane (Figure 3.3) and water. The 
type and number of bonds that particles in a mineral form with adjacent particles have a 
strong influence on the properties of the mineral. In fact, two entirely different minerals can 
have the same chemical composition. Diamond and graphite, for example, are both composed 
only of carbon. Jn diamond, the carbon atoms form a three-dimensional framework with 
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HydtOQen IJIOnl 
11 tltct'on only) 

Common types of atomic bonding in minerals. (a) Ionic bonding (electron transfer). (b) Covalent 
bonding (electron sharing). Source: From E. A. Hay and A. l. McAlester, Physical Geology: Principles and Per­
spectives, 2nd ed., © 1984 by Prentice Hall, Inc., Englewood Cliffs, N.J . 

... FIGURE 3.4 
The internal structure of (a) diamond and 
(b) graphite, both composed entirely of carbon. 
Source: After Linus Pauling, General Chemistry, © 1953 
by W. H. Freeman and Co., San Francisco. 

each atom bonded strongly to four adjacent atoms (Figure 3.4). The graphite structure con­
sists of strong bonds between each carbon atom and three neighbors, all within a single 
plane. This results in sheet.'! or layers of graphite with much weaker bonds between layers 
than within layers. Because of these differences in internal structure, diamond is the hardest 
mineral known and graphite is one of the softest. 
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<II FIGURE 3.5 
Structure of halite, showing arrangement of chloride 
ions ( large spheres) and sodium Ions (small spheres). 
Source: From S. Judson, M. E. Kauffman, and L. D. Leet, 
Physical Geology, 7th ed., e 1987 by Prentice Hall, Inc., 
Englewood Cliffs, N.J. 

The regular internal structure of minerals that we have alluded to justifies their de­
scription as crystalline. A crystalline solid is one in which a regular arrangement of atoms is 
repeated throi1ghout the entire substance. The smallest unit of this stn1cture is called the 
unit cell. The relative size of the ions plays an important role in the manner in which ions 
are packed in a particular structure. The unit cell of halite is composed of six chloride ions 
surrounding each sodium ion. The repetition of the unit cell in three directions produces a 
cubic structure, as shown in Figure 3.5. The presence of a regular, unique internal structure 
for each mineral was suspected by mineralogists for several centuries before proof was ob­
tained in the early part of the 20th century. In the process called X-ray diffraction, X-rays are 
passed through mineral samples. Photographic images produced by the X-rays as they 
emerge from the sample show the regi1lar pattern of atomic particles in the structure. 

As we have seen in the cases of quartz and halite, the chemical composition of a miner­
al can be expressed by a chemical formula. For some mineralq, the chemical formula is 
fixed. There are minerals, however, that have a variable composition. Jf two ions have sim­
ilar size and charge, they may occupy the same types of sites in a mineral structure without 
altering the struch1re and without greatly affecting the properties of the minera I. Magne­
sium and iron form cations that have the same charge and the same approximate size. In 
the silicate mineral olivine, magnesium and iron can substitute freely. The varying propor­
tions of magnesium and iron constitute a solid-solution series. Thus, olivine can range in 
composition from Mg2Si04 to Pe2Si04. These two end members represent olivine with all 
magnesium or all iron. In addition, any intermediate composition is possible. A sample of 
olivine with 50% iron and 50% magnesium would have the formula (Mg0.s, Pe0.s)zSi04. Al­
though the composition of a solid-solution-series mineral L'> variable, it varies within fixed 
limits. The limits for olivine are the magnesium and iron end members. 

Crystals 
We have now reached the point in our discussion where we can consider the exterior ap­
pearance of minerals. Normally, minerals will be present as irregular grains in a rock. Occa­
sionally, however, we will be lucky enough to find a mineral specimen bounded by smooth, 
plane surfaces arranged in a symmetrical fashion around the specimen (Figure 3.6). This 
type of sample is said to be a cri;stal. The plane, exterior surfaces, or cri;stal faces, are mani­
festations of the internal structure of the mineral. 

The unique internal arrangement of atoms in each mineral determines the possible 
crystal faces that can be present. Crystals form slowly by adding unit cells of the miner­
al to the outer faces. Only when crystals are allowed to grow in this manner in an un­
crowded environment, that is, unhindered by the growth of neighboring crystals, are 
well-shaped crystal faces developed. These conditions are somewhat rare, explaining 



... FIGURE 3.6 
A crystal of garnet. The exterior surface of the 
specimen Is composed of smooth, planar crys­
tal faces arranged in a regular geometrical 
pattern. Source: Photo courtesy of the author. 

... FIGURE 3.7 

0 

Crystals of the same mineral, no matter what size, 
have the same angle between corresponding crystal 
faces. Source: From E. A. Hay and A. L. McAlester, 
Physical Geology: Principles and Perspectives, 2nd ed., 
© 1984 by Prentice Hall, Inc., Englewood Cliffs, N.J. 

Physical Properties 79 

1 2 3cm 

the occurrence of most minerals as irregular grains. Despite the lack of crystal develop­
ment, the characteristic internal structure is always present in any mineral. 

Crystals have been treasured as gems for thousands of years. The scientific study of 
crystals took great strides when Nicolaus Steno recognized in 1669 that the angles between 
corresponding crystal faces of the same mineral are always the same. Thfa holds true no 
matter wlhat size crystals are measured. Steno's observation is now known as the Law of 
Constancy of Interfacial Angles (Figure 3.7). 

The location of crystal faces on a crystal is quantified by their orientation with respect 
to the crystallographic axes, which are imaginary lines drawn through the crystal connect­
ing the centers of corresponding crystal faces on opposite sides of the crystal. Despite the 
large number of possible crystal-face orientations that have been observed in natural crys­
tals, all crystals have been grouped into six crystal systems based upon their geometrical 
properties. The definition of each system is based upon the number of crystallographic 
axes and the angles between the axes. Illustrations and examples of the crystal systems are 
presented in Figure 3.8. 

Physical Properties 
Becai1se minerals are rarely present as crystals, we must use criteria other than the shape 
and arrangement of crystal faces for identification. Although there are about 2000 miner­
als known, only a few are abundant in the most common rocks of the earth's crust. The 
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• FIGURE 3.8 
The six crysta l systems with representative minerals and crystal forms. Source: From E. A. Hay and 
A. L. McAlester, Physical Geology: Prine/pies and Perspectives, 2nd ed., Cl 1984 by Prentice Hall, Inc., 
Englewood Cliffs, N.J. 

common rock-forming minerals can be identified by their physical properties, which are 
characteristics that can be observed or determined by simple tests. 

Cleavage and Fracture 
The internal structure of a mineral is responsible for an extremely useful group of proper­
ties involving its strength. For example, there are two ways in which a mineral can break. 
First, the breakage can take place along regularly spaced planes of weakness caused by 
weak bonds in those directions within the internal structure. This type of breakage is 
called cle.avage and the planes are called cleavage planes. The second type of breakage occurs 
in minerals that lack preferred directions of weakness. The surfaces of n1pture are more ir­
regular in these minerals and the type of breakage is known as fracture. 

Cleavage planes can sometimes be confused with crystal faces because both develop 
in response to the internal arrangement of atoms in a mineral. Crystal faces, however, do 
not necessarily represent planes of weak bonds. For example, quartz has no cleavage but 
often exhibits well-developed crystal faces. Cleavage is classified as perfect if the cleavage 
planes are level and smooth. Biotite and muscovite, the micas, are examples of minerals 
with excellent cleavage in one directiM (Figure 3.9). Cleavage can be developed in as 
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.6. FIGURE 3.9 
Muscovite, showing excellent cleavage In one direction. Samples split readily parallel to the cleavage 
planes into very thin plates. Source: Photo courtesy of the author . 

... FIGURE 3.10 
Halite, a mineral with well-developed cubic cleavage. 
Source: Photo courtesy of the author. 
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many as six directions, creating a variety of cleavage types. Several common minerals de­
velop cleavage in three directions. When the three planes are mutually perpendicular, the 
cleavage form is called cubic (Figure 3.10). If the three directions of cleavage do not inter­
sect at right angles, rl!O'mboltedral cleavage can be formed (Figure 3.11). 

Most fractures are relatively rough and irregular. Frach1re is the form of breakage dis­
played by materials composed of atoms that are evenly spaced and equally attracted to ad­
jacent particles in all directions. Occasionally, when materials of this type break, the 
surface is marked with smooth, concentric depressions (Figure 3.12). This type of fracture 
is called concltoidal fracture. Quartz sometimes displays this surface feature. 

Hardness 
The strength of atomic bonds, along with the size and the density of the packing of atoms 
or ions in a mineral, determines its ltardness. The physical test used to determine the hard­
ness of a mineral involves scratching it with various materials. A mineral with a high 
hardness value cannot be easily scratched by most substances. A soft mineral, on the 
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<II FIGURE 3.11 
Rhombohedral cleavage In the mineral calcite. The 
three directions of cleavage Intersect at angles of 75° 
and 1 os•. Source: Photo courtesy of the author. 

<II FIGURE 3.12 
Obsidian, a type of volcanic glass that produces con­
choidal fracture upon breakage. Source: Photo courtesy 
of the author. 

other hand, can be scratched by any harder material. Tests of this type have shown that 
minerals vary quite widely in hardness. A relative scale used to compare minerals is the 
Mohs Hardness Scale (Table 3.1). The scale is made up of 10 levels arranged in order of in­
creasing hardness, each represented by a common mineral. It is important to remember, 
however, that the scale is relative and the hardness increments between the levels are not 
necessarily equal. 

Color and Streak 
It would simplify mineral identification greatly if each mineral had a unique color that 
never varied from sample to sample. Unfortunately, this is not the case; many minerals 



Table 3.1 The Mohs Hardness Scale 

Mineral 

1. Talc 
2. Gypsum 
3. Calcite 
4. Fluorite 
5. Apatite 
6. Orthoclase 
7. Quartz 
8. Topaz 
9. Corundum 

10. Diamond 

Common Object 

Fingernail (2i) 
Penny (3) 

Knife blade (si) 
File (6), window glass (6) 
Unglazed porcelain streak plate (7) 
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occur in a wide variety of colors. The property of color is caused by the absorption of 
selective wavelengths of white light. The color of a mineral is associated with the wave­
lengths that are not absorbed. These portions of the spectrum are reflected from the sur­
face of the mineral. The absorption of light energy is related to the configuration of 
electrons around the nucleus in certain elements. In the trans ition elements, the outer 
electron shell contains one or two electrons before the adjacent inner shell is filled. 
Upon stimulation by light energy, the loosely held electrons in the outer shell vibrate 
easily and in doing so readily absorb energy. Even a minute percentage of such ele­
ments present in a mineral as an impurity can supply color to the mineral. For example, 
pure qiiartz is colorless, but only a small amount of manganese or titanium can impart 
a pink hue to the mineral. Quartz of this color is known as rose quartz. 

The color of finely powdered mineral particles produced by scraping the specimen 
across a porcelain (streak) plate is often more diagnostic than the bi1lk color of the mineral. 
The mineral hematite, for example, produces a reddish brown streak, even though the sam­
ple may have a metallic gray appearance. The limitation of a streak plate is that it can only 
be used on minerals with a hardness less than 7. 

Luster 
Luster is a property that results from the manner in which light is reflected from a mineral. 
All minerals can be classified with respect to luster as either metallic or n.onT11etallic. Metal­
lic luster is caused by high surface reflectivity of light by the opaque minerals, minerals 
that strongly absorb light. The native metals such as gold and silver, as well as numerous 
other minerals (Figure 3.13), have the appearance that we normally associate with metals 
because of their metallic luster. 

The remaining minerals have various types of nonmetallic luster. These include the 
brilliant, reflective luster of diamond and other gems known as adamantine luster. One of 
the most common varieties of nonmetallic luster is vitreous luster, which is best illustrated 
by common glass. Quartz is a mineral with vitreous luster. Other minerals have luster that 
can be described as greasy, waxi;, pearly, or dull (earthy). 

Specific Gravity 
Density provides a simple way of identifying some minerals that look similar simply by 
lifting the specimen. When the density is expressed as the ratio of the weight of a mineral 
to the weight of an equal volume of water, it is called the specific gravity. It is most useful 
for mineralq composed of heavy elements, such as iron, nickel, and lead. The mineral gale­
na (Figure 3.13), which contaiM lead and sulfur, has a specific gravity of 7.57. A sample of 
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<II FIGURE 3.13 
The m ineral galena has metallic luster. Cubic cleavage 
Is also evident. Source: Photo courtesy of the author. 

galena is much heavier than a specimen of quartz of about the same size because quartz 
has a specific gravity of 2.65. 

Other Properties 
A few other properties may be useful for identifying specific minerals. Examples are mag­
netism, radioactivity, and taste, smell, or touch. Magnetite, an iron-bearing mineral, is the 
best example of a magnetic mineral. Highly magnetic varieties of magnetite called 
lodestone were used as the first compasses in the early days of navigation. 

Mineral Groups 
Minerals are classified according to chemical composition and structure. The composition 
of the most common rock-forming minerals is limited by the abtmdance of elements in the 
earth's crust. In fact, only eight elements constitute about 98% of the weight of tlhe earth's 
crust (Table 3.2). Most of the minertls are members of a group characterized by combina­
tions of the two most abundant elements, oxygen and silicon. This group is called the 
silicate group because all its members contain a specific structural combination of silicon 
and oxygen, even though most silicate minerals also contain other elements. Similarly, the 

Table 3.2 Elemental Abundance in the Earth's Crust 

Element Symbol Weight Percent 

Oxygen 0 46.60 
Silicon Si 27.72 
Alumin um Al 8.13 
Iron Fe 5.00 
Calcium Ca 3.63 
Sodium Na 2.83 
Potassiwn K 2.59 
Magnesium Mg 2.09 

Source: From Brian Mason, Principles of Geochemistry, © 1958 by john 
Wiley & Sons, New York. 



... FIGURE 3.14 
The silica t:Ai!trahedron shown from (a) top and 
(b) side views. A central silicon Ion Is surrounded 
by four oxygen ions. Source: From S. Judson, M. E. 
Kauffman, and L. D. Leet, Physical Geology, 7th ed., 
e 1987 by Prentice Hall, Inc., Englewood Cliffs, N.J. 
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other major mineral groups are composed of specific compositional units, usually anions 
or ion groups. We will begin our description of these groups with the silicates because of 
their abundance in rock-forming minerals. 

Silicates 
Every silkate mineral contains a basic structural unit called the silica tetraltedron. As shown 
in Figure 3.14, its structure involves a central silicon cation with an oxidation number of 
+4 surrounded by four oxygen anions, each with an oxidation number of -2. The four 
oxygen anions form the corners of a four-sided geometric form called a tetraltedron. In its 
isolated state, the silica tetrahedron has a charge of - 4. To form a mineral with an overall 
neutral charge, the negative charge must be balanced by adding cations or by forming 
linked tetrahedra in which the oxygen ions are shared by adjacent tetrahedra. The vast 
number of silicate minerals are formed by utilizing both of these mechanisms. 

The silicate group is subdivided by the way in which silica tetrahedra interact within 
the struchtre. The most basic structural form consists of isolated tetrahedra with no shar­
ing of oxygens. Olivine (Figure 3.15) Lq an example of a mineral with isolated tetrahedra. 
Magnesium and iron are added in various proportions to balance the charge, forming the 
solid-solution series that we previously considered. The physical properties of olivine are 
listed along with other minerals in Table 3.3. 

In other subdivisions of the silicate group, the linking pattern of silica tetrahedra be­
comes successively more complex. One common type of linkage produces chains of tetra­
hedra. Two types of chains are formed: The pt;roxene group consists of silicate minerals 
with single chains (Figure 3.16), and the amphibole group contains double chains of silica 
tetrahedra (Figure 3.17). Augite and hornblende are common representatives of the pyrox­
ene and amphlbole groups, respectively. Hornblende has a particularly recognizable form 
of cleavage with two directions intersecting at angles of 56° and 124°. 

The sheet silicates are composed of thin layers, or sheets, of silica tetrahedra in which 
three oxygens are shared with adjacent tetrahedra (Figure 3.18). These sheets are described 
as tetrahedral sheets because the silicon atoms are surrounded by four oxygens. In addition, 
the sheet silicates contain other structural types of sh eets. For example, octahedral sheets 
(Figure 3.18) contain aluminum, magnesium, or other cations coordinated by the six oxy­
gens or hydroxyl atoms. The geometric figure defined by the arrangement of oxygen ah1ms 
is an octahedron. Important minerals within the sheet silicate group include the micas and 
the clay minerals. Different minerals are formed by different ways of combining sheets and 
by variations in charge caused by ionic substitutions within the struchlres. The clay miner­
al'> are especially significant to engineering because of the tendency of some clays to absorb 
water and swell. The effects of swelling soils on foundations can be very destructive. 

One of the most basic structural configurations is the combination of one tetrahe­
dral sheet and one octahedral sheet to form the clay mineral kaolinite (Figure 3.19). Alu­
minum ions fill the octahedral sites. Hydroxyls substitute for some of the oxygens to 
balance the charge of the structural unit. Adjacent double-sheet layers of kaolinite are 
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(a) Photo of the mineral olivine. Source: Photo courtesy of the author. (b) Structure of olivine is character­
ized by isolated silica tetrahedra and regularly spaced magnesium and/or iron ions. Source: From 
E. A. Hay and A. L. McAlester, Physical Geology: Principles and Perspectives, 2nd ed., e 1984 by Prentice Hall, 
Inc., Englewood Cliffs, N.J. 

attracted to each other by very weak forces called van der Waals bonds. When two tetra­
hedral sheets crystallize and are separated by an octahedral sheet, several minerals can 
form. The smectite group of clay minerals, which includes the mineral montmorillonite, 
crystallizes with this structure (Figure 3.20). Substitutions of cations in the smectite 
structure commonly include aluminum ( +3) for silicon ( +4) in the tetrahedral sheets; 
and magnesium ( +2), iron ( +2), or other cations for aluminum ( +3) in the octahedral 
sheets. The result of these substitutions is that there is a net negative charge on the 
structure that must be balanced to maintain electroneutrality. Charge balance is main­
tained by the incorporation of cations into positions between the layers (Figure 3.20). 
These cations, which usually include calcium and sodium in montmorillonite, serve to 
balance the positive charge deficiency and, in addition, bond adjacent montmorillonite 
layers together. Because the charge imbalance is relatively small for montmorillonite, 
the interlayer cations are weakly held and can be exchanged for other cations that may 
be brought into contact with the clay. Cation exchange is a very important clay property. 
Jn addition to cations, interlayer sites contain variable amounts of water. If water comes 
into contact with the clay, water molecules are drawn into the interlayer spaces and the 
struch1re expands with a force sufficient to lift or crack the foundation of fully loaded 
buildings. 



Table 3.3 Physical Properties of Common Rock-Forming Minerals 

Cleavage Specific Other 
Mineral Chemical Formula Color Directions Hardness Gravity Properties 

Silicates 
Augite (pyroxene) Ca(Mg, Fe, Al)(Al, SiP6) Dark green to black 2 at 900 ~ 3.2-3.6 
Biotite (mica) K(Mg, Fe }JAISi301o(OH}i Black 1 21-3 2 2.$-3.2 

Garnet (Ca, Mg, Fe, Mn)J(Al, Pe, Cr)i(Si04),i Dark red, brown, green 0 I I 
6i-7i 3.5-4.3 

Hornblende (Na, Cah(Mg, Fe, AI)5Si6(Si, Al)P22(0H}i Dark green to black 2 al 56° ~ 2.9-3.2 
(amphibole) and 124° 

Muscovite (mica) KAl3(AISi3010)(0H)i Colorless to pale green I 
2-22 2.8-2.9 

Olivine (Mg, Pe )iSi04 Pale green to black None I 6i-7 3.3-4.4 
Orthoclase KA!Si308 White, gray, or pink 2 at 90° 6 2.6 

(feldspar) 

Plagioclase (Ca, Na)( Al1Si )AlSi10s White to gray 2 al 900 6 2.6-2.7 Striations 
(feldspar) 

Quartz Si02 Colorless to white None 7 2.6 
but often tinted 

Oxides 

Hematite Fe203 Reddish bmwn None I I 
52-62 5.26 

to black 
Goethite FeO·OH Yellowish bmwn None I 

5-52 4.37 Limonite is 
(limonite) to dark brown noncrystalline 

Magnetite Fe,104 Black None 6 5.18 Strongly magnetic 
Halides and 

sulfides 

Halite NaCl Colorless or white 3 at 900 2! 1 2.16 

Pyrite FeS2 Pale brassy yellow 3 at90° I 6-6i 5.02 Sometimes called 
"fool's gold" 

Chalcopyrite CuFeSi Bra~y yellow 2 at 900 3~-4 4.1-4.3 Ore of copper 

Sphalerite ZnS Brown to yellow 6at120° I 
31-4 3.9 Ore of zinc 

Galena PbS Lead gray 3 at 900 2! 2 7.54 Ore of lead 
Sulfates and 

carbonates 

Gypsum CaS04 ·2H10 Colorless to white 2 2.32 
Calcite CaC0,1 White to colorless 3 at 75° 3 2.72 Forms Jimestome 

00 
'I 

Dolomite CaMg(CQi)i Pink, white, or gray 3 at 74° 3.5-4 2.85 
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(a) Photo of pyroxene. Source: Photo courte:sy of the author. (b) In pyroxene, single chains of silica tetra ­
hedra are bound together by ca lcium and magnesium ions. Source: From E. A. Hay and A. l. McAlester, 
Physical Geology: Principles and Perspectives, 2nd ed ., e 1984 by Prentice Hall, Inc., Englewood Cliffs, N.J . 

0 3tm 

.. FIGURE 3.1 7 
Hornblende, a member of the amphibole group of slll­
cate minerals. The distinctive cleavage of homblende 
consists of two planes intersecting at angles off 56° and 
124°. Source: Photo courtesy of the author. 

The stn1ct1.1re of the micas is very similar to the smectites. The excellent cleavage of 
muscovite (light mica) and biotite (dark mica) is developed along the planes of the indi­
vidual layers (Figures 3.9 and 3.21). The micas differ from the smectites in that aluminum 
ions always substitute for silicon in the tetrahedral layers in the micas, resulting in a larg­
er charge imbalance. Potassium ions fill the interlayer positions in micas and, unlike the 
smectites, are tightly bound and not exchangeable. 1llite is a clay mineral similar in struc­
ture to muscovite, but it has a structure in which the exchange of interlayer potassium 
does occur because of variations in inn substitutions. 
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.6. FIGURE 3.18 
The sheet silicates are composed of two types of sheets: (a) A tetrahedral sheet of linked silica tetrahe­
dra (single tetrahedron shown at left} and (b) an octahedral sheet (single octahedron shown at left) 
in which cations are surrounded by oxygens in octahedral coordination. Source: From R. E. Grim, Clay 
Mineralogy, 2nd ed., © 1968 by McGraw-Hill, Inc., New York. 
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.6. FIGURE 3.19 
The kaolini te structure forms layers composed of one octahedral sheet and one tetrahedral sheet. Ad­
jacent layers are held together by van der Waals bonds. Source: From R. E. Grim, Clay Mineralogy, 2nd ed., 
e> 1968 by McGraw-Hill, Inc., New York. 
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.6. FIGURE 3.20 

E>echOngoable cations 
nH20 

Q Oxygens €) Hydroxyls e Aluminum, iron, m89nesium 

O and • Silicon. occasionally aluminum 

Two tetrahedral sheets and one octahedral sheet form the smectlte structure. Layers are separated by 
exchangeable cations and water molecules. Source: From R. E. Grim, Clay Mineralogy, 2nd ed., e 1968 by 
McGraw-Hill, Inc., New York. 

The final group of silicate minerals, the framework silicates, contain the feldspars and 
quartz, which are the most abundant minerals in the earth's crust. The word framework 
refers to the three-dimensional linking of the silica tetrahedra, forming strong bonds in 
all directions. There are two important types of feldspar. Plagioclase feldspar includes a 
number of minerals in a solid-solution series with sodium and calcium as end members. 
Plagioclase can sometimes be recognized by fine, closely spaced lines, or striations, on 
the cleavage faces of the specimen. Striations are caused by defects in the crystal struc­
ture that formed as the mineral was crystallizing. Orthoclase is the other main type of 
feldspar. It differs from plagioclase in its lack of striations and in its high potassium con­
tent (Figitre 3.22). 

Quartz (Figitre 3.23) is a framework silicate composed entirely of silica tetrahedra in 
which all four oxygen ions are shared. The development of strong bonds in all directions and 
the lack of additional elements in the structure result in the absence of cleavage. The color of 
quartz is extremely variable due to minute amounts of impurities within the structure. 

The silicate minerals are used for many purposes in our society. Most gem s tones, in­
cluding emerald, topaz, jade, and htrquoise, are silicate minerals. In addition, silicate min­
erals are mined as ores for various metals and used in a variety of industrial processes. The 
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.A. FIGURE 3.21 
The muscovite structure is similar to the smectltes except that layers are more strongly bonded by 
nonexchangeable potassium cations. Source: From R. E. Grim, Clay Mineralogy, 2nd ed., ~ 1968 by 
McGraw-Hill, Inc., New York. 
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Orthoclase, one of the two major types of feldspar, is a framework silicate m ineral. Note two direc­
tions of cleavage at right angles. Source: Photo courtesy of the author. 
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.6. FIGURE 3.23 
Quartz, one of the most common slllcate m inerals, occurs as well-developed crystals (lower left), but 
more commonly in massive form (upper right). Source: Photo courtesy of the author. 

clay minerals are particularly valuable in industry and manufacturing, with uses in the 
production of brick, tile, plastics, rubber, paint, ceramics, and paper. 

Oxides 
Minerals that form by combination of various cations with oxygen are called oxides. 
Among the oxide minerals are important ore minerals of iron, aluminum, chromium, and 
other metals. The iron oxide minerals are particularly common. Iron and oxygen can form 
several different minerals, depending on the oxidation number of the iron ions. In 
hematite (Figure 3.24) and geothite, iron is present in the oxidized ( + 3) state, while in mag­
netite, iron is present in both the oxidized and reduced ( + 2) states. 

Halides and Sulfides 
Minerals of the halide and sulfide group contain anions of fluorine, chlorine, bromine, io­
dine, and sulfur as the framework anion. Mineral'> composed of the first four elements of 
this list constitute the halide minerals. An example of a halide mineral is halite, or common 
table salt (Figure 3.10). The sulfide mineral group constitutes a very important source of 
the metallic ores of iron, copper, zinc, and lead. Pyrite (Figure 3.25) is a common mineral 
often mistaken for gold because of its metallic luster. For this reason, it is sometimes called 
"fool's gold." 

Sulfates and Carbonates 
Sulfates and carbonates consist of firamework radicals similar to the silica tetrahedra in 
that an anion group is the basis of the structure. The sulfate anion group consists of sulfur 
and four oxygen ions (SO~-). An important mineral in this group is anhydrite, CaS04. An­
hydrite is similar in composition to an even more common calcium sulfate mineral, 
gtjpsum. Gypsum is a hydrated mineral with the formu la CaS04 · 2H20. Gypsum and an­
hydrite precipitate from solution as seawater evaporates in restricted basins. They are as­
sociated with deposits of limestone, dolomite, and halite. Because of their origin, these 
minerals are often called evaporites. They occur in beds of variable thickness that can be 



... FIGURE 3.24 
Hematite, a common Iron oxide m ineral. Source: Photo 
courtesy of the author. 
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Pyrite, an Important Iron sulfide mineral, can be recognized by Its brassy yellow color, cubic cleavage, 
and metallic luster. The specimen on the left contains thin parallel lines, or striations, on Its exterior 
surfaces. Source: Photo courtesy of the author. 

very extensive in sedimentary rock sequences. Evaporites accumulated in marine basins 
that were located in warm climates and had a restricted flow of seawater between the 
basin and the open ocean. As seawater evaporated from these basin..<i, the water became 
more saline and evaporate minerals began to precipitate. The distribution of evaporate 
basins in the United States is shown in Figure 3.26. 
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.A. FIGURE 3.26 
Location of major evaporite deposits In the United States and southern Canada. Sylvite, c:arnallite, 
and langbeinite are potassium salts. Source: James R. Craig, David J. Vaughan, and Brian J. Skinner, Resources 
of the Earth: Origin, Use, and Environmental Impact, 3rd ed., © 2001 . Reprinted by permission of Pearson Education, 
Inc., Upper Saddle River, N.J. 

In carbonate minerals, the basic building block is the carbonate ion (CO§-). The most 
important carbonate minerals are calcite (Figure 3.11), which combines calcium with the car­
bonate ion, and dolomite, which contains calcium and magnesium in its structure. Calcite is 
often found in hot-spring deposits and caves. Large amounts of travertine (a variety of calcite) 
have been deposited at Mammoth Hot Springs in Yellowstone National Park (Figure 5.13) in 
a beautiful series of terraces and pools. Among the many uses of calcite and dolomite are as 
building stones and in the production of lime and Portland cement, which is discussed in the 
next section. Lime is valuable for its acid-neutralizing properties with applications in agri­
culture and industry, and Portland cement is an essential ingredient of concrete. 

Native Elements 
Certain minerals consist of a single element. Examples are gold, silver, copper sulfur, and 
carbon. Elemental gold, silver, and copper are relatively rare in nature; they more comm.on­
ly occur as components of other minerals. Sulfur is utilized in the production of sulfuric 
acid and other chemicals. Graphite a111d diamond (Figure 3.4) are two minerals composed of 
carbon. The difference in structure between graphite and diamond is largely due to pres­
sure at the time of formation. Diamond forms in high-pressure geologic environments deep 
within the earth and therefore develops a dense structure. Its great hardness is attributed to 
a three-dimensional network of strong covalent bonds. Graphite is a soft, greasy mineral 
with perfect cleavage in one direction. 

Use and Misuse of Minerals 
Minerals are the raw materials of our industrial society. There is no question that minerals 
are essential for the products that we use in our daily life. A partial list of minerals used in 
industry is given in Table 3.4. Some of the minerals listed are rare and were not discussed 
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Table 3.4 Uses of Minerals in Industry 

Abrasives 
Aggregates 
Cements 
Ceramics 

Drillli1g fluids 
Electronics 

Fertilizers and soil conditioners 
Fillers, filters, and absorbants 

Fluxes 
Foundry sands 
Glass 

Insulation 
Lubricantc; 
Pigments 
Plasters 
Refractories 

Minerals 

Bauxite, garnet, industrial diamond 
Dia to mite, dolomite, limestone, per lite, ptunice, vennicu lite 
Asbestos, dolomite, gypsum, limestone 
Barite, bauxite, bentm1ite, beryllium minerals, feldspar, 

kaolinite, lithitu11 minerals, ma11ganese minerals, 
pyrophyllite, rare earth minerals, silica, talc, 
wollastonite, zircon 

Ba rite, bentonite, sepiolite and attapulgite 
Beryllium minerals, graphite, manganese minerals, rare 

earth minerals, silica 
Dolomite, limestone, nitrates, phosphates, potassium salts 
Diatomite, kaolinite, mica, sepiolite and attapulg ite, silica, 

ta le, wollastonite, z:eoli tes 
Fluorite, limestone 
Bentonite, chromite, graphite, olivine, silica, zircon 
Borax and borntes, cclestite, feldspar, fluorite, limestone, 

lithitUl1 minerals, silica, soda ash, zircon 
Asbestos, mica, perlite, pum ice 
Graphite, molybdenite 
Barite, iron oxide pigments, titanium minerals 
Gypsum 
Bauxite, chromJte, graphite, magTiesite, pyrophyllite, silica, 

sillimanite, anda lusi te, kyani te, zircon 

Source: L. L. Y. Chang, Industrial Mineralogy. Materials, Processes and Uses, © 2002 by Prentice Hall, Inc., Upper 
Saddle River, N.J. 

in the general introduction to minerals in this chapter. In addition, some of the minerals 
are not entirely consistent with the definition of minerals in that they may be groups of re­
lated minerals or rocks that are dominated by a particular mineral. Minerals, or mineral 
aggregates, are also essential ingredients of construction materials. Because of the large 
quantities that are needed, sources must be found close to the point of use to keep con­
struction costs reasonable. Inclusions of minerals with unfavorable properties can cause 
major problems during construction or in the performance of the project. 

Location and extraction of economically recoverable mineral deposits constitutes one 
of the major career fields for geologists and engineers. The search is worldwide because 
most minerals occur only in areas where specific types of rocks occur and the geological 
conditions that control the size, concentration, and depth of a commercial deposit may be 
very rare. The political stability and infrastructure of the country that contains the deposit 
are also important factors in its exploitation. Mineral deposits are a major source of wealth 
for countries that are lucky enough to have rich mineral deposits. 

Metals 
Out of the 35 metallic elements that are mined for ind ustrial use, 6 elements are present in 
quantities above 0.1 % by weight in the earth's crust. These metals- silicon, aluminum, 
iron, magnesium, titanium, and manganese-are in sufficient abundance that their sup­
ply should not be a problem for the next several centuries. The extraction of metals is eco­
nomically feasible only when they are concentrated in ore deposits. Although the 6 
abundant m.etals occur in many different minerals, a relatively small number constitute 
ore minerals because these have high concentrations of the metal and can easily be 
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Table 3.S Important Ore Minerals of the Abundant Minerals 

Metal 

Silicon 
Alrnninrnn 

Iron 

Magnesium 

Titanitun 

Manganese 

Important Ore Minerals 

Quartz (Si02) 
Boehmite (A JO· OH) 
Diasporc ( AIO · OH) 
Gibbsite (AJ(OH)s) 
Kaolinite (Al2Si20s(OH)4) 
Anorthite (CaAhSi!Os) 
Magnetite (Fe,~04) 
Hematite (Pe20 3) 
Goethite (PeO ·OH) 
Siderite (PeC03) 
Charnosite (Pe3(Si, A1)20s(OH)4) 
Magnesite (MgCO;i) 
Dolomite (CaMg(C03)2) 
Ru tile (Ti02) 
Ilmenite (PeTi03) 
Pyrolusite (Mn02) 
Psilomclane (BaMnR01s ·2H20) 
Rhodochrosite (MnC03) 

Amount of Metal in the Ore Mineral 

46.7 
45.0 
45.0 
34.6 
20.9 
19.4 
72.4 
70.0 
62.9 
62.1 
45.7 
28.7 
13.1 
60.0 
31.6 
63.2 
46.0 
39.0 

Source: James R. Craig, David J. Vaughan, and Brian J. Skinner, Resources of the Eanh: Origin, Use, and Environmental 
Impact, 3rd ed.,© 2001. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.J. 

processed to extract the metal (Table 3.5). Aluminum, after iron the most widely used 
metal, is a good example- although it is a constituent in common mineraLq Slllch as the 
feldspars- it is too difficult to extract and too poorly concentrated for these to be consid­
ered ore minerals. Instead, aluminum is obtained from minerals that form by weathering 
processes in tropical climates. These ores, known as bauxites, will be further described in 
the chapter that covers weathering. 

Iron ores occur in a wide variety of geological settings. By far the most important in 
terms of importance to worldwide production are the rocks known as banded iron forrna­
tions (Figure 3.27). These deposits date from early Proterozoic tirne-2.8 to 1.6 billion 
years ago. The distribution of these deposits is shown in Figure 3.28. They are limited to 
early Proterozoic rocks because of the lack of oxygen in the atmosphere at this time. In 
the presence of oxygen, iron precipitates in its ferric ( +3) form as oxide minerals and is 
immobile in aqueous environments. However, in the low-oxygen, early Proterozoic at­
mosphere, iron was released by weathering processes and transported in dissolved form 
in rivers to shallow lakes or seas where it precipitated in concentrated layers. When pho­
tosynthesis began to release oxygen to the atmosphere, iron was no longer mobile and 
the window of opportunity for formation of banded iron formations was closed. The 
sediments containing the banded iron layers were subseqi1ently metamorphosed and 
the iron is present in the minerals hematite and magnetite, along with various other sili­
cate and carbonate minerals. The banded iron formations in the Lake Si1perior region 
provided the iron ore for the production of steel during the Industrial Revolution in the 
United States. Banded iron formations throughout the world will supply iron ore well 
into the future. 

The other abundant metals-manganese, magnesium, titanium, and silicon-are wide­
ly used in industry and occur in numerous minerals. Even quartz, one of the most common 
minerals, serves as an ore mineral for si lict1n, the raw material for computer chips. 
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.6. FIGURE 3.27 
Banded iron formation, Lake Superior region. Source: Photo courtesy of the author . 

.6. FIGURE 3.28 
Location of the banded Iron formations. Source: James R. Craig, David J. Vaughan, and Brian J. Skinner, 
Resources of the Earth: Origin, Use, and Environmental Impact, 3rd ed., e 2001. Reprinted by permission of Pearson 
Education, Inc., Upper Saddle River, N.J. 
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A large group of minerals contains metafa that are much less common than the six 
abundant metals just discussed. Despite their scarcity, these metals are essential for many 
industrial processes and products. These geocl1emically scarce metals can be divided into 
four groups: the ferro-allot} rnetals, the base metals, the precious metals, and the special metals. 
The concentrations of these metals in the crust are so low that extraction is economically 
feasible only where they are significantly concentrated. The ferro-alloy metals, including 
chromium, cobalt, molybdenum, nickel, tungsten, and vanadium, are added to iron to cre­
ate many of the varieties of steel that are currently utilized in manufacturing. The base 
metafa have been essential to human societies since prehistoric times. They include cadmi­
um, copper, lead, mercury, tin, and zinc. These metals and their alloys are critical to count­
less products-from coins to electrical wires. Brass (copper and zinc), bronze (copper and 
tin), and pewter (lead and tin) are three of the most ancient base-metal alloys. Lead was 
the first metal used for pipes in plumbing systems. Gold, silver, and the platinum group 
metafa comprise the precious metals. Gold, in particular, has been the standard of wealth for 
human societies since civilization began (Figure 3.29). Silver has also been highly prized 
since ancient times. The special metals constitute a diverse group of rare metallic elements 
that have specialized uses in many industries. 

Examples of ore minerals for the geochemically scarce metals are given in Table 3.6. 
Occasionally, gold, silver, and other metals occur as native elements. Although this is more 
common for the precious metals, copper (Figure 3.30) and other metals also occur in ele­
mental form. Ore minerals containing other elements are much more common hosts for 
the scarce metals. The geological origins and settings of ore minerals are extriemely di­
verse, leading to a wide variety of mineral assemblages. The ore deposits of the Mississip­
pi Valley lead-zinc deposits are an excellent example. These deposits are associated with 
sedimentary rocks in former marine basins in the eastern and midwestem United States 
(Figt.tre 3.31). The geological history of these ore bodies includes dissolution and transport 
of ore fluids in groundwater solutions. Eventually, the minerals precipitated from solution 
in bodies of carbonate rocks such as limestone and dolomite. The primary ore minerals in­
clude the sulfide mineralq sphalerite (ZnS) and galena (PbS). Because these minerals pre­
cipitated in large voids in the carbonate rocks, large, well-developed crystals of other 
minerals occur in association with the ore minerals (Figure 3.32). Large crystals of fluorite, 
much prized by mineral collectors, are characteristic of the lead-zinc deposits . 

... FIGURE 3.29 
The death mask of Pharaoh Tutankhamen of ancient Egypt 
is made of 11 kg of gold with inlays of turquoise, lapis 
lazuli, and carnelian (a variety of chalcedony). Source: Photo 
courtesy of the author. 
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Table 3.6 Examples of Ore Mlnerals Containing the Geochemlcally Scarce Metals 

Sulfide Minerals: 
Copper 
Lead 
Zinc 
Mercury 
Silver 
Cobalt 
Molybdenum 
Nickel 

Oxide Minerals: 
Berylliwn 
Chromium 
Niobium 
Tantalum 
1in 
Tungsten 
Vanadium 

Native Metal: 
Gold 
Silver 
Platinum 
Palladium 
Iridium 
Rhodium 
RuthenilUm 
Osmium 

Examples of Ore Minerals 

Chalcocite (Cu2S), chalcopyrite (CuFeS2) 
Galena (PbS) 
Sphaleri te (ZnS) 
Cinnabar (HgS) 
Argentite (Ag2S) 
Unnaeite (Co3S4), Co-pyrite ((Fe,Co)S2) 
Molybdenite (MoS2) 
Pcntlandite ((Ni, Fe)9Ss) 

Beryl (Bc,<iAl2Si601R) 
Chromite (FeCr206) 
Columbite (FeNb206) 
Tuntalite (FeTa206) 
Cassiteri te (Sn02) 
Wolframite (PeW04), schcclite (CaW04) 
Vin solid solution in magnetite (Fe304) 

Native gold 
Native silver 
Platinum-palladium alloy 
Platinum-palladium alloy 
Osmium-iridium alloy 
Solid solution in osmium-iridirnn alloy 
Solid solution in osmium-iridium alloy 
Osmirnn-iridium alloy 

Source: James R. Craig, David J. Vaughan, and Brian J. Skinner, Reso11rces of the Eanh: Origin, Use, ond Environmental 
Impact, 3rd ed., e 2001. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.J. 

Construction and Agricultural Minerals 
A number of common minerals are utilized in construction and in agriculture for fertilizer. 
The actual raw materials that are mined are more correctly considered to be rocks, or min­
eral aggregates. For example, stone used in construction of buildings, both interior and ex­
terior, consists of rocks quarried for that purpose and used without significant alteration 
or treatment. In this chapter, we will discuss applications that utilize rocks consisting of 
one or more dominant minerals, which are extracted from the rock during processing for 
use in construction. Cement is by far the most important material of this type. Portland ce­
ment, which is the standard type of cement, uses the mineral calcite, extracted from the 
rock limestone, as its basic raw material. Limestones that are composed of nearly pure 
CaC03 are necessary for the production of Portland cement. To produce the final product, 
limestone from the quarry is crushed and heated to 1500°C to drive off carbon dioxide. 
The remaining lime (CaO) reacts during heating with alumina (A120 3) and silica (Si02) to 
produce a glassy material, which is then groiind to a .fine powder. A small amount of the 
mineral gypsum is also added prior to sale of the product. When water is added to the 
powder, chemical reactions produce calcium and aluminum silicate compounds that hard­
en to a material of high strength. Sand is added to Portland cement to produce mortar 
used in masonry construction, and sand and gravel, or aggregate, can be added to produce 
concrete, the material used for roads and buildings. The characteristics of aggregate, 
which are relevant to performance of the concrete, will be diqcussed later. 
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A FIGURE 3.30 
Large clast of native copper from the Upper Peninsula of Michigan. In elemental form, copper is weak 
and malleable. This clast, which Is approx~mately 0.75 m In height, was deformed during erosion and 
transport by a g lacier. Source: Photo courtesy of the author. 

A FIGURE 3.31 
Location of Mississippi Valley lead-zinc ore deposits in the central United States. Source: James R. Craig, 
David J. Vaughan, and Brian J. Skinner, Resources of the Earth: Origin, Use, and Environmental Impact, 3rd ed., 
Cl 2001. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.J. 
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.6. FIGURE 3.32 
Crystals of sphalerlte (dark, smaller crystals), fluorite (cubes), and barlte (light-colored sphere), Elm­
wood Mining District, Smith County, Tennessee. Source: Photo courtesy of the author. 

Gypsum is another mineral that is essential for modern construction. Gypsum occurs 
in deposits of sedimentary rocks that formed by evaporation from seawater. In addition to 
Portland cement, gypsum is the raw material for plaster, which prior to the last century 
was the most common finished surface for interior walls. Plaster is produced by heating 
gypsum and driving off some of the water contained in the mineral structure. Today, plas­
ter is manufactured as plasterboard, which is composed of plaster inserted between sheets 
of heavy paper. During manufacture, drying of the plaster creates solid, crystalline gyp­
sum. Production of gypsum in the United States is widespread (Figure 3.33). 

The advent of modem agriculture, with dramatic increases in crop yields, has been 
made possible by the widespread production of fertilizers. Of the three elements con­
tained in fertilizer-nitrogen, phosphorous, and potassium-two are derived from miner­
al sources. Nitrogen fertilizers now are produced almost exch.1sively from atmospheric 
nitrogen. Phosphorous and potassium are both derived from sedimentary rocks of shalJow 
marine origin. Of the two, phosphorous-bearing rocks are more restricted in extent. The 
principal mineral used for phosphorous production is apatite, Ca5(P04)3(F, Cl, OH)2. Eco­
nomically significant deposits of phosphorous formed where upwelling ocean currents 
saturated with phosphate moved across shalJow nearshore environments where the ap­
atite was able to precipitate. Fish bones and teeth also contain phosphate and these make a 
significant contribution to the amount of recoverable phosphorous in some deposits. 
Large de!Posits of potassium occur in evaporite sequences in association with calcite, 
halite, and gypsum (Figure 3.26). The mineral sylvite, KCl, is one of several potassium­
bearing evaporite minerals. Fortunately, deposits of potassium and phosphorous are 
widely distributed in the world and the production of fertilizers should not be a problem 
in this cenh1ry. 
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.A. FIGURE 3.33 

Annual Capacity 
Mines: 

• Under 500,000 tons 
• Over 500,000 tons 

Plants: 
• Under 250,000 tons 
• Over 250,000 tons 

Gypsum mines and plants in the United States. Source: James R. Craig, David J. Vaughan, and Brian J. 
Skinner, Resources of the Earth: Origin, Use, and Environmental Impact, 3rd ed., © 2001. Reprinted by permission 
of Pearson Education, Inc., Upper Saddle River, N.j. 

Health Effects and Envlronmental Problems 
Although minerals are put to an almost endless list of beneficial industrial uses, the ex­
traction and utilization of minerals is not without problems. A major concern Iles in the 
recognition that some minerals are harmful to human health. Chief among these is as­
bestos, which actually includes several specific minerals. To be called asbestos, the miner­
al varieties must be composed of a fibrous stnicture. The most abundantly used asbestos 
mineral is chrysotile, which ls a 1:1 sheet silicate mineral that resembles the structure of 
kaolinite (Figure 3.19). The major difference between the two is that in chrysotiJ,e the cen­
tral ions in the octahedral layer are magnesium. The fibrous structure of chrysotile devel­
ops when long sheets roll up, much like a roll of wrapping paper. The other main type of 
asbestos is represented by the mineral crocidolite, which is a member of the amphibole 
groi1p of double-chain silicate minerals. In crocidolite, the fibers are sharper and needle­
llke in structure. The properties of asbestos that make it so useful as a construction materi­
al include its high ten.qiJe strength and its heat resistance. It is an important component in 
products such as roof shingles, floor and celling tile, insulation, brake linings and many, 
many others. The health effects of asbestos arise when the fibers are inhaled as dust, usu­
ally during the manufacturing of asbestos products. The fibers of crocidolite and similar 
mineraLq become trapped in the lungs and cannot be broken down by the body. The re­
sulting disease, asbestosis, is deadly in itself and is also associated with lung cancer. 

In the 1980s, the recognition of the dangers of asbestos led to its banning from many 
products and triggered its removal from certain types of buildings, for example, schools. 
The remodeling or demolition of old buildings became extremely expensive because re­
moval of asbestos requires specialized workers wearing protective clothing and disposal is 
costly because it must be treated as a hazardous waste. Ironically, this huge effort, costing 
as much as $100 billion annually in the United States, may have been mostly an overreac­
tion. There has been no evidence that humans exposed to chrysotile asbestos, which 
makes up more than 90% of the total amount used in building materials, have incurred 
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.A. FIGURE 3.34 
Asbestfform amphibole fibers from Libby Montana. Soun:e: Photo courtesy of Greg Meeker, U.S. Geo­
logical Survey. 

any significant health effects. Asbestos workers appear to be by far the people most signif­
icantly threatened by these minerals. Heath problems from dust inhalation are not limited 
to asbestos. Prolonged breathing of silica, either in crystalline or amorphous form, is re­
sponsible for silicosis, a clisease of the respiratory tract that ls also linked to lung cancer. 
Sili.ca, which is derived from deposits of sand or sandstone, is widely used in industry for 
foundry sand, abrasives, filters, and many other purposes. 

Mining or extraction of minerals is associated with a wide range of environmental 
problems. Many of these problems are caused by either the processing of ore minerals 
or the disposal of waste rock produced during mining. Sulfide ore bodies mined for 
metallic ores are a particular concern. When exposed to air and water, the reduced sul­
fur in minerals such as pyrite becomes oxidized, and the oxidized sulfur reacts to form 
sulfuric acid. Acid mine drainage, which occurs in old underground mines or surface 
mines, can be a very serious problem, affecting streams, lakes, and groundwater. Waste 
rock materials derived from mining are called tailings, and they are emplaced in huge 
piles at mine sites or slurried to ponds or lagoons. IBecause of the huge volume of rock 
involved, problems can persist for a very long time. The Berkeley Pit, a huge surface 
mine pit in Butte, Montana, was once mined for rich sulfide ore deposits. After it was 
abandoned, it slowly began to fill with groundwater and is now a grossly contaminated 
lake with a pH of 2.7. 

High concentrations of metals occurring in soils or air are most likely located near 
ore smelters, where the ore is recovered from the sou:rce rock. A range of health problems 
have been attributed to smelter emissions. In elemental form, after extraction from their 
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Problems 

Minerals 

respective ore minerals, metals are hazardous in some circumstances. Good examples 
include lead in paints and gasoline, which can cause health problems if ingested in large 
enough quantities. Leaded gasoline is now banned in the United States for this reason. 
Metals dL">posed of in landfills or waste lagoons can be leached into surface water or 
groundwater where they can be intercepted by wells or water supply intakes. Strict en­
vironmental laws, especially in the developed countries, have made tremendous strides 
in preventing and mitigating these problems, but some degree of environmental degra­
dation from mineral production is inev itable. 

Summary and Conclusions 
The rocks of the earth's crust are aggregates of minerals, which are inorganic crystalline 
solids with a chemical composition that is fixed or varies within fixed limits. Within each 
mineral, atoms and ions are arranged in a specific structural pattern that determines the 
properties we can observe on the exterior surfaces of each sample. 

When a mineral slowly crystallizes in unobstructed surroundings, crystals form. The 
smooth, planar crystal faces reflect the internal structure of the mineral and, for a specific 
mineral, maintain uniform angles between corresponding faces on crystals of any size. The 
conditions necessary for the formation of crystals are rare, so, instead, minerals usually 
occur as irregular masses in rocks because of competition for space with other minerals 
during crystallization. 

Identification of most common rock-forming minerals is possible by using observation 
and simple tests to determine the physical properties of the specimen. The most useful 
physical properties include color, streak, luster, cleavage, hardness, and specific gravity. 

Composition is the main criterion for dividing minerals into classes of chemically sim­
ilar minerals. The basic stn1ctural unit used in classification is the major anion or anion 
groi1p in the mineral. Silicates, constituting the most abundant group, are defined by the 
silica tetrahedron, a structural unit of four oxygen anions and one silicon cation. Sub­
groups of silicates are formed by different arrangements and linking of silica tetrahedra in 
the stn1cture. Oxides, halides and sulfides, sulfates and carbonates, and native elements 
are the classes of nonsilicate minerals. 

Minerals are indispensable to human society. Metallic ore minerals, in which the 
metallic element occurs in economically extractable concentrations, are found in an ex­
tremely wide variety of geologic settings. Sources of the abundant metals are sufficiently 
widely distributed that supply will not be a major problem in this century. Other metals 
critical to industry, however, are much more limited in their occurrence. Mining and ex­
traction of minerals pose an environmental threat and a health hazard in the case of as­
bestos and other minerals. Mineral deposits of phosphorous and potassium are adequate 
for agriculh1ral needs for the foreseeable future. 

1. List the characteri~tics of each major atomic particle. 5. What is miI1eral cleavage? How could cleavage af­
fect the engineering properties of a rock composed 
of minerals with strong cleavage? 

2. How do ionic bonds and covalent bonds differ? 

3. Why arc only crystalline solids included in the defi­
nilion of a mineral? 

4. How does the internal structure of a mineral relate 
to its external appearance? 

6. For whicl1 common minerals is hardness a very LL~e­
ful diagnostic physical property? 

7. Why are the silicate mineral~ so important? 



8. Briefly describe the slTUcture of clay minerals. What 
is it about these minerals that makes their presence 
il1 soil so ilnportant to engineering? 

9. What is cation exchange? 

10. If you allow a bucket of seawater to totally evapo· 
rate, various mil1erals will precipitate. Into which 
mineral groups do you think most of these minerals 
wW fit? 

11. Find five indLL~trial uses for earn of the abundant 
metals. 
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12. Why are the base metals so important in human 
history? 

13. What elements arc needed for agricultural fcrtiliz. 
ers? Discuss the occurrence of the two that are ex· 
tracted from miner a ls. 

14. Why L~ asbestos considered to be hazardous? Ts the 
massive effort to remove asbestos from buildings re· 
ally necessary? 
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CHAPTER 

Igneous Rocks 
and Processes 

Rocks that crystallized below the earth's surface from magma or at the 
earth's surface from lava fall into the most fundamental category of 

rocks, the igneous rockq. In order to understand the formation of these rocks, 
we will first discuss igneous processes. When magma reaches the surface, a 
wide array of possible phenomena occur that can be grouped under the um­
brella of volcanism. These processes include not only the formation of the 
rocks themselves by the cooling of lava but the often hazardous related 
processes that are characteristic of volcanoes. Throughout history, volcanic 
eruptions have posed one of the great natural risks facing the human popu­
lation. These risks persist today, even with our extensive knowledge of vol­
canic processes. In fact, increasing development encroaching upon potentially 
active volcanoes has increased the risk to uninformed citizens of countries 
that cannot afford to do the basic science necessary to understand and pre­
dict potential hazards. 

From a practical standpoint, a basic understanding of how rocks are 
formed and how their properties may influence various engineering proj­
ects is extremely important. The consequences that result from failure to 
understand rocks and their properties will be a recurrent theme in this 
book. Thus, although it may seem academic to study the processes of rock 
formation, an understanding of these processes must be applied in every 
major rock-engineering project. 

Volcanism 
Volcanism is the most obvious igneous process. Major eruptions generate 
worldwide interest because of their spectacular power and beauty and, as 
Mount Pinatubo in the Philippines and Mount St. Helens have recently 
proven so clearly, their danger and destructiveness. In addition to the areas 
of the earth that have been affected by volcanic activity in historic times, vast 



regions, ill'lcluding all the ocean basins, are underlain by volcanic rocks that were erupted 
earlier in geologic time. 

Volcanoes and Plate Tectonics 
One of the most important applications of the theory of plate tectonics is its use in ex­
plaining the distribution of active volcanoes on the earth's surface. Most of these are con­
centrated in narrow bands along the edges of lithospheric plates. Divergent plate margins 
are characterized by voluminous outpourings of basaltic lavas at midoceanic ridges 
(Figure 4.1). These lavas form the foundation of new oceanic cnast that fills the void left as 
the plates move away from each other. Convergent plate margins (Figure 4.1) also gener­
ate volcanic activity. Here, the descending plate and/or the rocks above the descending 
plate in a subduction zone are partially melted. The magmas formed at depth migrate to 
the surface to form chains of volcanic mountain ranges, such as the Cascades of the north­
western United States, or to form island arcs composed of volcanic accumulations on the 
sea floor that rise above sea level. The Aleutian Islands of Alaska form an island arc adja­
cent to a subduction zone. The volcanic rocks of convergent plate margins are usually in­
termediate in composition, as defined by their silica content. Andesite, named for the 
Andes Mountains of South America, is a common volcanic rock at convergent plate mar­
gins. The location of the major subduction zones, as well as the midoceanic ridges, are 
shown on Figure 4.2. 

Volcanism is not restricted to plate margins. A number of volcanic areas occur at 
some distance from plate margins. The volcanic activity is attributed to localized zones of 
high heat flow extending downward, deep into the mantle. These mantle plumes are as­
sumed to remain in fixed positions as the plates above move along their current paths. As 
long as the plate movement is in a straight line, a linear chain of volcanoes is produced. 
The Hawaiian Ridge-Emperor Seamount chain records the passage of the Pacific plate 
over the Hawaiian hot spot (Figures 4.3 and 4.4). The bend in the ridge indicates a change 
in direction of plate movement from northward, the orientation of the Emperor Sea mount 
chain, to northwestward, the bearing of the Hawaiian Ridge. Seamounts in the ridge and 
seamount chain are extinct volcanoes that have subsided below sea level. The Hawaiian 
Islands themselves are located near and over the hot spot. Individual islands increase in 
age from Hawaii, which lies over the plume and is the location of the active volcanoes 

.6. FIGURE 4.1 
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Volcanism is common at both divergent and convergent plate margins. Fissure eruptions produce 
new oceanic crust at d ivergent margins; composite volcanoes of andesltic composition are common 
at convergent m argins, w here partial melting of the crust occurs. 
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• FIGURE 4.4 
Diagram of Pacific Plate moving over hot spot to form Hawaiian islands. Source: From R. I. Tiiiing, 
C. Heliker, and T. L. Wright, 1987, Eruptions of Hawaiian Volcanoes: Past, Present and Future, U.S. Geological 
Survey; based on a drawing by the late Maurice Krafft. 

Mauna Loa and Kilauea, to Kauai at the northwest end of the chain. The size of these vol­
canoes is truly impressive. Mauna Kea on the island of Hawaii, for example, rises 4200 m 
above sea level but extends another 6000 m below sea level to the depth of the seailoor 
adjacent to the ridge. Therefore, the total height of the volcano, from the seafloor to the 
summit, makes it the largest mountain on the earth . A comparison of the total size of 
Mauna Loa to some land-based volcanoes is shown in Figure 4.5. I-lot spots are not limit­
ed to ocean basins. The Snake River Plain in southern Idaho and the Yellowstone vol­
canics are related to the migration of the North American Plate over a hot spot. 

Eruptive Products 
Volcanoes erupt quite a wide variety of materials. Aside from the gases mentioned earlier, 
eruptive products generally can be divided into lava and pyroclastic material. Lava, the 
name for magma after it reaches the surface, flows downslope away from the eruptive 
vent at a rate dependent on its temperature and silica content. Basaltic lavas, which are 

Vent a 0 10 km b c d 

--- aea level ....::::;:::,.. '\. -, Cinder cone: ~:::==:'.::==::::::::=::...._:::==:=:::=:::=:::==::::::~sc:a:le~~~~ k =:i / '- Sunset Crater, AZ 
Shield volcano: Maune Loa, HI Composite volcano: Dome: 

Mt. Reinier, WA Lassen Peak, CA 

• FIGURE 4.5 
Hot-spot v-olcanoes in the Hawaiian Islands, when measured from their base on the sea floor to their 
tops, dwarf volcanoes on land Source: John D. Winter, Introduction to Igneous and Metamorphic Petrology, 
An, 1st ed., Cl 2001, p.48. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.J. 
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<II FIGURE 4.6 
Recently erupted 
pahoehoe lava, Hawaii . 
Source: Photo courtesy 
of the author. 

low in silica and are enipted at high temperatures ( ~1100°C) are fluid and may flow 
great distances. Even so, there are variations in the flow characteristics of basaltic lavas. 
Highly fluid basaltic lava flows develop a smooth, ropy surface that is given the Hawai­
ian name pahoelwe (Figure 4.6). More viscous lava flows move at a slower rate and form 
a rough, jagged upper surface as blocks of partially solidified lava in the upper parts of 
the flow are broken apart by the slowly advancing mass beneath. The n1bbly flows, 
which can cut a person's boots to shreds within a short hiking distance, are known as aa, 
also a name of Hawaiian origin (Figure 4.7). Occasionally, the molten center of a lava 

• FIGURE 4.7 
Aa lava, Hawaii. Source: Photo courtesy of the author. 



.A. FIGURE 4.8 
Roof collapse of a lava tube, Idaho. The tube forms by the cooling of the lava-flow surface and by the 
outflow of the molten interior. Source: Photo courtesy of the author. 

flow may flow out from beneath the solidified crust, leaving a natural tunnel known as 
a lava tube (Figure 4.8). 

In addition to temperature and the amount of silica, an important influence on lava 
characteristics is the volatile content of magma. Siliceous magmas are generally higher in 
volatile content than mafic magmas, but the volatiles tend to boil off as the magma ap­
proaches the surface. The resulting lavas become more viscous after the degassing of 
volatiles. Rhyolite, one of the most silicic types of lava, is much more viscous than basaltic 
lava. Rhyolite lava can often be found in the form of plugs or domes that remain close to 
the vent area of the volcano because the lava is too viscous to flow away (Figure 4.9). The 
rhyolite flows that do occur move as thick, sluggish masses of lava with very steep fronts 
(Figure 4.10). 

The separation of gas from magma as it rises in a volcano often occurs with explosive 
force. Particles of all sizes are blasted into the air and carried away from the vent. Collec­
tively, all materials of this type are called pyroclastics, or tephra. The individual particles 
may consist of rock, minerals, or glass. The smaller particles, called volcanic ash, may be 
carried upward thousands of meters into the atmosphere and then transported around the 
earth several times as clouds of dust. In sufficient quantities, volcanic dust can even affect 
short-term climatic conditions by reflecting solar radiation. The abnormally cool summer 
of 1992 in North America was attribi1ted by some meteorologists to the eruption of Mount 
Pinatubo in 1991 in the Philippines. The coarsest particles, which range in size from about 
6 cm to many meters in diameter, fall close to the volcano or upon the mountain itself, 
where they then may bound or roll downward to the base of the slope (Figme 4.11). Rocks 
formed from volcanic ash are given the name tuff, whereas breccias are rocks formed from 
angular, coarse-grained pyroclastic material. 

One of the most destructive volcanic phenomena is the pyroc/astic flow, or piffoclastic 
surge (Figure 4.12). In these events, pyroclastic material, buoyed by gases and dust at an 
extremely high temperature, flows down the sides of a volcano at great speeds. In 1902, a 
pyroclastic surge from the volcano Mount Pelee on the Caribbean Lqland of Martinique 
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.A FIGURE 4.9 
A lava dome that formed in the crater of M ount St . Helens after the May 18, 1980, eruption. 
Source: R. Tilling; photo courtesy of U.S. Geological Survey . 

.A FIGURE 4.10 
M argin of rhyollte flow, Iceland. Source: Photo courtesy of the author. 

killed 28,000 people in the town of St. Pierre (Pigctre 4.13). Plows of pyroclastic material 
form distinctive rocks called welded tuffs. Particles of rock and volcanic glass contained in 
these flows are still very hot when they are deposited on the ground surface. Thus, as the 
material cools, the soft, high-temperature particles become "welded" together to form a 
hard, dense rock unlike other pyrocJa.qtic material. Pyroclastic flows will be described in 
more detail in the following section. 



.A. FIGURE 4.11 
Two large pyroclastlc fragments on the flank of a volcano In the Canary Islands. Source: University of 
Colorado . 

.A. FIGURE 4.12 
A pyroclast lc surge flowing down the flank of a volcano. Source: University of Colorado. 

Another type of flow produced by volcanic eruptions is called a lahar. Lahars, 
which are similar to mudflows, are generated when pyroclastk material becomes sat­
urated with water from melting snow, glacial ice, or rainfall. The resulting mass of de­
bris flow s down the mountainside in existing stream valleys, burying roads, bridges, 
and bi1ildings in its path . The deposition of debris from lahars in stream channels 
leads to increased flooding because of the resulting reduction in flow capacity of the 
river channels. 
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.A. FIGURE 4.13 
The remains of St. Pierre, Martinique, West Indies, after the pyroclastic surge of May 8, 1902. 
Source: Howell Williams. 

Types of Eruptions and Volcanic Landforms 
Volcanoes erupt in a variety of styles. The type of en1ption is governed by the composi­
tion of the magma and the characteristics of the vent. Characteristic landforms are 
formed by combinations of these two factors, as well as by the number of entptions from 
a single vent and relative proportions of lava and pyroclastics (Figure 4.14). The basic 
forms of surface ruptures are central vents and fissures. A central vent constitutes a point 
source for eruptive products, and the resulting landforms are symmetrical accumulations 
of material. If the eruption produces lava of basaltic composition, the fluid lavas will 

Eruptional Number of Ponn of rupture 
products eruption 

Central vent Fissure 

1 lava cone Lava fissure 
~ Basaltic lava cone row 
z lava 

§ > l Shield volcano Basalt pla teau 

Andesitic-

~ rhyolitic 1 Domes, plugs 

z lava 

8 Lava and tephra 
1 Spatter cone Spatter cone row 

> 1 Composite volcano Stratified ridge 

Tephra 1 Cinder cone Cinder cone row 
Tephra ring 

~ Location Size Type 

~ Small Crater 

iR Cones Small Pit crater 

~ Large Caldera 
lb 
0 lowlands Small-Large Maar 

Erosional Volcanic necks and diatremes 

.A. FIGURE 4. 14 
Landforms of volcanic vent areas. 



.A. FIGURE 4.15 
The gentle slopes and symmetrical profile of this small volcano in Iceland are typical of shield volca­
noes. Sou/Ce: Photo courtesy of the author. 

spread laiterally from the vent in all directions, producing a symmetrical cone with gently 
sloping sides (Figure 4.15). The slope angles of these Java cones and shield volcanoes are low 
because the basaltic lava flows can travel great dis1ances owing to their low viscosity. 
Smaller counterparts of lava cones are called ~atter cones. Basaltic lava flows frequently 
exhibit a dLqtinctive joint pattern called columnar jointing. During cooling of the Java, con­
traction initiates a series of cracks that form a polygonal pattern on the flow surface. 
Viewed from the side of the Java flow, the jointed rock resembles a series of columns 
(Figure 4.16). Lava of a more silica-rich composition than basalt is more likely to form 
domes and plugs in a vent area (Figure 4.9) than a complete cone . 

... FIGURE 4 .16 
Columnar jointing at Devil's Postpile, 
California. Source: University of Colorado. 
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.A. FIGURE 4.1 7 
Alternating strata of lava and pyroclastlcs In a composite volcano. 

Composite volcanoes are formed when a volcano erupts both lava and abundant pyro­
clastic material. The resulting cone has a layered internal stn1cture (Figure 4.17) consL<>ting 
of alternating layers of lava and pyrnclastics. The lava of composite volcanoes is more vis­
cous than that of shield volcanoes and falls into the intermediate range of composition. 
Andesite is a common rock type associated with composite volcanoes. Because of their 
high viscosity, andesitic lavas do not flow very far, and the side slopes of composite volca­
noes are quite steep. Volcanoes in the Cascade Range, including Mount St. Helens, are 
composite volcanoes (Figure 4.18). The tephra associated with very silicic eruptions, called 
pumice, is nearly white in color and highly vesicular. Vesicles lower the density of some 
pumice fragments to the point where they w ill float. 

The origin of andesitic lava is somewhat different from that of basaltic lava. Compos­
ite volcanoes occur above descending plates at convergent plate boundaries (Figure 4.19). 
As oceanic crust is forced downward into the mantle, where the temperature is much 
higher, partial melting of the asthenosphere may occur. In the process of partial melting, 
silica-rich minerals in the rock melt before other minerals, so the magma produced is more 
silicic in composition than the host rock. By partial melting, basaltic oceanic crust and its 
overlying asthenosphere may produce magma of andesitic composition. The composition 
of the magma may also be influenced by partial melting of sediments on the subducted 
slab or of other crustal rocks. 

In some volcanic eruptions, the gas content associated with magma rising toward the 
surface ls so high that the eruption is extremely explosive. This situation produces mainly 
pyroclastic en1ptlve products. The larger clasts that fall around the eruptive vent form a 

.A. FIGURE 4.18 
Mount Hood, a composite volcano In the Cascade Range. Source: Photo courtesy of Glenn Oliver. 
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cinder cone, or tephra ring (Figure 4.20). The finer particles may be carried by winds for 
thousands of kilometers. The gas content of an explosive eruption may include steam, 
which is formed by the explosive vaporization of groi.mdwater or surface water above the 
eruptive vent. The rocks containing the groundwater over the magma chamber are blasted 
apart, adding to the eruptive pyroclastks to construct the cone (Figure 4.21). A cinder cone 
represents a higher contribution of pyroclastics from the magma, relative to a tephra ring. 
If the magma contribution of pyroclastics is very low, the landform is predominantly a de­
pression called a maar, with low ring of debris produced from the explosion. 

In contrast to eruptions from central vents, surface ruptures may be a linear crack, or 
fissure. Fissure eruptions are common along the midoceanic ridges, where lithospheric 
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.6. FIGURE 4.20 
Hverfall, a large tephra ring In northern le.eland. Source: Photo courtesy of the author. 

a) Cinder cone 0.25-2.5 km dia. 

b) Maar 0.~3.0 km <lia. 
--~=-=+:::::::::e..~~ ~ = y 

c) Tuphra ring o.~3.0 km din. 

<41 FIGURE 4.21 
Volcanic cones formed at a central eruption. If the erup­
tion has a high pyroclastic content, a cinder cone is 
formed. If the eruption has a lower pyroclastic content, 
mixed with debris caused by the explosive conversion of 
groundwater or surface water to steam, the result is a 
tephra ring. Eruptions deficient in pyroclastics, but with 
strong water-related explosions are moors. 

plates are being pulled apart. Basaltic lava formed by partial melting of the astheno­
sphere moves upward to the surface to form new crustal material as the plates move 
away from each other. The enti re oceanic crust is generated in this fashion. Iceland ls a 
portion of a mldoceanic ridge that projects above sea level (Figure 7.45). Here, fissure 
eruptions sometimes produce lava cone rows (Figure 4.22). Voluminous fissure eruptions 
of basaltic composition also occur away from plate boundaries. The highly fluid lava 
spreads out from fissures over vast areas. The Columbia .River and Snake River basalt 
plateaus in the northwestern United States (Figure 4.23) are underlain by immense vol­
umes of basalt that originated from fissure eruptions. The origin of these volcanic 
provinces appears to be different. The Columbia River basalt plateau might be the 
equivalent of a back arc basin (Figure 2.34) in a continental area. According to this 
model, the volcanism is the result of tension and spreading behind the Cascades vol­
canic arc. In this case, spreading never actually produced a basin, but just a vast out­
pouring of basaltic lavas. Beneath these plateaus, basalt flows are stacked on top of each 
other to form a basalt sequence thousands of meters thick (Figme 4.24). A generalized 



... FIGURE 4.22 
The line of small cones marks the site of a fissure erup­
tion that produced the surflclal lava flows in the valley. 
Source: Photo courtesy of the author . 

... FIGURE 4.23 
Location of the Columbia River 
(CRB) and Snake River Plain (SRP) 
basalt plateaus. The Columbia River 
plateau vol canism may be the result 
of the formation of a back arc basin, 
but the Snake River-Yellowstone vol­
canism is caused by the movement 
of the North American Plate over a 
hot spot. Previous positions of the 
hot spot are shown. Source: From J. D. 
Winter, An Introduction to Igneous and 
Metamorphic Petrology, Cl 2001, by Pren­
tice Hall, Inc., Upper Saddle River, N.J. 
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cross section of a Columbia River basalt flow (Figure 4.25) shows that columnar jointing 
is best developed near the top and bottom of the flow. The pillow-palagonite complex at 
the base of the flow is formed by movement of the flow into a body of water. Pillows are 
formed i.inderwater as blobs of molten basalt are squirted out through cracks in the flow 
front and then rapidly cool and settle to the bottom. The lava is cooled more rapidly in 
water than in air, and much of the lava and pyroclastic material chills to a basaltic glass, 
which is later altered to form palagonite (Figure 4.26). 
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<II FIGURE 4.24 
The Columbia River basalts In eastern Washington con­
sist of a sequence of nearly continuous horizon tal lava 
flows, stacked one upon another. Source: Photo courtesy 
of the author. 
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<II FIGURE 4.25 
Generalized cross section of basalt 
flow. Columnar jointing Is present 
in the upper and lower colonnades. 
Irregular jointing occurs in the 
entablature. The pillow-palagonlte 
complex is a glassy zone formed by 
the flow of lava Into a body of 
water. Source: Modified from V. R. 
Baker, 1987, Dry falls of the channeled 
scabland, Washington, Geological Soci­
ety of America Centennial Field Guid!!­
Cordilleron Section, p. 369. 

The volcanic landforms that we have described thus far are primarily constructional; 
that is, they are associated with accumulations of volcanic debris. Topographic depres­
sions of volcanic origin also occur both on and off of volcanic cones. The most common 
depression is a crater, which is simply the vent area at the top of a volcanic cone. If the vent 
area has been subjected to collapse or subsidence following eruption, the name pit crater is 
used. Subsidence, which is caused by removal of some of the underlying magma by erup­
tion, is indicated by a circular pattern of fractures with near-vertical walls that formed as 
the central region of the crater sank downward toward the magma chamber (Figure 4.27). 
In some cases, a larger part of the roof of the magma chamber collapses to form a large de­
pression that sometimes resembles a pit crater. This type of depression, called a caldera, Lq 
typified by Kilauea caldera in Hawaii and Crater Lake in Oregon. To be classified as a 
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A FIGURE 4.26 
Pillow basalt, Iceland. Source: Photo courtesy of the author. 

caldera, the depression must be equal to or greater than an arbitrary 1.6 km in diameter. 
Caldera formation is illustrated in Figure 4.28. 

Other types of depressions are more likely to be found in lowland areas adjacent to 
volcanic cones. The ways in which these craterlike depressions form include eruptions 
caused by the rise of gases from a magma, without the accompanying lava or pyroclastics, 
and the explosion generated when magma or lava comes in contact with groundwater or 
surface water. The explosiveness in the latter case is caused by the vaporization of the 
water into steam to form a maar (Figure 4.21). Maars often form lakes in humid regions. 

After a volcano becomes dormant, erosion begins to attack the volcanic cone. During 
long periods of geologic time, entire volcanoes can be eroded away, along with the rock 
surrounding the volcano. Erosion to this degree may expose the pipe or conduit that led 
from the magma chamber to the vent. These pipes are filled either with solidified magma 
or breccia that was formed by the explosive escape of gases from the magma chamber. In 
either case, the rock in the volcanic pipe may be more resistant to erosion than the sur­
rounding rock and may therefore project above the landscape as an imposing monument 
to past volcanism. Shiprock is a breccia-filled pipe, or diatrerne, that towers above the New 
Mexico landscape (Figure 4.29). Volcanic necks are similar features composed of magma 
that cooled and solidified prior to reaching the surface. 

Volcanic Hazards 
Volcanoes pose some of the most serious hazards in nature. The specific hazards that are 
attributed to volcanic processes are listed on Table 4.1. In addition to these phenomena, 
which are directly related to the eruption, many deaths by starvation occur after a major 
eruption, because of the loss of crops and livestock or the physical isolation of people who 
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.6. FIGURE 4.27 
Oblique aerial photo of Kiiauea caldera, looking north. The Halemaumau pit crater is in left-center. 
Source: Photo courtesy of U.S. Geological Survey. 

<II FIGURE 4.28 
Hypothetical sequence of events in 
the formation of a caldera.Source: 
After Howell Williams, 1941, Calderas 
and their origin, Bull. Univ. Calif. Dept. 
Geo/. Sci., 25:239- 346. 
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• FIGURE 4.29 
Shlprock, a dlatreme in New Mexico. The thin, dark, linear feature extending outward from the dia­
trem e Is a dike. Source: University of Colorado. 

Table 4.1 Volcanic Hazards 

Lava flows and domes 
Pyroclastic density currcn ts 

Pyrocla~tic flows 
Hot pyroclastic surges 
Cold, or base, surges 
Directed blasts 

Lahars, lahar-runout flows, and floods 
Structural collapse 

Debris avalanches 
Gradual or jerky sector collapse 

Tephrn foils and ballistic projectiles 
Volcanic gases 
Volcanic earthquakes 
Atmospheric shock waves 
Tsunamis 

Source: W. E. Scott, 1989, Volcanic and related hazards, In R. I. 
Tilling, ed., Volcanic Hazards, American Geophysical Union. 

survive the eruption. Deaths from volcanic eruptions ach1ally increased in the 20th centu­
ry relative to the previous three cenhtries (Table 4.2), although the dfatribution of deaths 
among the various causes changed dramatically. The number of deaths from direct flows 
of various types from volcanic eruptions increased, both in numbers and percentages. 
Although thfa could be caused by the coincidence of some major eruptions in populated 
areas in the 20th century, it is also likely that population growth around volcanoes­
drawn to these areas to exploit the fertile soils that develop on eruptive products- was 
also a factor. Deaths from other hazards such as starvation decreased as better communi­
cation technology and disaster response were employed. 
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Table 4.2 Human Fatalities from Volcanic Hazards in Two Periods of Time. The 
average fatalities per year increased in the 20th century, although the relative 
contribution of different types changed from the previous three centuries. 

Primary Cause 1600-1899 1900-1986 

Pyroclastic flows and debris avalanches 18,200 (9.8%) 36,800 
Mudflows (lahars) and floods 8,300 (4.5°/c.) 28,400 
Tephra fall~ and ba lfatic projectiles 8,000 (4.3%) 3,000 
Tsunami 43,600 (23.4%) 400 
Post-eruption starvation, d isease, etc. 92,100 (49.4%) 3,200 
Lava flows 900 (0.5%) 100 
Gases and acid rains 1,900 
Other or unknown 15,100 (8.1%) 2,200 

TOTALS 186,200 (100%) 76,000 
Fatalities per year (average) 620 880 

Source: W. E. Scott, 1989, Volcanic and related hazards, In R. I. Tilling, ed., Volcanic Hazards, American 
Geophysical Union. 

Lava Flows and Domes 

(48.4%) 
(37.4%) 
(4.0%) 
(0.5%) 
(4.2%) 
(0.1%) 
(2.5%) 
(2.5%) 

(100%) 

In rare occurrences, thin, very fluid lava flows have taken human lives. More commonly, 
however, residents of threatened areas have time to evacuate prior to release of a lava flow 
into an occupied area. Lava flows are a definite threat to human property, including roads, 
houses, and other structures. The island of Hawaii is an excellent example of lava flow 
hazards, although other types of volcanic hazards are low in Hawaii owing to the low­
volatile content of basaltic magmas and lavas. The island is constructed of five volcanoes, 
two of which-Mauna Loa and Kilauea-are currently active. Kilauea is the most active 
because it is more directly above the hot spot as the Pacific Plate moves northwesterly. An 
even younger volcano is building up below sea level off the coast of the island south of 
Kilauea; it may add to the area of the island at such time when it emerges. 

The lava flow hazards on the island of Hawaii are shown in Figure 4.30 .. Kilauea, 
which has been erupting intermittently from vents along its East Rift since 1982, is studied 
continuously by scientists at the Hawaiian Volcano Observatory run by the U.S. Geologi­
cal Survey. Lava flows from these events have occasionally flowed into developed areas 
and caused significant loss of property (Figures 4.31, 4.32). 

Pyroclastlc Density Currents 
Pyroclastic density currents (Table 4.2) include a range of related phenomena involving 
the rapid downslope movement of pyroclastic debris and gases. They occur at nearly 
every composite volcano because of the explosive eruptions and high pryrocl.astic con­
tent. As mentioned earlier, two basic types of density currents can be identified: pyroclastic 
flows and pyroclastic surges. Plows have a high proportion of pyroclastic debris relative to 
gas and are therefore denser. They range in temperature between 300°C and 800°C and 
attain velocities up to several hundred meters per second. Because of their higher densi­
ty, they tend to hug the ground and follow existing valleys. Pyroclastic surges are densi­
ty currents with a lower density and higher gas content. They can be "cold" (less than 
the boiling point of water) if they have a high content of water vapor derived from 
groundwater, surface water, or snowmelt. Hot surges constitute the most deadly hazard 
associated with pyroclastic eruptions. Thousands of people have been killed by inciner­
ation and asphyxiation from hot pyroclastic surges. Because of their lower density, surges 
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O 10 miles 

Hazards map of the Island of Hawaii. Relative hazard from lava flows ranges from 1 (high) to 9 (low). 
The thin, solid line marks the boundary between the M auna Loa and Kilauea volcanoes. The stipple 
pattern indicates areas covered by pre-1975 historical lava flows. Nearly 30% of the land surface In 
hazard zone 2, south of the East Rift Zone of Kilauea, has been covered with lava flows since 1 955 . 
Source: From D. R. Mullineaux, D. W. Peterson, and D. R. Crandall, 1987, U.S. Geological Survey Professional 
Paper 1350. 

can move faster than flows and are not confined by topography. The rapid velocity of 
these events makes it impossible to escape once they have started. Pyroclastic surges are 
genetically related to pyroclastic flows and can separate from the denser flows during 
the event (Figure 4.33). 

Directed blasts are very similar to pyroclastic flows and surges, except that a surge 
moves along the path of the directed blast rather than downslope from the top of the vol­
cano. The most famous example is the lateral blast from the 1980 emption of Mount. St. 
Helens. This event is described in Case In Point 4.1. Directed blasts represent a hazard that 
can occur anywhere aroi.md the volcano, without regard for topography. 
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Distribution of lava flows from the Pu'u O'o eruption from the East Rift Zone of Kilauea between 1983 
and 2003. Flows covered parts of the Royal Gardens subdivision and a major coastal road. 5oun:e: 
Hawaiian Volcano Observatory, U.S. Geological Survey. 

Lah a rs 
When pyroclastic debris comes in contact with water, snow, or ice on the slopes of a vol­
cano, a high-density slurry can be generated. The resulting lahars move downslope 
along the paths of existing river valleys. Velocities vary greatly but most do not exceed 
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A FIGURE 4.32 
Lava flow covering road along south coast of Hawaii. Source: Photo courtesy of the author. 

10-20 m/sec. These velocities, much lower than pyroclastic flows and surges, along 
with easily predicted paths, allow time for evacuation if the threat is recognized, evac­
uation procedures are in place, and warnings are issued. The lahar hazard is increased, 
however, because lahars can travel great distances, sometimes as much as several hun­
dred kilometers. 

When warnings are not given or heeded, the consequences can be deadly. By most 
standards, the November 1985 eruption of Nevado del Ruiz in Columbia was not major. 
The volume of magma erupted was only about 3% of the Mount St. Helens emption. 
Lahars generated on the snow-covered peak, however, buried the town of Armero 
(Figure 4.34), killing 23,000 people in the process. The most tragic aspect of this erup­
tion is that the destruction of Armero could perhaps have been avoided. A hazards map 
published just one month before the eruption clearly indicated the potential danger for 
the town. Even more lamentable is that there was a historical record of lahar damage in 
Armero. Mudflows similar to those of 1985 had inundated the town twice before, in 
1595 and 1845, with hundreds dead in both cases. Unfortunately, natural hazard pre­
diction and mitigation is not the highest priority in underdeveloped countries. 

A much more active response undoubtedly saved thousands of lives during the 1991 
entption of Mount Pinatubo in the Philippines. This eruption is now thought to be one of the 
largest eruptions of the century. Small, precursor eruptions and seismic activity began in 
April and May 1991. A geologic study of the volcano and the surrounding area was begun im­
mediately. This investigation showed that pyroclastic flows were widely distributed around 
the base of the volcanic cone. As the activity intensified, about 50,000 people were evacuated 
in stages, including 14,000 personnel and dependents from Clark Air Base, a U.S. Air Force fa­
cility. On June 12, a massive explosion occurred, blasting a column of ash to a height of 19,000 
m above sea level. Three days later, on June 15, a lateral blast sent huge pyroclastic flows in all 
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.A. FIGURE 4.33 
Formation of a pyroclastic flow and surge from the same original event. (a) Orginal pyroclastic densi­
ty current. (b) Gradual separation of flow (dark stipple) and surge (light stipple) by density. (c) The 
surge outruns the flow and begins to rise as sediment Is being deposited from it and the density de­
creases. (d) The pyroclastic flow overtakes the surge. This sequence can be repeated if the flow accel­
erates. Source: W. E. Scott, Volcanic and related hazards, Volcanic Hazards, © 1989, American Geophysical 
Union. Reproduced by permission of American Geophysical Union. 

directions down the volcano (Figure 4.35). After this event, the h)tal number of evacuees was 
pushed to 200,000 people, the largest number ever evacuated for a volcanic eruption. By an 
unfortunate coincidence, a typhoon was moving through the area at the same tim,e as pyro­
dastic flows were moving across the landscape. Torrential rains soaked the ash, making it 
mum heavier. The distribution of pyrodastic flow and lahar deposits is shown in Figure 4.35. 
The loss of life from the eruption- about 300 people were killed- was immeasurably less be­
cause of the ability and willingness to respond to the hazard effectively. 

Structural Collapse 
Large volcanic cones are inherently unstable masses. Heterogeneous eruptive products 
may accumulate very rapidly on the steep slopes of the cone. These rocks and sediments 
may also be subjected to very rapid weakening by weathering processes that are unique 
to volcanoes. Because most composite volcanoes are very high, they receive substantial 
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Mudnows from Novemher 19R5 
eruption or Nevado del Ruiz 

Hazards map of Nevado del Ruiz, Columbia, published one month before the 1985 eruption. Distrib­
ution of mudflows from the eruption are shown. Source: From T. L. Wright and T. C. Pierson, Living with 
Volcanoes, The U.S. Geological Sutvey~ Volcano Hazards Program, U.S. Geological Survey Circular 1073. 

orographic precipitation and may contain extensive snowfields and glaciers, even near 
the equator. As rain and snowmelt infiltrate into the rocks of the volcano, they are 
warmed because of the high heat flow emanating from the magma chamber. Thi'> warm 
water reacts rapidly with minerals in a process called hydrotherm11l 11lter11tion. Feldspars 
and other primary minerals can be converted to clays, thus weakening the rocks that host 
them. Other conditions on a volcano are ideal for massive collapses- the slopes are steep 
and rising magma prior to eruptions can produce earthquakes similar to the sequence of 
events at Mount St. Helens leading up to the lateral blast. The collapse and downslope 
movement of huge sections of the mountain under these conditions is not unexpected. 

A wide variety of slope movements results from structural collapse. One of the most 
common is the debris flow or avalanche. These are downslope movements of rock debris 
at highly variable velocities and with highly variable amounts of water. They are general­
ly limited! to the volcano itself, but if water is present, the debris can mobilize into fluid la­
hars that move much farther. 

Tephra Falls and Ballistic Projectiles 
Hazards of various types accompany tephra falls from volcanic eruptions. Pyroclastic parti­
cles are classified according to size as ash ( < 2 mm), lapilli (2-64 mm), and blocks or bombs 
(> 64 mm). Bombs are hot enough to be viscous at the time of impact. Blocks and bombs 
pose an obvious threat of injury or death; clasts this size can be carried for as much as 5 km 
from the vent. A tragic event that epitomizes the notion of bad timing occurred at the active 
Columbian volcano Galeras in 1993. Many of the world's top volcanologists were attending 
a workshop on volcanic hazards in the nearby city of Pasto. On one of the field trips at the 
conference, a group of 12 scientists, journalists, and tourists descended into the crater of the 
volcano to sample gas emission. By all indications of activity, the volcano appeared to be in a 
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period of dormancy and the short trip into the crater was not expected to pose more than the 
normal risks of this dangerous profession. Unfortunately, the volcano began a minor erup­
tion at the very time that the party was beginning its ascent out of the crater. Bombs up to a 
meter or more in size began to rain on to the floor and sides of the crater. Six members of the 
party were killed and five more were injured. 

Beyond the range of the larger pyroclastic particles, the finer tephra falls have many 
deleterious effects. Tephra accumulations on roofs can cause collapse, particularly when it 
becomes wet and waterlogged. This occurred with the Mount Pinatubo eruption, and many 
of the deaths from the eruption occurred by collapse of roofs buried beneath thick ash accu­
mulations (Figure 4.36). The total accumulations of tephra from the eruption are shown in 
Figure 4.35. Ash in the air above and downwind from eruptions is damaging to jet engines, 
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.i. FIGURE 4.36 
Thick accumulation of pyroclastics near Mount Pinatubo. Source: R. P. Hoblitt, U.S. Geological Survey. 

and several flights almost crashed while flying through the tephra plume from Pinatubo. 
Ash falling on land can damage auto engines, start fires, and kill livestock and vegetation. 
The ash particulates also cause respiratory problems for humans outside during the airfall. 

Volcanic Gases 
In addition to water vapor, the most abundant volcanic gas, more hazardous gases are emit­
ted, including carbon dioxide, carbon monoxide, sulfur oxides, hydrogen sulfide, chlorine, 
and fluorine. Carbon dioxide is denser than air and undetectable by humans. Several well­
known releases of carbon dioxide have caused many deaths to humans and animals by as­
phyxiation. The most famous example of gas release occurred at two lakes in the west 
African country of Cameroon in the mid-1980s. The Lakes involved are located in volcanic 
maars that are less than 1000 years old. Gases that rise through the volcanic vent conduits 
accumulate in the bottom of these deep lakes, one of which is called Lake Nyos. The gas, 
much of which is carbon dioxide, tends to build up at the bottom of the lakes, perhaps be­
cause lakes in the tropical climate typical of Cameroon are not subject to yearly overturn as 
are lakes in temperate climates. On August 21, 1986, Lake Nyos released a large quantity of 
carbon dioxide as a giant bubble, which caused a splash as high as 100 m on the steep walls 
of the crater. The mechanism causing the sudden rise of gases from the bottom of the 208-
m-deep lake is still not definitely known. At any rate, the gas release formed a lethal cloud 
of C02 that flowed as a density current near the ground surface down several river valleys 
(Figure 4.37). The momentum of the gas cloud was sufficient to flatten stalks of corn due to 
the fact that C02 is 1.5 times denser than air. When the gas encountered several villages 
along its path, people were overwhelmed and killed by asphyxiation. The survival rate was 
less than 1 % in the village of Nyos. In all, 1746 people and 8300 livestock were lost. Deaths 
were caused as far as 23 km from Lake Nyos. A similar event of this type at a nearby lake 
occurred in 1984, although with a much lower loss of life. This indicates that gas releases 
must be considered a continuing threat in Cameroon and in other tropical volcanic regions. 

A solution to the threat of future gas eruptions of Lake Nyos has been tested and is 
now in operation. The solution is based on the principle of a self-siphon (Figure 4.38), in 
which a pipe is installed from the lake bottom to its surface. The self-siphon is initiated by 
pumping water from the pipe, which lowers the pressure on the gas at depth to the point 
that it becomes sah1rated. Bubbles will then form and rise to the surface and, at this point, 
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Map of the Lake Nyos area, showing areas covered by the gas cloud. Source: From Eos, Transactions, 
American Geophysical Union, lune 9, 1987. 

... FIGURE 4.38 
The principle of a self-siphon to put 
into operation a controlled release of 
gas from Lake Nyos. 1. Pumping 
water to Initiate self-siphon. 2. Self­
sustained release of gas bubbles. 
Source: From M. Halbwachs, 2001, 
http://perso.wanadoo.fr/mhalb/nyos/ind 
ex.htm. 
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the pump is no longer needed. This technology is probably a controlled version of the 
spontaneous gas release. Implementation of this technology would keep gas contents in 
the lake below the level at which spontaneous releases would occur. 

Volcanic Earthquakes, Atmospheric Shock Waves, and Tsunamis 
Earthquakes are commonly measured at volcanoes as magma moves into the volcano. These 
events are carefully monitored by scientists to help understand the internal conditions of the 
volcano and to attempt to predict eruptions. The earthquakes generally are small in mag­
nitude and do not cause extensive damage. The release of huge amounts of pyroclastic 
material can generate an atmospheric disturbance that propagates outward from the vol­
cano. Damage to structures can occur within several hundred kilometers of the mountain. 
Tsunamis are huge waves generated in the oceans by sudden movement of faults or various 
volcanic processes such as structural collapse. These waves travel through the ocean basins 
at high velocities and cause extensive damage to low-lying coastal areas. The Indian Ocean 
tsunami of December 2004 provides a chi.lling example of these phenomena (Chapter 15). 

Case In Point 4.1 
Effects of a Major Eruption and Predictions for Future Eruptions: 
Mount St. Helens and Mount Rainer 

The Cascade Range in the northwestern United States is a continental volcanic arc related to 
subduction of the Juan de Puca Plate (Figures 4.19, 4.23). The active volcanoes in this chain 
pl)Se a very serious geologic hazard to the region, especially as the development and popu­
lation growth in the major cities of the region expand outward toward the mountains. The 
main volcanoes in Washington and Oregon, along with their hazard zones, are shown in 
Figure 4.39. There is no better illustration of these hazards than the 1980 eruption of Mount 
St. Helens. We will review the effects of this event and then apply the lessons learned to an 
equally dangerous, but currently quiescent, volcano, Mt. Rainier. 

The eruption of Mount St. Helens on May 18, 1980 terminated a 123-year period of in­
activity. Preliminary signals, including earthquake activity, minor eruptions, and the for­
mation of a huge bulge on one side of the mountain, preceded the eruption for months and 
left no doubt that a major event was possible at any time. A huge effort was made to evac­
uate the nearby population to safety, but the eruption began in an unpredicted fashion­
the north side of the mountain gave way in a massive debris avalanche that buried the 
upper part of the North Fork of the Toutle River valley beneath 3 billion m3 of rock, ash, 
pumice, snow, and ice (Figure 4.40). The sudden release of pressure caused by the debris 
avalanche unleashed a lateral blast of hot gases and ash. This unexpected directed blast of 
pyroclastic material devastated the forests to the north of the mountain for a distance of 25 
km and affected a total area of 650 km2

. Fifty-seven people were killed, mainly because the 
lateral blast had not been anticipated. Trees within the blast zone were blown over like 
toothpicks (Figure 4.41). Subsequent to the lateral blast, ash was erupted vertically into the 
atmosphere, where it began to drift eastward across the United States as a dense cloud. 

Among the most damaging long-term effects of the Mount St. Helens eruption were la­
hars mobilized from the debris avalanches; within hours after these huge landslides came 
to rest, waves of fluidized debris moved down the major rivers draining the volcano. 
The largest lahar swept down the North Fork of the Toutle River into the Cowlitz River, 
and eventually into the Columbia River (Figure 4.42). The channels of the Toutle and 
Cowlitz Rivers were filled by the surging mud flows, which occasionally overflowed 
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onto the floodplain, where roads and bu:ildings were buried by the debris (Figure 4.43). In 
all, 27 bridges and nearly 200 homes were damaged by the lahars. The blast and lahars to­
gether destroyed more than 185 miles of highways and roads and 15 miles of railways. 

Deposition within the channel itself was also a serious problem. In some places, the ca­
pacities of the channels were reduced to only one-tenth of their preen1ption value. Thus, 
the threat o.f flooding was increased to a much greater degree than before the eruption. 
Soon after the eruption, flood-abatement programs were initiated. These projects included 
dredging and levee improvement in flood-prone areas. 
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_. FIGURE 4.40 
Debris-avalanche deposits on the north flank of Mount St. Helens and extending into the upper por­
tions of the North Fork Toutle River valley. Deposits are about 200 m thick in the area shown. 
Source: R. M. Krlmmel; photo courtesy of U.S. Geological Survey. 

_. FIGURE 4.41 
Blown-down timber In the Green River valley from the Mount St. Helens eruption. Source: Washington 
Dept. of Natural Resources. 
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Map of the Mount St. Helens region showing the extent of debris avalanches and lahars. 
Source: Modified from U.S. Geological Survey Circular 850-B . 

.6. FIGURE 4.43 
Building partially buried by lahar deposits, North Fork Toutle River valley. Source: R. L. Shuster; photo 
courtesy of U.S. Geological Survey. 
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(a) 

(b) 

.6. FIGURE 4.44 
Mount St. Helens before (a) and after (b) the 1980 eruption. Source: Courtesy Cascade Volcano Observa­
tory). (a) Photo by Richard P. Hoblitt. (b) Photo by Lyn Topinka. 
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The net effect of the Mount St. Helens eruption on the mountain itself was a reduction in 
elevation from 2950 m before to 2550 m after (Figure 4.44). This eruption created a new ur­
gency to understand the hazards of the Cascade volcanoes and to protect the rapidly growing 
population in the lowlands below these volcanoes. Recent activity in Mount St. Helens in 
2004 and 2005 has again focused interest on this dangerous mountain. 

Mount Rainier is the highest and potentially most dangerous volcano in the Cascades, 
mainly because of the large and rapidly growing population that lives within reach of lahars 
and other hazards (Figure 4.45). In recent decades, especially after the eruption of Mount St. 
Helens, research into the geological hfatory of Mount Rainier has intensified. Because of its 
great height, Mount Rainier is covered with glaciers and snowfields. Snow and ice provide 
the water necessary for the formation of lahars that can travel long di<itances. Mount Rainier 
al<io has extensive hydrothermal alteration, which weakens the rock and leads to large-scale 
structural collapses. Lahars that have a high clay content, which can be inherited from hy­
drothermally altered rocks, have been shown to travel farthest. These two factors make lahars 
the most feared hazard for thi<i volcano. 

Mount Rainier has not erupted for about 150 years. Despite this period of dormancy, re­
cent research has shown that the volcano has experienced between five and seven major 
eruptions in the past 5000 years of geologic time. Each of these eruptions produced a struc­
tural collapse of part of the cone and gene.rated a clay-rich lahar (Table 4.3). The distribution 
of the deposits of three of these lahars is shown in Figure 4.46. Today, more than 100,000 
people live on the deposits of these flows; because lahars are topographically confined, 
these same areas will again be targeted by lahars, depending on which side the mountain 
fails in the eruption. The largest of recent lahars was the Osceola mud flow. This lahar was 

... FIGURE 4.45 
Mount Rainier with Tacoma, Washington in the foreground. Source: Lyn Topinka; photo courtesy of U.S. 
Geological Survey. 



Table 4J. Characteristics of the Most Recent Lahars Originating from Mount Rainer. The clay content of these flows 
indicates that structural collapse was involved In the respective erupt! ons. 

Clay Age (yr, Volume 
Flow (percent) before present) Drainage km$ Extent 

Central part of 3-4 <500 Tahoma Creek; <0.15 Probably to Elbe 
Tahoma lahar Nisqually River 

Electron mudflow 6-11 530-550 Puyallup River 0.26 Puget Sound lowland 
1000-yr-old lahar S-12 1050-1000 Puyallup River Possibly At least to Mowich River; 

>0.30 possibly to Puget Sound 
lowland 

Unnamed lahar (possibly 4-5 Same as below? Puyallup River Puget Sound lowland 
same as Round Pass 
mudflow). 

Round Pass mudflow 4-5 2170-2710 Puyallup River Puget Sound lowland 
(main part) 

Osceola mudflow 2-15 4500-5000 White River (main 3 Puget Sound lowland 
(probably includes fork and West 
Grcenwater lahar) Fork) 

Greenwater lahar <3 Main fork White Puget Sound lowland 
(probably part of River 
Osceola mudflow) 

Source: K. M. Scott,). W. Vallance, and P. T. Pringle, 1995, Sedimentology, behavior, and hazards of debris fl<Y.vs at Mount Rainier, Washington, U.S. Geological Survey 
Professional Paper 1547. 
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.A. FIGURE 4.46 
Extent of three large lahars from Mount Rainier (dark stippling); the Osceola mudflow (White River), 
the Paradise lahar (Nlsqually River), and the Electron mudflow (Puyallup River). Source: National 
Research Council, 1 994 

mobilized by a structural collapse of the volcano between 4500 and 5000 years ago during a 
major eruption. The Osceola mudflow traveled nearly 100 km, into the area that is now part 
of metropolitan Tacoma, Washington. Recent estimates put the volume of the mudflow at 
more than 3 km3

. By comparison, the lahar that killed 23,000 people in Armero, Columbia 
had only about 3% of this volume. An eruption equal to the one that produced the Osceo­
la mudflow would dwarf the damages of the 1980 Mount St. Helens eruption. The b road 
valleys leading up to Mount Rainier are much more attractive sites for development than 
the steeper topography between the valleys (Figure 4.47). While adequate warnings and 
evacuation procedures could perhaps save most lives, the property damage would be un­
precedented. As more time passes before this eruption, the hazard will only increase as 
population growth continues. 



.. FIGURE 4.47 
New house under con­
struction in subdivision in 
Orting, Washington, with 
Mount Rainier in the back­
ground. In the fore­
ground, a spruce stump 
projects upward from the 
storm drainage basin. 
Spruce trees in this area 
were buried by the Elec­
tron mudflow about 500 
years ago. Source: Photo 
courtesy of the author. 
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Intrusion refers to the movement of magma from a magma chamber to a different subsur­
face location. Bodies of rock formed by the intrusion of magma are called plutons. Rocks 
that make up plutons usually have phaneritic texture because the cooling time was suffi­
cient to allow the formation of large crystals. It is only after erosion has removed the over­
lying rocks that we are able to observe intrusive rocks at the earth's surface. 

Types of Plutons 
Plutons differ in terms of size, shape, and composition from the rocks that were intruded 
by the magma, which are older rocks known as country rocks. A major group of plutons is 
classified as tabular because they are thin in one dimension as compared with the other 
two dimensions (Figure 4.48). U a tabular pluton is roughly parallel to the layering of the 
country rocks, it is said to be concordant and is called a sill. Discordant plutons cut across the 
layering of the country rock. Dikes (Figure 4.49) are vertical or steeply dipping tabular ig­
neous bodies that fill planar cracks through which magma was moved to the surface in fis­
sure eruptions. At the close of the eruption, the magma remaining in the crack connecting 
the magma chamber with the fissure solidifies to become a dike. 

Nontabular pli1tons include /accoliths, stocks, and batholiths. The shapes of these plu­
tons are thick as well as broad. A laccolith is a relatively shallow concordant pluton that 
causes doming of the overlying country rocks (Figure 4.50). The rocks above are bowed 
upward during the intrusion of the magma. Nontabular, discordant plutons are called 
stocks if their surface exposure covers an area of less than 100 km2 and batholiths if they 
are exposed over a larger area. Batholiths are truly immense bodies of rock that form the 
cores of entire mountain ranges. The Idaho a.nd Sawtooth batholiths in central Idaho are 
excellent examples (Figure 4.51). The distribution of batholiths in western North America 
is shown in Figure 4.52. 
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Types of plutons. Source: From S. Judson, M_ E. Kauffman, and L. D. Leet, Physical Geology, 7th ed., 11' 1987 by 
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(a) (b) 

_. FIGURE 4.49 
(a) A basaltic dike (dark rock at center) cutting metamorphic rocks near Bar Harbor, Maine. 
(b) Granitic dikes cutting Precambrian metamorphic rocks, South Sinai, Egypt. Source: PhotO·S 
courtesy of the author. 

Crystalllzatlon of Magmas 
The great variety in the mineral and chemical composition of igneous rocks suggests that the 
crystallization of magma is not a simple process. Pioneering experiments by N. L. Bowen in 
the early 1900s (Bowen, 1922) demonstrated that minerals crystallize sequentially as the tem­
perature drops in a siBcate magma and that solid crystals can react with the liquid phase of 
the magma to form new minerals during the crystallization process. This process is also 
known as magmatic differentiation. 
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.6. FIGURE 4.50 
Laccollths In Texas exposed by erosion of the overlying sediments. Source: C. C. Albritton, Jr.; photo cour­
tesy of U.S. Geological Survey . 

.6. FIGURE 4 .51 
Granitic rocks of the Sawtooth batholith, central Idaho. Source: T. H. Kilsgard; photo courtesy of U.S. 
Geological Survey. 

To explain the differentiation process, let us assume that we have a silicate melt of 
basaltic composition at about 1500°C. As the temperature is slowly lowered, crystals begin 
to separate from the liquid. There are two crystallization sequences that are observed as 
the melt cools. The first sequence can be illustrated by the crystallization of plagioclase, 
which, as indicated in Chapter 3, forms a solid-solution series between calcium-rich and 
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Map of bathollths In western North America. 
Source: From ). P. Davidson, W. E. Reed, and P. M . 
Davis, Exploring Earth, 2nd ed., Cl 2002 by Pren­
tice Hall, Inc., Upper Saddle River, N.J. 

sodium-rich compositions. The first plagioclase crystals to form are higher in calcium con­
tent than the calcium content of the liquid phase. As the mixture continues to cool, the 
crystals that form have progressively less calcium and more sodium than the original pla­
gioclase crystals. In addition, the earlier-formed crystals react with the liquid by exchang­
ing sodium from the liquid for calcium in the solid crystals. The internal stn1cture of the 
mineral remains the same during this process. The crystallization of plagioclase follows 
what is called a continuous reaction series, in which the liquid and the crystals continuously 
change in composition until no liquid remains. 

The ferromagnesian minerals follow a second type of crystalHzation sequen,ce. Jn this 
series, olivine is the first ferromagnesian mineral to crystallize. As the temperature de­
creases, no change in the olivine crystals occurs until a critical temperature is reached. At 
this point, pyroxene rather than olivine begins to crystallize and the earlier-formed olivine 
crystals react with the liquid to form pyroxene. These reactions are different from the con­
tinuous reaction of plagioclase because entirely new minerals with different internal stn1c­
tures form at specific temperah1res. For this reason, the ferromagnesian crystaJJization 
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Bowen's Reaction Serles describes the sequence of minerals that crystallize from a basaltic melt. 

sequence is called a discontinuous reaction series. The same type of reaction occurs between 
pyroxene and the liquid to form amphibole at a lower temperature. 

The entire sequence of mineral crystallization is known as Bowen's Re11etion Series 
(Figure 4.53). As the composition of minerals crystallizing from the melt changes, the 
magma composition changes, or differentiates (Figure 4.53), especially if early crystals can 
be separated from the melt. This can happen by gravitational settling, which is evident in 
some intrusions. In other cases, the magma can migrate to a different location after separa­
tion from early-formed crystals. In this process of differentiation, a mafic magma could 
gradually evolve to a felsic magma, from which rhyolitic or granitic rocks could crystallize. 
Through differentiation, a wide range of rock types could form from a magma originally of 
mafic or ultramafic composition. Differentiation alone, however, cannot explain the huge 
volumes of granitic rocks occurring in batholiths. For these plutons to form by differentia­
tion of a mafic magma, there would have to be a gabbrok pluton many times the volume of 
the granitic batholith. These do not appear to exist. Alternative explanations for the forma­
tion batholiths include melting of continental igneous or metamorphic rocks or the melting 
of mixtures of basaltic mantle rocks and sedimentary rocks associated with subduction. 

Properties of Igneous Rocks 
When a rock sample is examined, much can be inferred about its origin by observing its 
color, texture, and mineral content. The term texture refers to the size, shape, and arrange­
ment of the mineral grains in a rock. In this chapter we are concerned with igneous rocks, 
rocks that were formed by cooling and solidification from a molten liquid called magma. 
These rocks are known as intrusive igneous rocks if the cooling takes place below the land 
surface. If the molten liquid flows to the surface, it is called lava; here cooling can also take 
place to form extrusive igneous rocks. In subsequent chapters we will examine the other 
two fundamental rock types, sedimentary and metamorphic. 



146 Chapter 4 Igneous Rocks and Processes 

Table 4.4 The Texture of the Igneous Rocks 

Rock type 

Extrusive rocks 
Glassy 
Aphanitic 
Porphyritic 
Vesicular 

Intrusive rocks 
Phaneritic 

Texture 

Description and interpretation 

Noncrystalline, very fine-grained; very rapid cooling 
Uniformly fine-gra ined; rapid cooling 
Large phenocrysts within fine-grained grourn:lmass; two-stage cooling process 
Numerous small holes on surface; gas escape during cooling 

Uniformly coarse-grained; slow, gradual cooling in subsurface 

The texture of igneous rocks (Table 4.4) is variable but usually consists of an interlocking 
network of mineral crystals that grew from the magma or lava during cooling. If the 
crystals are too small for observation by the naked eye, the texture is called aplianitic 
(Figure 4.54). These extremely fine-grained rocks are associated with volcanic processes 
because of the relatively rapid cooling that occurs when a magma reaches the earth's 
surface during a volcanic eruption and becomes lava. Crystal size is one of the major dif­
ferences between extrusive, rocks and intrusive rocks. Growth of large crystals in a rock 
takes long periods of time and conditions of gradual, undish1rbed cooling. The intrusive 

.6. FIGURE 4.54 
Rhyolite, an Igneous rock with aphanltlc texture. Individual crystals are not visible with the unaided 
eye. Source: Photo courtesy of the author. 
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.A. FIGURE 4.55 
Phaneritic texture is characteristic of coarse-grained rocks. This specimen of granite contains large 
grains of orthoclase, quartz, and biotlte. Soun:e: Photo courtesy of the author. 

rocks that formed under these conditions have a texture called phaneritic (Figttre 4.55). 
Phaneritic rocks are composed of an interlocking network of large crystals that are eas­
ily visible. 

When a volcano erupts, the outpouring lava is quickly cooled by contact with the at­
mosphere, which is much cooler than the subsurface magma chamber that contained the 
magma prior to eruption. At times, this cooling can be so rapid that crystallization is 
prevented. The silica tetrahedra are frozen in place before they can attain an orderly 
arrangement necessary for mineral growth. Cooling at these rates leads to the formation 
of glassy texture, the glass in this case being a natural, noncrystalline material. Obsidian 
(Figure 3.12) is a good example of a rock composed primarily of volcanic glass. 

Several other types of textures are associated with volcanic rocks. Rocks that are com­
posed of crystals of two sizes have a porphyritic textw·e (Figure 4.56). The interpretation of 
this texture is that crystals began to separate from the magma in the magma chamber or 
within the conduit leading from the magma chamber to the surface. These earlier-formed 
crystals grew to a substantial size by the time they reached the surface, enclosed in the 
still-liquid magma. Once exposed to the air, the remainder of the magma then crystallized 
rapidly as much smaller crystals. The resulting rock therefore consists of large pltenocn;sts, 
the early crystals, surrounded by a fine-grained crystalline groundrnass. 

In addition to liquid, magmas contain significant amounts of dissolved gases that are 
kept in solution by the great pressure exerted on the magma chamber by the overlying 
rocks. Water vapor is the most abundant gas, although carbon dfoxide (C02), sulfur diox­
ide (S02), and other gases are present. When a magma reaches the earth's surface, the 
pressure decreases and the dissolved gases subsequently migrate to the surface of the lava 
and escape to the atmosphere. The upper surfaces of soHdified lava flows are given an ap­
pearance much like Swiss cheese by the small holes, or vesicles, through which the gases 
escape (Figure 4.57). These rocks are said to have a vesicular texture. The types of igneous 
n1ck texture are summarized in Table 4.4. 
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.A. FIGU RE 4.56 
Porphyritic texture Is composed of large phenocrysts embedded In a finer-grained groundmass. 
Source: Photo courtesy of the author. 

Color and Composition 

<II FIGURE 4.57 
A sam pie of vesicular basalt. 
As this lava cooled, gases 
escaped to the air through 
the holes (vesicles) in the rock. 
Source: Photo courtesy of the 
author. 

The chemical and mineralogical composition of igneous rocks is a reflection of the compo­
sition of the magma from which the rocks crystallized. Magmas are variable in composi­
tion, most importantly in the amount of silica (Si02) that they contain. The silica content 
ranges from less than 24% to more than 66%. Rocks that are rich in silica are called silicic, 
or felsic, rocks; and those that are low in silica are called mafic rocks. Fortunately, color pro­
vides a valuable clue for identification of igneous rock.q because the silicic rocks are main­
ly composed of light-colored mineral-. like quartz and feldspar, whereas the mafic rocks 
are dark colored becai1se of the abundance of ferromagnesian minerals. The dark-colored 



... FIGURE 4.58 
Classification of the Igneous rocks. Source: Mod­
ified from L. Plrsson and A. Knopf, 1926, Rocks ond 
Rock Minerals, John Wiley & Sons, Inc., New York. 
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ferromagnesian minerals, which, as their name implies, are rich in iron and magnesium, 
include olivine, pyroxene, and hornblende. The major igneous rock types fall into cate­
gories of high, intermediate, and low silica content. Pigure 4.58 shows the principal miner­
als contained in each of these rock types. 

Texture and silica content provide a basis for classifying the igneous rocks. Aphanitic 
and phaneritic rocks of the same silica and mineral content have different rock names. For 
example, granite and rl1yolite are both light-colored felsic rocks containing mostly quartz 
and orthoclase. They receive different names, however, because granite is a phaneritic in­
trusive rock and rhyolite is an aphanitic extrusive rock. In the intermediate range of silica 
content (52%-66%), diorite and andesite are the coarse-grained and fine-grained equiva­
lents, respectively. The common intnisive rock granodiorite falls between granite and dior­
lte in silica content. As Figure 4.58 indicates, granodlorite contains more plagloclase 
feldspar than orthoclase. 

On the mafic side of the chart, gabbro and basalt (Figure 4.58) are important rock types. 
Basalt is the most common type of volcanic rock present on the earth's surface. The equiva­
lent intrusive rock is gabbro. Rocks that are even lower in silica than gabbro have been dis­
covered in the cnist and are inferred to be much more common in the mantle. These rocks, 
which are largely composed of ferromagnesian minerals, are known as ultrarnafic rocks. 

The most common rock with a glassy texture is obsidian (Figure 3.12). Despite its high 
silica con.tent, obsidian ls usually black in color. This dark-color exception to the usual 
light color of silica-rich rocks is due to the presence of impurities. 

Figure 4.58 is a handy guide to the igneous rocks. By observing the color, it is possible 
to estimate the silica content of an igneoi1s rock and thereby to predict its major minerals. 
The texture of the rock indicates whether it is intrus ive or extrusive. Together, the color 
and texture can be used to assign the proper rock name. 

Engineering in Igneous Rocks 
Igneous rocks vary greatly in suitability for various types of engineering projects. An engi­
neering site investigation must answer two questions: First, what rock types are present 
and how are they distributed; and second, how have the rock.q been changed or altered 
since formation? 

The first question deals directly with the topic of this chapter. The geologists and 
engineers working on the project must determine the nature of the igneous rock, the 
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contacts it has with the adjoining rock types and their conditions, and the mineralogy 
of the rocks. 

Unaltered intrusive igneous rocks generally are very suitable for most types of engi­
neering projects. The interlocking network of mineral crystals gives the rock great strength. 
These rocks thus provide adequate support for building or dam foundations, can remain 
stable at high angles in excavations, and require minimal support in tunnels. Because of 
the dense interlocking of crystals within the rock, very little water can move through. 
Therefore, unaltered intrusive rocks are well suited for tl1e construction of reservoirs be­
cause of the low potential for leakage. 

The engineering properties of extrusive rocks are much less uniform. Sequences of ex­
trusive rocks contain pyroclastic materials and lahar deposits, which are much weaker 
than the interlayered lava flows. These rocks may be susceptible to slope failures in exca­
vations and also provide more variable and generally weaker foundation support. In gen­
eral, the water-bearing capacity of extrusive rocks is much greater than intrusive rocks. 
Sequences of basaltic lava flows on the Columbia Plateau and elsewhere are known for 
their great supplies of groundwater. This same property can render the rocks unsuitable 
for reservoir or tunnel construction. The presence of lava tubes in a series of basalt lava 
flows would prove to be an especially serioi1s problem. 

The second question concerns the geologic history of the igneous rocks since the time 
of their formation. Several types of changes have significant engineering implications. 
Any process that tends to fracture the rocks will cause weakening of a large rock mass 
with respect to engineering suitability. Under the forces imposed by the interaction of 
liiliospheric plates, fracturing of crustal rocks is quite common. These processes will be 
discussed in Chapter 8. It is sufficient to note at this point that a network of fractures with­
in a rock mass can greatly increase the potential for failures of natural or excavated slopes 
and also increase the construction problems of dams, tunnels, and other structures. Frac­
ti1red welded tuffs were implicated in the failure of the Teton Dam in 1976 in Idaho. Ac­
cording to a probable scenario for the failure of the dam, groundwater flowing through the 
fracti1red volcanicq came in contact with erodible silt in the core of the dam and washed 
the silt through fracti1res in the rock. Larger and larger channels in the silt were eroded, 
leading to collapse of the embankment (Chapter 11). 

Although tectonic fracti1ring is important, there are several other mechanisms that 
cause fracturing. Fracturing of the extrusive rocks, as we have seen, occurs during cooling, 
in addition to any later processes that may take place. An additional class of fracti1ring 
mechanisms becomes possible when the rock mass is at or near the earth's surface. These 
processes are collectively called weathering. A detailed discussion of weathering is found in 
Chapter 9. Rocks can be fractiired in the near-surface environment by freezing and thaw­
ing as well as by other means. Thus, a mass of igneous rocks generally is more fractured 
near the surface than at depth. 

Weathering produces other changes in the rock besides fracturing. Chemical reactions 
between the minerals within the rock and air and water gradually form new minerals. 
Clay minerals are a common product of these alteration processes. The result is a signifi­
cant loss of strength as the feldspars and ferromagnesian minerals are converted into clay. 
In warm, humid climates, igneous rock bodies may be mantled with tens of meters of 
weathered material. The engineering properties of tills material are totally different from 
the properties of unaltered rock. 

Summary and Conclusions 
Volcanoes erupt many types of materials and produce a variety of landforms. Most active 
volcanoes are associated with tectonic-plate margins, although intraplate volcanism is 
known to occi1r; mantle plumes are thought to be the cause of some of this activity. 



Volcanic products include gas, lava, and pyroclastic material. All of these products can 
be hazardous during eruptions. Lava flows range from high-temperature, low-viscosity 
flows of basaltic composition to highly viscous, silicic flows. When gas is explosively re­
leased during an en1ption, pyroclastic materials are abundant. Large pyroclasts fall in the 
immediate vicinity of the vent, whereas volcanic ash can be transported thousands of kilo­
meters by winds. Occasionally, destructive pyrodastic flows and pyrodastic surges are 
generated during eruptions. These mixtures of pyrodastic debris and gases flow down the 
mountainsides at high velocities and with great force. Lava and pyroclastic materials 
sometimes mix with snow, ice, or water to form lahars, flows that are similar to mud flows 
in terms of velocity and the mechanics of movement. 

Volcanic products can be extruded from fissures or central vents. Fissure eruptions 
produce highly fluid lavas of basaltic composition that flow great distances. By successive 
eruptions, vast plateaus composed of thick vertical sequences of flood basalts are built up. 
Eruptions from central vents, on the other hand, tend to produce conkaI mountains com­
posed of lava, pyroclastk materials, or both. Shield volcanoes are composed of lava flows 
only, whereas composite volcanoes contain alternating layers of lava and pyroclastic ma­
terials. Cinder cones form when the eruption is limited to pyroclastic material. 

Intrusions are formed by migration of magma from a magma chamber to a subsurface 
location higher in the crust. The resulting plutons range from moderate-size laccoliths and 
stocks to giant batholiths that form the cores of major mountain ranges. Some batholiths 
probably formed by melting or alteration of existing rocks rather than by intntsion of 
magma from a separate magma chamber. 

Magma composition and the rocks that crystallize during cooling evolve in a process 
known as differentiation. The order in which mineral'! crystallize from a silicate melt is 
known as Bowen's Reaction Series. This sequence includes both a discontinuous and a con­
tinuous series, the latter represented by plagioclase, in which the earlier-formed crystals and 
the liquid change composition gradually while retaining the internal structure of plagioclase. 
The ferrornagnesian minerals follow the discontinuous series, in which reactions between 
crystals and liquid produce entirely new minerals at specific temperatures. By separation of 
crystals from the cooling magma, successively more felsic magmas are produced. 

Igneous rocks can be divided into extrusive rocks that crystallized at the earth's sur­
face and intrusive rocks that crystallized below the surface. Texture is the major criterion 
used to assign rocks to one of these categories. Texture and mineralogical composition 
form the basis for classification of igneous rocks. Based on mineralogy, composition also 
refers to the amount of silica in the rock, ranging from the low-silica mafic rocks to the sili­
cic rocks. Each major compositionaI group (silicic, intermediate, and mafic) has both intru­
sive and extrusive rock types. With the exception of obsidian, color is a good indication of 
composition because the silicic minerals like quartz and feldspar are mostly light in color. 

Engineering conditions in igneous-rock terrains depend on the composition and type 
of rock as well as on the amount and type of alteration that has occurred since intrusion or 
extrusion . Weathering and fracturing are two types of alteration that can weaken the rock 
and render it less suitable for engineering projects. 

Problems 

Problems 151 

1. If an igneous rock has phancritic texture, what ori­
gin can be presumed for the rock? 

2. List al l the criteria you might use to identify a 
volcanic rock. 

4. How can the dL~tribution of volcanoes on the 
earth be explained by the theory of plate 
tectonics? 

3. What criteria arc used to classify the igneous rocks? 
5. If someone told you you were walking across rocks 

that cooled from pahochoc lavas, what would you 
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lmow about the characteristics of the lava at the time 
of eruption? 

6. Pyrnclastic surges and lahars both involve flow of 
material from a volcano. What are the differences 
between the two processes? 

7. What factors control the type of volcanic landforms 
that develop from an eruption? 

8. List and discuss the volcanic hazards that arc associ­
a ted with composite volcanoes in the Cascade range. 

How and why do these hazards differ from those of 
the Hawaiian volcanoes? 

9. What factors determine whether a dike or a s ill will 
fom1? 

10. Summarize Bowen's Reaction Series. 

11. Contrast the general conditions relative to engineer­
ing projects that would be encow1tercd in intrusive 
and extrusive rock terrains. 
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CHAPTER 

Sedimentary Rocks 
and Processes 

Early in the development of geology as a science, James Hutton and others 
recognized that rocks exposed on the continents, particularly in moun­

tainous areas, are continuously broken down into small particles under the 
relentless attack of the atmosphere. These finer constituents of the rock are 
gradually transported to lower elevations, where they are deposited as sedi­
ments. This phase of the geologic cycle leads to the formation of sedimentary 
rocks, the second major rock group. The paths leading from existing rocks to 
sediments and finally to sedimentary rocks may be long and complicated. 
Oiir understanding of these rocks is aided, however, by using the Principle of 
Uniformiltarian.ism. By sh1dying the deposition and characteristics of sedi­
ments on the earth today, sedimentologists can reconstruct the geologic histo­
ry of ancient sedimentary rocks. 

Although sedimentary rocks constitute less than 10% of the rocks in 
the crust, their importance is emphasized by the fact that they cover about 
70% of the surface of the continents. As a result, sedimentary rocks and 
modern sediments are the most common materials encountered in con­
struction and waste disposal projects. In addition, sedimentary rocks con­
tain the deposits of petroleum, coal, and other energy resources upon 
which our society depends. 

The benefits of utilizing geology in engineering practice have never been 
better illustrated than by the work of the English civil engineer William 
Smith (1769- 1839). Smith compiled the first real geologic map, which 
showed the surficial sedimentary rock units in southern England, as a result 
of his observations of rocks and fossils in connection with the construction of 
canals and roads. Since the time of Smith, sedimentary rocks have been in­
tensely studied for clues into the hi<>tory of the earth as well as to locate the 
resources they contain. 

153 
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Origin of Sedimentary Rocks 
The processes involved in the formation of sediment from existing rocks, in addition to 
those processes relating to the transportation and deposition of sediment, will be de­
scribed in considerable detail in later chapters of this text. For this reason, we briefly intro­
duce these concepts here and concentrate on the characteristics and properties of the 
sedimentary rocks that result from these processes. 

The decomposition and disintegration of igneous, sedimentary, and metamorphic rocks 
near the earth's surface is the result of physica I and chemica I weatltering processes. The prod­
ucts of weathering are detached rock fragments, or cliists, that can be transported by gravity, 
water, wind, or ice from higher elevations to lower elevations (Figures 5.1 and 5.2). The ulti­
mate repository of sediments is the ocean basin, but by the time sediments reach the oceans, 
they have been reduced to extremely small particles. There are many intermediate points of 
deposition along the path from mountain peak to ocean basin. These depositional environ­
ments can include almost any part of the continent or ocean floor. On the continents, deposi­
tional environments include alluvial (s tream) (Figure 5.3), lacustrine (lake), paludal (swamp), 
desert (Figure 5.4), and glacial types. Along the continental margins a variety of shallow ma­
rine depositional environments can be recognized (Figure 5.5). Finally, sediment can be de­
posited in deep marine settings away from the influence of continents. 

The nature of the depositional environment determines the characteristics of the result­
ing sedimentary rock. Some of the factors that influence rock type are listed in Table 5.1. 
These factors leave their geologic signature upon the sediments and resulting rocks that 
form in a particular environment. One of the most frequent objectives of studies of sedi­
mentary rocks is to reconstruct the conditions of an ancient depositional environment from 
the rocks that remain. 

... FIGURE 5.1 
The weathering of rocks in mountainous re­
g ions commonly begins by the formation of 
large rock fragments, or talus, that accumu­
late on slopes (Shenandoah Valley, Virginia). 
Source:). T. Hack; photo courtesy of U.S. Geo­
logical Survey. 



... FIGURE 5.2 
The river plain In the foreground Is composed of sedi-
ments transported by the stream from uplands In the 
background (Southern Iceland). Source: Photo courtesy of 
the author. 

• FIGURE 5.3 
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M eandering stream at base of a valley, Mono County, California. Source: W. T. Lee; photo courtesy of U.S. 
Geological Survey. 

Table S.1 Important Factors of Depositional Environments 

fype of transporting agent (water, wind, ice) 
Flow characteristics of depositing fluid (velocily, variation in velocity) 
Size, shape, depth of body of water, and circulation of water (in lacustrine and marine basins) 
Geochemical parameters (temperature, pressure, oxygen content, pH) 
fypes and abundances of organisms present 
fype and composition of sediments entering environmen t 
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.A. FIGURE 5.4 
Some deserts are depositional environments for sand transported by strong winds (Sonora, Mexico). 
Source: E. D. McKee; photo courtesy of U.S. G<!ological Survey . 

.A. FIGURE 5.5 
Coral reefs constitute important shallow marine depositional environments in tropical areas (Aga 
Point, Guam). Source: ). I. Tracey, Jr.; photo courtesy of U.S. Geological Survey. 

A final step is required to convert an aggregate of particles into a sedimentary rock. 
This step is called lithiftcation, and it can be accomplished in several ways. The most basic 
lithification process is compaction. Sediment deposited in a loose condition is gradually 
compacted to a denser state as the weight of additional material is added from above. 
Glaciers and tectonic forces can impose additional stress upon the sediment. The result of 



... FIGURE 5.6 
Decrease In porosity w ith depth In South Louisiana 
Tertiary sands; data Include 17,367 samples aver­
aged for each 1000-ft Interval. Source: Modified 
from H. Blatt, G. Middleton, and R. Murray, Origin of 
Sedimentary Rocks, 2nd ed., e 1980 by Prentice Hall, 
Inc., Englewood Cliffs, N.J.; data from G. I. Atwater and 
E. E. Miller, 1965, unpublished manuscript. '" lil 
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compaction is a reduction in void space between particles. One measure of the relative 
amount of void space is po-rosity (Chapter 7). ln a deep sedimentary basin, decreases in 
porosity with depth are significant (Figure 5.6). A process that accompanies compaction is 
the expulsion of water from the void spaces between particles as they are forced closer to­
gether. Clay-rich sediments undergo a much greater degree of compaction than sands. ln­
terparticle attractive forces between clay particles also aid in the lithification process. 

Along with simple compaction of sediments to a denser state, a wide variety of physi­
cal and chemical processes contribute to lithification. Over long periods of time, the pore 
spaces remaining after compaction may be gradually filled by precipitation of solid mate­
rial from groundwater circulating through the sedimentary sequence. The filling of void 
spaces by chemical precipitation is appropriately called ceme11tation. Cementation is one of 
the most effective lithification processes because the chemical cement bonds the particles 
in the rock together. Most commonly, the cements are composed of either silica (Si02) or 
calcium carbonate (CaC03). Iron-bearing compounds are also fairly common cements. 
Rocks cemented by silica are among the hardest and strongest sedimentary rocks known. 
As such, they make excellent foundation materials for large stn1ctures. 

ln addition to cementation, crystallization can also contribute to the lithification of a 
rock. Crystallization usually refers to crystal growth within the void spaces in a rock. 
Under high pressures and temperatures, however, some of the original materials in the 
rock may chemically react to form crystals of new minerals that are more stable under the 
prevailing conditions. Jf temperatures and pressures reach sufficiently high levels, the al­
teration of sedimentary rocks is great enough to be called metamorphism. Because the 
transition between the two is gradual, it is sometimes hard to draw the line between sedi­
mentary and metamorphic rocks. The boundary between sediments and sedimentary 
rocks is also difficult to define. Accordingly, some poorly lithified sedimentary rocks may 
be classified as soils for engineering purposes because their mechanical behavior may be 
closer to particle-aggregate systems than to well-cemented rock. 

Characteristics of Sedimentary Rocks 
Sedimentary rocks exhibit a variety of distinctive features. By carefully observing these 
characteristics, it is possible to assign the proper rock name to a specimen as well as to 



158 Chapter 5 Sedimentary Rocks and Processes 

deduce the origin and depositional environment of the sediment that was lithified to 
form the sedimentary rock. 

Texture and Classlflcatlon 
Perhaps the most important characteristic of a sedimentary rock ls its texture, wihlch, as ls 
true for the igneous rocks, refers to the size and arrangement of the particles or grains that 
make up the rock. There are only two main types of texture with which we need to be con­
cerned: elastic and nonelastic. Clastic rocks are composed of aggregates of individual min­
eral or rock fragments. When these fragments have been eroded, transported, and then 
deposited, the origin of the rock can be described as detrital (Table 5.2). Indlvid1L1al grains 
can be seen with the naked eye in conglomerates, breccias, and sandstones, which make 
up the coarse-grained elastic rocks. Hand-lens or microscopic observation is necessary for 
elasts in fine-grained sandstone and siltstone. Clay particles in shale and mudstone are so 
small that electron microscopes are used to study them. 

If the texture of a rock ls nonelas tic, it means that the grains form an interlocking net­
work similar to igneous rocks with crystalline texture. Nonelastic rockq are formed by 
chemical and biochemical precipitation from aqueous solutions. This type of texture can 
be observed in rocks formed by both inorganic and organic processes (Table 5.2). Organic 
precipitation is common to organisms that secrete shells composed of calcium carbonate 
or silica. However, if a rock is composed of an accumulation of shell fragments, its texture 
is considered to be elastic rather than nonelastic. 

Once the texture of a rock is identified, it is necessary to measure the size of the grains. 
Geologists often use the Wentworth scale for classification of particle sizes (Table 5.3). An­
other commonly used measure of grain size Lq the phi unit (Table 5.3). This unit is defined 
by the formula 

(5.1) 

where Xis the grain size in millimeters. Phi units are useful for statistical analysiis because 
the grain-size distribution is often normally distributed when expressed in phi units. 

Table S.2 Classification of Sedimentary Rocks 

Origin 

Detrital 

Chemical 
Inorganic 

Bioel1emical 

Texture 

Clastic 

Clas tic or nonelastic 

Clas tic or nonelastic 

Particle size or composition 

Granule or larger 

Sand 
Silt 
Clay 

Calcite, CaC03 
Dolomite, CaMg(COsh 
Halite, NaCl 
Gypswn, CaS04 · 2H20 
CaC03 (shells) 

Si02 (diatoms) 
Plant remains 

Rock name 

Conglomerate (round 
grains) 

Breccia (angular 
grains) 

Sandstone 
Siltstone 
Mudstone and shale 

Limestone 
Dolomite 
Salt 
Gypsum 
Limestone, chalk 
Coquina 
Diatomite 
Coal 

Source: From S. Judson, M. E. Kauffman, and L. D. Leet, Physical Geology, 7th ed., © 1987 by Prentice Hall, Inc., 
Englewood Cliffs, N.J. 
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Table S.3 Wentworth Scale of Particle Sizes for Clastic Sediments 

Size (mm) 0 Size name 

Boulder 

256 - 8 
Cobble 

64 - 6 
Pebble 

4 - 2 
Granule 

2 - 1 
Sand 

1/16 (0.0625) 4 
Silt 

1 /256 (0.0039) 8 
Clay 

Source: From C. K. Wentworth, A scale of grade and class terms for elastic sediments, Journal 
of Geology, 30:381, e 1922, University of Chicago Press. 

The names of several particle sizes are used to form the rock name for the correspon­
ding rocks. For example, sandstone is composed of particles between t£; and 2 mm in di­
ameter. Actually, there may be a wide range in grain sizes. Finer particles that fill the void 
spaces between larger grains are called matrix. Because of its resistance to erosion, sand­
stone often forms cliffs or upland areas (Figure 5.7). Detrital rocks with most particles 
larger than sand size are called conglomerate if the particles are rounded or breccin if the 
particles are angular (Figure 5.8). Fine-grained elastic rocks are called shale or rnudstone 
(Figure 5.9). The term shale usually refers to a rock that tends to split into thin slabs par­
allel to the depositional layering of the sediment. These fine-grained rocks are typically 
weaker than sandstone and form low-angle, covered slopes or valleys in sedimentary 
rock terrains. 

• FIGURE 5.7 
Resistant sandstone (Entrada Formation) exposed in Arches National Park, Utah. Natural arches are 
form@d by weathering process@s and w ind @roslon. Source: Photo courtesy of R. A. Kehew. 
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(a) 

(b) 

A FIGURE 5.8 
(a) Conglomerate Is a detrital sedimentary rock composed of large, rounded particles (south-central 
Norway). (b) Breccla Is similar In grain size to conglomerate but dHfers because the grains are angular 
(western Maryland). Source: Photos courtesy of the author. 

The particle size of detrital rocks gives an important clue about the depositional envi­
ronment. In the case of water-laid materials, the ability to transport particles is dependent 
upon the current velocity of the transporting fluid . Therefore, conglomerates represent 
sediment deposits of high-velocity streams, like those that rush down steep mountain 
slopes or form at the edge of a melting glacier. In contrast, silt and clay accumulate in low­
energy environments, like lakes or seafloors. 

The chemical and biochemical sedjmentary rocks include a wide variety of materials. 
Chemical precipitation from water is responsible for deposits of limestone (Figure 5.10). De­
posits of marine origin are the mMt common type of limestone. Most of Florida is underlain 
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(a) 

(b) 

.A. FIGURE 5.9 
(a) An outcrop of shale showing characteristic layering (Mancos Shale near Aspen, Colorado). 
Source: B. Bryant; photo courtesy of U.S. Geological Survey. (b) Under the microscope, the mineral 
composition of shale can be observed. M inerals in the light-colored bands are mostly quaru, whereas 
the dark-colored layers are made up of platy crystals of muscovite (Kuskokwim region, Alaska). 
Source: W. M. Cady; photo courtesy of U.S. Geological Survey. 

by fossiliferous limestone deposited under shallow marine conditions on a carbonate shelf. 
Classification of these rocks is based upon the types of grains and the amount of matrix 
making up the rock. Grain types include bioc/astic debris, oolites, intrac/asts, and pellets. Bio­
clastic debris includes the skeletal remains of organisms that secrete shells of calcium car­
bonate. Paleontologists, geologic specialists who study fossils and their evolution through 
geologic ti.me, have identified thousands of these organisms. Examples include corals that 
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<II FIGURE 5.10 
An exposure of limestone In a quarry In Florida show­
ing a solution cavity filled with soil that collapsed Into 
the void from above. Source: Photo courtesy of the author. 

build extensive reefs composed of intergrown networks of skeletal calcite (Figure 5.11) and 
solitary organisms like clams and snails. Ancient reefs buried in sedimentary basins are ea­
gerly sought by petroleum geologists because of their abundant void space, which may 
serve as a reservoir for oil and gas. Oolites are spherical grains formed by precipitation of 
concentric layers of calcium carbonate in a shallow-water marine environment where waves 
or currents periodically roll grains across the bottom (Figure 5.12). Intraclasts are fragments 
of precipitated calcium carbonate that are eroded and then redeposited, and pellets are com­
posed of the fecal matter of organisms. These four grain types may or may not be surround­
ed by a matrix composed of calcium carbonate mud. Rock names describe the grain type and 
matrix characteristics. For example, an oomicrite is a rock containing abundant oolites within 
a muddy matrix. Micrite is an abbreviation for microcrystalline calcite . 

.A. FIGURE 5.11 
Brain coral (Diploria, species) and several species of Alcynonarian corals on a shallow reef in St. Croix, 
U.S. Virgin Islands. Source: Photo courtesy of W. B. Harrison, Ill. 



... FIGURE 5.12 
Photomicrograph of oolitic limestone from core, X30. 
Sand grains form the nuclei of many oolltes (Hernando 
County, Florida). Source: P. L. Applin; photo courtesy of 
U.S. Geological Survey. 
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Areas underlain by carbonate rocks present a unique set of conditions for engineers and 
geologists involved in development and environmental problems. Although carbonate ter­
rains frequently contain abundant groundwater resources, groundwater may easily become 
contaminated due to the ability of rain to dissolve calcium carbonate and create pathways for 
the rapid downward movement of contaminants. Florida and other limestone terrains are 
also plagued by rapid subsidence of the land surface to form sinkholes, as subsurface rocks 
are slowly dissolved by infiltrating rain or snowmelt (Chapter 11). Although dissolution of 
the rock may take thousands of years, collapse of the surficial soil into the underground cav­
ity may be instantaneous. A solution cavity filled with younger soil materials is shown in 
Figure 5.10. The actual and potential damage caused by subsidence is a major threat to de­
velopment in carbonate terrains. Groundwaters precipitate calcium carbonate under certain 
conditions as well as di">solve it; most commonly, thi"> occurs in caves and around hot 
springs. This type of limestone Lq known as travertine. The spectacular travertine deposits at 
Mammoth Hot Springs in Yellowstone National Park (Figure 5.13) are a good example . 

._ FIGURE 5.13 
These terraces at Mammoth Hot Springs at Yellowstone National Park were formed by precipitation 
of travertine from the emerging spring water. Source: Photo courtesy of the author. 
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Minerah precipitate from water because the concentration in the liquid phase is 
greater than the solubility of the solid phase. The concentration at the point of equilibrium 
between dissolution and precipitation is a function of temperature, pH, and other factors. 
Some mineral"> are so soluble that they rarely precipitate. For example, halite requires a 
very high concentration of sodium and chloride to initiate precipitation. The necessary 
concentrations are sometimes achieved by evaporation of water from a lake or marine 
basin. The Great Salt Lake in Utah (Figure 5.14), for example, is a remnant of a much larg­
er lake, Lake Bonneville, that existed during a cooler and wetter climatic period d uring the 
Pleistocene Epoch. Climatic changes, including warmer temperatures and less precipita­
tion, led to a gradual shrinking of the lake by evaporation. As the lake water became con­
centrated, precipitation of halite and other sall'> formed the Bonneville salt flats, the floor 
of ancient Lake Bonneville. Salt deposits of this type are called evaporites. Evaporites can 
aho form in marine basins that are deeper than the surrounding parts of the sea . The iso­
lation and depth of these basins limits normal oceanic circulation, and the necessary evap­
orative concentration can occur. Precipitation of evaporites follows a sequence controlled 
by the solubility of the evaporite minerals. As water begins to evaporate from seawater, 
calcite is the first mineral to precipitate. Gypsum follows as evaporation continues, and fi­
nally halite and other salts drop 01.1t of solution when the remaining water is nearly gone. 

When beds of halite become buried by thousands of feet of other sedimentary rocks, 
a curious phenomenon sometimes occurs due to the mechanical behavior of salt under 
high pressures. Evaporite rocks are extremely weak, and under pressure, they behave as 
a plastic material and can be made to deform, or flow, for great distances. From an ini­
tially uniformly thick bed subjected to small differences in overburden pressure, salt be­
gins to gradually flow toward a point in the bed that slowly thickens. Because of the low 
density of salt, thickened zones bulge upward, forming a salt dome (Figure 5.15). Sinking 
occurs adjacent to the dome because of the loss of salt there, due to the fl ow of salt to­
ward the growing dome. More sediment is deposited in the low-lying areas during 
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<II FIGURE 5.14 
The Great Salt Lake is a small remnant of 
ancient Lake Bonneville. Evaporltes w ere 
deposited as evaporation causecl the lake 
to shrink in size. 
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Cross section of the Vacherle Salt Dome. Notice caprock above and on the sides of the dome. Sedi­
mentary rock beds are thin above the dome and thicken away from the dome. Aquifers are rock units 
that contain economically significant groundwater supplies and confining units are beds that do not 
contain economically significant groundwater resources. Source: From U.S. Dept. of Energy, Draft Environ­
mental Assessment- Vacherie Dome Site, Louisiana. 

dome growth, so that rock formations thicken outward from the center of the dome. 
With continued dome expansion, salt may break through overlying rock units and rise 
hundreds of meters until a stable condition of equilibrium is reached and no further 
growth occurs. Dissolution of salt at the top and margins of the dome by groundwater 
flowing in the adjacent rock formations leaves behind less soluble material as a caprock. 
The formation of a caprock L5olates the soluble salt to some extent from groundwater in 
adjoining rocks. 

Salt domes sometimes form effective petroleum traps and have been exploited for pe­
troleum production in the U.S. Gulf Coast region for many years. Because of its low per­
meability, some of our emergency supplies of oil are stored in large underground cavities 
excavated in salt. More recently, salt beds and salt domes have been suggested for another 
purpose: disposal of high-level radioactive wastes. Prior to selection of the Yucca Moun­
tain site for further study, seven of the original nine potential repository sites chosen by 
the U.S. Department of Energy (DOE) were sedimentary rock sequences containing evap­
orite beds or domes. Studies of these materials have continued, and it is likely that these 
sites will eventually serve as repositories for some types of hazardous wastes. 

Sorting 
The range of particle sizes in a sedimentary rock is known as sorting. Rocks that contain a 
narrow range of sizes are described as well sorted; those that consist of a wide size range are 
termed poorly sorted (Figure 5.16). The value of sorting in interpretation of sedimentary 
rocks lies in its use as an environmental indicator. Poor sorting in a water-laid sedimentary 
rock suggests rapid fluctuations in current velocity and rapid deposition. Wind-deposited 
sediments, on the other hand, tend to be well sorted because wind is capable of transport­
ing only small particles. Thus, the small particles are separated from the larger particles 
and accumulate in one location when the windstorm ceases. Sediment transported direct­
ly by a glacier can often be recognized by its very poor sorting. Although glaciers move 
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(a) 

(b) 

.6. FIGURE 5.16 
(a) Photomicrograph of well-sorted quartz sandstone, Moffat County, Colorado. Source: W. R. Hansen; 
photo courtesy of U.S. Geological Survey. (b) A poorly sorted sandstone under the microscope_ Particles 
range In size from silt to fine gravel, Valmy Formation, Nevada. Source: ]. Gllluly; photo courtesy of U.S. 
Geological Survey. 

very slowly, they are equally capable of picking up both huge boulders and small clay par­
ticles as they advance over an area. Very little segregation of the particles occurs during 
the movement of the glacier. 

Sedimentary Structures 
Sedimentary structures set sedimentary rocks apart from other rock types. The result of 
sediment transport and deposition, these stnictures are critical for understanding the con­
ditions i.mder which the sediments were deposited. Using sedimentary structures and 
other factors, geologists can reconstruct the environment of deposition of a sedimentary 
rock unit. When the depositional environment is known, variations in rock type and engi­
neering characteristics can be predicted. If an engineering project involves subsu:rface data 



... FIGURE 5.1 7 
Bedding stands out even 
at a great distance In t he 
well -exposed sedimenta­
ry rocks of the Grand 
Canyon. Source: J. R. Bals­
ley; photo courtesy of U.S. 
Geological Survey. 
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that can be very expensive to obtain, reconstructions of sedimentary environments quick­
ly become very relevant to the investigation. 

The most fundamental sedimentary structure is bedding. Individual layers, or beds, 
of sediment stacked upon each other are the most recognizable indication of sedimen­
tary rock (Figure 5.17). A bed is a unit that differs in some way from the beds above and 
below it. Laminae are layers similar to bedding that are less than 1 cm thick. Bed bound­
aries may be sharp or gradational. Bedding is the result of variation in the depositional 
process. A slight change in current velocity is all that is necessary to change the size of 
the material being transported and deposited. A river may deposit sand or gravel on 
the bed of its channel. Later, if that reach of the channel is abandoned in favor of a new 
channel, beds of silt and clay representing a lower-energy environment may be de­
posited over the coarser sediments. Thick sequences of sedimentary rocks like the 
Grand Canyon record much more drastic changes in depositional environments-alter­
nating terrestrial and marine conditions, for examp[e. Beds and other structures are the 
evidence of these changes. 

Differences in the process of sedimentation can lead to different types of bedding. 
Three main types include parallel bedding, cross bedding, and graded bedding (Figure 5.18). 
Parallel bedding can be produced by transport of sediment by currents or by deposition in 
standing bodies of water where sediment particles fall through a column of water to their 
resting points on the bottom. 

Cross bedding is the result of the deposition of sediment that moved in wavelike bed­
forms near the sediment-fluid interface. These conditions occur in streams and in wind­
blown sand. Three major types of cross beds are recognized (Figure 5.19). Tabular and 
wedge-shaped cross beds are bounded by planar boundaries that are parallel for tabular 
and nonparallel for wedge-shaped cross beds. Trough cross beds have curved lower 
boundaries. The formation of cross beds is illustrated in (Figure 5.20). The wavelike 
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... FIGURE 5.18 
Types of bedding: (a) parallel bedding; (b) cross bedding; 
and (c) graded bedding. 
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... FIGURE 5.19 
Types of cross bedding. (a) Tabular; boundaries 
are parallel, planar surfaces. (b) Wedge-shaped; 
boundaries are nonparallel, planar surfaces. 
(c) Trough; boundaries are trough-shaped. 

bedforms are known as ripples if they are less than 0.3 m from crest to crest (Figure 5.21) 
and dunes or megaripples if they are longer (up to 10 m). Sand is eroded and transported up 
the gentle upstream slope and deposited by avalanching down the steeper lee slope. As 
the next bedform migrates over the bed, it truncates the 1.lpper surface of the ripple or 
dune to form a planar boundary (Figure 5.22). Large-scale cross bedding is typical of sub­
aerial sand dunes in desert environments. The Navajo Sandstone on the Colorado Plateau 
(Figure 5.23) is interpreted to be a n1ck formed from eolian deposits. 
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Formation of ripples or dunes. Grains are eroded and transported up the stoss (upstream) side of the 
bedform and deposited by avalanching on the lee (downstream) side. Migration of the bedform trun­
cates tops of previous bedforms. 

~ FIGURE 5.21 
Sand ripples on a mod­
ern streambed. The in­
ternal structure of ripples 
and dunes Is often pre­
served as cross bedding. 
Source: Photo courtesy of 
the author. 

~ FIGURE 5.22 
Cross bedding in sand. 
The inclined layers are 
remnant downstream 
faces of migrating 
dunes. Source: Photo cour­
tesy of the author. 
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<II FIGURE 5.23 
Checkerboard Mesa, at 
Zion National Park, 
Utah, displays large-scale 
cross bedding typical of 
wind-deposited sand­
stone. Source: Photo cour­
tesy of R. A Kehew. 

Graded bedding is similar to parallel bedding except that the grain size within the bed 
decreases systematically from the bottom toward the top. This gradual change in grain size 
is produced by currents in which sediment is carried partially in suspension rather than being 
transported along the bed. Such currents, called turbiditt; currents (Chapter 15), are dense, 
rapidly moving currents that flow down submarine slopes near the edges of continents or 
along lake bottoms. Graded bedding is produced by the order in which particles settle out of 
suspension. As the current flows out onto an area of more gentle slopes, the flow velocity 
gradually decreases. As this occurs, the larger particles begin to fall to the bed, so that large 
particles are concentrated at the bottom. The process continues, leading to a gradual de­
crease in grain size from bottom to top. Sequences of turbidities indicate that, in some marine 
environments, turbidity currents occur at regular intervals. Graded beds, therefore, alternate 
with nongraded beds, representing the intervals between turbidity currents (Figure 5.24). 

Other types of sedimentary struchtres are also recognized in sedimentary rocks. 
Under some conditions, entire bedforms are preserved on a streambed or tidal flat-for 
example, the ripples in Figure 5.25-rather than being truncated by subsequent erosion 
and deposition. The resulting sedimentary structures are called ripple marks. Mud cracks 
(Figure 5.26) are polygons formed at the surface of a fine-grained sediment as it gradually 
dries and shrinks. The presence of these structures in an ancient sedimentary rock would 
be an indication of periodic exposure of the sediment surface, an important clue in deduc­
ing the depositional environment of the rock. 

Color 
The color of sedimentary rocks is often diagnostic of the geochemical environment at the time 
of formation. Shades of red or brown indicate formation of the sediment in an environment 
with abundant free oxygen. Under these conditions, iron exists in the ferric, or oxidized, state. 
A small amount of ferric iron is sufficient to impart a reddish or yellowish color to the de­
posit. Sediments that accumulated in environments lacking oxygen are usually darker in 
color. The somber gray and green shades of these rocks are attributed to the presence of iron 
in the ferrous, or reduced, state. Marine and lacustrine environments frequently have suffi­
ciently low dissolved-oxygen levels to ensure that iron will exist in the reduced form. 

If sediment rich in organic matter is deposited in a reducing environment, the result­
ing sediments wiU be black in color. Petrt1leum and coal are good examples. The lack of 
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• FIGURE 5.24 
Alternating beds of sandstone with graded bedding and shale in a turbldite sequence (San Mateo 
County, California). Source: D. G. Howell; photo courtesy of U.S. Geological Survey. 

• FIGURE 5.25 
Current ripple marks on bed of sandstone tilted upward by tectonic forces (Northern Alaska) . 
Source: R. H. Campbell; photo courtesy of U.S. Geological Survey. 
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.A FIGURE 5.26 
Mud cracks indicate that this bed dried in the open air soon after deposition (Isle Royale National 
Park, Michigan). Source: R. B. Wolff; photo courtesy of U.S. Geological Survey. 

oxygen is critical to the preservation of these materials because bacteria will decompose 
the organic matter if an oxygen supply exists. 

Fossils 
The presence of organic remains in sedimentary rocks is a major concern to the science of 
geology. It was primarily by the study of fossils that the geologic time scale was devised. 

Living organisms consist of soft and hard parts. The soft parts, including cell tissue 
and internal organs, decay rapidly in the presence of oxygen when the organism dies. 
Hard parts-bones and shell, for example-can be preserved for long periods of time 
under favorable conditions in sedimentary deposits (Fig~u re 5.27). Shells are usually 

... FIGURE 5.27 
Coquina, a rock com ­
posed almost entirely of 
fossils of marine organ­
isms (Giia County, Ari­
zona). Source: C. Teichert; 
photo courtesy of U.S. Ge­
ological Survey. 



... FIGURE 5.28 
Petrified stumps In west­
ern North Dakota pre­
served in their original 
growth position by the 
replacement of organic 
matter by dissolved silica 
carried by ·groundwater. 
The stumps have been 
exposed by erosion of 
the surrourndlng materi­
als. Source: Photo courtesy 
of the author. 
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composed of calcium carbonate or silica, whereas bones consist of a phosphatic materi­
al. Jn anaerobic environments, soft organic remains can be preserved, although they may 
be greatly altered from their original state. These environments account for deposits of 
petroleum, which are derived from the remains of microscopic marine organisms, and 
coal, the product of terrestrial plants. 

Fossils also include material that is not necessarily organic in origin. Petrified wood, 
for example, is composed of silica that has been precipitated by groundwater circulating 
through sedimentary materials. In this process, silica precipitation gradually replaces the 
organic material while retaining the original cellular structure (Figure 5.28). 

Stratigraphy and Depositional Environments 
When thkk exposures of sedimentary rocks are examined-in the Grand Canyon, for ex­
ample-one characteristic that is immediately apparent is that there are vertical changes in 
the rock units. The different appearance of adjacent rock units reflects changes in physical, 
or lithologic, properties of the rock. When rock units can be traced for a substantial dL<i­
tance, lateral changes in lithology within a particular unit can also be observed. The reason 
for these changes L<i simply that the boundaries of a specific depositional environment are 
finite. In fact, most depositional environments can be divided into subenvironments, or fa­
cies, each containing lithologically distinct sediments deposited contemporaneously with 
those in the adjacent subenvironment. For example, fades in a meandering stream envi­
ronment are shown in Figure 5.29. A complete description of depositional environments is 
well beyond the scope of this book. The most important types of depositional environ­
ments are shown on Table 5.4. The major environments can be grouped into continental, 
marginal-marine, and marine types. The neritic environments occur on the continental 
shelves, which are actually part of the continents, but inundated by the oceans. These 
shallow-water environments are modern-day depositional analogies of periods in geolog­
ic time during which much larger areas of the continents were covered by shallow seas. 
The neritic environments are therefore very important nahual laboratories to study 
processes similar to those that formed the rocks that cover large areas of the North Ameri­
can and other continents. 

The branch of geology that deals with the horizontal and vertical changes and rela­
tionships between sedimentary rock units is known as stratigraphy. The use of only physi­
cal properties of the rock units would be an application of lithostratigraphy. But there are 



174 Chapter 5 Sedimentary Rocks and Processes 

I ~~ c. ·') I 
\1" ·\ ~ 

l.d 

.A FIGURE 5.29 

2.p~ 
r. :·-. 1 

. ···' 
3 .nl 

~ 
I. -'· , , I 

4.0IJ 

r.:~ 
I==-. 
!i. 11ndlf 

= W·'i:B 
6.old 

Generalized facies in a meandering stream environment. Source: From R. K. Matthews, Dynamic Stratigra­
phy, 2nd ed., © 1984 by Prentice Hall, Inc., Upper Saddle River, N.J. 

Table S.4 Generalized Classification of Depositional Environments 

Primary depositional setting 

Continental 

Marginal-marine 

Marine 

*Dominantly siliciclastic deposition 
**Dominantly carbonate deposition 

Major environment 

*Pluvial 

*Desert 
Lacustrinc 

*Glacial 

*Dcltaic 

*Beach /barrier island 
*Estau.rine/lagoonal 
Tidal flat 

Neri tic 

Oceanic 

Subenvironment 

{

*Alluvial fan 
*Braided stream 
*Meandering stream 

{

*Delta plain 
*Delta front 
*Prodclta 

{ 
*Continental shelf 
••organic reef 

{ 
Continental slope 
Deep·ocean floor 

Environments not marked by an asterisk(s) may be sites of siliciclastic, carbonate, evaporite, or mixed 
sediment deposition depending upon conditions. Source: S. Boggs, Jr., Prindples of Sedimentology and 
Stratigraphy, 3rd ed., Cl 2001 by Pr@ntlce Hall, Inc., Upper Saddle River, N.J. 
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other types of stratigraphy as well. The application of fossils in sedimentary rocks to the 
interpretation of their lateral and vertical relationships is biostrntigraplty. The changes in 
organisms over geologic time, the record of evolution, can be used to assign relative ages 
to rock units. For example, Ordovician fossils in North America are identical to those in 
the type area in Wales, whether or not specific rock units were ever physically continuous 
between the two regions. There are other subtypes of stratigraphy as well. 

Since both vertical and lateral lithologic changes in sedimentary rocks are impor­
tant, let's consider vertical changes fust. The boundary between a lithologic unit and the 
uni t immediately above or below it in a section is called a contact. Contacts can be either 
conformable, when the overlying unit was deposited very soon after the lower unit, or 
unconfomiable, when there is a significant break in sedimentation between the two units. 
The plane representing the break is an unconformity. The famous unconformity that 
helped Ja.mes Hutton realize the great longevity of geologic time (Chapter 2) is one type 
of unconformity. 

Some examples of different types of contacts are shown in Figure 5.30. The vertical 
change in lithology can be either abrupt or may occur over an interval of rock. Figure 5.31 
shows an abrupt contact between the cross-bedded Perrnian Coconino Sandstone, a terres­
trial deposit that was originally deposited as windblown sand dunes, and the marine 
Toroweap Formation, which is a limestone also of Permian age. When the contact occurs 
within an interval, the change can be a smooth transition from one lithology to another, or 

.·.·· ...... .. ... . · .. ·.··.... .--: -----------------~ 

1M+H··········•:•· i·····~iifi'\,\1 
A FIGURE 5.30 
Types of lateral and vertical contacts between lithologic units. Soun:e: Sam Boggs, Principles of Sedlmentology 
and Stratigraphy, 3rd ed., Cl 2001. Reprinted by permission of Pearson Educatlons, Inc., Upper Saddle River, N.J. 
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<II FIGURE 5.31 
An abrupt contact between the cross-bedded Coconino 
Sandstone and the overlying Toroweap Formation, Grand 
Canyon. Source: Photo courtesy of the author. 

it can consist of alternating thin units of the upper and lower lithologies. This situation 
would imply that the depositional environment was fluctuating back and forth between 
two different facies for a period of time before the upper facies became dominant. 

Lateral facies changes also produce characteristic relationships. These can al~o be grada­
tional, but in a lateral rather than vertical sense, or other types, such as pincl10uts, when 
one unit thins laterally until it terminates. Intertonguing contacts are similar to pinchouts, 
except that thin subdivisions of a thicker unit pinch out individually. It is easy to visualize 
how a pinchout contact could develop at a continental margin when sea level rises or falls 
(Figure 5.32). If sea level begins to rise, which stratigraphers call transgression, the new shore­
line will move inland. The depositional facies of nearshore sand, offshore silty mud, and far­
ther offshore mud will also shift laterally. The nearshore sand will be vertically overlain by 
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<II FIGURE 5.32 
Vertical and lateral relation­
ships of facles duri ng a ma­
rine transgression. Source: 
Sam Boggs, Principles of Sed/. 
mentology and Stratigraphy, 3rd 
ed.,© 2001 . Reprinted by per­
mission of Pearson Education, 
Inc., Upper Saddle River, N.J. 
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silty mud after transgression and this sand will pinch out in the seaward direction. Multiple 
pinchouts could be created if sea level rL..es and falls over a period of geologic time. 

The unconformity shown in Figure 2.31, which is known as an angular unconformity, 
is only one of several types that have been identified (Figure 5.33). Sometimes the un­
conformity is an undulating surface produced by erosion, but the rocks below have not 
been deformed as in the angular unconformity. Here the unconformity is quite obvious. 
There are also cases in which the overlying and underlying units are closely parallel 

... FIGURE 5.33 
Types of unconformities. TI1e unconformlties In 
all cases represent a significant period of geo­
logic time during which the rocks below the 
unconformity were being folded, faulted, 
and/or eroded or during w hich erosion was 
minimal bUJt no younger sediments were being 
deposited. Source: From S. Boggs, Jr., Principles of 
Sedimentology and Stratigraphy, 3rd ed., e 2001 by 
Prentice Hall, Inc., Upper Saddle River, N.J. 

(a) Angular Unconformity 

(b) Dlsconformlty 

(c) Paraconformlty 

(d) Nonconformity 
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with no obvious surface of erosion. These unconformities are known as paracoriformities. 
Finally, the flat-lying sedimentary rock sequence may overlay an erosion surface devel­
oped on igneous or metamorphic rocks. This is called a nonconformity. 

The rocks exposed in the Grand Canyon contain several types of unconformities. The 
"Great Unconformity" is an angular unconformity between Precambrian sedimentary 
rocks and flat-lying Paleozoic rocks (Figure 5.34) in the eastern part of the Grand Canyon. 
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Geologic column in the Grand Canyon. Source: © 1988. Illustration reprinted w ith permission of the publisher 
from Pages of Stone: Geology of Western National Parks and Monuments by Halka Chronic, The Mountaineers, Seattle. 



.,.. Figure 5.35 
Unconformltles between Precambrian and Cam­
brian rocks In the Grand Canyon. (a) Tilted and 
eroded Precambrian sedimentary rocks 700 to 
1.5 billion years old form an angular unconfor. 
mity with the overlying flat-lying Cambrian 
rocks. (b) The Inner Gorge, formed by the Pre­
cambrian Vishnu Schist (> 2 billion years old). A 
nonconformity occurs at the contact between 
the schist and the flat-lying Cambrian rocks 
above. Source: Photos courtesy of the author. 
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(a) 

(b) 

Nearly a !billion years of erosion and nondeposition separate these two units. In the west­
ern section of the canyon, Cambrian rocks lie directly on top of Precambrian metamorphic 
schist to form a nonconformity (Figure 5.35a, b). Disconformities in the section include the 
contact between the Cambrian Muav Limestone and the Devonian Temple Butte Lime­
stone. A time interval of at least 100 million years, which encompasses the Ordovician and 
Silurian periods, is represented by this contact. 

Six major unconformities have been discovered to be worldwide in extent. The rocks be­
tween them are largely conformable sequences of rocks separated by these major unconfor­
mities. In recent years, the recognition of these major rock sequences has led to the 
development of a new type of stratigraphy-sequence stratigraphy. Each major sequence is 
bounded above and below by an unconformity that represents a major erosional interval. A 
seqi.1ence would therefore involve a major trangression after the lower erosional interval, fol­
lowed by a major regression and subaerial exposure. During the transgressive phase of the se­
quence, sea level rose dramatically and covered large parts of the continents with shallow 
seas. During this part of the sequence, nearshore sedimentary rocks, mafaly sandstone, 
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• FIGURE 5.36 
The major sequences recognized In sequence stratigraphy. Each one represents a widespread sea-level 
rise and fall and Is bounded by an unconformity. Source: Jon P. Davidson, Walter E. Reed, and Paul M. Davis, 
Exploring Earth: An Introduction to Physical Geol-Ogy, 2nd ed., e 2002. Reprinted by permission of Pearson 
Education, Inc., Upper Saddle River, N .J. 

would be overlain by offshore rocks, including shales and carbonate rocks. As the regression 
takes place, the shoreline migrates off the continent and nearshore formations are deposited 
on top of the offshore shales and carbonate rocks. Figure 5.36 shows the relationship of the six 
major sequences to the geologic time scale. The recognition of these sequences is a very im­
portant tool in correlating rock units in thick sedimentary rock strata, particularly in the sub­
surface. An obvious question is what caused such extensive sea-level changes? Three types of 
mechanisms have been suggested-expansion and retreat of large continental glade.rs during 
an ice age, expansion or contraction of midocean ridge volumes during periods of rapid or 
slow seafloor spreading, and major tectonic uplift or subsidence of continental areas. 

Geologic Maps and Cross Sections 
Imagine that you are assigned to a highway design project in an area of sedimentary rocks. 
Since the route may cross several rock types with different engineering properties, where 
do you get preliminary information on the dL<itribution of these rocks? With luck, there 
will be a published geologic map of the area available. For this reason, engineers should be 
familiar with the use of these maps. 
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The basic map unit on geologic maps is the formation. In a sedimentary rock terrain, a 
formation is a bed or group of related beds whose contacts can be traced where they are 
exposed or approximated where they are covered by other units or eroded away. Other 
units that may be shown on geologic maps include members, which are significant subdivi­
sions of formations, and groups, which include two or more formations that appear to have 
a genetic relationship. These map units are called rock units because they are based strictly 
on lithologic characteristics without any consideration of age. 

The field geologist constructs the map by measuring and describing vertical se­
quences of beds wherever they are well exposed. These measured sections are correlated 
to other sections across areas where the rocks are not exposed by using color, grain size, 
sedimentary structures, fossils, and any other characteristic that may be distinctive 
(Figure 5.37). Diagrams showing vertical sections and correlations are called cross sections. 
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Contacts are drawn on topographic or planimetric base maps to complete the geologic 
map, and the map and cross sections are often published together (Figure 5.38). 

Correlations can be made at larger scales using other types of units. For example, units 
for which age can be assigned are known as time-rock units. A time-rock unit might consist 



A-----

A rhru1t belt 
- -~ Jurassic 

Coeur O' Alene 
uough 

• FIGURE 5.39 

Sedimentary Basins and Fossil Fuel Energy Resources 183 

104• 102• 100° 9s• 

Alberta_ ,- _ 

- - "'ih~lf Wlms;;;-n- - - -A' 
Bo sin 

Montana 

Wyoming 

1
2500 It 

500 m 
0 50 100 150 ml 

0 100 200km o Williston 
B:uan 

- 48° 

- 46° 

A' 

/ 

Subsurface correlation of time-rock units across the Williston Basin. Source: After J. A. Peterson, 1988, 
Phanerozoic Stratigraphy of the northern Rocky Mountain region, in The Geology of Nonh America, vol. D-2: Sed· 
imentary Cover North American Craton, U.S., Geological Society of America. 

of the rocks that were deposited in the Cambrian period. Correlations across large dL<>­
tances and different depositional basins can be made (Figure 5.39). The unconformity­
bounded units developed in sequence stratigraphy are particularly useful for this type 
of correlation. 

Sedimentary Basins and Fossil Fuel Energy Resources 
Sedimentary rocks contain many types of mineral resources. The Mississippi Valley lead­
zinc ore deposits discussed in Chapter 3 are a good example. Energy resources, however, 
are particularly important because they are confined to sedimentary rocks. Petroleum and 
natural gas require very complex conditions for formation and concentration where they 
can be economically recovered. The first step in the sequence of events involves burial of 
abunda.nt marine organisms in sedimentary basins that maintain low oxygen levels; in 
some cases, this has been caused by a restricted circulation between the basin and the sur­
rounding ocean. Sedimentary basins can be formed in a variety of ways. Plate tectonic 
processes. are associated with most of these types. For example, seafloor spreading creates 
oceanic basins on both sides of the midoceanic ridge. Deposition of sediments, however, is 
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not the same in all parts of the basin. In the North Atlantic Ocean, sediment deposition is 
greatest near the North American continent because of the high sediment load carried to 
the coast by rivers draining the continent and decreases with distance away from the con­
tinent toward the center of the ocean. Thick sediment accumulations are also present near 
subducting plate margins, in which the source could be an island arc or a continental plate. 
Once sediment begins to accumulate in a basin, the weight of the sediment itself leads to 
subsidence of the basin, making it more likely to serve as a sediment trap. 

During the Paleozoic era, much of North America consisted of relatively stable continen­
tal crust, a craton, covered by shallow seas during the major marine transgressions that took 
place. Sedimentary basins developed both near plate margins and in areas of crustal subsi­
dence within the more stable craton (Figure 5.40). These areas are known as intracratonic 
basins, and as they gradually subsided, thicker sediments were deposited in them. The Willis­
ton Basin (Figure 5.39) is an intracratonic basin, as is the Michigan Basin (Figures 5.4-0, 5.41). 
Subsidence of the basin began in Cambrian time and continued intermittently through the 
Paleozoic. Over an interval of about 200 million years, the basin filled with about 4800 m of 
mostly marine sedimentary rock. A detailed diagram of the stratigraphy of the Michigan 
Basin is available at www.deq.state.mi.us/ documents/ deq-glm-rcim-geology-Stratigraphk_ 
Nomenclature_2000.pdf. These sedimentary rocks include organic rich shales that served as 
source rocks for petroleum formation and more permeable rocks such as limestones, 
dolomites, and sandstones that constitute reservoir rocks. 

The formation of petroleum from source rocks involves a complex series of events be­
ginning with the deposition of the remains of marine organisms-mainly phytoplankton 
and zooplankton, which are microscopic plants and animals, respectively, that live in the 
upper part of the water column. When these organism.q die and sink to the seafloor, they 
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Petroleum basin map of the United States. Source: From C. D. Masters and R. F. Mast, 1987, Geological set­
ting of U.S. fossil fu@ls, Episodes, 10. 
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.6. FIGURE 5.41 
Stratigraphic units exposed beneath g lacia l deposits in the Michigan Basin. Cross section shows bowl­
shaped form of basin at depth. Heavy dark line shows approximate boundary of Michigan Basin. 

can be partially preserved if they are buried by sediment and if oxygen levels are low. A 
very complex sequence of biochemical reactions begins to anaerobically degrade the or­
ganic matter. One of the first steps in this process is the release of gases such as carbon 
dioxide and methane. In subsiding basins, pressure is added through the weight of sedi­
ments deposited above the organic matter, and temperature increases with depth because 
of the geothermal gradient. The increases in temperature and pressure are critical to the 
formation of petroleum. One intermediate step is the formation of a substance called 
kerogen, which is a carbon-rich residue produced by expulsion of water and other elements 
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Formation of petroleum and natural gas as a 
function of depth of burial. Soun:e: Modified 
from Robert C. Laudon, Principles of Petroleum 
Development Geology, 1st ed., e 1996. 
Reprinted by permission of Pearson Education, 
Inc., Upper Saddle River, N.J. 

that is insoluble in the organic acids that are also produced by the degradation of organic 
matter. Kerogen is a precursor for the formation of almost all oil and gas. With continued 
burial, the kerogen-rich sediment may enter a critical range of temperatures and pressures 
known as the oil window. The temperatures in the oil window range between 100°C and 
200°C, which usually corresponds to a depth of bi1rial between 1 and 3 km. Suibjected to 
higher temperatures, the organic matter undergoes thermal cracking, or breakdown, of the 
organic compounds in petroleum to smaller molecules such as methane (CH4), or nah1ral 
gas. These relationships are summarized in Figi1re 5.42. Pressure has another effect di1ring 
this processes. The rising fluid pressure in petroleum and nah1ral gas produced from kero­
gen can exceed the strength of the fine-grained source rocks, creating microcracks, which 
allow the fluids to migrate into more permeable reservoir rocks. Permeability is discussed in 
more detail in Chapter 7. 

The final component necessary to produce an economically significant accumulation 
of oil or gas in a sedimentary basin is a t-rcrp (Figi1re 5.43). The conditions necessary to form 
a trap include some kind of barrier that prevents the oil and gas from migrating. The bar­
rier can be provided by a fault and the favorable configi1ration of a rock of low permeabil­
ity, such as a shale or evaporite. Folds that are bowed upward (anticlines), illustrated in 
Figure 5.43c, were one of the first types of traps to be recognized by the petroleum indus­
try. The oil and gas is trapped at the crest of the anticline against an overlying imperme­
able unit because oil and gas are less dense than the saltwater or brine that is also usually 
present in reservoir rocks. Fluids move toward regions of lower pressure; at the crest of an 
anticline, the hydraulic pressures acting on the oil and gas are greater in both directions 
and the hydrocarbons are therefore trapped in this location. 

Many of the basins that contain oil and gas resources also contain coal. Coal differs 
from petroleum in that its primary source is land-based plants that accumulated in low, 
swampy regions during periods of subaerial exposure of the basins. The organic matter is 
preserved because of the high water table in these swamps and wetlands, which mini­
mizes the amount of oxygen present to oxidize organic matter. Much like the formation of 
petroleum, the accumulating plant matter goes through a series of changes after burial and 
increase in temperature. During these changes, oxygen, hydrogen, and water are driven 
off and the original partly decomposed plant matter, known as peat, is converted to coals 
of increasing rank (Figure 5.44). High-rank coals, including bituminous and anthracite 
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"' FIGURE 5.43 
Four types of petroleum traps. (a) Trap is caused by truncation of reservoir rocks by fault. (b) Oil accu­
mulates in permeable reef structure surrounded by less permeable rocks. (c) Oil and gas accumulate 
at crest of anticline because they are less dense than surrounding fluids. (d) Various types of traps as­
sociated with salt domes. Source: Robert C. Laudon, Principles of Petroleum Development Geology, 
1st ed., e 1996. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.J. 
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coals, are more valuable because they yield a greater heat content upon burning. Lignite, a 
form of low-rank coal, is abundant in the northern Great Plains of the United States, but its 
moisture content is too high to make transport to power plant sites economically feasible. 
Power plants are therefore constructed near the lignHe mines and the electricity is trans­
ported to end uses through power grids. The most important coal-producing regions of 
the United States are shown on Figure 5.45. 

Engineering in Sedimentary Rocks 
Engineering conditions in sedimentary rocks are difficult to generalize because of the wide 
range in lithology, in degree of lithification, and in the orientation of bedding planes and 
other structures. 

Stable vertical slopes can usually be excavated in well-cemented, horizontally bedded 
sandstones and limestones. Flatter slope angles must be cut for weaker rock types. Partic­
ularly important factors in the stability of sedimentary rock slopes are the direction and 
the amount of slope, or dip, of bedding. The most unfavorable situation occurs where bed­
ding dips parallel or nearly parallel to the downslope angle of the slope. Bedding planes 
are zones of weakness in sedimentary rock masses and failure may occur. A huge landslide 
took place at the Vaiont Reservoir in Italy in 1963 partly because bedding dipped toward 
the center of the valley (Chapter 13). 
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Tunneling and underground mining in sedimentary rocks are influenced by lithology 
and structure (the orientation of the bedding). Where the stratigraphy of sedimentary 
rocks consists of horizontal or gently dipping beds, it is quite simple to predict the rock 
types to be encountered along the path of a humel. Difficulties arise in areas where the 
structure is more complex. Well-cemented sedimentary rocks are generally adequate for 
most types of building foundations. Special problems occur in limestones and evaporite 
deposits because these rocks are soluble under the action of flowing groundwater. The 
soils and rocks overlying underground cavities produced by chemical dissolution may 
collapse into the voids, damaging or destroying buildings constructed at the surface 
(Chapter 10). This phenomenon is also a problem above shallow underground mines. 
Dams and reservoir sites are subject to similar limitations. Undesirable leakage of water 
may occur along bedding planes or through solution cavities in the rock. 

Like igneous rocks, the engineering properties of the sedimentary rocks are influenced 
by geologic events that take place long after deposition of the sediments. Strength can be 
increased by compaction and cementation. Alternatively, sedimentary rocks can be weak­
ened by weathering. Shales are particularly susceptible to breakdown to clayey soils upon 
exposure to air and water. These relatively rapid changes can lead to problems in excava­
tions and foundations. 

Discontinuities in the rock caused by tectonic events are also important in determin­
ing the engineering behavior of a sedimentary rock mass. Faults and fractures can sig­
nificantly weaken a body of rock, as well as allow the movement of water through the 
material. 

Case In Point 5.1 
Low-Level Radioactive Waste Disposal 

One of the most controversial environmental problems facing nations that use nuclear 
power and possess nuclear weapons is the dLqposal of radioactive wastes. These wastes in­
clude high-level components that have long half-lives and must be isolated from the envi­
ronment for thousands of years and low-level waste products that must be isolated for 
much shorter periods. Under current policy in the United States, a single repository is 
being developed for high-level commercial nuclear power plant wastes. In contrast, low­
level waste, because of its lower hazard, will be disposed of in regional facilities licensed 
by the U.S. Department of Energy. 

The history of radioactive waste disposal, like almost every other type of waste dispos­
al, has progressed from little to no regard for health or the environment to a state approach­
ing paranoia on the part of some individuals and groups in our society. As commercial 
nuclear reactors became common in the United States after World War II, low-level wa_qte 
was commonly buried in shallow trenches at federally operated sites. After 1962, commer­
cial sites were licensed to dispose of the waste from nuclear power plants (Figure 5.46). 
These sites were distributed across the country from arid to humid climatic settings. Burial 
methods changed little from earlier operations-waqtes were buried in shallow trenches and 
capped with nearby soil materials (Figure 5.47). Materials of low permeability (a low ability 
to transmit fluids) were selected if possible to minimize migration of waste that could be 
leached by water infiltrating through the cap and into the waste. Unfortunately, most of 
these sites were not able to contain the wastes as anticipated and radionuclides migrated out 
of the trenches for various dL<>tances. Currently, only three commercial sites remain open 
until the new generation of engineered facilities can be developed. A brief hL<>tory of two of 
the sites con.qtructed in sedimentary rocks will be presented subsequently. 
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Commercial and Department of Energy low-level radioactive-waste sites In the United States. Source: 
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_. FIGURE 5.47 
Active trenches containing low-level radioactive waste at the Barnwell, South Carolina, site. Source: 
Photo courtesy of the author. 
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The Oak Ridge National Laboratory has been used for burial of low-level wastes since 
1944. Trenches were excavated in weathered material overlying Paleozoic sedimentary 
rocks that were mainly composed of shale and limestone (Figure 5.48). Water freqi1ently ac­
cumulated in the trenches in this humid climate and was not initially considered to be a 
problem. Problems developed, however, and radionuclide migration occiirred in several 
ways. In the carbonate rocks, leached radionuclides were transpMted through solution cav­
ities and fractures. In the shale sites, a different proces.q occurred. Because of the low per­
meability of these materials and the higher permeability of the trench caps, the filled 
trenches behaved according to the "bathtub" effect: Water infiltrated from the surface more 
rapidly tha.n it drained through the trench walls and bottoms, and gradually waste liquids 
overflowed in seeps at the contact point between the cap material and the natural soils. 

Maxey Flats, Kentucky, Lq located about 300 km north of the Oak Ridge site. Here, a 
commercial site was constructed in flat-lying, late Paleozoic shale and sandstone (Figure 
5.49). Trenches were excavated in the soil developed upon the Nancy Member of the 
Borden Formation, a unit composed of interbedded sandstone and shale. Despite grad­
ing the trenches to a sump containing pipes to drain off accumulated water, radionu­
clides migrated out of the trenches. The primary pathway was found to be a fractured 
sandstone unit that occurred near the bottom of the trenches. Certain radionuclides were 
estimated to be migrating at a rate of 17 m per year, and seeps along hillsides near the 
trenches showed contamination by radioactive isotopes. In an attempt to reduce infiltra­
tion into the trenches, compacted clay caps were used to cover the trenches. When the 
clay caps failed to solve the problem, PVC (polyvinylchoride) sheets were used to cover 
the trenches. Although these covers have been effective, it is obvious that the site was 
poorly suited for the method of waste disposal chosen. 
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Geologic cross section of sedimentary rock units at the Oak Ridge National Laboratory site in Ten­
nessee. Source: From M. S. Bedlnger, 1989, Geohydrologic Aspects for Siting and Design of Low-Level Radlooctlve­
Waste Disposal, U.S. Geological Survey Circular 1034. 
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Geologic cross section of sedimentary rock units at the Maxey Flats, Kentucky, disposal site. Source: 
From M. S. Bedinger, 1989, Geohydrologic Aspects for Siting and Design of Low-Level Radioactive-Waste Disposal, 
U.S. Geologic Survey Circular 1034. 

Under the Low-Level Radioactive Waste Policy Act (1980) and Amendments Act 
(1985), states must take responsibility for their own waste. New facilities must meet very 
strict performance requirements. Siting will be based upon favorable geological and hy­
drological conditions as indicated by extensive geological investigations at prospective 
sites. In addition, the disposal facilities will be engineered structures, designed to pro­
vide multiple barriers to waste migration. Design concepts include both above- and be­
lowground concrete vaults, with multiple permeability barriers and drainage systems to 
prevent any leachate from migrating into the surface or subsurface environment (Figure 
5.50). Continuous monitoring of all components of the site will be required. 

As part of the Low-Level Radioactive Waste Policy Act, regional waste compacts 
were established so that a group of states could band together to develop a site that 
would accept waste from all states in the compact (Figi1re 5.51). This strategy has been 
unsuccessful in establishing new sites for any of the compacts owing to public concerns 
about site selection and political disputes between states. Some states-Michigan, for 
example-have pulled out of regional compacts to avoid hosting a site that would ac­
cept waste from other states. Currently, only the 11 states of the Northwest and Rocky 
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.6. FIGURE 5 .50 
Potential design concepts for engineered low-level radioactive-waste repository. Source: From Michigan 
Low-Level Radioactive Waste Authority, 1989, Siting Process OveNlew. 

Map of Radloaclivc Was·tc Compacts 

.6. FIGURE 5.51 
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Note: Data a• of December 31, 2000. 
Ala•ka and Hawall belong to the No1thwc•I 
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Map of Low-Level Radioactive Waste compacts. Shaded states are not members of a compact. Source: 
Nuclear Regulatory Commission. 
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Volumes of low-level radioactive waste disposed of in three existing commercial facilities, along with 
the proportions for each site. Source: U.S. Nuclear Regulatory Commission. 

Mountain compacts, which use the Richland, Washington, site, and the 3 states of the 
Atlantic Compact, which use the Barnwell, South Carolina, s ite, have assured long-term 
access to disposal facilities. The other 36 states utilize Barnwell, which is phasing out its 
national acceptance of waste, and the Envirocare site in Clive, Utah. The amounts of 
waste and their division among these th ree sites is shown in Figure 5.52. Only Texas is 
close to permitting a new site. Ultimately, litigation may be the only way to break the 
logjam that currently exists and force compliance with the Low-Level Radioactive 
Waste Policy Act. 

Summary and Conclusions 
Sedimentary rocks originate from sedimentary processes that have been operating 
throughout geologic time. The first s tage in the evolution of these rocks is the weathering 
and erosion of existing rocks. The products derived from thfa activity are then transported 



and deposited in a variety of terrestrial and marine environments. After deposition has oc­
curred, then compaction, cementation, and crystallization cause lithification of the initial­
ly soft sediment. 

Sedimentary rocks exhibit either elastic or nonelastic texh1res. Clastic textures are 
characteristic of the detrital rocks, those that have been transported to their point of depo­
sition. The classification of the detrital rocks depends upon the size of the particles that 
make up the rock. 

Although elastic textures may also be present in the cl1emical and biochemical sedimen­
tary rocks, many of these rocks are composed of grams that have chemically precipitated at 
the site of deposition. Nonelastic textures, characterized by interlocking grain networks, re­
sult from this process. 

The nah1re of each depositional environment imparts numerous characteristic features 
to the resulting rocks. Current strength, mode of transport, and water depth influence the 
sorting and bedding of the rock. Transport of sediment in ripples or dunes causes cross 
bedding to develop. Parallel bedding forms both by current action and by deposition in 
standing water. Turbidity currents transport high concentrations of suspended sediments 
that are deposited in graded beds. 

The color and fossil content of sedimentary rocks are partially determined by geo­
chemical factors. The presence or absence of oxygen is an extremely important variable in 
this regard. 

Study of the stratigraphy of sedimentary rocks, using all the characteri.qtics that have 
been described, has produced important information about the geologic past as well as 
practical data of great value to engineering projects. Fossil fuel energy resources are re­
stricted to sedimentary rock..q. Oil and gas form in subsiding sedimentary basins from the 
remains of microscopic marine organisms. Pressure and temperature drive the biochemical 
reactions to produce the organic compounds in petroleum and nah1.ral gas. The three con­
ditions that are necessary for commercial accumulations are source rocks, reservoir rocks, 
and traps. Coal is the result of the conversion of organic matter derived from land plants 
under the action of burial and temperaht.re increa.qe. 

Problems 

Problems 195 

1. How do sedimentary rocks fit into the geologic cycle? 

2. What cl1aracterL~tics of the depositional environ­
ment influence the properties of sedfo1entary rocks? 

3. How do postdepositional cl1anges convert sedi· 
mentc; to sedimentary rocks? 

9. Why is peLTOleum production associated with an­
cient sedimentary basins? What factors must be 
present for an economically significant accumula· 
tion of oil or gas? 

4. What chemical conditions influence the precipitation 
of nonelastic sedimentary rocks? 

5. How do cross beds form? 

6. What does color indicate about the geochemical con­
ditions of the depositional environment? 

7. What methods arc available lo gather data necessary 
to construct a stratigraphic cross section in an area? 
Why arc cross sections useful in highway construe· 
lion and other engii1eering projects? 

8. What properties influence the strength or possible 
failure of slopes underlain by sedimentary rocks? 

10. What do unconformitics tell us about the history of 
a sedimentary rock sequence? Describe the different 
types and their implications. 

11. What is sequence stratigraphy? 

12. What types of sedimentary rocks are considered to 
be potentially suitable for high-level nuclear waste 
disposal? Why? 

13. Describe the design features of low-level radioactive 
waste-disposal facilities. What problems have been 
encountered with respect to these sites in sedimen· 
tary rocks? 
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CHAPTER 

Metamorphic Rocks 
and Processes 

The igneous and sedimentary rocks that form at or beneath the earth's sur­
face are not always the final result of the dynamic activity of the earth's 

crust. When exposed to the atmosphere, the minerals in these rocks may 
chemically alter to become new minerals that are more stable under the tem­
peratures and pressures at the earth's surface. Similarly, when igneous and 
sedimentary rocks become buried deep within the crust because of the 
movements of lithospheric plates, they are subjected to elevated tempera­
tures and pressures. Just as the rocks are unstable at low temperatures and 
pressures. on the earth's surface, they are also unstable at the high tempera­
tures and pressures existing at depths well below the surface. Under these 
conditions, minerals in the rock recrystallize to become new minerals, and 
new rock is formed. The processes that cause these changes are grouped 
under the term metamorphism. Study of these rocks yields valuable informa­
tion about the effects of these conditions on rock and about the geologic his­
tory of a region. 

Metamorphic Processes 
The normal increases in temperature and pressure with increasing depth in 
the earth are sufficient to initiate metamorphic activity. In addition, tectonic 
stresses caused by the collision of two lithospheric plates, for example, can 
generate intense pressures oriented in a particular direction (Figure 6.1). The 
heat and pressure in deep crustal environments are two of the main compo­
nents of metamorphic processes. A third component is the effect of liquid or 
gaseous solutions that move through the rockq and promote the chemical re­
actions that form new minerals. 

Heat Lq perhaps the most important metamorphic agent. In Figure 6.2, 
the rate of increase of temperah1re with depth, or the geothermal gradil!llt, 
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<II FIGURE 6.1 
M etamorphism at a convergent 
plate margin. Rocks metamor­
phosed may include sediments or 
other continental or oceanic crustal 
material. 

<II FIGURE 6.2 
Representative continental geotherm. 
Source: From G. C. Brown and A. E. Mussen, 
The Inaccessible Eanh, Cl 1981 by George 
Allen lit Unwin, Ltd., London. 

suggests that the temperature in the crust at a depth of 15 km L<i approximately 300°C. This 
temperature is sufficient for the recrystallization of some minerals to begin. Because the 
geothermal gradient is highly variable from place to place, the depth associated with a 
particular temperature is not constant. 

The effect of pressure varies at different depths in the crust. At shallow depths, rocks 
are relatively cold and brittle, so they can be fractured and crushed when subjected to high 
pressures. At greater depths, rocks are much softer because of the high temperatures. 
Under the action of pressure, they tend to deform by plastic flow, like modeling clay 
squeezed between the fingers. In the region of plastic deformation, pressure influences the 
types of new minerals formed. Typically, the atoms within the mineral structure are more 
closely packed together when the mineral crystallizes under high pressure. 

The recrystallization of minerals during a metamorphic event is largely a solid-phase 
process. The rock does not actually melt and then recrystallize. The solid-phase reactions 
between minerals are greatly facilitated by the movement of small amounts of liquid or 
gaseous solutions through the rock. These solutions, which travel through the pores and 
cracks of the rock, add and remove various ions and molecules as the reactions occur. In 
this way, new chemical constituents. can be brought into contact with mineral grains so 
that they may diffuse through the mineral structures during recrystallization. 

Types of Metamorphism 
Metamorphism is associated with several types of geologic events. The intrusion of a plu­
ton, for example, brings magma into contact with existing crustal rocks (Figure 6.3). 
Contact metarnorphisrn is the name given to the alteration of the surrounding country rock by 
the intruding magma. Heat is the most significant influence in contact metamorphL<im. 



... FIGURE 6.3 
The contact metamorphic aureole 
surrounding the Dartmoor Granite, 
Devon, England. Source: From 
R. Mason, f>etrology of the Metamorphic 
Rocks, e 1978 by George Allen &: 
Unwin, Ltd., London. 
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The effect of pressure is much less important. The extent of contact metamorphism, the 
zone of altered rock called the metamorphic aureole, rarely extends more than several hun­
dred meters outward from the magmatic body. Thus, contact metamorphism is limited in 
areal exte·nt to a thin shell around the pluton. More extensive effects may occur if solutions 
and vapors given off by the magma penetrate into the country rock along fractures. These 
hydrotherrnal solutions carry volatile components that separate from the cooling magma. 
Important vein-type ore deposits can be formed by !hydrothermal solutions that migrate 
during contact metamorphic events. 

A second type of metamorphism is characterized by much more extensive zones of rock 
alteration than found in the contact metamorphism zones. Its name, regional metamorphism, 
suggests a process that may transform rocks through huge portions of the crust. The con­
ditions that produce regional metamorphism involve the effects of both temperature and 
pressure. Thus, regional metamorphism must occur deep within the crust, at depths of at 
least 10 km. 

Geologic studies of metamorphic rocks indicate that the mineral content of rocks in re­
gionally metamorphosed areas varies systematically. The specific group of minerals pres­
ent in rock can be used to define a certain metamorphic grade in a particular area. High 
grade, for example, means that the rock was subjected to very high temperatures and pres­
sures. Different metamorphic minerals can be produced from the same original rock under 
various metamorphic grades. Figure 6.4 shows the conditions of temperature and pressure 
under which the minerals kyanite, sillimanite, and andalusite form . All three metamor­
phic minerals have the same chemical composition (Al2SiOs) but different internal struc­
h.1res. Regional metamorphism produces areas in which metamorphic grade is very high. 
Grade decreases in all directions from the most intensely altered zones (Figure 6.5). 

Regional metamorphism is often associated with the central cores of mountain ranges, 
whose rocks are exposed after the removal by erosion of thousands of meters of overlying 
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<II FIGURE 6.4 
Metamorphic minerals formed from Al2SI05 under 
varying conditions of temperature and pressure. 
Source: From S. Judson, M. E. Kauffman, and L. D. Leet, 

l;' Physical Geology, 7th ed., e 1987 by Prentice Hall, Inc., 
;i Englewood Cliffs, N.J. 
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Regional metamorphism in northern Vermont. Metamorphic grade decreases outward from granitic 
plutons. Source: From F. ]. Turner, Metamorphic Petrology, 2nd ed., el 1981 by Hemisphere Publishing Corp., 
New York. 

rocks. This relationshlp suggests that regional metamorphism may be a part of the mountain­
builcling process. A likely scenario for regional metamorphism involves the intense lateral 
pressuxe generated at convergent plate margins. Thick wedges of sediment deposited 
adjacent to continents or island arcs are downwarped as the plates collide. Granite 
batholiths are often found at the centers of these metamorphosed zones, surrounded by 
metamorphic rocks that decrease in grade radially outward (Figure 6.5). Rocks caJJed 
migmatites (Figuxe 6.6) exhlbit characteristics of both igneous and metamorphic rocks. 
Migmatites can often be observed to merge laterally with granite of igneous appearance in 
one direction and with unmistakable metamorphlc rocks in the opposite direction. AJJ 
these relationships S1.1ggest that metamorphlsm of downwarped cn1stal rocks may be so 
intense that remelting occuxs in the zone of hlghest temperature and pressure. Thus, granitic 
batholiths surrounded by metamorphic rock.<i may represent an episode of plate colli'lion 
in the geologic past. 
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• FIGURE 6.6 
Mlgmatite, a metamorphic rock containing thin layers of light-colored granitic Igneous rock (Park 
County, Colorado). Source: C. C. Hawley; photo courtesy of U.S. Geological Survey. 

A third type of metamorphism is recognized when pressure is the dominant metamor­
phic agent. In the upper part of the crust, the intense pressure associated with folding and 
faulting is sufficient to crush and pulverize the minerals along a fault plane. The alteration 
of rocks under these conditions is called dynamic metamorphism. The zones of crushing are 
limited to the close proximity of planes of shearing between adjacent masses of brittle 
rock. Temperature is a minor factor in dynamic metamorphism. 

Characteristics and Types of Metamorphic Rocks 
A major division of metamorphic rocks can be made according to texture. The aspect of tex­
ture that L<> most important is called foliation, the parallel orientation of mineral grains with­
in a metamorphic rock. Foliation gives metamorphic rocks a banded or layered appearance, 
and for this reason foliation resembles the bedding of sedimentary rocks (Figure 6.7). In 
low-grade metamorphic rocks, the layering is beddling inherited from the sedimentary 
rocks. In other cases, however, foliation is produced by an entirely different mechanism 
than bedding. Tectonic stresses acting on rocks during metamorphism are usually applied 
in one principal direction. The stress, or pressure, acting in other directions is considerably 
lower. When minerals recrystallize under these pressure conditions, platy grains that are 
elongated in the direction of lowest pressure are favt)red (Figure 6.8). The long axes of the 
mineral grains are therefore perpendicular to the direction of greatest pressure, and the par­
allel orientation of these grains-as seen in the micas, for example-gives the rock foliation, 
which is perpendicular to the applied stress. Remnant bedding may be sometimes observed 
at various angles to the foliation. 
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.6. FIGURE 6.7 
Foliation, the orientation of platy minerals that gives metamorphic rocks a layered appearance 
(Southern Maine). Source: Photo courtesy of the author. 
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<II FIGURE 6.8 
Orientation of platy mineral grains at right angles 
to direction of highest pressure during metamor­
phism. Foliation is best developed in rocks that 
originally contained clays, which recrystallize to 
platy grains. 

Metamorphic rocks can be classified as foliated or nonfoliated. Foliated rocks are asso­
ciated with regional metamorphism where tectonic stress is a major factor. Nonfoliated 
rocks are produced during contact metamorphism or where platy minerals cannot crystal­
lize because of a lack of necessary chemical components. For example, in a sedimentary se­
quence of sandstone and shale, the clay minerals in the shale may recrystallize to produce 
foliated rocks, whereas the sand grains in quartz may recrystallize as interlocking quartz 
crystals without a strong foliation . 

The presence of foliation also imparts to a rock a tendency to split or break along the 
foliation planes rather than across the planes or at some other orientation. This inclination 
to break along planes of weakness is called cleavage, althoi1gh it must be kept in mind that 
the planes of weakness are not of th,e same origin as cleavage in a mineral. Several com­
mon foliated metamorphic rocks are named because of the type of cleavage that they pos­
sess. If the cleavage planes are very thin and the rock is fine-grained, the cleavage is known 
as slaty cleavage. The resulting rock is slate (Figure 6.9), a rock that has been used as roofing 
material for centuries because of it.q smooth and regular cleavage surfaces. Slate is usually 
produced by low-grade metamorphism of shale, primarily consisting of directed pressure 
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.6. FIGURE 6.9 
Well-developed slaty cleavage in slate outcrop near Kodiak, Alaska. Source: G. K. Gilbert; photo courtesy 
of U.S. Geological Survey. 

and fairly low temperatures. With increasing metamorphic grade, slate can be converted to 
schist, which has well-developed foliation but has a coarser grain size than slate. 

The surfaces of cleavage planes in schist (Figure 6.10) are relatively rough becau_qe of 
the coarse grain size. Schist represents a still higher metamorphic grade. Many types of ig­
neous and sedimentary rocks can be metamorphosed to form schist. Because of the variety 
of mineralogy in schists, the complete rock name is formed by using the name of the most 
abundant mineral or mineralq, Thus, a biotite schist would be mainly composed of biotite 
with lesser amounts of other minerals. 
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.A FIGURE 6.10 
An outcrop of schist near Riggins, Idaho. The well-developed foliation is evident. Source: W. B. Hamil­
ton; photo courtesy of U.S. Geological Survey. 

The foliated rock that develops under high-grade metamorphic conditions i_q known as 
gneiss. Gneiss is a coarse-grained, coarsely banded rock (Figure 6.11). The foliation consists 
of alternate bands of light- and dark-colored mineral'>. The light-colored layers are main­
ly composed of quartz and feldspar, whereas the dark layers contain biotite, hornblende, 
augite, and other minerals. Gneisses are formed from silicic igneous rocks as well as from 
various types of sedimentary rocks. A common sequence of metamorphic rocks is shown in 

"" FIGURE 6.11 
Gneiss, a coarse-grained 
metam orphic rock, with 
broad light- and dark­
colored bands of foliation 
(Ferry County, Washing­
ton). Source: R. l. Parker; 
photo courtesy of U.S. 
Geological Survey. 



... FIGURE 6.12 
Sequential metamorphism of mud. 
stone to higher-grade metamorphic 
rocks as tem peratures and pressures 
increase. Source: )on P. Davidson, Walter 
E. Reed, and Paul M. Davis, Exploring 
Earth: An Introduction to Physical Geology, 
2nd ed., © 2002. Reprinted by permis­
sion of Pearson Education, Inc., Upper 
Saddle River, N.J . 
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Figure 6.12, produced by gradually increasing temperatures and pressures. Thus, a shale or 
mudstone could be progressively altered to slate, schist, gneiss, and migmatite. 

Of the nonfoliated metamorphic rocks, quartzite and marble are the most common. 
Quartzite is the name given to metamorphosed quartz sandstone (Figure 6.13). Recrystal­
lization of quartz in the original sandstone fills voids between the existing grains and in­
creases the strength and density of the rock. Quartzites are among the strongest and 
hardest rock types. Because quartzite consists mainly of nonplaty quartz grains, foliation 
is lacking, although some quartzite may appear foliated because of relict bedding stn1c­
ture in the rock. Marble (Figure 6.14) is recrystallized limestone or dolomite. The recrystal­
lization process produces large interlocking grains of calcite or dolomite. Impurities in the 
rock give marble a number of possible colors. Many of these varieties are highly sought 
after for use as decorative building stone. 

Rocks formed by dynamic metamorphfam may be foliated or nonfoliated. If rocks ad­
jacent to a fault zone are crushed by pressure and shear dLqplacement, a stn1ch1reless fault 
b·reccia (Figure 6.15) may be produced. If the zone of shear is subject to an intense degree 
of crushing, a fine-grained rock called mylonite may be formed. Under these conditions, 
recrystallization and foliation are produced. In some areas, mylonite has been linked to 
high levels of radon gas in buildings that overlie these rocks. Radon is a radioactive gas 
that is produced by the decay of uranium. Fault zones, which may contain mylonite, pro­
vide conduits for the upward migration of radon from its source rocks. Migration has to 
be rapid for the gas to reach the surface because its half-life is only 3.8 days. The danger 
to human health from radon occurs when it accumulates in basements and people breathe 
it on a long-term basis. Once in the lungs, radon decays to polonium, another radioactive 
element, and the rapid decay of polonium can cause damage to lung tissues that may lead 
to cancer. Although high radon levels are common in areas underlain by metamorphic 
rocks, particularly those with fault zones containing mylonites, radon is not limited to 
metamorphic rocks. A variety of igneous and sedimentary rocks also contain enough ura­
nium to create a radon hazard when the conditions in soils and buildings in the area are 
also favorable. 
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<II FIGURE 6.1 3 
Quartzite, a very hard 
metamorphic rock in 
which recrystallization 
forms a dense network of 
quartz grains (East of 
Knoxville, Tennesse). 
Soun:e: J. B. Hadley; photo 
courtesy of U.S. Geological 
Survey. 

<II FIGURE 6.14 
Metamorphism of lime­
stone or dolomite pro­
duces marble, a rock 
commonly used as build­
ing stone. The coarse, 
sugary appearance on 
the broken face of the 
specimen is characteris­
tic. Soun:e: Photo courtesy 
of the author. 
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.6. FIGURE 6.15 
Fault breccla composed of dolomite fragments (Clark County, Nevada). Source: C. Deiss; photo courtesy 
of U.S. Geological Survey. 

Engineering in Metamorphic Rock Terrains 
The engineering characteristics of metamorphic rocks can be generalized into two basic 
types. Nonfoliated rocks possess similar engineering properties to intn1sive igneous rocks. 
In an unaltered and unfractured condition, they can be considered to be strong materials, 
with few limitations for foundations, tunnels, and dams. Vertical excavation slopes will re­
main stable. Foliated metamorphic rocks, however, are more similar to sedimentary rocks 
because of their tendency to fail along specific planes. Foliation planes in this instance are 
similar to bedding planes. The orientation of foliation planes with respect to a natural slope 
or excavation, therefore, becomes critical to the stability of the material. Similar to the igneous 
and sedimentary rocks, the ultimate behavior of a metamorphic rock mass depends upon 
the degree and orientation of fractures and the weathering characteristics. These properties 
must be ascertained prior to construction of each individual engineering project. 

Case In Point 6.1 
Failure of the St. Francis Dam 

Construction in metamorphic rock terrains requires careful mapping of rock types and foli­
ation directions. Foliation imparts a directional weakness to the rnck that can be critical to 
the design and operation of engineering projects. On March 12, 1928, only months after 
construction was completed, the St. Francis Dam in California (Figure 6.16) collapsed, re­
leasing a wall of water 30 to 50 m high, which caused more than 400 deaths and great de­
stn1ction in the valley below. 
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(b) 

• FIGURE 6.16 
St. Francis Dam (a) before and (b) after failure. Source: Photos courtesy of Los Angeles Department of Water 
and Power. 

The geologic setting of the dam site is shown in Figure 6.17. On the east side of the val­
ley, schists with foliation planes inclined toward the center of the valley formed the foun­
dation material for the dam. The inherent weakness of the micaceous shists due to weak 
bonds along the foliation planes between adjacent mica grains was undoubtably a factor in 
the failure of the dam. Beneath the center of the dam, the schists were in fault contact with 
sedimentary rocks. The fault zone itself contained brecciated rocks produced during fault 
movement. 



Engineering in M etamorphic Rock Terrains 209 

A. FIGURE 6.1 7 
Geologic cross section of the St. Francis Dam. Failure probably occurred in the schists beneath the 
cast side of the dam. Source: Modified from C. F. Outland, Man-made Disaster: The Story of St. Francis Dam, 
© 1977 by the Arthur H. Clark Co., Glendale, Calif. 

Although the precise cause of the dam collapse has never been proven, it is highly like­
ly that water from the impounded reservoir seeped into the rocks beneath the dam, thus 
weakening the rock materials. On the east side, penetration of water into the schists may 
have weakened the resistance to failure along the inclined foliation planes in this abutment 
(Outland, 1977). At a critical point, failure of the rock abutment may have initiated the col­
lapse of the dam. 

Case In Point 6.2 
Tunneling Problems In Metamorphic Rocks 

Tunneling often presents some of the most complex and dangerous problems in civil engi­
neering. These problems usually result from unknown or unexpected adverse geologic 
conditions encountered along the path of the tunnel. 

The Harold D. Roberts Tunnel was constructed to divert water from the west slope 
of the Continental Divide, through the Front Range of the Rocky Mountains, for munici­
pal use in the city of Denver, Colorado. Problems experienced during the construction of 
this 37.5-km concrete-lined tunnel were directly related to the physical properties of the 
rocks encountered along the centerline of the tunnel (Warner and Robinson, 1981). The 
geologic setting of this part of the Front Range consists of a highly complex series of ig­
neous, metamorphic, and sedimentary rocks (Figure 6.18). The Precambrian metamor­
phic rocks, including schist, gneiss, quartzite, and migmatite, provided some of the most 
troublesome tunneling conditions along the route. Foliated and nonfoliated metamor­
phic rocks are present in various sections of the route, with biotite responsible for most 
of the foliation. 

One of the major problems was the inflow of groundwater at high pressure from 
fractured rocks at certain locations. Flows as high as 32 L/s (500 gal/min) were meas­
ured. In order to test for zones of water inflow, which could not be predicted in advance, 
feeler holes were drilled ahead of the advancing tunnel face. When a flow was detected, 
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grout (a cement slurry) was injected into the rock at high pressure to seal the fractures. 
Relatively strong gneiss frequently yielded high inflows of water through occasional 
fractures. Apparently, this rock behaved as a brittle material that could maintain open 
fractures, unlike the weaker foliated schist, in which fractures were most likely to seal 
themselves under the immense weight of the mountain range. 

The cost of a tunnel is directly related to the number of steel supports that are needed 
to prevent collapse of the rock walls into the opening. These supports were installed as 
needed during construction at 0.6- to 0.18-m centers along the h.rnnel. Where the h.mnel 
passed through strong, competent rock, steel supports were unnecessary. The percentage 
of a particular segment of h.mnel that required steel supports ranged from 7.3 to 100, de­
pending upon the rock type. When steel supports are needed at a section, the contractor 
must blast and excavate a larger cross-sectional area of rock than the estimated cross-sec­
tional area, which is the area inside the payline (Figure 6.19). The extra area excavated is 
called overbreak. Overbreak increases the cost of a tunnel to the contractor because more 
concrete is needed to Ct)nstruct the finished tunnel lining. In Figure 6.20, mean overbreak, 
roughness factor, and eccentricity are plotted against percent support for a section of the 
Harold D. Roberts Tunnel. Roughness factor and eccentricity are parameters related, re­
spectively, to irregularities and to differences in direction of the amount of nverbreak. The 
graph clearly shows that, of the rock types compared, the foliated gneiss and schist had 
the highest values of the overbreak parameters and required the highest percentage of 
support. In this case, foliated metamorphic rocks were more costly for tunnel construction 
than other rock types . 

... FIGURE 6.19 
Cross section of a tunnel 
showing the overbreak, or area 
excavated beyond the payllne 
to accommodate steel sup­
ports. The payline is the outer 
boundary of the area estimat­
ed for excavation prior to 
construction. 
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60 

Percent suppon 

.A. FIGURE 6.20 
Plot of various overbreak parameters versus percent support, showing that overbreak and therefore 
cost of tunneling increases In areas of foliated metamorphic rocks . Source: From L.A. Warner and C. S. 
Robinson, 1981, Geology of the Eostern Pan of the Harold D. Robens Tunnel, Colorado (Stations 690 + 00 to 
1238 + 58), U.S. Geological Survey Professional Paper 831-D. 

Summary and Conclusions 
Metamorphic processes produce new rocks under the influences of heat, pressure, and 
hydrothermal solutions. Contact metamorphism is produced by the emplacement of 
magma bodies within the crust. Under the action of heat from the cooling magma, rocks 
are altered within a thin zone around the pluton. Nonfoliated metamorphic rocks are 
most commonly produced by contact metamorphism because of the minor effect of pres­
sure in the process. 

Pressure plays a much more important role in the formation of foliated rocks during re­
gional metamorphism. Tectonic stress, the result of lithospheric plate interactions, combined 
with heat from deep burial, produces metamorphism on a regional scale. Metamorphic grade 
often decreases outward from a core of intensely altered rocks, where remelting may occur. 
This process may explain the huge granitic batholiths of the crust associated with migmatites. 

Foliated metamorphic rocks develop by recrystallization of long, platy minerals ori­
ented normal (perpendicular) to the direction of greatest pressure. Foliation is associated 
with various types of rock cleavage_ With increasing metamorphic grade, slate, phyllite, 
schist, and gneiss can be formed. Nonfoliated rocks, such as quartzite and marble, involve 
recrystallization without the development of mineral-grain alignment. 

The orientation of foliation is an important factor in construction in areas of metamor­
phosed rocks. The strength of a rock mass is much lower in the direction of the foliation 
than in other directions. 



Problems 
1. Where and why does metamorphism occur in the 

earth? 

2. What arc the differences between regional and con­
tact metamorphism? 

3. Explain how metamorphjsm can alter a rock chemi­
cally as opposed to mineralogically. 

References and Suggestions for Further Reading 21 3 

4. How is foliation produced in a metamorphic rock? 

5. How do the characteristics of the original rock inAu­
ence the properties of the metamorphlc rock? 

6. What are some of the engineering problems associ­
ated with metamorphic rocks? 
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CHAPTER 

Mechanics of Rock 
Materials 

I t is not enough for engineers to have a basic understanding of the physical, 
chemical, and mineralogical characteristics of rocks, for in dealing with 

rock as an engineering material, engineers are involved with the mechanics of 
rock and other earth materials. Mechanics refers to the response of materials 
to applied loads. Although the same mechanical principles apply to all types 
of earth materials, two subdisciplines, rock mechanics and soil mechanics, have 
evolved to deal with the specific problems of rock and soil masses. The ap­
plication of mechanics is also critical to an understanding of tectonic process­
es and the natural deformation of rock masses in the earth's lithosphere as 
well as in surficial processes such as mass wasting and land subsidence. We 
will address these topics in subsequent chapters. 

General Types of Earth Materials 
Rocks, Solis, and Fluids 
From an engineering perspective, earth materials can be subdivided into three 
categories: rocks, soils, and fluids. Rocks are solid, dense aggregates of mineral 
grains. Igneous and metamorphic rocks are composed of interlocking mineral 
grains that were formed by crystallization from a magma or by recrystalliza­
tion of an existing rock. The degree of interlocking of the mineral grains is one 
of several factors that determine how strong a rock will be. Chemically precip­
itated sedimentary rocks can also be interlocking aggregates of mineral grains. 
Clastic sedimentary rocks, on the other hand, are composed of particles that 
were derived from a preexisting rock. These particles were then transported by 
wind, water, or ice, deposited at a particular location, and bound together by 
various types and amounts of cementing agents. Even more important than the 
inherent properties of a rock are the properties of the rock mass, the field-scale 
volume of rock that includes fractures, joints, and other planes of weakness. 

Soils, from the engineering standpoint, are similar to transported sedi­
mentary rocks in that they consist of rock particles and minerals derived 
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from preexisting rocks. Soils, however, lack strong cementing material between grains. For 
this reason, they usually can be excavated easily without heavy machinery or blasting. We 
will turn our attention to these materials in a later chapter. 

The third major category of earth materials is composed of fluids. The earth's fluids in­
clude such liquids as water, magma, and petroleum, but they also include gases- for exam­
ple, natural gas beneath the land surface and the gases of the atmosphere above the surface. 

Phase Relationships 
All rocks contain some void space between grains. This void space may be occupied by 
liquids and gases. For example, a sandstone rock unit several thousand meters below the 
surface may contain petroleum and natural gas. Near the surface, however, void spaces 
are usually filled or partially filled with water. Above the water table (Chapter 11), gases 
like nitrogen, oxygen, and carbon dioxide fill the remainder of the voids. Rocks must be 
considered as three-phase systems in many instances. 

The volume of void space in an earth material can range from a very small percentage 
of the solid volume to several times the volume of the solid material. The relative amount 
of void space, along with the type and amount of fluid occupying the space, has an impor­
tant influence on the mechanical behavior of the material. The relative amount of void 
space is quantified by the i1se of the parameters porosity and void ratio (Figure 7.1). The 
porosity, n, is defined as 

v;, 
n=-

Vr 
(7.1) 

where Vv is the volume of voids and Vr is the total volume of a representative volume of 
rock. The void ratio, e, is principally used by soils engineers. It can be defined as 

Vv e=­v. (7.2) 

where V. is the volume of soil solids. Porosity is usually expressed as a percentage, where­
as void ra tio is expressed as a decimal. 

... FIGURE 7.1 
Definition of porosity and void ratio of an 
earth material. Void space ( Vv) includes 
liquid and gas phases. Vold space 

1Vv) 

Vv 
Porosity, n = Vr 
. . Vv 

Vood ratoo. • " ·Vs 

l'arllcle 
!Vsl 
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Low pcrmeabllltv 

• FIGURE 7.2 

Small, 
unconnected 
po1e spBces 

. . . 

Interconnected 
poro spaces 

High permeablllty 

Rocks with large, interconnected pore spaces allow the rapid migration of fluids like petroleum or 
water, but rocks with low permeability transmit fluids very slowly. 

Although both porosity and void ratio describe the amount of void space in a soil or 
rock, they do not give any indication of the rate at which fluids will move through a sat­
urated material. This property, called permeability (Figure 7.2), is determined by the size 
and degree of interconnection of the voids, as well as by the properties of the fluid, in­
cluding its temperature, density, and viscosity. Intrinsic permeability measured in darcys 
or cm2 (Table 7.1) refers to the material properties that influence fluid movement. The 
characteristics that determine intrinsic permeability include the size, shape, and packing 
of the grains as well as the degree of cementation and fracturing. Intrinsic permeability is 
of great importance to petroleum geologists and engineers. A rock may be saturated with 
oil, but if the permeability of the rock is low, oil would not move rapidly enough for an oil 
well to be considered economically feasible. 

A composite parameter, hydraulic conductivin; (m/s), is used by groundwater hydrolo­
gists and soils engineers to measure the ability of a rock or soil to transmit water (Table 7.1). 
Hydraulic conductivity, K, is defined as 

K = kpg 
µ. 

(7.3) 

where k is the intrinsic permeability, p andµ. are the density and viscosity of water, respec­
tively, and g is the acceleration of gravity. The properties of the material and the fluid 
are combined in hydraulic condi.1ctivity because water at relatively constant values of 
density and viscosity is usually the only liquid encountered when dealing with the 
upper part of the earth's crust. Contamination with petroleum fuels is an exception to 
this statement. 
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Table 7.1 Range of Values of Intrinsic Permeability, k (cm2, darcys) 
and Hydraulic Conductivity, K (cm/s, m/s) 

Rocks 

I I 

Unconsolidated 
deposits 

k k 
( darcy) ( cm2) 

104 

103 

102 10-6 

10 

1 10-s 

10 l 10 9 

10- 2 10-10 

10- 11 

10 4 10- 12 

10 5 10 13 

10 G 10 14 

10- 1G 

10 8 10 16 

K 
(emfs) 

102 

10 

1 

10-1 

10-3 

10-6 

10-6 

10-1 

10 8 

10 9 

10 10 

10 11 

K 
(mis) 

10- 1 

10 i 

lQ- G 

10-1 

io-8 

10- 9 

10- 10 

10- 11 

10 12 

10 13 

Source: From R. A. Freeze and 1. A. Cherry, Groundwater, © 1979 by Prentice Hall, Inc., Englewood 
Cliffs, N.J. 

Stress,. Strain, and Deformational Characteristics 
Stress 
When a load is applied to a solid, it is transmitted throughout the material (Figure 7.3). 
The load subjects the material to pressure, which equals the amount of load divided by the 
surface area of the externa I face of the object over which it is applied. Pressure, therefore, is 
force per unit area. Within the material, the pressure transmitted from the external face to 
an internal location is called stress. Stress, at any point within the material, can also be de­
fined as force per unit area. 

Stresses can be classified according to their orientation within a body (Figure 7.4). 
Stresses of equal magnitude that act toward a point from opposite directions are called 
compressive stresses. When the stresses are directed away from each other, tensile stress is act­
ing at the point. Th.e third type of stress, shear stress, includes stresses that are offset from 
each other and act in opposite directions, as in a couple. On any plane passed through a 
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<II FIGURE 7.3 
A weight resting on a block causes pressure on the external surface 
of the b lock and stress on Internal planes In the body. 

Compressive <II FIGURE 7.4 
_ .____ Classification of stress. 

Tensilo 

Shee• ----
solid body, there are stresses acting normal to the plane, either compressional or tensional, 
as well as shear stresses acting parallel to the plane (Figure 7.5). In mechanics, it is possible 
to resolve the stresses acting at any point within an object into three mutually perpendicu­
lar principal stresses that are called the maximum, intermediate, and minimum principal stress­
es (Figure 7.5). The planes perpendicular to the directions of the three principal stresses, 
which are known as principal planes, have no shear stress acting upon them . 

At shallow depths beneath the earth's surface, the vertical and lateral (horizontal) 
stresses present are due to the weight of the overlying rocks, soil, and air. Thus in Figure 7.6, 
the vertical stress, u w acting on a horii2ontal plane at a depth h can be calculated as 

~ - ~ + ~ ~~ 

where y is the unit weight of rock material and P. is atmospheric pressure acting on the sur­
face above the rock. Atmospheric pressure is usually neglected in calculating subsurface 

., 

•J 

_ _ _,__ •2 

<II FIGURE 7.5 
Maximum (111), intermediate (112), and m inimum 
(113) principal stresses acting at point P within a 
body produce shear (-r) and normal (11") stresses 
acting on a plane containing point P pas.sed 
through the body. 
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... FIGURE 7.6 
The vertical stress acting on shallow horizontal 
planes In the earth Is the sum of the unit 
weight 'Y of the material times the depth (h) 
and the atmospheric pressure (P0 ). 

... FIGURE 7.7 

Ground 
surf ace 

Vertical stress beneath a sequence of layers is the sum of the unit 
weight of each layer times its thickness. Atmospheric pressure is 
neglected. 

•v = yh + P0 

Stratum A hn 

Ground surface 

'l's • unit 
soil weight 

Stratum C he 'l'c ~ 

stresses because it is assumed to be a uniform component of all subsurface stresses. The 
vertical stress is calculated like hydrostatic stress in a liquid, although the lateral stress in 
the earth may or may not be equal to the vertical stress. In most subsurface applicatioM, the 
vertical stress is considered to be the maximum principal stress. The minimum and inter­
mediate principal stresses are assumed to be horizontal. When the horizon of interest is 
overlain by units of different unit weights, the stress components of each unit are summed 
to get the total vertical stress (Figure 7.7). 

Calculate the vertical stress at a dep th of 8 m at a location where a 5-m bed of sandstone with a 
unit weight of 25.1 kN/m3 overlies a thkk shale unit with a unit weight of 27.5 kN/m3. 

Sol11ti011 

:. · . . . . ; . , · ~ '. : . ; . ·, Ila 5 m, .,. = 25. 1 kN/m 
: . ... : ... ; " . • ·.: •• : • .. :-:-~ 3 

. . .. .... ... . 
- ~ • ·-· .:....__ hb = 3 m, 'Yb = 27.5 kN/m3 -· ~ .- --- -. ~ ·..:....-._ -. ..:...---:_ -· - ...;...,..___ 
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Mohr's Circle 

ITv = "falla + ')'Vlh 

trv = 25.1 kN/m3 X 5 m + 27.5 kN/m3 X 3 m 

ITv = 208 kN/m2 

Example 7.1 deals with the case in which we want to measure stresses upon the major 
principal plane. Suppose, however, ithat we now wish to measure stresses on a plane in­
clined at some angle, fJ, measured counterclockwise from the major principal plane 
(Figure 7.8). It is possible to work in two dimensions with the assumption that, below 
ground surface, the intermediate principal stress, 1T2, is equal to the minimum principal 
stress, 1T3. The new plane is not a principal plane and therefore will be acted upon by both 
normal and shear stresses. The determination of stresses on planes inclined to the princi­
pal planes has applications in lab testing of rock strength, in investigating the sltability of 
slopes, and in interpreting the geologic history of deformed rocks. 

A graphical method for representing shear and normal stresses on inclined planes 
was devised by Otto Mohr (1835-1918). The plot, which is known as Mohr's circle, is 
shown in Figme 7.9. To construct the circle, values of <T1 and <r3 are plotted on the hori­
zontal axis, which represents normal stress. By convention, compressive stresses are 

•1 

•1 

/ 
/ 

/ 

o1 = 120 kNtm2 

"3 

.. FIGURE 7.8 
Position of a random plane oriented at angle 0 measured counter­
cloc.kwlse from the major principal plane. 

03 a 24 kN/m2 

•1 

(a) 

.6. FIGURE 7.9 

24 + 48 . 72 

(b) 

On 

., 
(c) 

(a) Stresses acting on an incremental element surrounding a point in the subsurface. (b) Mohr's circle 
plot for the stresses shown in (a). Devlator stress is the difference between "l and "l· (c) Relationship 
of planes on the Incremental element to points on Mohr's circle. 



... FIGURE 7.10 
General equations for shear 
and normal stress derived from 
Mohr's circle. 
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•1 + 03 •1 - "3 28 
On • - 2- + - 2- COS 

01 - 03 . 
r0 - Rsin 20 = -

2
- sin 29 

--lf--~~-.,,~:+-~--c;-=?•4~~--<~-

01 +OJ 
= - 2-

•1 - •3 
R = - 2-

positive on the diagram. These points establish a circle of radius ( u1 - u3) /2. The center 
is then plotted on the axis and the circle is drawn. Points on the circle represent the nor­
mal and shear stress on any plane oriented at angle f:I from the principal plane, as meas­
ured from <r3 (Figure 7.9). Because of the properties of a circle, the angle 0 is equal to 
angle 20, measured from the center of the circle (Figure 7.9c). We now have a diagram 
representing the stress on any plane inclined relative to the principal plane. Normal and 
shear stress values can be determined graphically using the circle or by using the equa­
tions shown in Figure 7.10. 

EXAMPLE 7.2 

Vertical and horizontal principal stresses arc 144 kN/m2 and 36 kN/m2, respectively. Deter­
mine the normal and shear stresses on a plane inclli1ed at 45° to the principal plane. As 
shown, 8 is measured counterclockwise from the major principal plane and angle 2fi, or 90°, is 
measured counterclockwL~e from the center of Mohr's circle. In this case, <r11 is equal to <r3 

plus the radius, and ,,., the shear stress, is equal to the radius. It is evident from the diagram 
that a plane inclined at 45° from the major principal plane will have the highest value of shear 
stress of any plane. 

Sollltion 

on = 03 + radius • 90 

01 = 144 kN/m2 4 

fl! 
03 36 

•1 

,,. = 171 - 173 = 144 - 36 = 54 kN/m2 
2 2 

<T11 = 173 + radius = 36 + 54 = 90 kN/m2 
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Deformation: Response to Stress 
The application of stress to a body of rock or soil causes the material to yield or deform. The 
amount of deformation is called strain. The type and amount of strain that a particular materi­
al experiences depends on the type of stresses applied, a<> well a<> the depth and temperature. 
An understanding of deformation is important to geologists concerned with the behavior of 
earth materials during geologic processes and to engineers, who are more interested in defor­
mation of material under the loads applied by engineering structures. Before considering nat­
ural materials, we will first review the deformation of so-called ideal materials. 

Ideal Materials 
Fundamental types of deformation can be demonstrated by the use of simple mechanical 
systems. As shown in Figure 7.11, the three basic types of material behavior are elastic, 

e1os1ic 

Viscous 

n .. 
Plutic 

St. Venant 

Bingham 

j~ 
Strain -

!~ 
Strain rate -

!~""' Strain ...,.. 

Stteln -

~t= 
Strain rate -

<II FIGURE 7.11 
Types of Idealized material deformation as 
Illustrated by simple mechanical systems. 
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viscous, and plastic. Perfect elastic behavior, the type demonstrated by a spring, results in a 
linear plot of stress versus strain. The slope of the line relating stress and strain is an im­
portant material property called the modulus of elasticity. It can be stated as 

E = <T 
e 

(7.5) 

where Eis the modulus of elasticity, <Tis the applied stress, and e is the strain. The modu­
lus of elasticity specifies how much strain will occur under a given stress. In this case, 
strain ( e) is measured as 

ilL 
e = -

L 
(7.6) 

where llL is the change in length of the spring and L is the original length. Another char­
acteristic of elastic materials is that they tend to rett!.lrn to their original condition when 
the stress is removed. Thus, elastic strain is recoverable. Some rocks approach ideal elas­
tic behavior during deformations of small magnitudes. If the modulus of elasticity is 
known, it is therefore possible to predict the amount of deformation that will occur under 
an applied load. 

Certain fluids display the type of behavior known as viscous (Figure 7.11). Stress is 
directly proportional to strain rate for these fluids. The constant of proportionality is the 
viscosity of the liquid, which is the slope of the stress versus strain rate plot. Even solid 
earth materials may exhibit viscous behavior under certain circumstances. The model for 
viscous behavior is a dashpot, in which a piston is moved through a cylinder containing a 
viscous liquid. The liquid flows through a space between the piston and the wall of the 
cylinder as the piston is pulled. 

Plastic behavior, as demonstrated in Figure 7.11 by a block pulled along a surface, in­
volves continuous deformation after some critical value of stress has been achieved. There 
is no deformation until the critical stress has been reached. Many rocks display plastic de­
formation under stress, but they differ from ideal plastic behavior in the other types of de­
formation that occur before plastic behavior begins. 

Models that more closely approximate the behavior of real earth materials are provided 
by combining basic models of ideal behavior. The St. Ven ant model, for example, which com­
bines elastic and plastic behavior, approximates the deformation of many rocks under stress. 
The Bingham model combines all three types of ideal behavior. This response has been used 
as a model for mud, lava, and similar flows. These processes will be described in Chapter 13. 

Stress-Strain Behavior of Rocks 
Although rocks can be compared with the idealized models just discussed, their actual be­
havior is more complex. One common method of testing rock behavior is the unconfined 
compression test, in which a cylindrical sample of rock is subjected to an axial load applied 
to the ends of the sample (Figure 7.12). As the axial stress is increased during the test, the 
changes in length of the sample can be measured. From thfa value, the strain at any instant 
can be determined using equation (7.6). 

In Figure 7.13, a generalized stress-strain curve for rocks is shown. Unlike the ideal 
models, the curve is nonlinear and has three distinct segments. The first segment relates to 
the closing of microscopic pores and void spaces in the rocks as stress is applied at low 
levels. In the middle section of the curve, the nearly linear response approximates elastic 
behavior. The slope of this segment can be used to calculate a modulus of elasticity for the 
rock, even though the rock is not perfectly elastic (Figure 7.11). The final segment of the 
curve is most similar to plastic behavior. At the point of failure, where the sample crumbles 
and loses all resistance to stress, the curve terminates. 
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<II FIGURE 7.12 
Schematic diagram of the unconfined compresslon test. 
An axial load Is applied to a rock or soil sample and the 
resulting strain is measured. 

Poin1 
of 

failure 

<II FIGURE 7.13 
A generalized stress-strain curve for rocks. The 
modulus of elasticity is measured by the slope 
of the tangent to segment 2 of the curve. 

<II FIGURE 7.14 
Elastic lin11i Stress-strain curves for brittle and 

ductile rocks. !/ 

5,rsin -.-

Different types of rock..q vary considerably in their stress-strain behavior. In Figure 7.14, 
two types of response are shown. Rocks that display mostly elastic behavior until rupture 
are called brittle. Those that exhibit a significant amount of plastic response before failure 
are termed ductile. Ductile rocks usually deform elastically to a point called the elnstic limit, 
where strain becomes more plastic with increasing stress. 

Compressive Strength 
We have described the failure of a brittle rock as the point when the rock loses all resist­
ance to stress and crumbles. In a plastic material, a specific point of failure is harder to 
identify because deformation continues indefinitely at a constant level of stress. Failure in 
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this case has to be defined as a certain amount, or percentage, of strain. For whatever cri­
teria established for failure, strength is defined as the level of stress at failure. 

When the stress at a certain point in the ground or in a laboratory test sample is re­
solved into its principal stresses, a stress differential is apparent between the three princi­
pal stresses. In an unconfined compression test, for example, the axial load becomes the 
greatest principal stress and the other two principal stresses are zero. When a stress dif­
ferential exists, shear stresses develop on planes at all angles to the principal stress di­
rections within the body (Figure 7.15). It is possible to resolve the principal stresses 
acting on the sample into shear and normal stresses acting on any plane within the sam­
ple (Figure 7.16). Mohr's circle is a handy way to calculate the value of these stresses. For 
an unconfined compression test, the <r3 value would be plotted at the origin. For any 
plane, the shear stress, -r, tends to cause failure, and the normal stress, <r11, tends to resist 
failure. On two critical planes within the rock, the combination of shear and normal 
stresses will produce the greatest tendency for failure. If the shear stress on these planes 
exceeds the shear strength of the rock in those directions, failure of the rock will occur. 
Therefore, the unconfined compression test indirectly determines the shear strength of 

... FIGURE 7.15 
Shear stresses on planes inclined to the principal planes produced by a 
stress differential. 

... FIGURE 7.16 
Shear and normal stresses acting on a plane within a test sample. 

• 1 
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<ti FIGURE 7.17 
Unconfined compressive strength plot­
ted as a function as consisten cy or 
hardness of various types of earth ma­
terials. Source: From U.S. Department of 
Transportation, 1977. Rock slope engineer­
ing: workshops for planning, design, con­
struction and maintenance of rock slopes 
for highways and railways. Federal High­
way Administration, Washington, D.C. 
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the rock. A relationship between the consistency or hardness of various earth materials 
and the unconfined compressive strength is shown in Figure 7.17. The most useful as· 
pect of this relation is the establishment of a minimum strength envelope. The large 
ranges of unconfined compressive strength for a particular consistency have to do with 
the type of joints, fractures, and other discontinuities in natural materials and other fac­
tors such as the orientation of the sample with respect to these features. 

The relationship between shear and normal stresses during a strength test, and at fail· 
ure, is critical to understanding the deformation behavior of the material. A test that can be 
used to determine this relationship directly is called, appropriately, the direct shear test 
(Figure 7.18). ln the direct shear test, the failure plane is specified by the construction of the 
test cell so that variable shear and normal stresses can be applied to test for shear strength 
along the plane where the cell separates. Although the direct shear test is more commonly 
used for soils than for rocks, it provides an excellent illustration of strength, because shear 
strength is directly measured in contrast to the unconfined compression test. The test is 
usually conducted by applying a constant value of normal stress and then increasing the 
shear stress until failure occurs. Successive tests are then repeated at a higher normal 
stress. If the cell is filled with dry sand for a strength test, the results will be as shown in 
Figure 7.19. The line on the graph shows the relationship between shear stress and normal 

Normal 
lcoml)rcsslvol 

loading lconsrnntl 

0101 oouoo to measure 
"""'2. sample compression or 

expansion 

Shear plane 

<ti FIGURE 7.18 
The direct shear test. 
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... FIGURE 7.19 
Direct shear test results for dry sand. 

<ti- Angle of lntornal friction 

stress at failure. The constant slope indicates that shear strength L'\ directly proportional to 
the normal stress applied to the failure plane. 'fhLq result is obtained because the strength 
of the sand is controlled by frictional contact between sand grains, and the shear stress 
necessary to cause failure is directly dependent upon the normal stress applied to the fail­
ure plane. The angle that the plotted line makes with the horizontal axis (cf>) L'\ a basic 
property of the specific sand tested, and it is called the angle of internal friction. It depends 
upon the grain size, distribution, shape, and packing of the sand grains in the sample test­
ed. The equation of the line relating shear strength, S, and normal stress, u,11 is 

S = u 11 tan cf> (7.7) 

The shear stress versus normal stress curve for dry sand passes through the origin 
because frictional contact between grains is the only component of strength in this mate­
rial. For rocks, as well as for some soils, there are additional components of strength aris­
ing from the interlocking nature of grains in the rock, the cement in the pores of the rock, 
or attractive forces between grains or particles. These properties give the rock or soil a 
certain inherent strength that is independent of normal stress. In soils, this strength is 
called cohesion. These materials also have a strength component proportional to normal 
stress on the failure plane. The strength test results, then, for rocks and some cohesive 
soils, are of the type shown in Figure 7.20. The intercept on the vertical axis is a measure 

... FIGURE 7.20 
Generalized direct shear test results 
for rocks and some cohesive soils. t 

Normal atross lunl -
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of the inherent strength or cohesion of the material. The formula for shear strength in this 
case can be written as 

S = C + <T11 tan </> (7.8) 

where C is cohesion. This equation is called the Mohr-Coi1lomb equation. 

EXAMPLE 7.3 

A direct shear cell 25.4 cm by 25.4 cm in plan is filled with dry sand. A normal load of 6 kN is ap­
plied to the sample, and the shear for·ce at failure is 3.5 kN. What is the angle of internal friction 
for the sand, based upon this one test? 

So/11tio11 

TI1c normal stress on the failure p lane is 6 kN/0.065 m2 = 92.3 kN/m2, and the shear stress at 
failure (shear strength) is 53.8 kN/m2. When plotted on a graph of shear stress versus nonnal 
stress, </>can be determined as shown_ 

7 = shearing 
stress. kN/m2 

63.8 

Shearing strain 

53.St------/-r...-
r = shearing /" I 
stress, kN/m2 ,,, / </> 1 

Effects of Confining Pressure 

92.3 

Normal stress, kN/m2 

.1. 53.8 0 58 
tan 'I' = 92.3 = . 

</> = 30.2° 

Test results on 
stress-strain 
coordinates 

Test information 
plotted on Mohr's 
circle coordinates 

The unconfined compression test is applicable to rock engineering where rock masses are 
exposed at the surface. However, in the design of a tunnel, an underground mine, or an 
underground waste repository, we would need to take into consideration the effects of 
deep burial of the rock upon its strength characteristics. Similarly, geologists must under­
stand the deformation of rocks far below the earth's surface to interpret tectonic struc­
tures (Chapter 8) that were formed by deformation of the crust in the geologic past. 
Under these conditions, cr3, the min.imum principal stress, would no longer be equal to 
zero as in the unconfined compression test. The weight of the overlying column of rock 
translates into a pressure applied from all directions to any given element of rock at 
depth. This all-around stress is known as confining pressure. It is similar to hydrostatic 
pressure in that it increases with depth; however, this lithostatic pressure is m1t always 



Stress, Strain, and Deformational Characteristics 229 

•• 

_. FIGURE 7.21 
Schematic diagram of triaxlal test cell. 

equal in all directions. The major principal stress, crv may be applied from a vertical or 
lateral di rection. 

A laboratory test called the triaxial test (Figure 7.21) has been devised to more closely 
simulate the behavior of rocks or soil at depth. In this test, the cylindrical sample is enclosed 
in a jacket through which a radial confining pressure can be applied. Gases or liquids can be 
used to apply this all-around pressure. An axial load ca.n then be applied, similar to an un­
confined compression test, until failure occurs. With this apparatus, tests can be run repeat­
edly to study the effect of confining pressure upon deformation. The results of several tests 
can be used to establish a failure envelope (Figure 7.22) by drawing a line tangent to the 
Mohr's circle representing each test. The point of contact with each circle represents the 
shear strength for the corresponding values of confining and axial pressure. Notice that be­
cause the failure envelope is a sloping line, the point of contact with each circle does not 
occur at the highest value of shear stress, which would be at the top of the circle. Thus, fail­
ure does not necessarily take place on the plane where shear stress is the maximum, but on 
the plane where the combination of shear and normal stresses produce optimum failure 
conditions. When used for soils, the triaxial test data yield the angle of internal friction (the 
slope of the failure envelope) and the cohesion (the intercept of the shear stress axis). 

Under increasing levels of confining pressure, as we might expect with increasing 
depth, rocks no longer deform as they did at shallow depth. Triaxial test results plotted on 
stress-strain diagrams illustrate several types of changes (Figure 7.23). First, as the confining 

... FIGURE 7.22 
Construction of failure envelope using M ohr's 
circle results from multiple tests. 

<7 1 
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.6. FIGURE 7.23 
Effect of confining pressure on a rock sample (Solenhofen Limestone) In a triaxlal test. Each curve 
represents a test conducted at a different confining pressure. Source: From M. P. Billings, Structural 
Geology, 3rd ed., I!:> 1972 by Prentice Hall, Inc., Upper Saddle River, N.J. 

pressure is increased, the rock passes through a transition from brittle to ductile behavior. 
Ductile response becomes dominant at confining pressures above 700 kg/cm2. This result 
supports our expectation that rocks whose behavior may be brittle at the earth's surface be­
come ductile under high confining pl'essures. Second, the tests run at higher confining pres­
sures indicate that the strength of the rock increases with increasing confining pressure. 

Confining pressure is not the only change in rock deformation with depth. Because the 
temperature increases steadily with depth, it is likely that rocks will behave differently at 
higher temperatures. Triaxial test celils can be constructed to investigate the effects of tem­
perature on rock behavior under stress. Some results are shown in Figure 7.24. A particu­
lar rock type was tested at several temperatures under a constant confining pressure. 
Strength decreased at higher temperatures. In addition, the samples became ductile (reached 
their elastic limit) at a lower stress. Thus, plastic deformation will become more prevalent 
with increasing depth because of greater temperatures and pressures. 

Another factor that affects rock deformation is time. Pressures are applied to rocks 
over millions of years in the earth. Although we obviously cannot duplicate such condi­
tions in a lab test, it is possible to vary the rate of strain at which a rock sample approaches 
failure. In this way the effect of time can be investigated, although extrapolation to geolog­
ic time intervals is still difficult. When the strain rate of a triaxial test is decreased, two 
observations can be made. First, rock strength decreases with decreasing strain rate (in­
creasing the time to failure); second, the rocks become more ductile at lower strain rates. 
These results hold true even at stresses below the elastic limit. The stresses are applied over 
long periods of time. In fact, the relationship between stress and strain rate can even be 
compared with that of a viscous material. Rocks, therefore, that are strong and brittle at the 
earth's surface may deform like a fluid deep within the earth over long periods of time. 
Lab values of unconfined compressive strength, along with other mechanical properties of 
n1cks, are shown on Table 7.2. 
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.6. FIGURE 7.24 
Effect of temperature on rock strength (Yule Marble). Source: From M. P. Billings, Structural Geology, 
3d ed., © 1972 by Prentice Hall, Upper Saddle River, N.J. 

Tensile Strengh 
In addition to compressive strength, rocks also can mobilize significant resistance to tensile 
stresses prior to failure, a property which is known as tensile strength. As the values in 
Table 7.2 indicate, tensile strength ls much less than compressive strength, in many cases in 
fact, only about 10% of compressive strength. The low tensile strength of rocks plays a role 
in some weathering processes that we will discuss in Chapter 9. There are other implica­
tions of this property as well. In the ancient civilizations of Egypt, Greece, and Rome, large 
temples were constructed using rock columns to support various types of roof structures. 
Resting on top of the columns were horizontal beams, or lintels, of rock (Figure 7.25). When 
a lintel spans two supporting columns, the beam tends to bow downward in the center and 
tensile stresses develop and increase with the distance between the columns. When the 
beams are composed of extremely hard, homogeneous rock, rock lintels can perform well 
and some have lasted several thousand years. However, when discontinuities or planes of 
weakness are present in the rock, the tensile strength may be even lower than the value for 
uniform, massive rock. For these reasons, rock beams had to be chosen very carefully to 
avoid any potential planes of failure. Very few rock masses even approach homogeneity, 
and construction with rock beams is a risky affair. The Romans solved this problem by ex­
tensive use of the arch in bridges, aqueducts (Figure 7'.26), and buildings like the Collsei1m, 
a design that transmits the load to the supporting columns by creating compressive stress­
es around the curved geometric form. With its high compressive strength, rock performs 
well in structures that utilize the arch. Modern building materials like steel, with a tensile 
strength as high as its compressive strength (Table 7.2) avoid problems of this type. The 
arch is still used in construction, especially in dams, in which the arch lies in a horizontal 
plane and transmits the stress to the rock abutments at the end of the dam. 

Engineering Classification of Rock and Rock Masses 
The performance of rock in engineering projects involves both the properties of rock as de­
termined on small, intact samples tested in the laboratory a.nd the properties of the rock 
mass in the field. The behavior of the rock mass L'> almost always weaker than lab tests 
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Table 7.2 Mechanical Properties of Rock and Other Materials 

Ultimate Strength 

p £ Modulus tTc Compressive "r Tensile 
Density of Elastici7, Strength Strength 

Rock type Locality (glcm3) (X109 N/m ) (X106 N/m2) (x106 N/m2) 

A:mphiboli te California 2.94 92.4 278.0 22.8 
Andesite Nevada 2.37 37.0 103.0 7.2 
Basalt Michigan 2.70 41.0 120.0 14.6 
Basal t Colorado 2.62 32.4 58.0 3.2 
Basalt Nevada 2.83 33.9 148.0 18.l 
Concrete 2.7-3.2 2.1- 1.0 0.41- 0.21 0.04-0.02 
Conglomerate Utah 2.54 14.l 88.0 3.0 
Diabase New York 2.94 95.8 321.0 SS.I 
Diorite Arizona 2.71 46.9 119.0 8.2 
Dolomite Illinois 2.58 51.0 90.0 3.0 
Gabbro New York 3.03 SS.3 186.0 13.8 
Gneiss Idaho 2.79 53.6 162.0 6.9 
Gneiss New Jersey 2.71 55.16 223.0 15.5 
Granite Georgia 2.64 39.0 193.0 2.8 
Granite Maryland 2.65 25.4 251.0 20.7 
Granite Colorado 2.64 70.6 226.0 11.9 
Graywacke Alaska 2.77 68.4 221.0 5.5 
Gypsum Canada 2.32 22.0 2.4 
Limestone Germany 2.62 li.1.8 63.8 4.0 
Limestone Indiana 2.30 26.96 53.1 4.07 
Marble New York 2.72 54.0 126.9 11.7 
Marble Tennessee 2.70 48.3 106.0 6.5 
Phyllite Michigan 3.24 76.5 126.0 22.8 
Quartzite Minnesota 2.75 84.8 629.0 23.4 
Quartzite Utah 2.55 22.06 148.0 3.5 
Salt Canada 2.20 4.64 35.5 2.5 
Sandstone Ohio 2.17 10.52 38.9 S.17 
Sandstone Utah 2.20 21.37 107.0 11.0 
Schist Colorado 2.47 8.96 15.0 
Schist Alaska 2.89 39.3 129.6 S.5 
Shale Utah 2.81 58.19 215.8 17.2 
Shale Pennsylvania 2.72 31.2 101.4 1.38 
Siltstone Pennsylvania 2.76 30.6 113.0 2.76 
Slate Michigan 2.93 75.85 180.0 25.5 
Steel 7.85 200.00 365.0 365.0 
Tuff Nevada 2.39 3.65 11.3 1.17 
Tuff Japan 1.91 76.0 36.0 4.31 

Source: P. H. Rahn, Engineering Geology: An Environmental Approach, 2nd ed., © 1996 by Prentice Hall, Inc., 
Upper Saddle River, N.J. 

would suggest because of the natural variations in composition and the planes o:r zones of 
weakness that are present in almost all rock masses. 

Classification of Intact Rock 
Laboratory properties of many types of rocks are shown on Table 7.2. Values such as 
these relating to stress-strain behavior are utilized in the engineering classification of 



... FIGURE 7.25 
Horizontal beam used to support the roof of Kar­
nak Temple, Luxor, Egypt. The beam shows a 
crack at the center formed in response to tensile 
stresses. Source: Photo courtesy of the author . 

.6. FIGURE 7.26 
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Roman aqueduct in Segovia, Spain, which uses the arch in construction. Stones were fitted so careful­
ly that mortar was not necessary. Source: Photo courtesy of the author. 

rock developed by D. U. Deere and R. F. Miller (Deere, 1968). One component of the clas­
sification is the unconfined compressive strength (Table 7.3). Five categories are estab­
lished for an intact sample of rock. The modulus of elasticity forms the other aspect of 
the classification. This classification applies only to rock that is internally contini1ous, or 
intact. Most masses of rock contain discontinuities that strongly influence engineering 
behavior. Rock-mass properties will be discussed in a subsequent section. 

Table 7.3 Strength Classification of Intact Rock 

Class 

A 
B 
c 
D 
E 

Description 

Very high strength 
High strength 
Medium strength 
Low strength 
Very low strength 

Unconfined Compressive 
s.trength (kg/cm2

) 

> 2250 
1125-2250 
562-1125 
281-562 

< 281 
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50% 

Strain - -

<II FIGURE 7.27 
Definition of the tangent modulus ( Ei..) used 
In the Deere and Miller classification. The 
tangent Is drawn at 50% of unconfined com­
pressive strength. 

Table 7.4 Modulus of Elasticity Classification of Rocks 

D escription 

Very stiff 
Stiff 
Medium stiffness 
Low stiffness 
Yielding 
Highly yielding 

8-16 
4-8 
2-4 
1-2 

0.5- 1 
0.25-0.S 

In Figure 7.27, the definition of th e particular modulus value used is illustrated. Ei!IO is 
the modulus obtained by taking the slope of a line tangent to the stress-strain curve at 50% 
of the unconfined compressive strength. The classes of moduli.is of elasticity are Hsted 
in Table 7.4. Together, the modulus of elasticity (El!ll)) and the unconfined compressive 
strength (<r.) can be used to calculate a modulus ratio, which is defined as 

El!ll) 
MF·=-

\ <Ta 
(7.9) 

Modulus-ratio values are plotted on a diagram (Figure 7.28) divided into fields of high 
modulus ratio (> 500: 1), medium modulus ratio (500: 1-200: 1), and low modulus ratio 
( < 200: 1 ). The position of plotted points on the modulus-ratio diagram gives a visual com­
parison of rocks and indicates the strength and modulus values, the rock properties that 
control engineering behavior. 

Igneous Rocks 
The strength of igneous rocks is high when the rock is composed of a dense network of inter­
locking crystals. This condition is usually present in the intrusive rocks, which had sufficient 
time for crystallization to develop a three-dimensional network. As shown in Figure 7.29, in­
trusive rocks generally have a high modulu..q of elasticity and a medium modulus ratio. 

The extn1sive igneous rock.q have a much wider range in strength and moduJu..q, Lava 
flows may develop strength and modulus properties that are similar to the intrusive rocks, 



... FIGURE 7.28 
Classification diagram for 
the Deere and Miller clas­
sification of intact rock. 
Source: Modified from D. U. 
Deere, Rock Mechanics in 
Engineering Proctice, K. G. 
Stagg and o. c. Zienkiewicz, 
eds., © 1968 by John Wiley 
& Sons, Ltd., London. 
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<II FIGURE 7.30 
Engineering classification of 
Intact sedimentary rock . 
Source: Modified from D. U. 
Deere, Rock Mechanics in Engi­
neering Practice, K. G. Stagg 
and 0. C. Zienkiewicz, eds., 
© 1968 by John Wiley & Sons, 
Ltd., London. 

but vesicular extrusive rock.'! are usually weaker. The pyroclastic rocks extend the field of 
the extrusive rock.'! into the area of low strength and modulus because of their low density 
and high porosity caused by their formation from airfall or flow processes. Most extrusive 
rock.'!, however, fall into the medium modulus ratio category. 

Sedimentary Rocks 
Sedimentary rocks have extremely variable strength and modulus properties (Figure 7.30). 
For the elastic rocks, these values depend on the rock characteristics acquired in the de­
positional environment, as well as on all changes that have affected the rock in the lithi­
fkation process. Important depositional factors include grain-size distribution, sorting, 
rounding, and mineral composition. Lithification processes, such as compaction and ce­
mentation, usually increase the strength of the rock. Clastic rocks of medium and coarse 
grain size usually fall into the moderate modulus-ratio class over a wide range of strength 
and modulus values. Shale exhibits a strong tendency for plastic deformation. As a result, 
the modulus of elasticity is low and the modulus ratio overlaps into the low zone. 

Nonelastic rocks differ in engineering properties according to the composition of the 
rocks. Limestone and dolomite generally have medium to high strength and moduli1s ra­
tios. Evaporite rocks exhibit weak, plastic behavior. The tendency for plastic deformation 
at low strength in the evaporite rocks explains why these rocks are considered to be a pos­
sible option for high-level nuclear waste repositories. Because of their stress-strain behav­
ior, any cavities or crack.'! in the rock.'! are sealed by plastic flow. This property is important 
in preventing migration of waste products from the di'lposal site. 

Metamorphic Rocks 
Metamorphism increases the strength of some sedimentary rock.'! by compaction and recrys­
tallization. Thus (Figure 7.31), the mt)dulus ratio of quartzite is limited to the high-strength 



... FIGURE 7.31 
Engineering classification of 
Intact metamorphic rock. 
Source: Modified from D. U. 
Deere, Rock Mechanics in Engi­
neering Practice, K. G. Stagg 
and 0. C. Z ienkiewicz, eds., 
© 1968 by John Wiley & Sons, 
Ltd., London . 
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side of the diagram relative to the corresponding sedimentary rock sandstone. Marble is an 
exception to the trend of increased strength following metamorphism. When limestone or 
dolomite recrystallizes, the crystals in the resulting marble are large. The strength of a rock 
generally is proportional to the surface area of contact between grains, and a fine-grained 
rock has a higher contact area than a coarse-grained rock. Therefore, limestone and dolomite 
lose strength when they are metamorphosed. Because only the grain size changes during 
metamorphism, and the mineral composition remains the same, the modulus-ratio field of 
marble falls within the high modulus-ratio section of the chart. 

Schists have a wide variation in strength and modulus because of their strongly ori­
ented foliation, which produces planes of weakness parallel to the foliation. The strength 
of a schist depends upon the direction from which stresses are applied. If the stress config­
uration tends to produce failure in the direction of the foliation, the strength is minimized. 
A much greater strength develops if the stresses tend to cause fa ilure perpendicular to the 
foliation p lanes. Gneisses are limited to the high-strength and modulus regions of the 
chart because the coarse bands of alternating light- and dark-colored mineraLq in gneiss do 
not result in highly developed planes of weakness in the rock. 

Rock-M ass Properties and Classification 
The strength and deformational properties of rocks that we have discussed usually are de­
termined by laboratory tests on rock samples. These samples are necessarily small, intact 
specimens taken from large bodies of rock at a field location. Although the test resuJtq ob­
tained from intact samples are useful for comparison of properties between various rock 
types, the strength values cannot be directly applied to the overall rock mass in the field sit­
uation. The reason for this apparent discrepancy is th.at the behavior of a rock mass under 
load in the field is partially controlled by the strength developed along discontinuities in the 
rock and by the weathering characteristics, rather than by the strength of the intact portions 
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of the rock itself. Discontinuities are present in almost every type of rock and they act to 
lower the strength of the rock mass (Figure 7.32). For example, in the direct shear and triaxi­
al tests, shear strengths can be determined under variable conditions of confining stress 
(u3). The angle of internal friction <p can be determined by this procedure. Table 7.5 illus­
trates that the <p values of the materials filling joints are much lower than values determined 

... FIGURE 7.32 
Highly jointed Precambrian igneous rock mass, south Sinai 
Peninsula, Egypt. Source: Photo courtesy of the author. 

Table 7.S Appoximate Friction Angles and Cohesion Values for Rocks 
and Joint Infilling Materials 

q,• q,• q,• c (massive rock) 
Rock (intact rock) (discontinuity) (ultimate) kNm- 2 

Andesite 45 31-35 28-30 
Basalt 48-50 47 
Chalk 35-41 
Diorite 53-55 
Granite 50-64 31-33 100-300 
Greywacke 45-50 
Limestone 30-60 33-37 50-150 
Monzonite 48-65 28-,.12 
Porphyry 40 3Q-34 100-300 
Quartzite 64 44 26-..14 
Sandstone 45-50 27-38 25-34 50-150 
Schist 26-70 
Shale 45-64 37 27-32 25- 100 
Siltstone 50 43 
Slate 45-60 25-34 

Infilling material q,• (approximate) 

Remolded clay gouge 10-20 
Calcitic shear zone material 20-27 
Shale fau It material 14-22 
Hard rock brcccia 22-30 
Compacted hard rock aggregate 40 
Hard rock fill 38 

Source: P. H. Rahn, Engineering Geology: An Environmental Approach, 2nd ed., © 1996 by Prentice Hall, Inc., 
Upper Saddle River, N.J. 
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.A. FIGURE 7.33 
Rock bolts used to prevent failure of sandstone slabs bounded by d iscontinuities in the Colorado River 
canyon downstream from the Glen Canyon Dam. Source: Photo courtesy of the author. 

for intact rocks. Under stress, therefore, the rock will fail along existing planes of weakness 
rather than develop new fracture planes within intact, solid rock (Figure 7.33). Therefore, it is 
very important to determine the properties of the rock mass as well as the properties of in­
tact rock within the rock mass. 

Some of the types of rock discontinuities are shown in Table 7.6. Depositional discon­
tinuities are acquired by sedimentary rocks as their constituent particles are deposited as 
sediment. These discontinuities include bedding planes between beds and laminations of 
different lithology (Chapter 5). Sedimentary structures, including mud cracks and ripple 
marks, also represent discontinuities in the rock. In addition to knowing the types of dis­
continuities, engineers must also determine their spacing, orientation, and roughness. The 
orientation is particularly important in considering the ability of a rock slope to support it­
self under the load of the rocks and soils that make 1Up the slope. Failure in this situation 
occurs when part of the rock mass breaks away along a discontinuity and moves downs­
lope (Figure 7.34). Slope movements, which will be discussed in more detail later, consti­
h1te a very significant category of geologic hazards. 

Table 7.6 Rock Discontinuities 

Sedim entary 

Bedding planes 
Sedimentary structures 

(mud cracks, ripple marks, 
cross beds, and so on) 

Unconformitics 

Structural 

Fault~ 

Joints 
Fissures 

Metamorphic 

Foliation 
Cleavage 

Ign eous 

Cooling joints 
Flow contacts 
Intrusive contacts 
Dikes 
Sills 
Veins 
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_. FIGURE 7.34 
Rockfall on eastbound lane of Interstate 70, Jefferson County, Colorado. Failure occurred along joints 
and foliation planes In Precambrian gneiss. Source: W. R. Hansen; photo courtesy of U.S. Geological Survey. 

Case In Point 7.1 
The Ancient Egyptians and Rock-Mass Properties 

As living gods, the pharaohs of ancient Egypt constructed massive temples to glorify 
themselves and the large cadre of nonliving deities worshiped in their religion. The obelisk 
was one of the most impressive symbols of their power and importance. The obelisks at 
Karnak Temple, near present day Luxor, were erected about 3500 years ago (Figure 7.35). 
These narrow rock spires, which are as much as 30 m high and covered with hieroglyphics, 
are chiseled out of beautiful pink, coarse-grained granite that crops out at Aswan, about 
150 km up the Nile from Luxor. To construct these monuments, workers had to locate a 
suitable exposure of unweathered rock with no significant fractures, excavate the obelisk 
to its final size in place from the outcrop with primitive hand tools, move it from the quar­
ry to a boat on the Nile, float it downriver for 150 km, and raise it at the temple without 
damage. That this challenging series of steps did not always succeed is illustrated by an 
unfinished obelisk in an Aswan quarry (Figure 7.36). The obelisk was excavated and 
shaped to its final form on three sides but then abandoned in place when a large fracture 
developed in the rock. This obelisk, at 42 m in length, would have been the largest ever 
quarried and the largest object sculpted from a single stone in history. The Aswan granite 
is remarkable for its uniformity and lack of rock-mass discontinuities. The unfinished 
obelisk, however, is an indication of the limits of rock-mass homogeneity. 
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.A. FIGURE 7.35 
Obelisks as high as 30 m rise above the walls of Karnak Temple, Luxor, Egypt. Source: Photo courtesy of 
the author . 

... FIGURE 7.36 
An unfinished 42-m-long obelisk abandoned In a 
quarry near Aswan, Egypt. Source: Photo courtesy of 
the author. 
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Table 7.7 Rock Quality Designation (RQD) 

RQD (%) 

0-25 
25-50 
50-75 
75-90 
90- 100 

Description of Rock Quality 

Very poor 
Poor 
Fair 
Good 
Excellent 

Quantification of rock-mass properties is very difficult because of the number of vari­
ables involved. One index that is used is called the rock quality designation (RQD). During 
site investigation for an engineering project, test holes are drilled to determine subsurface 
rock formations. One sampling technique is to obtain a core, which is a small cylindrical 
sample of the entire vertical interval drHled. The core can then be used for laboratory tests 
of the rocks penetrated. The length of an individual piece of core is dependent upon the 
degree and orientation of fractures in the rock. Cores of highly fractured rock will consist 
of long, unbroken segments. RQD is defined as the percentage of core recovered in pieces 
10 cm or longer in length. The index is expressed as a percentage of the total depth drilled 
(Table 7.7). Thus, in 10 m of drilling, recovery of 9.2 min pieces 10 cm or longer in length 
would have an RQD of 92% and be described as excellent quality. 

Several rock-mass classifications have been devised for specific applications. Few of 
these, if any, are suitable for all purposes. A rock-mass classification devised to predict the 
type of excavation needed for various types of materials is shown in Figure 7.37. Numerical 
values can be assigned for each variable and summed to obtain an overall rock-mass classi­
fication. Problems arise in assigning numerical values to largely descriptive variables such 
as weathering characteristics. Rock is divided into five classes in this classification based on 
the uniaxial compressive strength of intact rock and the joint spacing in the rock mass. The 
resulting rock-mass categories can be related to methods of excavation, types of tunnel sup­
port systems, and other applications. 

Rock-mass classification for underground excavations, including mines and tunnels, 
is particularly important because of the potential loss of life that could result from col­
laspse of the uncompleted excavation. One of the most widely used classifications is the 
Gemechanics Classification of Bieniawski (1989), which is illustrated in Table 7.8. Also 
known as the Rock Mass Rating (RMR) system, the classification is based on six individ­
ual factors: the uniaxial compressive strength of the rock material in a particular section 
of the tunnel, the RQD value, the spacing of discontinuities, the condition of discontinu­
ities, the groundwater conditions, and the orientation of discontinuities. Each factor is 
rated as shown, and the ratings are summed to give a total rating between 1 and! 100. Five 
rock-mass classes are defined by ranges in the total ratings. The sum of factors 1 through 
5 gives an initial RMR score, which then can be modified by factor 6, the orientation of 
discontinuities. The five descriptive classes of orientations-very favorable, favorable, 
etc.-are based upon the strike, or compass heading, and dip (angle of inclination) of the 
discontinuities with respect to the orientation of the tunnel axis. Table 7.9 presents the cri­
teria. A fracture running parallel to the tunnel axis with a high dip angle would be the 
worst possible case, as it would create the most likely condition for blocks of rock to col­
lapse into the tunnel. The nonzero values of factor 6 are negative and are subtraded from 
the previous total to yield the total rating. Part D of Table 7.8 summarizes some applica­
tions of the RMR classes. 
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II 
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IV Weak rock masses 
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Strength diagram for jointed rock masses showing types of excavation needed. Source: From Z. T. Bienl­
awski, 1974, Geomechanlcs classification of rock masses and its application to tunnell ing, Proc. 3rd Cong. Int. 
Soc. Rock Mech., 1 :27- 32. Reprinted with permission of Butterworth-Heinemann Limited. 

Knowledge of the stand-up time, the time that a rock-cut opening will stand with­
out support, is essential to tunnel construction. The method of excavation and support 
are related to the RMR value in Table 7.10. The easiest way to advance a tunnel is by 
blasting or cutting the full face, but this is only possible for very good or good rock. For 
less favorable conditions, the tunnel cross section is often excavated in sections, or 
drifts, because smaller openings are easier to control and support can be installed grad­
ually as the cross section is enlarged. Several examples of drift sequences are shown in 
Figure 7.38. In Figure 7.38a, the first excavation is known as a top heading. Completion 
of side drifts (2) will create a bench allowing roof supports to be installed, arch ribs in 
this case. The bottom can then be excavated using a bottom drift (3), followed by later­
al drifts to install wall ribs below the arch ribs. In Figure 7.38b, the lower side drifts are 
first in the sequence, followed by the top drifts (2), the top side drifts (3), and finally the 
central core (4) of the tunnel. In very weak rock masses, drifts surrounding the final 
tunnel cross section are first drilled and filled with concrete (Figure 7.38c). The capping 
beam (4) is constructed of reinforced concrete for further support. In Figure 7.38d, the 
central drift is excavated first and then expanded laterally to install supports. The use 
of steel for tunnel supports, with its great strength, revolutionized tunnel construction 
as it did building construction. Timbers were the dominant form of support in the cen­
turies prior to the advent of steel construction. In many cases, timbers were used tem­
porarily i.tntil masonry walls or arches made of building stone were constructed to 
provide permanent support. 



Table 7.8 The Geomechanics Classlflcation of Rock Masses (Rock Mass Rating System) 
Rating is determined by evaluating factors 1 through 5 and summing. Final value ls determined by subtraction of the 
value of factor 6, if necessary. 

A. CLASSIFICATION PARAMETERS AND THEIR RATINCS 

Parameter Range of Values 

Strength of 
Point-load strength For lthis low range, 

index(MPa) >10 4-10 2-4 1-2 uniaxial compressive 
intact rock test is preferred 

1 
mineral Uniaxial compressive >250 100-250 50-100 25-50 5-25 1-5 <1 

strength (MPa) 

Rating 15 12 7 4 2 1 0 
Drill core quality RQD (%) 90-100 75-90 50-75 25-50 <25 

2 
Rating 20 17 13 8 3 

3 
Spacing of discontinuities >2m 0.6-2m 200-600mm 60-200 mm <60mm 

Rating 20 15 10 8 5 

Very rough Slightly rough Slightly rough Slickensided Soft gouge 
surfaces surfaces surfaces surfaces >5mm thick 

Not continuous Separation Separation or or 

Condition of discontinuities 
No separation <lmm <1 mm Gouge <Smm Separation 

4 Un weathered Slightly Highly thick >Smm 
wall rock weathered weathered or Continuous 

walls walls Separation 
1-5mm 

Continuous 

Rating 30 25 20 10 0 

Inflow per 10 m None <10 10-25 25-125 >125 
tunnel length 

(L/min) 
or or or or or 

5 Groundwater Joint water 
pre~re 0 <0.1 0.1-0.2 0.2-0.5 >0.5 

Ratio . . . 
Ma1or prmopal 

Sire$ 
or or or or or 

General conditions Completely dry Damp Wet Dripping Flowing 

Rating 15 10 7 4 0 



B. RATING ADJUSTMtNT FOR DISCONTINUITY ORIENTATIONS 

Parameter Range of Values 

Strike and dip orientations Very Favorable Favorable Fair Unfavorable Very Unfavorable 
of discontinuities 

Tunnels and mines 0 -2 -5 - 10 - 12 

Ratings Foundations 0 -2 -7 - 15 -25 

Slopes 0 -5 - 25 - 50 - 60 

C. ROCK MASS CLASSES DETERMINED FROM TOTAL RATINGS 

Rating 100-81 80-61 60-41 40-21 <20 

Class no. I II lII JV v 
Description Very good rock Good rock Fair rock Poor rock Very poor rock 

D. MEANING OF ROCK MASS CLASSES 

Class no. I II lII JV v 

Average stand-up lime 20 yr for 15-m 1 yr for 10.m 1 wkforS·m 10 h for 2.5·m 30 min for 1 ·m 
span span span span span 

Cohesion of the rock mass (kPa) >400 300-400 200-300 100-200 <100 

Friction angle of the rock mass (deg) >15 35-45 25-35 15-25 <15 

Source: Z. T. Bieniawski, Engineering Rod Mass Classifications, New York, Wiley lnterscience, © 1989. 
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Table 7.9 Effect of Discontinuity Strike and Dip Orientations in Tunneling 

Strike Perpendicu lar to Tunnel Axis 
Drive wi th D ip 

Dip 45-90 Dip2D-45 

Very favorable Favorable 

Strike Parallel to Tunnel Axis 

Dip 20-45 Dip 4S-90 

Fair Very unfavorable 

D rive against D ip 

Dip 45-90 Dip 20-45 

Fair Unfavorable 

Irrespective of Strike 

D ip 0-20 

Fair 

Source: Z. T. Blenlawskl, Engineering Rock Mass Class/If.cations, New York, Wiley lntersclence, Cl 1 989. 

Table 7.10 ~uidelines for Excavation and Support of Rock Tunnels in Accordance 
with the Rock Mass Rating System 

Rock-mass Class 

Very good rock (I) 
(RMR: Rl- 100) 

Good rock (IT) 
(RMR: 61-80) 

Fair rock (III) 
(RMR: 41-60) 

Poor rock (TV) 
(RMR: 21-40) 

Excavation 

Full face 
3-m advance 

Full face 
1.0- 1.5-m advance 
Complete support 

20 m from face 

Top heading and 
bench 

1.5- 3-m advance in 
top heading 

Commence support 
after each blast 

Complete support 
10 m from face 

Top heading and 
bench 

1.0- 1.5-m advance 
in top heading. 
Install support 
concurrcn tly 
with excavation 
10 m from face. 

Rock Bolts (20-mm dia, 
Fully Grouted) 

Su pport 

Shotc.rete Steel Sets 

Genernlly, no support required except for ocC<1sional spot bolting 

Locally, bolt~ in crown 
3 m long, spaced 
2.5 m, with occasional 
wire mesh 

Systemalic bolts 4 m 
long, spaced 1.5-2 m 
in crown and walls 
with wire mesh in 
crown 

Systemalic bolts 4-5 rn 
long, spaced 1- 1.S m 
in crown and walls 
with wire mesh 

SO nun in crown 
where required 

50-100 mm in 
crown and 
30 mm in sides 

100-150 rnm in 
crown and 
100 mm in 
sides 

None 

None 

Light to medium 
ribs spaced 1.5 m 
where required 

(continued) 



Table 7.10 (Continued) 

Rock-mass Class 

Very poor rock (V) 
(RMR: < 20) 

Excavation 

Multiple drifts 
0.5- 1.5·m advance 

in top heading. 
Install s upport 
concurrently with 
excavation. 
Shotcrcte as soon 
as possible after 
blasting. 
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Rock Bolts (20·mrn dia, 
Fully G:routed) 

Systematic bolts 5-6 m 
long, spaced 1- 1.5 m 
in crovm and walls 
with wire mesh. Bolt 
invert. 

Support 

Shotcrete 

150-200 mm in 
crown, 150 mm 
in sides, and 
SO mm on face 

Steel Sets 

Medjw11 to heavy 
ribs spaced 0.75 m 
with steel lagging and 
forepoling if required. 
Close invert. 

Source: Z. T_ Bieniawski, Engineering Rock Mass Classifications, New York, Wiley lnterscience, 4i> 1989 . 

... FIGURE 7.38 
Methods of advancing a tunnel 
heading in Incompetent rock. 
Drifts are excavated in numbered 
sequence. (a) Top heading and 
bench. (b) Side drifts and supports 
installed first. (c) Drifts driven out­
side cross section of tunnel and 
filled with concrete before excava. 
tlon of tunnel. (d) Center drift ex­
cavated first followed by side and 
lower drifts to install support. 

Case In Point 7.2 
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The Gros Ventre Slide: Role of Discontinuities In Rock-Mass Stability 

A good example of the effect of discontinuity orientation upon slope movemenlq is provid­
ed by the Gros Ventre slide, the largest historic rock slide in the United States (Figi1res 7.39 
and 7.40). Sedimentary rock formations are oriented as shown in the Gros Ventre Valley 
near Jackson, Wyoming (Alden, 1928). On the south slope of the valley, bedding planes are 
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Spur of 
Shoop Mt • 

.A. FIGURE 7.39 
The Gros Ventre rockslide. Source: From Alden, 1928; used by permission of the American Institute of Mining, 
Metallurgical, and Petroleum Engineers . 

.A. FIGURE 7.40 
View across the Gros Ventre Valley of the scar and lower part of the rockslide. Photo taken in 1925, 
3 months after the slide. Source: W. C. Alden; photo courtesy of U.S. Geological Survey. 

tilted, or dip, in the same direction as th,e slope. The strength of the rock mass, therefore, 
is controlled by the strength developed along the sloping bedding planes rather than by 
the strength of the rock itself. After a period of heavy rains in 1925, the slope failed because 
the stress along one or more of the bedding planes was greater than the shear strength. 
As a result, about 40 million m3 of rock slid rapidly into the valley along bedding-plane 
discontinuities. 



Summary and Conclusions 
Earth materials are three-phase substances, with possible solid, liquid, and gas compo­
nents. The volume of the void spaces in the rock or soil, along with the size and inter­
connectedness of pores, determines the intrinsic permeability of the material. A related 
parameter, hydraulic conductivity, includes the properties of the fli1id in its definition. 

Stress is present beneath the surface of the earth as a result of the weight of overlying 
rock and soil, as well as any load applied at the land surface. The stress at any point can be 
resolved into maximum, minimum, and intermediate components, acting in muh1ally per­
pendicular directions at the point. 

Strain results from the application of stress to a material. Rockq exhibit complex defor­
mational response to stress. Models can be used to approximate the stress-strain relation­
ships of different types of materials. Simple models :that demonstrate elastic, plastic, and 
viscous behavior can be used to simulate deformation of rocks, although real deformation 
may incorporate combinations of more than one type of simple response. 

The stresses applied to a rock sample may be high enough to cause failure. Failure is 
controlled by the shear strength of the material because the rock fails under the action of 
shear stresses that develop on planes inclined at various angles to the principal stresses. 
Shear and normal stresses at failure are plotted on diagrams to show the variations of 
shear strength under various stress conditions. Mohr's circle is a convenient way of graph­
ically showing the relationships between principal stresses and stresses on planes inclined 
to the principal plane. 

The relationship between shear and normal stresses at failure varies for different types 
of material. Rocks and some soils derive strength from cementation between grains, cohe­
sion between particles, and the interlocking grain structure of minerals that crystallized 
from a magma or solution. These materials follow the Mohr-Coulomb strength criterion, 
which includes the intrinsic strength of the material as well as the frictional resistance to 
shear that is proportional to normal stress along the failure plane. 

The engineering behavior of intact rock can be classified using the modulus of elastic­
ity and the uniaxial compressive strength, but the behavior of rock masses is dependent on 
the type and spacing of discontinuities as well as the properties of the intact rock. 

Problems 

Problems 249 

1. What are the differences among porosity, void ratio, 
and permeability? 

2. Give as many examples as you can of materials that 
exhibit elastic, plastic, and viscous deformation. 

8. Discuss the limitations and problems of extrapolat­
ing mechanical properties measured on small rock 
samples to field situations. 

3. How does the response of rocks to stress differ from 
modells of ideal behavior? 

4. How are stress and strength related? 

5. How is shear strength measured? 

6. What are the two major components of shear strength? 

7. Define modulus ralfo and explain what it is used for. 

9. Determine the vertical stress, rrv, at a depth of 
15 m when the overlying rocks include the follow­
ing (listed in descending order from ground sur­
face): Unit A: 9 m thick,')'a -= 28 kN/11113; Unit B: 4 
m truck, 'Yb = 22 kN/m3; Unit C: 'Ye = 25 kN/m3. 

10. A surficial rock unit has a unit weight of 170 pounds 
per cubic ft (pcf) and a thickness of 20 ft. It is under­
lain by rocks with a unit weight of 145 pcf. What is 
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the vertical stress at a depth of 30 ft below the origi­
nal land s urface after 4 ft of the upper unit have 
been removed in an excavation? 

11. The major principal stress is 200 kN/m2 compres­
sion at a poiut below the surface. The minor princi­
pa 1 stress L~ 80 kN I m2 compression. 
(A) Draw Mohr's circle for these conditions. 
(B) Find the maximwn shear stress aud the normal 

stress Iha t acts on the plane of maximum shear 
stress. 

(C) Find the normal and shear stresses on a plane 
inclined 30° from the major principal plane. 

12. A rock unit is composed of rocks with a unit weight 
of 200 pcf. Draw Mohr's circle for a depth of 10 ft 
below land surface, assuming that the vertical stress 
at that point is the major principal stress and the mi­
nor principal stress is one- third of that value. What 
L~ the maximum shear stress acting at the point? 

13. TI1e difference between the major and minor princi­
pal stresses at a point is 70 kN/m2. Tf the major prin­
cipal s tTess is 140 kN/m2, what arc the shear and 
normal stresses on a plane inclined at 30° to the 
major principal plane? 

14. A material has an angle of internal friction of 33°. 
What is the shear strength of thL~ material at a nor­
mal stress of 2000 psf? 

15. A direct shear cell has cross-sectional dimensions of 
15 cm X 15 cm. Jn a test of dry sand, the normal 
load at failure L~ 5 kN and the shear force is 2.7 kN. 
What is the angle of internal friction of this material? 

16. A rock unit has a w1it cohesion of 400 psf and an an­
gle of in tern al friction of 35°. When the normal stress 
is 1600 psf, what is the shear strength of the rock? 

17. A certain rock mass has an unconfined compressive 
strength of 150 Mpa. The RQD value is 70, dL~conti­
nuities arc approximately 1 rn apart and consist of 
highly weathered, slightly rough walls separated by 
< 1 mm. TI1e rock mass is wet, with 10--25 L/min 
groundwater inflow. The discontinuities strike par· 
allel to the tunnel axis and dip 75° from the hori· 
zontal. What is the Rock Mass Rating for this rock 
mass, which is being evaluated for a twmcl? What 
methods of construction and support would you 
recommend? 
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CHAPTER 

Structural Deformation 
of the Earth's Crust 
and Earthquakes 

I t has been obvious to geologists for almost 200 years that many of the 
rocks that make up the earth's crust have in the past been subjected to in­

tense deformation. That these processes continue to the present is no sur­
prise to anyone who has experienced an earthquake. In this chapter, we will 
examine the causes and effects of deformation of the earth's crust, which is 
known as tectonic deformation. Brittle deformation, the type that generates 
earthquakes, is common in the upper crust. At greater depths, plastic or 
ductile deformation is the norm. In the geologist's view, the rock structures 
produced by tectonic deformation are evidence that can be used to unravel 
the earth's history. From a practical standpoint, studies of geologic structure 
are i1sed in exploration for petroleum and mineral deposits. Engineers mi1st 
also understand rock struch1re because the discontinuities imparted to 
rock.q during deformation frequently govern the engineering behavior of 
rock masses at the surface or in the shallow subsurface regions of the earth. 
One of tlhe most significant manifestations of structural deformation is 
earthquakes. These sometimes devastating events are perhaps the most 
dangerous geologic hazards facing human society. 

Geologic Structures 
Under th,e stresses that are imposed upon rock.q in the earth, deformation 
takes place. The type of deformation is dependent upon the material proper­
ties of the rock as well as the confining pressure, temperahll'e, strain rate, 
and other factors. The mechanics of deformation involve various combina­
tions of elastic, plastic, and viscous behavior. When deformation is complete, 

251 
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the rock may be totally changed from its initial state. The record of deformation is retained 
in the altered rock in the form of geologic stmctures such as folds, faults, and joints. Engi­
neers are more concerned, however, with the properties that these stnictures impart to a 
rock mass, especially those that impact an engineering project. For example, faults may 
bring two rock types with vastly different engineering properties into contact. Joints may 
lower the strength of a rock mass as well as increase its permeability. Thus, a mass of large­
ly intact granite may be a favorable site for a nuclear waste repository, whereas a jointed 
granitic rock mass may be totally unsuitable. 

Strike and Dip 
Most geologic structures are studied by measuring the orientation of planar elements within 
the rock. The orientation of a plane in space can be specified by measuring its strike and dip. 
(Figure 8.1). Strike is the direction of a line formed by the intersection of the plane and the 
horizontal. Dip is the amount of slope of the plane. It is determined by measuring the acute 
angle between the horizontal and the sloping plane. Dip is always measured in a vertical 
plane perpendicular to strike in the direction of maximum inclination of the rock plane. 

In the field, strike and dip measurements are often made with a Brunton compass 
(Figure 8.2). The types of planes that are measured in the field vary with the types of rocks 

~\10° . . 
Strike o f beds 

... FIGURE 8.1 
Strike is the direction of a horizontal line Intersecting 
a bedding plane or other plane In a body of rock. Dip 
Is the angle of inclination of the plane measured from 
the horizontal. The maximum dip direction is at right 
angles to the strike. (After G. D. Robinson et al., U.S. 
Geological Survey Professional Paper 505.) 

... FIGURE 8.2 
Measurement of dip 
with a Brunton compass 
at the base of .a sand­
stone bed. Source: 
I. R. Stacy; photo courtesy 
of U.S. Geological Survey. 
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and deformational mechanisms. In folded sedimentary rocks, the orientations of bedding 
planes are measured throughout the area in order to reconstn1ct the pattern of folding. 
Fault and joint planes are measured directly so that their distribution throughout a rock 
mass can be predicted. 

Folds 
Folds are produced by lateral compression of the crust. Under this type of stress, the 
crustal rocks are deformed into a series of wavelike forms oriented transverse to the direc­
tion of maximum stress (Figure 8.3). Folds are an indication that crustal shortening has oc­
curred. Folds are most easily visible in sedimentary rock sequences because of the bedding 
of the rock strata. Bedding planes were initially horizontal prior to deformation (see the 
Principle of Original Horizontality, Chapter 2). The bending of these planes facilitates the 
recognition and interpretation of folds (Figure 8.4). 

Two general fold types are recognized. Anticlines are formed by the upward bending 
or buckling of strata, so the fold has the shape of an arch (Figure 8.5). The sides, or limbs, 
of an anticline dip downward and outward from the fold crest. The opposite of an anti­
cline is a syncline, in which the central portion is bent downward to form a trough 
(Figures 8.4, 8.5). The limbs of a syncline dip toward the center of the trough. 

Parts of a Fold 
The terminology u_qed to describe folds is shown in Figure 8.6. The line connecting the 
points of maximum curvature is called the axis. The axial plane is a plane containing the axis 
that divides the fold into two equal sections. The axis of a fold or group of folds may be ap­
proximately horizontal or tilted, in which case the structure is classified as a plunging fold 

... FIGURE 8.3 
Landsat image of Oua­
chita M ountains in east­
ern Oklahoma. Fold 
patterns are defined by 
the outcrop pattern of 
resistant sedimentary 
rock units. Mountains 
were formed by folding 
and faulting of Paleozoic 
sedimentary rocks fol­
lowed by uplift and ero­
sion by streams. The 
width of the scene is ap­
proximately 185 km. 
Source: U.S. Geological Sur­
vey; EROS Data Center; 
Landsat image 1146-
16300-7; Dec. 16, 1972. 



254 Chapter 8 Structural Deformation of the Earth's Crust and Earthquakes 

.6. FIGURE 8.4 
Exposure of a syncline In Devonian shales and sandstones in a road cut through Sldellng Hill along 
1-68 In western Maryland. The roadcut Is approximately 255 m In height. Source: Photo by Paul Breed­
ing; courtesy of Maryland Geological Survey. 

lb) 

<II FIGURE 8.6 

<II FIGURE 8.5 
Cross sections of (a) an anticline 
and (b) a syncline. 

Parts of a fold. The axial plane divides the fold into two 
equal portions, and the axis is a line connecting the 
points of maximum curvature. 



... FIGURE 8.7 
Comparison of (a) nonplunglng and (b) plunging 
folds. SouJTe: From E. A. Hay and A. L. McAlester, Physical 
Geology: Principles and Perspectives, 2nd ed., Cl 1984 by 
Prentice Hall, Inc., Englewood Cliffs, N.J.) 
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(Figure 8. 7). The outcrop pattern of plunging folds differs from nonplunging folds, as illus­
trated in Figure 8.8. In map view, the beds on opposite limbs of the nonplunging fold are 
parallel, but form a sinuous pattern in the plunging fold. Erosion of the landscape accentu­
ates these differences. The sharp bends in beds identify the points of intersection between 
eroded anticlines and the ground surface. Therefore, in a series of plunging folds the direc­
tion of plunge is toward the bend, or nose, of an anticline (Figure 8.9). For a syncline, the di­
rection of plunge is toward the opposite direction from the sharp bend in the oi1tcrop 
pattern of the beds. 

The relative age of rock units in a folded sequence can be determined after identifica­
tion of the fold as an anticline or syncline. In an eroded anticline, the oldest rocks are ex­
posed at the center of the structure (Figure 8.10). The relationship is reversed in a syncline, 
where the youngest rocks are exposed at the center of the structure. 

Types of Folds 
Folds can vary in size from structures visible on satellite images to examples that must be 
observed through a microscope. In addition to this size variation, there are also many 
types of folds. Several of the bask forms are shown in Figure 8.11. Fold types are differen­
tiated by the geometry of the limbs and the orientation of the axial planes. In symmetrical 
folds, the limbs dip in opposite directions in about the same amount. Dips of opposing 
limbs are not equivalent in asymmetrical folds. If both limbs dip in the same direction, the 
folds are said to be overturned. This condition can be caused by an intense stress applied in 
one direction. In regions of more severe deformation, axial planes may be nearly horizon­
tal. These types of folds are termed recumbent. 

Not all folds consist of two limbs. A steplike bend in strata without two well-defined 
limbs is known as a 111011ocline (Figures 8.11 and 8.12). Finally, large-scale warps in relatively 
stable continental crustal regions resemble folds. These structures are commonly circular or 
oval in plan view. Uplifts of this type are called domes (Figure 8.13), and downwarps are 
known as basins (Figure 8.14). Eroded domes are similar to anticlines in that the oldest rocks 
are exposed at the center; whereas, in basin..q, like synclines, the youngest beds are exposed at 
the center. Basins are particularly impt1rtant for their petroleum resource potential (Chapter 5). 
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<II FIGURE 8.8 
(a) Map and cross section of nonplunging folds. 
(b) Map and cross section of folds plunging north. 

<II FIGURE 8.9 
Outcrop pattern of eroded, plunging 
folds. Beds in a plunging anticline form 
a sharp bend or nose In the di rectlon of 
plunge. Source: After G. D. Robinson et al., 
1964, U.S. Geological Survey Professional 
Paper 505. 

During the slow subsidence of the crust to form basins, thick sections of sedimentary rocks are 
deposited. Under the proper conditions, petroleum is formed and trapped in these sequences. 

Fractures 
The brittle failure of rock produces fractures. These curved or planar discontinuities can be 
subdivided into joints and faults. Both types are extremely important to identify and eval­
uate at the site of an engineering project. 



.A. FIGURE 8.10 

Oldest 
exposed rocks 
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V Youngest 

IV 

Ill 

II 

Oldest 

The relative age of folded sedimentary rocks exposed at the surface depends upon the structure. The 
rocks exposed at the center of the anticline, Unit Ill, are the oldest exposed rocks in the sequence; 
whereas those exposed at the center of the syncline are the youngest. The arrows show the direction 
toward which the tops of the beds are facing : away from the axial plane of the anticline and toward 
the axial plane of the syncline. Source: From E. A. Hay and A. L. McAlester, Physical Geology: Principles and 
Perspeaives, 2nd ed., e 1984 by Prentice Hall, Inc., Englewood Cliffs, N.J . 

... FIGURE 8.1 1 
Cross sections of fold types as defined by geometry and position of 
axial plane: (a) monocline, (b) symmetrical anticline, (c) asymmetri­
cal anticline, (d) overturned anticline, and (e) recumbent anticline. 
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.A. FIGURE 8.12 
Aerial view of a monocline, Arizona. Source: Photo courtesy of the author. 

Joints 
Joints (Figure 8.15) are frach1res in which there has been no movement parallel to the fail­
ure plane. Although joints are produced by unloading (Chapter 9) and cooling of lava 
(Chapter 4), our main concern here is for joints caused by tectonic stresses. These fractures 
commonly occur in sets consisting of numerous parallel planes spaced throughout a rock 
mass at regular intervals. One or more joint sets, each having a distinctive orientation, are 
often present. 

Joints can be produced by tensional, shearing, and compressional stresses. If struc­
tures other than joints are found in an area, the joints may be related to the stresses that are 
responsible for those structures. For example, Figure 8.16 shows two possible orientations 
of intersecting joint sets associated with folds. Joint sets that intersect at high angles are 
known as conjugate joint sets. The engineering properties of rock masses are established by 
the type, origin, and spacing of joints and other discontinuities (Chapter 7). Strength is 
controlled by these fractures because failure usually occurs along planes of weakness 
rather than within intact rock. The orientation of joints may impart a degree of anisotrorn; 
to the rock mass; in other words, strength may vary with the direction from which the 
stress is applied because of the spatial distribution of joints. Rock-slope stability is also 
controlled by the spacing and orientation of joints. These factors determine the size and di­
rection of failure of blocks that may be unstable, thus affecting the engineering of highway 
cuts, open-pit mine slopes, and other excavations. 

Another rock-mass property that is influenced by jointing is permeability. In many 
rock types, most of the movement of groundwater, petroleum, and also contaminants is 
through fractures rather than through pores in the intact rock. In rocks of low permeabili­
ty, exploration for groundwater involves identifying major joint traces on the ground sur­
face. The point of intersection of two or more joints is a prime location for high well yields 
in such areas. Planning for waste-disposal facilities must also consider fracture patterns. 
Contaminated groundwater can migrate rapidly along joints and faults; these fractures 
must therefore be identified and monitored. 
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Generalized geology of the Black Hills of South Dakota and Wyoming. Erosion has truncated the original 
surface of the dome, and now the oldest rocks (Precambrian metamorphics) are exposed at the center of 
the structure surrounded by successively younger rock units. Source: From F. R. Karner and D. L Halvorson, 
1987, The Devils Tower, Bear Lodge Mountains, Cenozoic igneous complex, Northeastern Wyoming, in Geological 
Society of America Centennlol Field Gulde-Rocky Mountain Section, Gl!ological Society of America. 

Faults 

Faults are fra ctures along which movement of rock masses has occurred parallel to the fault 
plane. Faults are classified according to the type of movement, or slip, that has taken place. 
The two categories established on this basis include dip-slip faults and strike-slip faults. 

Dip-slip faults, in which the relative movement of rock masses is in the direction of the 
dip of the fault plane, include normal faults, reverse faults, and thrust faults (Figure 8.17). 
Normal and reverse faults can be differentiated if tlhe relative displacement of a bed or 
other lithologic feature can be determined. The blocks on opposite sides of the fault plane 
are defined as the hanging wall and the foot wall. The hanging wall is always the block 
above the fault plane, and the foot wall is always the block below the plane. Therefore, by 
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• FIGURE 8.15 

<II FIGURE 8.14 
Map of the Michigan Basin showing progressively 
younger rock units toward the center of the structure. 

Closely spaced joints in an igneous rock body (Whatcom County, Washington). Source: M. H. Staatz; 
photo courtesy of U.S. Geological Survey. 

definition, if the hanging wall has moved downward with respect to the footwalll, the fault 
is a normal fault (Figure 8.18), and relative movement in the opposite sense is characteris­
tic of reverse faults. 

The amount of slip on a dip-slip fault can range from fractions of a centimeter to thou­
sands of meters. The Teton fault in Wyoming has a combined displacement t)f 11,000 m 



... FIGURE 8.16 
Conjugate joint sets 
caused by stress that pro­
duced folding: (a) fold 
with vertical diagonal 
joints; (b) fold with strike 
joints dipping about 30°. 
Soun:e: From M. P. Billings, 
Structural Geology, 3d ed., 
e 1972 by Prentice Hall, 
Inc., Englewood Cliffs, N.J. 

... FIGURE 8.1 7 
Types of dip-slip faults: (a) normal fault, hanging wall 
Is displaced downward with respect to foot wall; 
(b) reverse fault, hanging wall Is displaced upward 
with respect to foot wall; (c) thrust fault, similar to 
reverse fault except that fault plane is inclined at a 
lower angle. 
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(Love, 1987). Figure 8.19 shows a block diagram and cross section of this impressive 
structure. Paleozoic through Quaternary sedimentary rocks are preserved in the down­
dropped hanging wall, but these formations have been eroded away on the foot-wall 
block. Of the total displacement on the fault, only about 1500 to 2000 m are evident at 
land surface in the rugged Teton mountain front (Figure 2.55), which is the steepest and 
youngest mountain front in the Rocky Mountains. Most of the displacement has oc­
curred in the last 9 million years. The exposed and eroded plane of a fault, in this case 
the Teton mountain fmnt, is called a fault scarp. The Teh1n fault scarp owes its justifiably 
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.6. FIGURE 8. 19 

<II FIGURE 8.18 
Normal fault, northern Arizona. Displacement Is defined 
by the offset of light-colored beds. Source: Photo courtesy 
of the author. 

lb> 

Block diagram of the Teton Range and surrounding area, Wyoming. The Teton mountain front Is a 
fault scarp produced by erosion of resistant Precambrian rocks on the upthrown block of the Teton 
fault. (a) Dimensions of the block shown are approximately BS km by 70 km. (b) Cross section show­
ing d isplacement across the Teton fault and associated rock units. Source: From ). D. Love, 1987, Teton 
mountain front, Wyoming, in Geological Society of America Centennial Field Gulde-Rocky Mountain Section, 
Geological Society of America. 
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famous topography to the youth of the fault and the resistance to erosion of the Precam­
brian metamorphic and igneous rocks in the foot wall. 

It is not always possible to identify the type of fault by the slope of the topographic 
scarp. Although the topography of the Colorado Front Ranges is similar to the Tetons, the 
faults that produced these mountain fronts were reverse faults. Notice in Figure 8.20 that 
the topographic scarp formed by the mountain front is almost at right angles to the dip of 
the reverse faults at the base of the slope. This occurs because erosion has produced a more 
stable topographic scarp that is no longer parallel to the fault scarp. The scarp in this case 
ls known as a fault-line scarp. 

Thrust faults are very similar to reverse faults except that the angle of the fault plane 
with respect to the horizontal is quite low. They involve intense crustal compression and 
can result in large displacements. The McConnell thrust in the Canadian Rockies of Alber­
ta, for example (Figure 8.21), has a displacement of about 40 km. The Lewis overthrust 
(Figure 8.22), exposed in Glacier National Park, has a similar scale of displacement. In iso­
lated exposures, thrusts produce relationships that can be confusing. Notice from the cross 
section of the McConnell thrust that Cambrian and Ordovician sedimentary rocks are 
thrust over Cretaceous rocks. Without knowing that a thrust fault was present, you might 
conclude that an outcrop of this section violates the Principle of Superposition because 

.A. FIGURE 8.20 

Pikes 
Peak 

Schematic cross section t hrough the eastern flank of the Colorado Front Range. The primary structure, 
the Rampart Range fault, Is a high-angle reverse fault. Precambraln granite in the hanging wall was fault­
ed upward relative to Paleozoic sedimentary rocks to the east. Width of section approximately 25 km. 
Source: From ). B. Noblett, A. S. Cohen, E. M. Leonard, B. M. Loefller, and D. A. Gevirtzman, 1987, The Garden 
of the Gods and basal Phanerozoic nonconformity on and near Colorado Springs, Colorado, in Geological Soci­
ety of America Centennial Field Gulde-Rocky Mountain Section, Geological Society of America. 
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.A. FIGURE 8.21 

Aylmer 
thrust 

Ex8h8w 
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Multiple thrusts in the Front Ranges, Canadian Rockies. Cambrian and Devonian rocks are thrust over 
Cretaceous rocks along the McConnell thrust. Source: From ). Suppe, Principles of Structural Geology, 
© 1985 by Prentice Hall, Inc., Englewood Cliffs, N.J. Reproduced with permission from Prentice Hall, Inc., 
and from the Geological Survey of Canada, GSC Map 1 272A. 
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.A. FIGURE 8.22 
Photo of Lewis overthrust (dark line along exposure of fault plane), Glacier National Park. Precambri­
an metasedimentary rocks are thrust over Cretaceous rocks. Source: Photo courtesy of the author. 

older rocks overlie younger rocks! Carehtl mapping and identification of the fault would 
be necessary to resolve the problem. 

Dip-slip faults sometimes occur in pairs (Figure 8.23). A down-dropped block bound­
ed by two normal faults is called a graben. Rift zones, in which the lithosphere is being 
pulled apart by plates moving away from each other, usually contain large grabens at the 
surface (Figure 8.24). The structure formed when the central block between two dip-slip 
faults is up-thrown is known as a horst (Figure 8.23). Strike-slip faults are characterized by 
the lateral movement of fault blocks along the strike of the fault plane (Figure 8.25). These 

(8) 

(b) 

... FIGURE 8.23 
Pairs of normal faults forming (a) a graben and 
(b) a horst. 



... FIGURE 8.24 
(a) Right-lateral and (b) left-lateral strike-slip faults. The 
fence on the surface can be used to determine amount 
of displacement. 
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faults are either right-lateral or left-lateral types, depending on the relative movement of 
fault blocks. The two varieties can be distinguished by facing the fault from either side and 
noting the direction, either left or right, toward the continuation across the fault of a linear 
feature such as a stream, fence, or road that passed :straight across the fault prior to dis­
placement (Figure 8.25). The San Andreas fault is an excellent example of a right-latera l, 
strike-slip fault (Figure 8.26). 

Dip-slip and strike-slip faults are merely end members of fault types that may display 
any combination of dip-slip and strike-slip displacement. Faults that contain components 
of both types of movements are called oblique-slip faults. The actual type of movement that 
takes place along any individual fault is the result of the type and orientation of the prin­
cipal stresses imposed upon a crustal block. As shown in Figure 8.27, dip-slip faults are as­
sociated with horizontal stresses. When these stresses are compressional, reverse and 
thn1st faults will occur. When the horizontal stresses are tensional, normal faults develop. 
Strike-slip faults are caused by shearing stresses acting as a couple on a crustal block. 
When fault movement takes place, the type and amount of displacement is readily observ­
able. Fault scarps can be used to measure the amount of displacement on a dip-sli.p fault. 
These ruptures displace any surface features present. An active strike-slip fault can often 
be recognized by a characteristic set of topographic feah1res (Figure 8.28). These include 
bends in :stream courses or offsets of other linear topographic features, as well as depres­
sions, or sag ponds, along the trend of the fault. 

Fault scarps and other types of topography associated with active faults are rapidly 
mt1dified by erosion. Because of this, there may be no scarps marking the presence of 
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.A. FIGU RE 8.25 
Right-lateral displacement of 1 .45 m can be m easured by the offset of a paint strip along a road near 
Kobe, Japan. The rupture occurred during the 1995 Hanshln-Awaji (Kobe) earthquake. Sourrce: Carol 
Prentice; photo courtesy of U.S. Geological Survey. 

<II FIGURE 8.26 
The San Andreas fault In the Carrizo Plains 
of California. Source: F. E. Wallace; photo cour­
tesy of U.S. Geological Survey. 

inactive faults, and as a resi.1lt these structures can only be located by carefu] geologic 
mapping. Clues may be provided by linear stream courses or other topographic fea­
tures. Stream courses are readily established along fault zones because of the low re­
sistance to erosion caused by the crushing and grinding of rock ah1ng the fault plane. 
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Normal slip 

Tension 
(lucul lengthening) 

Relationship of stress orientation to the style of faulting. Source: From E. A. Hay and A. L. McAlester, 
Physical Geology: Principles and Perspectives, 2nd ed., e 1984 by Prentice Hall, Inc., Englewood Cliffs, N.J. 

The identification of active or potentially active faults is critical to the siting of such 
projects as nuclear power plants, schools, hospitals, and other buildings. Fault zones 
should be avoided for these types of stn.1ctures. Inactive faults are also relevant to engi­
neering design because they may bring rock5 of different engineering properties into 
contact, or they may control the permeability and groundwater movement through a 
rock mass. 

Geologic Maps and Cross Sections 
Geologic maps are among the best sources of information for preliminary site location and 
design. For this reason, engineers need to become familiar with the construction and use of 
these maps. Geologic maps are drawn after extensive field work, during which the geolo­
gist observes as many outcrops as possible in the area being mapped. Lithology, fossils, 
contacts, and any other information are systematically depicted. Rock units are divided 
in to formations, which are traced through the map area by plotting their contacts with 
other formations on a base map, which is commonly a topographic map. When the area 
contains folded sedimentary rocks, strike and dip are measi.1red frequently and plotted on 
the base map at the location of the outcrop. These measurements form the basis for inter­
pretation of these structures. Vertical aerial photographs are commonly used before and 
during field work. 



268 Chapter 8 Structural Deformation of the Earth's Crust and Earthquakes 

Linear valley Offset drainage channel 

Bench Scarp Sog pond 

_. FIGU RE 8.28 

Line er 
ridge 

Olfsot drainage 
channel 

Linear valley 
or 

trough 

Topography developed along an active str ike-slip fault. Source: From R. 0. Borcherdt, ed., 1975, Scud/es for 
Seismic Zonatlon In Che San Frandsco Bay Region, U.S. Geological Survey Professional Paper 941-A. 

The geologic map L'> the final result of this effort (Figure 8.29). Rock units are shown on 
the map by colors or patterns. Because contacts are rarely exposed continuously across an 
area, they are sometimes drawn by using indirect evidence. The geologic map, therefore, is 
actually the geologist's interpretation of the geology. A certain amount of uncertainty and 
error in placing contacts and representing structural relationships is unavoidable. For this 
reason, contacts should not be transferred from a geologic map drawn at a scale of 1:24,000 
or smaller to an engineering site map at a much larger scale and be expected to be precise­
ly accurate. More detailed mapping is usually required when the exact position of a con­
tact is required. 

Several types of geologic maps are made. When bedrock formations are exposed in an 
area, these may be the only units shown on the map, even though there may be surficial ma­
terials, like stream or windblown sediments, overlying the bedrock units in some parts of the 
map area. Even though these materials ar~ not mapped, they may be very important for 
foundation design or other engineering reasons. Some geologic maps show the surficial geo­
logic materials and some show both surficial and bedrock units. It is important to examine 
the map and read the report to determine what types of units were mapped by the geologist. 

Cross sections are drawn by projecting contacts and other information from the map 
onto a vertical plane oriented along a line that is shown on the geologic map (Figure 8.29). 
These diagrams are the geologist's interpretation of the distribution of map units in the 
subsurface. Cross sections are based on oi1tcrop data or direct subsurface data from bore­
holes or well records, if available. In an area of complex geology, there is almost never as 
much subsurface C()ntrol as the ge11logist would like to have. For this reason, cross secti()ns 
are subject to more imcertainty than geologic maps and shoi1ld be used with caution. 
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Geologic map and cross section. Source: From S. Judson, M. E. Kauffman, and L. D. Leet, Physical Geology, 
7th ed., Cl 1 987 by Prentice Hall, Inc., Englewood Cliffs, N.J. 

Case In Point 8.1 
Effects of Rock Structure on Dam Construction 

Careful geologic mapping was necessary prior to construction of the Arbuckle Dam near 
Ardmore, Oklahoma, which was completed in 1966 by the U.S. Bureau of Reclamation. 
The complex geologic setting of this dam consists of a series of tightly folded and faulted 
Paleozoic sedimentary rocks and beautifully illustrates the role of geology in a major engi­
neering project Gack.son, 1969). The Arbuckle Dam is located in a region of rolling hills 
known as the Arbuckle Mountains. Rocks of the Arbuckle Mountains consist primarily of 
a sequ ence of shales and limestones deposited in a Paleozoic sea (Table 8.1). In late Paleo­
zoic time, the rocks were deformed by compression from the southwest into a series of 
broad anticlines and synclines. Some of the folds were overturned and some rocks in the 
anticlines were thrust over younger rocks in the adjacent synclines. A later sequence of 
events included uplift, high-angle normal faulting, and erosion. Sediments eroded from 
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Table 8.1 Generalized Stratigraphic Section of Arbuckle Dam and Reservoir 

Quaternary 

Pennsylvanian 

Mississippian 

Devonian-Silurian 

Cambrian-Ordovician 

Formation 

ALLUVIUM 
VA NOSS FM.-Poorly to moderately 

cemented conglomerate, shale, and 
sandstone of outwash debris on north 
flank of mountains. 

DEESE FM.- Varicolored shale; 
well-cemented conglomerate; thin beds 
of hard limestone and sandstone 

SPRINGER PM., GODDARD MBR.- Black 
shale, noncemen ted but very com pact, 
bituminous, appears graphitic. 

CANEY FM.- Dark-colored shale, 
moderately hard, limy, fissile. 

SYCAMORE FM.- Blue to weathered 
limestone, hard, tough. 

WOODFORD FM.- Dark-colorcd shale, 
siliceous and cherty, platy and brittle 

HUNTON GR- Thick to medium bedded 
limestone, marlslone 

{ 

SYLVAN FM .-Gray-green fissile shale. 
VIOLA FM.- Bit:uminous limestone. 
ARBUCKLE GR- Limestone, dolomite, 

shale, sandstone. 

Thickness (feet) 

0-30 

650-900 

up to 2000 

1000-3000 

150 

0-50 

400-500 

250 
200 
450 

5000-llOOO 

Source: From J. L. Jackson, 1969, Geologic studies at Arbuckle Dam, Murray County, Oklahoma, Bulletin of the 
Association of Engineering Geologists, 5: 79-1 00. 

the rising mountain mass were deposited around the flank of the uplift. During Meso­
zoic time, marine rocks were deposited over the Paleozoic sequence and then removed 
by erosion. Continued erosion during the Cenozoic era has produced the present land­
scape. Major structural elements of the region are shown in Figure 8.30. 

Geologic conditions at the dam site were defined by careful geologic mapping and 
test drilling (Figure 8.31). The stream valley is established in a sequence of steeply dip­
ping, faulted shales and limestones. The center of the valley is a graben formed by sev­
eral normal faults, including the highly deformed Reagan fault zone at the base of the 
left abutment (the section of the dam that meets the valley wall). Rocks are fractured, 
crushed, and altered along the fault and shear zones. 

One of the major concerns in dam construction is to prevent excessive leakage from 
the reservoir through the foundation rocks beneath the base of the dam. Leakage can re­
sult in the loss of reservoir storage as well as in the possibility of failure and collapse of 
the dam. A common procedure to prevent such leakage involves sealing dam founda­
tions with a grout curtain. The grout curtain is produced by injecting grout (cement 
slurry) under high pressure into holes drilled in a line across the valley floor. Grout is 
forced into pores, cavities, and fractures within the rock and then hardens to form a 
low-permeability seal for the dam. At the Arbuckle Dam, 135 grout holes were Ulsed, 
ranging in spacing from 25 to 110 ft (7.6 to 33.5 m). The profile of the grout curtain 
shown in Figure 8.31 illustrates the amount of grout needed to seal the foundation. The 



... FIGURE 8.30 
Geologic setting of the 
Arbuckle Mountains, 
showing major faults and 
folds. Source: From J. L. 
Jackson, Bulletin of the Asso­
ciation of Engineering Geok>­
gists, 5: 79-1 00, IC> 1969 by 
the Association of Engineer­
ing Geologists. 

... FIGURE 8.31 
Cross section of the Ar­
buckle Dam site and 
profile of the grout cur­
tain emplaced beneath 
the dam. Source: From 
J. L. Jackson, Bulletin of the 
Association of Engineering 
Geologists, 5: 79- 100, © 
1969 by the Association of 
Engineering Geologists. 
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most permeable area was the Reagan fau It zone at the base of the left abutment. Relatively 
small amounts of grout were needed across the valley, except at a fault and unconformity 
in the vicinity of the right abutment. 

Construction of the Arbuckle Dam required a thorough understanding of the geology 
of the site. At this project, the distribution of folds, faults, and other structures was critical 
to the design of the dam. 

Earthquakes 
At 5:12 A .M . on April 18, 1906, a great earthquake struck San Francisco. During the next 60 
seconds, violent ground shaking devastated portions of the city and caused panic and terror. 
The ground was actually observed to be moving in waves in some places; train tracks were 
bent like wire, and whole buildings or chimneys collapsed to the ground (Figure 8.32). The 
aftermath of the earthquake was even more destructive because fires broke out throughout 
the city and firefighters were helpless because the city water main had been ruptured by the 
shaking. In all, at least 700 people were killed and 250,000 were left homeless. 

The 1906 earthquake was the resi1lt of a sudden rupture along a 400-km-long segment 
of the San Andreas fault, the boundary between two lithospheric plates. Since :that time, 
the United States has experienced only one other great earthquake, the Alaska earthquake 
of 1964. Forhmately, it occurred in a sparsely populated area. In recent years, building 
codes have been continually modified to minimize damage from earthquakes. In nearly 
every metropolitan area, however, many buildings predate modern building practices. 

Eighty-three years after the 1906 earthquake, many Americans were settling in on the 
evening of October 17, 1989, to watch the third game of the World Series to be played in San 
Francisco, California. What they saw instead, was the gradual tmfolding of the effects of an­
other severe earthquake in the San Francisco Bay region, this one centered under the Loma 
Prieta m0tmtain near the town of Santa Cruz. This earthquake, while not as strong as the 
1906 tremblor, still wreacked havoc in the Bay area (Figure 8.33). Sixty-two people were 
killed, 3757 injured, and 12,053 displaced, and property damage amotinted to a staggering 

\ 
l 

... FIGURE 8.32 
Damage to the San Fran­
cisco City Hall by the 
1906 earthquake. Source: 
W. C. Mendenhall; photo 
courtesy of U.S. Geological 
Survey. 



... FIGURE 8.33 
Rubble from collapsed 
building on Jefferson 
Street in thle M arina Dis­
trict of San Francisco re­
sulting from the Loma 
Prieta earthquake. Source: 
D. Perkins; photo courtesy 
of U.S. Geological Survey. 
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$6 billion. Perhaps even more frightening because an anxious nation watched on television 
as the drama of rescue and human suffering played out the Loma Prieta event, along with an 
even more destructive earthquake near Los Angeles in January 1994, wer~ ominous warn­
ings of things to come. While geologists work to develop the ability to predict earthquakes, 
the role of engineers to design and build structures to resist strong ground motion is crucial. 

Occurrence 
Earthquakes are caused primarily by the rupture of rocks in the earth's crust along faults. 
Most earthquakes take place along faults in the vicinity of plate boundaries (Figure 8.34). 
Earthquakes also occur far from plate boundaries. Often, the faults associated with these 
intraplate earthquakes are deeply buried and not visible at land surface. 
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Locations of shallow earthquakes during a 7-year period. The epicenters are mainly concentrated on 
tectonic p late margins. Source: Data from ESSA, U.S. Coan and Geodetic Survey. 
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Elastic Rebound Theory 
During earthquakes, bodies of rock on opposite sides of faults move relative to each other. 
Both dip-slip and strike-slip displacements are recognized, as well as combinations of the 
two. During the Loma Prieta earthqu.ake, for example, the relative strike-slip displacement 
between the Pacific and North American plates was 1.9 m. In addition, there was 1.3 m of 
uplift of the Pacific plate relative to the North American plate (Figure 8.35), despite the 
common perception of the San Andreas fault as a strike-slip fault. Vertical displacement 
may be due to a bend in the trend of this section of the fault. 

A longstanding theory in geology, formulated by the analysis of surface rupture 
after the 1906 earthquake, holds that rocks deform in an elastic manner until brittle fail­
ure takes place (Figu.re 8.36). Elastic strain that had been accu.mulating on either side of 
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<II FIGURE 8.36 

<II FIGURE 8.35 
Relative horizontal and vertical 
movement of plates during the 
Loma Prleta earthquake. Source: From 
P. L. Ward and R. A. Page, The Loma Pri­
eto Earthquake of October 17, 1989, U.S. 
Geological Survey Pamphlet. 

Elastic: rebound theory. Line a-a' is a real or imaginary 
linear feature that crosses a fault (F-F') such as a road 
or fence. Elastic strain produces distortion of the line 
to the form shown as line b-b'. At the time of rupture, 
block A slides rapidly past block 8 and the elastic strain 
energy is now represented by segments c- c' and 
c• - c"'. Source: From M. P. Billings, Structural Geology, 3rd 
ed., e 1972 by Prentice Hall, Inc., Englewood Cliffs, N.J. 
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the fault is suddenly released, causing the rocks on either side of the fault to abn1ptly 
slide past each other. Elastic strain energy is released in the form of seismic waves, which 
radiate outward through the rocks in all directions from the l1ypocente·r1 or point of rup­
ture. The energy that can be obtained from elastic strain can be painfully experienced by 
holding a rubber band against someone's arm, stretching it outward, and then releasing 
it suddenly from the opposite end. The propagation of seismic waves during fault move­
ment is a consequence of elastic rebound, and the h ypothesis is known as the elastic re­
bound tlleon;. It is significant that seven damaging eartl1quakes occurred in the San 
Francisco Bay region during the 83 years prior to the great earthquake of 1906, but only 
two have occurred in the 83 years since. Release of strain energy during the 1906 earth­
quake may thus have relieved the stress on the fault for a period of decades. Some seis­
mologists believe that elastic strain energy has now accumulated to the point where 
ruptures are beginning to occur. This may suggest that in the coming decades more fre­
quent earthquakes similar to the Loma Prieta evenf: may precede the next "big one" in 
the San Francisco region. 

Although the elastic rebound theory satisfactorily explains earthquakes produced by 
the rupture of the brittle rocks near the earth's surface, the theory becomes more difficult 
to apply to those earthquakes generated at depths greater than a few 10s of kilometers be­
neath the surface. At these depths, the pressure exerted by the overlying rocks makes elas­
tic behavior less likely. A more comprehensive theory for the origin of earthquakes in 
regions of plastic deformation is thus needed. Intensive research underway at present may 
lead to an improved explanation for deep earthquakes. 

Detection and Recording 
During rupture at the hypocenter of an earthquake, the elastic strain energy stored in the 
rocks ls suddenly released in the form of seismic waves. These waves are propagated out­
ward from the hypocenter through the rocks in all directions. This seismic energy causes 
rapid vibrations in the rocks in the subsurface as well as on the land surface itself. The in­
strument designed to measure and record the characteristics of seLqmic waves is called a 
seismograph. (Figure 8.37). It consists of a weight suspended on a string or wire that acts as 
a pendulum. The inertia of the mass resLqts its motion relative to the rigid frame to which 
it is attached. When the pendulum is connected either mechanically or electrically to a pen 
in contact with a rotating drum and chart, a record of the wave vibrations, called a 
seismogram, is produced. The pendulum of a seismograph is constrained to move in only 
one direction. Therefore, a complete seismological station must contain three seismo­
graphs. One measures the vertical component of motion, and the other two measure hori­
zontal motion in directions at right angles to each other. 

Ground motion from an earthquake usually is most severe near the epicenter, the 
point on the earth's surface directly above the hypocenter. lnstruments called accelerograpl1s 
are used to measure the strong motion of an earthquake in the vicinity of the epicenter. 
Accelerographs differ from seismographs in that they begin recording only during 
strong earth movements. Seismographs record seismic waves continuously. Accelero­
graphs measure ground acceleration relative tog, the acceleration of gravity, which has 
a value of 9.8 m/s2

. The highest acceleration recorded was 1.25 g during the 1971 San 
Fernando, California, earthquake. Accelerations are measured in three directions at 
right angles to each other (Figuxe 8.38). Commonly, accelerographs are installed at dif­
ferent levels in a building or in different geologic settings in order to evaluate the re­
sponse to seismic waves of different types of structures, soils, or rocks. Seismograph 
stations are now integrated into regional and worldwide networks. These networks use 
similar equipment and process data uniformly in order to standardize data gathering 
and analysis. 
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Magnitude and Intensity 

<II FIGURE 8.37 
A seismograph Is the In­
strument used to meas­
ure seismic waves. Source: 
Photo courtesy of U.S. Geo­
logical Survey. 

The strengths and effects of ea:rthqua kes are determined in two ways. Magnitude is a quan­
titative measure of the energy released by an earthquake, as obtained from seismograph 
records. A method for determining magnitude developed by sei.qmologist Charles P. 
Richter defines magnitude as the logarithm of the largest seismic wave amplitude pro­
duced by the trace of a standard seismograph located at a distance of 100 km from the epi­
center. Magnitudes (M) obtained by this method are commonly referred to as the 
magnitude on the Richter scale. The hiighest magnitude values measured have been approx­
imately 8.9. The logarithmic aspect of magnitude means that an earthquake of magnitude 
7, for example, produces 10 times the wave amplitude of an earthquake of magnitude 6. 
Great earthquakes are classified as those with a magnitude of 8 or more. A new magnitude 
measure, the moment magnitude (Mw) is now commonly used in place of the Richter mag­
nitude. The moment magnitude is based on the seismic moment (M0), of the earthquake, 
which is defined as 

M0 =SAµ. (8.1) 

where Sis the amount of slip (m) on the fault during the earthquake, A is the area (m2) 

of the fault plane that ruptured, and µ. is the modulus of rigidity of the rocks at the 
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hypocenter (Nm-2). The modulus of rigidity measures the resistance of the rocks to 
shearing distortion by the seismic waves. The moment magnitude is cakulated from the 
seismic moment as 

M,0 = 2/3 log M0 - 6.0 (8.2) 

The SI units of moment magnitude are Nm. The moment magnihide is considered to be 
more quantitative than the Richter magnitude and better correlated with the amount of 
energy released by the earthquake. The amount of seismic energy released in an earth­
quake is a function of the volume of rock releasing strain energy during the event. Thus, 
the amount of energy liberated is maximized in great earthquakes. In fact, the small num­
ber of high-magnitude earthquakes that occur every year release more energy than the 
combined energy of the hundreds of thousands of smaller earthquakes that occur annually. 

Unlike earthquake magnih1de, intensity is a subjective measure that is determined by 
observing the effects of the earthquake on structures and by interviewing people who ex­
perienced the event. The most commonly used intensity scale is the Modified Mercnlli scale, 
which has 12 divisions (Figure 8.39). Each division describes a particular level of human 
response and building performance. Intensity generally decreases with distance from the 
epicenter (Figure 8.40); local geologic conditions, however, also influence the amount of 
gr01.md shaking. We will discuss these factors in more detail later. 

Earthquakes cannot be predicted with accuracy. On a global basis, however, there is 
a consistent relationship between magnitude and frequency (Figure 8.41). The inverse re­
lationship illustrated in Figure 8.41 shows that whereas on an average there are about 
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.A FIGURE 8.39 
The Modified M ercalli scale (abridged) for determining earthquake intensity. 

10,000 earthquakes a year of magnih1de 4, there are fewer than 10 earthquakes every 
year above magnitude 7. 

Seismic Waves 
Wave Types 
Seismic waves generated during an earthquake fall into two bask categories: body waves 
that travel through the earth's interior from the earthquake's hypocenter, and surface 



... FIGURE 8.40 
Seismic Intensity map of the 
1971 San Fernando, California, 
earthquake. Source: From W. W. 
Hays, 1980, Procedures for Estimat­
ing Eanhquake Ground Motions, U.S. 
Geological Survey Professional 
Paper 1114. 

... FIGURE 8.41 
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Average relationship between magni­
tude and frequency on a global basis. 
Source: From B. A. Bolt, Nuclear Explosions 
and Earthquakes: The Parted Veil, I!:> 1976 by 
W. H. Freeman and Co., San Francisco. 
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waves that move along the earth's surface from the epicenter. Body waves can be subdi­
vided further into P (prfrnan;) and S (secondary) waves. P waves are also known as com­
pressional waves because they travel through rocks as alternate compressions and 
expansions of the material (Figure 8.42). The movement of individual rock particles is a 
back-and-forth motion in the direction of propagation. P waves are the fastest-moving 
seismic waves. Their velocity (a), in m/ s is expressed as 

(8.3) 

where (K) is the bulk modulus of the rock (resistance to volume change),µ, is the modulus of 
rigidity (resistance to change in shape), and pis the density (g/ cm3

). 

S waves are also known as shear waves because of their mode of travel (Figure 8.43). 
The travel of S waves is analogous to the movement of a rope anchored to a wall at one 
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Oiroction of wave movomont 

Oirecilon ol particle movomont 

.A FIGURE 8.42 
The motion of P waves. The wave moves through rock as a sequence of compressions and expansions 
parallel to the direction of wave movement. Particles vibrate In back-and-forth fashion In the direction 
of wave movem ent. Source: After E. A. Hay and A. L McAlester, Physical Geology: Principles and Perspectives, 
2nd ed., © 1984 by Prentice Hall, Inc., Englewood Cliffs, N.J. 
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... FIGURE 8.43 
Transmission of S waves. Particle move­
ment is perpendicular to d irection of 
wave movement through rock. Source: 
After E. A. Hay and A. L. McAlester, Physical 
Geology: Principles and Perspeccive.s, 2nd ed., 
© 1984 by Prentice Hall, Inc., Englewood 
Cliffs, N.). 

end and shaken up and down with your hand at the other end. Although the wave motion 
moves from your hand toward the wall, the movement of the rope is up and down as the 
wave passes. This shear deformation, which is transverse to the directi()n of wave propa­
gation, explains why S waves cannot be transmitted through a liquid: A liquid has no re­
sistance to shear stresses. The discovery that S waves do not travel through the earth's 
outer core is the main evidence for the hypothesis that thfa part of the core is Ji.quid-like. 
The velocity of S waves (/3), which L"I l()wer than that of P waves, can be expressed as 

(8.4) 

The modulus of rigidity, µ,, is equal to zero in liquids; therefore, the S-wave velocity is 
zero. 

Surface waves, which arrive at seismograph stations after both P and S waves, include 
l..ove and Rayleigh waves. Surface waves are characterized by long periods (10 to 20 s) and 
wavelengths ()f 20 to 80 km. The period measures the amount ()f time that elapses between 
the arrival of two successive wave crests, and wavelength measures the distance separat­
ing identical points on successive waves. Love waves originate from S waves that reach 
the surface at the epicenter. As they move outward along the surface of the earth, they pro­
duce only horizontal ground motion. Rayleigh waves resemble the motion of ocean 
waves, with predominantly vertical displacement. A seismogram showing the arrival of 
P waves, S waves, and surface waves is shown in Figure 8.44. 
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.A. FIGURE 8.44 
Portion of a seismogram showing the arrival of P, S, and surface waves. Source: From S. Judson, M. E. 
Kauffman, and L. D. Leet, Physical Geology, 7th ed., e 1987 by Prentice Hall, Inc., Englewood Cliffs, N.J. 

Table 8.2 Travel lime and Time Interval for Arrival of Seismic Waves 

Earthquakes 281 

Dl•tance Time (S-1') 

km 500 -
50 ~ sec 

~40 

Interval 300 -
>-30 

between P 200-
.... 20 

Travel Time and S (S-P) 
100- .... 'IO 

Distance from p s 75-
>- R 

source, km min s min s min s 50- '"6 

2,000 4 06 7 25 3 19 ~4 

4,000 6 58 12 36 5 38 25· 

6,000 9 21 16 56 7 35 20· >-2 

8,000 11 23 20 45 9 22 10 -
5-

10,000 12 57 23 56 10 59 
11,000 13 39 25 18 11 39 0- "- 0 

Source: From S. Judson, M. E. Kauffman, and L. D. Leet, Physical Geology, 7th ed., e 1987 by Prentice Hall, Inc., 
Englewood Cliffs, N.J. 

Time-Distance Relations 
The difference in velocity between P and S waves means that the time interval between 
the first arrival of P waves and S waves increases with distance from the earthquake 
source (Table 8.2). Thus, the time interval between P-wave and S-wave arrivals meas­
ured at a seismograph station is an indication of the distance of the station from the epi­
center. Figttre 8.45 illustrates how S-P time differences vary with distance. The S-P time 
difference can be used for locating the epicenter of a given earthquake if at least three 
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Variation of the S-P time Interval with distance from the epicenter. As the distance from the epicenter 
increases from seismograph station XA to x,, the S- P time Interval increases. Source: From F. PrEss and 
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<II FIGURE 8.46 
The epicenter of an earthquake can be located by 
plotting three circular arcs with radii determined from 
the S- P time interval as shown in Figure 8.45. The epi­
center is located at the intersection of the three arcs. 
Sou1Ce: From F. Press and R. Siever, Earth, 3rd ed., © 1982 
by W. H. Freeman and Co., San Francisco. 

seismograms from different stations are available for the earthquake. The distance from 
the epicenter corresponding to the S-P time difference is used as the radius of a circle to 
plot a circular arc in the vicinity of the epicenter (Figure 8.46). The point where three cir­
cular arcs intersect is the epicenter. 



... FIGURE 8.47 
Determination of the Richter 
magnitude from the 5- P time in­
terval and the maximum trace 
amplitude measured from a seis­
mogram. Source: From W. W. Hays, 
1980, Procedures for Estimating Earth­
quake Ground Motions, U.S. Geologi­
cal Survey Professional Paper 1114. 
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The S- P time interval, along with maximum trace amplitude, is also useful in deter­
mining the magnitude (Figure 8.47). lf the plotted points representing the trace amplitude 
and S- P time interval are connected with a straight line on a nomogram, the magnitude of 
the earthquake is indicated where the line crosses the center scale. 

Earthquake Hazards 
Most earthquakes accompany major movements of crustal blocks along faults. Crustal 
blocks can also move without generating seismic waves. Such movement, called 
aseismic creep, is desirable from the standpoint that it relieves accumulating strain grad­
ually, thus preventing a buildup of strain leading to a major earthquake. Aseismic creep 
also has detrimental effects because of the associated displacement that takes place 
along fa ults. This displacement can rupture utility lines and wells and cause damage to 
streets, s idewalks, and other stn1ctures. A particularly dramatic example of aseismic 
creep is the 1963 failure of the Baldwin Hills Reservoir in southern California, an im­
poundment that stored water for the City of Los Angeles (Figure 8.48). AseL<>mic displace­
ment along faults located beneath the reservoir caused fracturing of the reservoir's 
underdrain system and impermeable asphalt membrane. Water leakage through the 
reservoir floor and dam eventually led to the complete failure of the dam and the drain­
ing of the impoundment. 

Hazards associated with earthquakes include surface faulting, ground shaking, ground 
failure, and destructive ocean waves called tsunamis. Rupture of the ground surface by fault 
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.A FIGURE 8.48 
Aerial view of the Baldwin Hills reservoir after failure. Aseismic creep along faults beneath the im­
poundment ruptured the impermeable seal of the bottom. Water then migrated through the dam at 
an Increasing rate until a section of the dam collapsed and the reservoir drained rapidly. Source: Photo 
courtesy of Los Angeles Dept. of Water and Power . 

.A FIGURE 8.49 
Fault scarp formed during the 1959 Hebg:en Lake earthquake In Montana. Source: I. J. Witklnd; photo 
courtesy of U.S. Geological Survey. 
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dfaplacement includes both vertical and lateral motion. Fault scarps are the result of surface 
rupture formed by dip-slip displacement during an earthquake (Figure 8.49). Obviously, 
any structure built directly across a fault that sustains surface rupture during an earthquake 
is likely to be damaged or destroyed (Figure 8.50). By mapping faults known to be active 
(those in which movement has occurred within recent geologic time), engineers can avoid 
these hazardous areas for some or all types of structures. Unfortunately, development has 
occurred over active faults in some areas (Figure 8.51). In addition, surface clfaplacement 
frequently has occurred along faults tl1at were thought to be inactive. Ground shaking is 
usually the greatest threat to buildings and human life associated with earfuquakes. The 
peak acceleration attained by a structure multiplied by its mass defines the dynamic force 
applied to the structure during an earthquake. Ground acceleration depends on the clfa­
tance from fue epicenter, the depfu of fue hypocenter, and the characteristics of the soils and 
rock beneath the foundation. The response of the structure depends upon its size and de­
sign. We will examine these factors more closely in fue following sections. 

ta) Thrusr dlsplAccrucnt lbl Vcrticol d•sploccmcnt 

i ~ 

-
(cl Left· laterul displacumunt (d) Extensional displacement 

tol Localli ed dltferentlal displacements 

.6. FIGURE 8.50 
Types of structural damage caused by ground rupture during the San Fernando earthquake. Source: 
From U.S. Geological Survey, 1971, The San Fernando, California, Earthquake of February 9, 1971, U.S. Geologl· 
cal Survey Professional Paper 733. 
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Case In Point 8.2 

<II FIGURE 8.51 
Urban development 
along the San Andreas 
fault, San Mateo Coun­
ty, California. Arrows 
show location of fault. 
Source: R. W. Wallace; 
photo courtesy of U.S. 
Geological Survey. 

Effects and Damage from the Great New Madrid Earthquakes 

Although the interior of the United States is generally considered to be seismically benign, 
a devastating series of earthquakes centered around New Madrid, Missouri, struck the cen­
tral United States over a 5-month period in 1811 and 1812. The magnitudes of several of 
these earthquakes are estimated to have reached the mid 7s in the Richter magnitude scale, 
or over 8.0 in terms of moment magnitude; the seismic intensity map of the earthquakes 
(Figure 8.58) indicates that the earthquakes were felt over most of the eastern United States. 

The first of the large earthquakes occurred in the early morning hours of December 16, 
1811. The five largest earthquakes occurred between Blytheville, Arkansas and New 
Madrid, Missouri, coincident with the epicenters of frequent smaller earthquakes that 
occur to this day in an area known as the New Madrid seismic zone (Figure 8.52). The 
proximity of the epicenters of the large quakes to the Mississippi River was responsible for 
the level of damage that was sustained. Most of the population of the day lived in far.ms or 
small villages along the river. The intense ground motion within and along the river gen­
erated great waves that washed onto the banks, throwing boats with them. The weak sat­
urated soils in the river banks failed and slumped into the channel. Several towns totally 
disappeared as a result. Saturated sand liquefied and flowed under the stresses of seismic 
shaking. Where the liquefying sand was overlain by clayey sediment, the sand burst 
through cracks or fissures and flowed onto the land surface. The remnants of hundreds of 
these sand boils are still vL<>ible throughout the region. Aftershocks were felt daily after the 
December 16 event. Large earthquakes struck again on January 7 and February 12, 1812. 
These earthquakes were widely felt as far away as the eastern seaboard. The February 12 
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event was perhaps the strongest. During the event, a block of crust along the Mississip­
pi River within the fault zone was upthrown to form a horst. This caused the river to re­
verse its course and flow northward for a short time. At least two low waterfalls formed 
in the river channel as fault scarps were instantaneously created. Although the great 
erosional force of the river began to wear down the scarps almost immediately, dozens 
of boats were capsized as they were swept over the falls, drowning most of their occu­
pants. Eyewitness accounts of the river paint a terrifying picture of giant waves and 
raging, turbulent waters crashing into the banks. Jn all, more than 2000 shocks occurred 
between December and April or May. Loss of life was minimized by the sparse popula­
tion and the low, wooden buildings. A comparable event today, with the greatly in­
creased population and infrastructure, would undoubtedly cause the greatest loss of 
life and property from a natural disaster in the hiqtory of the United States. 

Ground failure includes a variety of processes. During intense shaking, soil structure 
and behavior can be drastically altered. Seismic stresses often cause soil'> to density and 
compact. Certain saturated soils lose strength and liquefy almost instantaneously during 
seismic shaking. Jn this state, the soil can no longer support buildings, which then may 
sink and rotate into the soil as complete units (Chapter 10). This process, called liquefaction, 
was responsible for extensive damage to buildings in both the Loma Prieta earthquake 
and the June 21, 1990, earthquake in northern Iran (Figure 8.53). This 7.7 magnitude earth­
quake left 40,000 dead, 60,000 injured, and 500,000 homeless. A major factor in the loss of 
life was the poor performance of buildings during ground shaking. Downslope mass 
movements, including slumps, slides, flows, and avalanches can be triggered by earth­
quakes. Often, these movements involve huge masses of material and are responsible for 
great damage and loss of life. The Lower Van Norman Dam (Figure 8.54) nearly failed dur­
ing the 1971 San Fernando, California, earthquake because of a large slump that devel­
oped on the upstream side. If the reservoir level had not been maintained at a lower 
elevation than normal design limits called for (because of concerns for the safety of the 
dam), it most likely would have totally failed during the earthquake. The imminent failure 
during the earthquake necessitated the evacuation of 80,000 people downstream. Other 
examples of mass movement.q caused by earthquakes are discussed in Chapter 13. 

An earthquake hazard that is greatly feared in coastal areas is the tsunami, or seismic 
sea wave. These are high-energy waves generated by earthquakes whose epicenters lie 

... FIGURE 8.53 
Differential settlement due to liquefaction during the 
1990 northern Iran earthquake. The building to the left 
sank relative to the small attached structure at center, 
which has a separate foundation. Source: M. Mehrain. 



... FIGURE 8.54 
Lower Van Norman Dam 
near San Fernando, Cali­
fornia, after damage by 
the 1971 earthquake. 
Slumping of parts of the 
dam into cihe reservoir is 
evident. Sc>un:e: Photo 
courtesy of U.S. Geological 
Survey. 
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beneath the seabed. Tsunamis, as exemplified by the December, 2004 Indian Ocean tsunami, 
travel rapidly across the ocean basins and cause great damage when they impact coast­
lines. Tsunamis are described more fully in Chapter 15. 

Jn addition to the hazards just mentioned, other problems are encountered during 
earthquakes. These include fires, disruption of water supplies, and disease. As the popula­
tion of seismically active areas continues to increase, the potential for damage and loss of 
life grows accordingly. 

Seismic Risks and Land-Use Planning 
Assessment of sei<>mic hazard for an area is a complex procedure that must take into ac­
count the history of sei<>mic events in the area, the location of active faults, the regional and 
local responses to seismic events, and the seismic characteri<>tics of the surficial geologic 
materials. If the evaluation of all these factors indicates that the area may be subjected to a 
potentially damaging earthquake, measures can be taken to reduce the risks associated 
with the event. These measures can include land-use planning and zoning as well as the 
adoption of stringent building codes. 

Location of Earthquakes 
Locations of earthquake epicenters recorded during a particular period of time provide a 
good indication of seismically active areas. Such maps (Figure 8.34) show a high concen­
tration of earthquakes along lithospheric plate boundaries. Earthquakes are not limited to 
plate boundaries, however. Figure 8.55 indicates that damaging earthquakes have struck 
many areas in the United States during the past 200 years. Table 8.3 provides information 
on the magnitude and effects of these events. 
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Location of past destructive earthquakes In the United States. Source: From W.W. Hays, 1980, Procedures 
for Estimating Earthquake Ground Motions, U.S. Geological Survey Professional Paper 1114. 

In addition to determining the location of earthquake epicenters, it L<i al<io important to 
map and identify active faults. A number of specific criteria are used for recognition of an 
active fault. For example, the U.S. Nuclear Regulatory Commission (NRC) defines a capable 
fault as one that has experienced displacement at lea..<it once within the past 35,000 years. A 
map of major faults in California is shown in Figure 8.56. If a particular fault segment has 
not undergone nipture within a certain period of time, this does not necessarily mean that 
the segment is inactive. Instead, it may indicate that that section of the fault L<i locked, a con­
dition in which large amounts of elastic strain accumulate prior to infrequent, but large­
magnitude, earthquakes. Locked sections of faults are called seismic ga:ps because plots of 
earthquake hypocenters show a lack of events in these areas. A cross section of the San An­
dreas fault from northern to central California (Figure 8.57) indicates three seismic gaps: the 
San Francisco Peninsula gap, the southern Santa Cruz Mountains gap, and the Parkfield 
gap. The lower cross section shows that the southern Santa Cruz Mountains gap was filled 
by the Loma Prieta earthquake and its aftershocks. Seismic gaps are closely monitored be­
cause the longer a gap exists, the stronger the eventual earthquake may be in that area. 

Ground Motion 
The response of the earth's crust to an earthquake varies both on a regional and local 
scale. The decrease in amplitude of seismic waves as they move outward from the epi­
center is known as seismic attenuatfrm. The seismic attenuation characterL<itics of the San 
Francisco earthquake and the New Madrid, Missouri, earthquake are shown in Figure 8.58. 
The contours define zones of equal seismic intensity as measured by the Modilied Mer­
calli scale. Even though the San Francisco earthquake was much larger in magnitude than 
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Table 8.3 Property Damage and Lives Lost in Notable U.S. Earthquakes 

Damage 
Year Locality Magnitude (million dollars) Lives Lost 

1811-12 New Madrid, Mo. 7.5 (est.) 
1865 San Francisco, Calif. 8.3 (est.) 0.4 
1868 Hayward, Calif. 0.4 30 
1872 Owens Valley, Calif. 8.3 (est.) 0.3 27 
1886 Charleston, 5.C. 23.0 60 
1892 Vacaville, Calif. 0.2 
1898 Marc Island, Calif. 1.4 
1906 San Francisco, Calif. 8.3 (est.) 500.0 700 
1915 Imperia I Valley, Ca !if. 6.0 6 
1925 Santa Barbara, Calif. 8.0 13 
1933 Long Beach, Calif. 6.3 40.0 115 
1935 Helena, Mont. 6.0 4.0 4 
1940 Imperial Valley, Calif. 7.0 6.0 9 
1946 Hawaii (t~unami) 25.0 173 
1949 Puget Sound, Wash. 7.1 25.0 8 
1952 Kern County, Calif. 7.7 60.0 8 
1954 Eureka, Calif. 2.1 1 
1954 Wilkes-Barre, Pa. 1.0 
1955 Oakland, Calif. 1.0 1 
1957 Hawaii (t~unami) 3.0 
1957 San Francisco, Calif. 5.3 1.0 
1958 Khantaak Island and 5 

Lituya Bay, Alaska 
1959 Hebgcn Lake, Mont. 11.0 28 
1960 Hilo, Hawaii (tsunanti) 25.0 61 
1964 Prince William Sow1d, 8.4 500.0 131 

Alaska 
1965 Puget Sow1d, Wash. 12.S 7 
1971 San Fernando, Calif. 6.5 553.0 65 

Source: From Office of Emergency Preparedness, 1972, Disaster Preparedness, Report to Congress of the United 
States, Vol. 3. 

the New Madrid event (Table 8.3), it was felt over a much smaller area. The regional 
crustal properties of the eastern and western parts of the United States are therefore in­
ferred to ibe very different. 

On a local scale, the intensity of ground motion is largely a function of the surficial 
geology. Soft soils tend to vibrate much more strongly than stiff soils or rock. This rela­
tionship is clearly illustrated by the response to earthquakes in San Francisco. The geo­
logic setting of the city consists of deposits of bay mud and alluvium (river-deposited 
soils) in low-lying areas (Fig1.1re 8.59) and areas of bedrock at shallow depths through­
out the rest of the city. Figure 8.60 shows the distribution of intensity during the 1906 
earthquake. The areas of high intensity correspond closely to the areas underlain by 
bay mud and alluvium. Damage from the Loma Prieta earthquake closely followed the 
pattern of damage from the 1906 tremblor. The Marina district (Figure 8.60) was the 
most heavily damaged sector of the city, with structural damage to 150 buildings. This 
area was a lagoon imderlain by bay mud at the time of the 1906 earthquake. It was later 
filled by rubble from destroyed buildings to create a fairground for the 1915 Panama­
Pacific International Exposition. In 1989, land use in the Marina district was dominated 
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by expensive residential dwellings. During the earthquake, ground motion caused liq­
uefaction of the bay muds and damage to many buildings (Figure 8.61). 

The relationship between surficial material and ground motion is further illustrated 
by the recordings of accelerographs in San Francisco of a dL<>tant underground nuclear ex­
plosion (Figme 8.62). Horizontal ground motion was much greater for bay mud and allu­
vium than for bedrock when subjected to the same seismic waves. Similar results were 
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Cross sections along the San Andreas fault from north of San Francisco to Parkfield . The upper section 
shows locations of earthquakes from January 1969 through July 1989, and the lower section shows 
the Loma Prieta earthquake and its aftershocks, which filled one of three gaps in the cross section. 
Source: From P. L. Ward and R. A. Page, The Loma Prieto Earthquake of October 17, 1989, U.S. Geological Survey 
Pamphlet. 
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Seismic Intensity plotted for the 1906 San Francisco earthquake and the 1811 New Madrid, Missouri, 
event. Even though the San Francisco earthquake had a larger magnitude, it affected a smaller area 
because of differences in regional seismic attenuation. Source: From W. W. Hays, 1980, Procedures for Esti­
mating Earthquake Ground Motions, U.S. Geological Survey Professional Paper 1114. 

obtained by accelerographs that recorded some of the larger aftershocks of the Loma Pri­
eta earthquake. Soft soils actually amplify incoming seismic waves, a condition that may 
have contributed to the collapse of part of the Nimitz Freeway (Interstate 880) in Oak­
land, California. The section that failed was a two-tiered roadway known as the Cypress 
structure (Figure 8.63). The mode of failure involved collapse of the upper roadway onto 
the lower section. Vehicles on the lower section were crushed and 41 people were killed. 
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Although the entire Cypress structure was damaged, only that portion constructed on 
bay mud collapsed (Figure 8.63). 

The common practice of using artificial fill to expand urban areas in low-lying 
coastal cities creates a perilous risk for large populations throughout the world. The Jan­
uary 17, 1995 Hanshin-Awaji earthqiiake in Kobe, Japan (Mw = 6.9), became the most 
expensive earthquake in terms of property damage to date. Jn addition to nearly 5400 
deaths, the earthquake damaged or destroyed 152,000 buildings along with many other 
types of structures and utilities, generating an estimated cost of $100 billion. Damage 
was concentrated in reclaimed (filled) land and in adjacent areas underlain by 1L1nconsol­
idated materials of varioi1s types (Figure 8.64). Ground shaking in the filled areas caused 
extensive liquefaction and lateral spreading. Expulsion of water and soil during the 
spreading, much like the New Madrid earthquakes, led to subsequent settlement of the 
land surface. Like the Nimitz Freeway, elevated expressways in Kobe collapsed or were 
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extensively damaged. Building collapse was responsible for about 90% of the loss of life, 
but only about 60% of the property loss. The remaining 10% of deaths were caused by 
fires ignited by natural gas leaks and/or electrical problems. About 7000 buildings were 
destroyed by fire. 

The damage to Kobe and San Francisco is a grave warning to coastal cities with simi­
lar geologic settings. For example, Oakland, California, also has large areas of artificial fill 
overlying weak estuarine sediments, with an active fault (the Hayward fault) that has pro­
duced historic earthquakes (Figure 8.65). These cities must take all possible measures to 
minimize risk from moderate earthquakes that reoccur on a fairly frequent basis. One of 
the most effective ways to reduce htture losses in areas of high seismic risk is land-use 
planning. Zoning ordinances of various types can prevent or restrict development in criti­
cal areas. An obvious restriction is to prevent development over active faults. Although 
such a res triction seems to be only common sense, past development has largely ignored 
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.6. FIGURE 8 .61 
The third story of a three-story building in the Marina d istrict of San Francisco. The first and second 
stories collapsed due to ground shaking and liquefaction. Source: D. Perkins; U.S. Geological Survey. 
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Recordings of horizontal ground motion generated by an underground nuclear explosion. The 
ground motion is much stronger for stations located on bay mud and alluvium. Source: From 
R. D. Borcherdt, ed., Studies for Seismic Zonation of the San Francisco Bay Region, U.S. Geological Professional 
Paper 941 -A. 



... FIGURE 8.63 
Surflclal geology of the Oakland, Cali­
fornia, area. Segment AB of the 
N imitz Freeway, constructed on bay 
mud, collapsed. Segment BC was 
damaged but did not collapse. Source: 
From S. E. Hough, P. A. Fregerg, R. Busby, 
E. F. Field, and K. H. Jacob, Eos, Transac­
tions of the American Geophysical Union, 
Nov. 21, 1989. 
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the presence of known active fai1lts (Figure 8.51). Further zoning options can establish 
minimum distances, or setbacks, from active faults for buildings such as schools and hospi­
tals, where damage could result in numerous casualties. Similar restriction.q could be ap­
plied to areas of potential landsliding or severe ground shaking. The most stringent 
standards for site location and construction should be established for engineering projects 
such as dams and nuclear power plants, whose satisfactory performance in an earthquake 
is necessary to prevent massive losses in human life and property. In most parts of the 
United States, these types of structures now require the most detai.led site investigations 
and seL<>mic risk-assessment procedwres possible. 

Earthquake Engineering 
The effect of an earthquake upon a building is determined by the relationship and interac­
tion between the characteristics of the seismic waves that reach the site, the response of the 
materials beneath the building, and the design and construction of the building itself. 

Horizontal ground motions often present the most severe test of a building's ability to 
withstand an earthquake without failure. The resulting lateral accelerations impose inertial 
forces on a stn1cture. In the absence of strict building codes, struch1res rarely are designed to 
resist lateral forces of the magnitude imposed by strong ground motion. Figure 8.66 illus­
trates the nature of these inertial forces. For low, rigid structures (Figure 8.66, left) the peak 
lateral force can be calculated as the product of the mass of the building and the peak lateral 
acceleration. The lateral force for flexible buildings subjected to short-duration seismic shak­
ing can be less than the product of mass times acceleration. This force decrease is achieved 
becai1se part of the energy is absorbed by the bending action of the frame (Figure 8.66, cen­
ter). In tall, very flexible buildings, the lateral force can even exceed M X A because of the 
increase in inertial force caused by the oscillation of the structure by repeated vibrations 
(Figure 8.66, right). 

One of the most important factors in earthquake damage is the relationship between 
the vibrational period of a structure and the period of the material upon which it is built. 
When set into motion, geologic materiaLq, as well as buildings, tend to vibrate a t a certain 
rate. This characteristic rate is defined by the fundamental period. The period of a wave or 
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Corp., Beth'lehem, Pa. 
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vibration is the time interval between the passage of two corresponding points on the 
waveform, the time between two successive crests, for example. Fundamental periods of 
geologic materials range from well below 1 s for bedrock and stiff soils to several sec­
onds or more for deep, soft soils. The fundamental period of a building varies with the 
height of the structure. Tall buildings have long periods (several seconds), and low 
buildings have short periods. The effect of building height upon acceleration is illus­
trated in Figure 8.67. Accelerographs were installed in the basement and penthouse of a 
10-story warehouse that was shaken by the 1952 Tehachapi, California, earthquake. Ac­
celerations were much greater in the penthouse than in the basement. In addition, the 
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Differences in acceleration between the basement and penthouse of a 10-story reinforced-concrete 
building. Source: From F. W. Housner, Design spectrum, in R. L. Wiegel (ed.), Earthquake Engineering, el 1970 
by Prentice Hall, Inc., Englewood Cliffs, N.J. 
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penthouse accelerations clearly show the effect of the fundamental period of the build­
ing, with maximum accelerations occurring every few seconds. No such pattern is evi­
dent in the basement accelerogram. 

When the period of a soil and a building are similar, the most hazardous sit11.lation oc­
curs. Resonance between the buildiing and the soil leads to more violent shaking and 
greater damage is usually the result. Tall buildings sustain greater damage when con­
structed on deep, soft soils because of their similarity in vibrational period. Similarly, 
small, rigid buildings may perform more poorly when sited upon short-period materials 
such as bedrock. Figure 8.68 illustrates the effect of building height upon relative seismic 
damage. The damage intensity for tall structures rises dramatically when the fundamental 
period of the foundation soil is longer than 1 s. 

Construction materials and design often play a critical role in the performance of a 
building during an earthquake (Table 8.4). Small, wood-frame structures are generally 
the safest type as long as they are anchored securely to their foundations . Improperly an­
chored houses have been observed to shear apart from their foundations during lateral 
ground accelerations. Steel-frame or reinforced-concrete construction methods are least 
hazardous for multistory buildings. Buildings that provide the least degree of protection 
include those of nonreinforced masonry, brick and mortar, and adobe construction. 
Structures of this type are literally deathtraps because of their heavy weight and brittle 
behavior. The Guatemalan earthquake of 1976 provides a good example of the high cor­
relation between adobe construction and nearly total destn1ction of villages in areas of 
moderate- to high-intensity earthquakes. (Figure 8.69). Likewise, in the 1990 northern 
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Table 8.4 Earthquake Ratings for Common Building Types 

Simplified Description of Structural Types 

Small wood-frame structures, i.e., dwellings not over 3000 sq ft, 
and not over 3 stories 

Single or multistory steel-frame buildings with concrete exterior 
walls, concrete floors, and concrete roof. Moderate wall 
openings 

Single or multistory reinforced-concrete buildings with concrete 
exterior walls, concrete floors, and concrete roof. Moderate 
wall openings 

Large-area. wood-frame buildings and other wood-frame 
buildings 

Single or multistory steel-frame buildings with unreinforced 
masonry exterior wall panels; concrete floors and 
concrete roof 

Single or multistory reinforced-concrete frame buildings 
with unreinforced masonry exterior wall panels, 
concrete· floors, and concrete roof 

Reinforced-concrete bearil'g walls with supported floors 
and roof of any materials (usually wood) 

Buildmgs with unremforced brick masonry having 
sandlimc mortar and with supported floors 
and roof of any materials (usually wood) 

Bearing wall~ of unreinforced adobe, unreinforced hollow 
concrete block, or unreinforced hollow clay tile 

Relative Damageabilily 
(in order of increasing 

susceptibility to damage) 

1 

1.5 

2 

3 to 4 

4 

5 

5 

7 up 

Collapse hazards in 
moderate shocks 

Source: From D. Armstrong, 1973, The Seismic Safety Study for the General Plan, Sac.ramento, Calif.: California 
Counc.il on Intergovernmental Relations. 

Note: This table Is not c.omplete. Additional considerations would fnclude parapets, building Interiors, utilities, 
building orientation, and frequenc.y response . 

.A. FIGURE 8.69 
Devastation of adobe houses in the town of Tee.pan, Guatemala, by the 1976 earthquake. Source: 
Photo c.ourtesy of U.S. Geological Survey. 
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Levels of damage to reinforced concrete b uildings In Kobe, Japan, plotted by time of construction. 
Performance increased slgnlflcantly in bui ldings constructed after new building codes were adopted 
In 1981 . Source: From T. L. Holzer, 1995, U.S. Geological Survey. The 1995 Hanshin-Awajl (Kobe), Japan, Earth­
quake, GSA Today, 5(8):154-167. 

Iran earthquake, destruction was overwhelmingly linked to structures with unrein­
forced masonry walls and roofs. 

Stringent building codes are among the most effective measures to minimize earth­
quake damage. Structural bracing to increase the lateral resLqtance of steel and reinforced 
concrete buildings to ground motion are particularly effective. The performance of rein­
forced-concrete buildings in the Kobe earthquake was highly dependent on age (Figure 8.70), 
with newer buildings faring much better than older ones. New building codes were adopted 
in Kobe in 1981 and damage was greatly reduced in buildings constructed under these codes. 

Although building performance is certainly a major concern, the effects of earthquakes 
upon lifeline systems are also of vital importance. Lifeline systems include electricity and 
fuel supplies, water and wastewater facilities, transportation lines, and communication 
networks. Loss of these facilities in a large urban area can lead to greater problems than 
the earthquake itself. Emergency rescue and relief efforts are severely hampered by dam­
age to energy, transportation, and communication systems. The breakdown of water and 
sanitary networks can lead to disease and the inability to combat fires that may break out. 
Eighty-three years after uncontrollable fires destroyed the city of San Francisco after the 
earthquake of 1906, fires in the Marina district could not be fought with city water due to 
the ruph1re of water mains during the 1989 earthquake. 

Earthquake Prediction 
Prediction of earthquakes is a scientific goal that, if achieved, could prevent widespread 
loss of life in a major earthquake. Unfortunately, accurate prediction is not currently possi­
ble, altho1.1gh intensive research is proceeding in many areas. 

Two types of earthquake prediction are theMetically possible. The first type is long­
term forecasting, in which the probabili ty of an earthquake along a particular fault seg­
ment within a certain time interval is calculated by studying seismic gaps and historical 
records of earthquakes that have occurred along that fault segment. Table 8.5 presents 
this type of analysis for major faults in California, and Figure 8.71 graphically ill1.1strates 
the probabilities. That the Parkfield segment of the San Andreas fault was locked is quite 
clearly illustrated by the delineation of the Parkfield gap in Fig1.1re 8.57. The high proba­
bility of an earthq1.1ake in the Parkfield area is discussed below. By plotting the numbers 
of earthquakes within specific time intervals against their magnitudes, diagrams similar 
to Figure 8.41 can be constructed for a local area. From thfa plot it is possible to determine 
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Table 8.S Probabilities of Major Earthquakes on California's Primary Fault Segments 

Probability 
Estimated of Occurrence Level of 
Recurrence between Reliability 

Date of Most Expected Interval 1988 and 2018 (A, Most 
Fault Segment Recent Event Magnitude (yr) (percent) Reliable) 

San Andreas fault 

North Coa.st 1906 8 303 < 10 B 
San Fr:.mci sco Peninsula 1906 7 169 20 c 
Southern Santa Cruz 1906 6.5 136 30 E 

Mountains 
Central creeping < 10 A 
Parkfield 1966 6 21 >90 A 
Cho lame 1857 7 159 30 E 
Carrizo 1857 8 296 10 B 
Mojave 1957 7.5 162 30 B 
San Bernardino 1812(?) 7.5 198 20 E 

Mounta ins 
Coachella Valley 1680 :I: 20 7.5 256 40 c 

Hayward faul t 

Northern East Bay 1836(?) 7 209 20 D 
Southern East Bay 1868 7 209 20 c 

San Jacin to fault 

San Bern<urdino Valley 1890(?) 7 203 20 E 
San Jacinto Valley 1918 7 184 10 c 
Anza 1892(?) 7 142 30 D 
Borrego Mountain 1968 6.5 189 < 10 B 

Imperial fault 

Imperial 1979 6.5 44 50 c 

Sourct: From P. L. Ward and R. A. Page, 1989, The Loma Prieto Earthquake of October 17, 1989, U.S. Geolo9ical Survey Pamphlet. 

the recurrence interval, or the average time interva] between earthquakes of a specific 
magnitude. Predictions can then be made that an earthquake of that magnitude has a 
high probability of occurrence within a specified time interval, if the date of the last 
earthquake is known. 

Research leading to short-term predictive ability, involving a time interval small 
enough for evacuation of an area, for example, has focused on precursors that have been ob­
served prior to previous earthquakes. Precursors are physical or chemical phenomena that 
occur in a typical pattern before an earthquake. These phenomena include changes in the 
velocity of seismic waves, the electrical resistivity of rocks, the frequency of preliminary 
earthquakes (foreshocks), the deformation of the land surface, and the water level or water 
chemistry of wells in the area. Many of these precursors can be explained by a theory called 
the dilatancy model. Under this hypothesis, rocks in the process of strain along a fault show 
significant dilation or swelling before rupture. This volume increase is caused by the open­
ing of microcracks, which are minute failure zones in weaker mineral grains in the rock and 
alt1ng grain boundaries. As the porosity increases during the formatit1n of microcracks, 
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Probabilities of earthquakes between 1988 and 2018 for segments of major faults in California. Box 
size is proportional to probability and expected magnitude is shown above each box. Probabilities 
were determined one year before the Loma Prieta earthquake. Source: From P. L. Ward and R. A. Page, 
1989, The Loma Prieto Eanhquake of October 1 7, 1989, U.S. Geological Survey Pamphlet. 

groundwater flows into the highly stressed areas. These changes in density and water con­
tent affect the ability of the rock to transmit seismic waves and conduct electricity. There­
fore, seismic-wave velocity and electrical resistivity progressively change as the overall 
rupture along the fault draws near. Localized changes in land-surface elevation are also re­
lated to volume changes at depth. An area of recent uplift along the San Andreas fault near 
Los Angeles, which has been named the Palmdale Bulge (Figure 8.72), is being monitored in 
great detail as a possible indicator of a future earthquake. 

Volume changes and groundwater movement may be reflected by changes in water 
levels in wells as well as by changes in the chemical composition of groundwater. 
Radon gas has been observed to increase in wells prior to earthquakes. These increases 
are perhaps related to the release of radon gas from rocks during the formation of mi­
crocracks. The pattern of seismic activity in the vicinity of an area of imminent fai1lt rup­
ture is also significant. This pattern consists of an initial rise in the number of small 
events, followed by a decline in foreshocks just prior to the major earthquake. The de­
cline may represent a temporary increase in rock strength before the newly formed mi­
crocracks are filled with water. 

The precursor phenomena can be grouped into stages according to the dilatancy 
model (Figure 8.73). Stage I consists of a gradual stress buildup along the fault. Stages II 
and III are correlated with dilatancy and water influx. Stage IV is the major earthquake, 
and Stage V is the aftermath of the event. If every earthquake followed the seqi1ence 
shown in Figure 8.73, with uniform stage duration, earthquake prediction would be a sim­
ple matter. Instead, each earthquake is unique in terms of specific precursor behavior pat­
terns and length of precursM stages. Two magnitude-5 earthquakes preceded the Loma 
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Uplift along the San Andreas fault In the vicinity of Palmdale, California. This activity may be a precur­
sor to a future earthquake. Source: From F. Press and R. Siever, Earth, 3rd ed., IC> 1982 byW. H. Freeman and 
Co., San Francisco. 

Prieta event by 15 and 2 months. In each case, a public advisory was Lqsued stating that the 
earthquakes could be foreshocks to a stronger earthquake within 5 days. However, the 
fault did not cooperate and prediction was not successful. Continued research and study 
of future earthquakes will certainly lead to refinement of the dilatancy model, or to a re­
placement model with more accurate predictive capa.bilities. 

The strange behavior of animals before an earthquake has been recognized for cen­
turies and is now being studied scientifically for use in earthquake prediction. The range 
of unnatural behavior patterns is extremely diverse. Many animals seem restless and 
frightened. Snakes have come out of hibernation during the winter and frozen to death. 
Normal eating and sleeping patterns are abandoned. Although the exact means by which 
animals sense an impending earthquake are unknown, suggestions have included 
changes in subsurface water content, acoustic emissions, and electrostatic effects. 

As a result of past earthquake disasters, the People's Republic of China has devel­
oped the world's most advanced earthquake prediction program. Since the 1970s, a 
number of successful predictions have been made. In 1975, prediction of the Haicheng 
earthquake (magnitude 7.3) was responsible for saving tens of thousands of lives by 
evacuation from hazardous buildings. A notable failure, however, was the inability to 
predict the 1976 Tangshan event (magnitude 7.6), in which perhaps as many as three­
quarters of a million people were killed. Two recent examples illustrate the uncertain· 
ties and dangers of earthquake predictions. The high probability of an earthquake in 
the Parkfield segment of the San Andreas fault was mentioned earlier. Concern about 
the Parkfield area was based on the historical earthquake record (Figure 8.74), in 
which significant earthquakes occurred in 1857, 1881, 1901, 1922, 1934, and 1966. The 
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average recurrence interval of these events was 22 years, with a maximum time be­
tween events of 32 years. Because of the historical regularity of the events, and because 
the previous six events had ruptured the same area on the fault, the U.S. Geological 
Survey issued a prediction in 1985 that there was a 95% probablility that a magnitude 
5.5-6 earthquake would occur between 1985 and 1993. In anticipation of the upcoming 
earthquake, a highly detailed monitoring network was set up at Parkfield, including 
seismometers, creep meters, borehole strain meters, and other instruments, many of 
which are monitored in real time and can be accessed from the web site, quake.wr.i.1sgs. 
gov /resear"Ch/parkfield/index.html. In addition to the monitoring network, the U.S. 
Geological Survey established a four-tiered system of alerts: D, C, B, and A, with in­
creasing level of concern for the magnitude-6 event. With a status A alert, the public is 
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Past earthquakes on the Parkfield section of the San Andreas fault occurred in 1857, 1881, 1901, 
1922, 1934, and 1966. The extrapolation of the trend of these events led to the p rediction of a mod­
erate eartllquake In 1988, which did not actually occur until 2004. Source: National Earthquake Predic­
tion Evaluation Council Working Group, 1994, Earthquake Research at Parkfield, California, 1993 and 
Beyond- Report of the NEPEC Working Group to Evaluate the Parkfield Earthquake Prediction Experiment, U.S. Geo­
logical Survey Circular 1116. 

notified and recommended to follow earthquake preparedness procedures that have 
been widely circulated to residents. If the earthquake does not occur within 72 h, the 
alert is considered to be a false alarm. As of 2001, two level-A alerts had been issued, 
triggered by Mw-4.7 and 4.8 earthquakes that occurred in 1992 and 1993. Both proved 
to be fals·e alarms. The predicted earthquake finally arrived on Sept. 28, 2004, a Mw-6.0 
event. The arrival of the main event 11 yea.rs after the prediction window shows that 
precise earthquake prediction continues to elude our best efforts. The monitoring sys­
tem, however, has produced much new information about the fa ult and its seismicity. 

A much more troubling example of earthquake prediction was the forecast of a New 
Madrid e.arthquake on December 3, 1990. The prediction, a 50% chance of an earthquake 
within a 5-day period, was made by Dr. Iben Browning, an independent scientist, albeit one 
who had no training in seismology. Following closely on the heels of the widely publicized 
damage from the 1989 Loma Prieta earthquake, Dr. Browning's prediction attracted local 
and national media coverage. Despite the cJiqavowal of Browning's methods and prediction 
by earthquake experts, New Madrid became the center of a media frenzy. As the day drew 
near, tourists and media crews descended on the town. Schools and factories were closed. 
Twenty-two million dollars worth of earthquake insurance was purchased by homeowners. 
As the period came and went, nothing happened. Although the publicity of a potential 
earthquake probably motivated many people in the region to become more knowledgeable 
about earthquake preparedness, the public's confusion between real and "junk" science il­
lustrates a real problem in creating an effective warning system for natural disasters. 

With our ever-growing knowledge of earthquake processes, prediction is bound to 
become more accurate. In 2003, the U.S. Geological Survey issued another prediction, 
this time for the San Francisco Bay regions (USGS, 2003). This one predicts a magnitude 
6.7 or greater earthquake within the 30-year period 2003-2032, with a 62% probability. 
This pred iction considers the numerous faults that potentially could rupture to produce 
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30-year probabilities of ruptures for faults in the San Francisco Bay area. The probability for an earth­
quake on any of the faults at a magnitude of 6.7 or greater is 62%. Source: U.S. Geological Survey, 2003. 

this event (Figure 8.75), each of which has its own, smaller probability of producing the 
earthquake (Table 8.6). The worst-case scenario for this earthquake, a 7.9 event similar to 
the 1906 earthquake, is estimated to produce a loss of life of 5800 people if it strikes dur­
ing working hours in the rapidly growing Bay area. This prediction really highlights the 
need to prepare for the event with all of the tools available. 



Table 8.6 The 10 Most Damaging Earthquake Scenarios for the San Francisco 
Bay Area and Their 30-Vear Probabilities 
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30-year Probability Magnitude 

Rodgers Creek 
Northern Calaveras 
Southern Hayward (possible repeat of 1868 

earthquake) 
Northern + Southern Hayward 
Mt. Diablo 
Green Valley.Concord 
San Andreas: Entire N. CA segment (possible repeat 

of 1906 earthquake) 
San Andreas: Peninsula segment (possible repeat 

of 1838 earthquake) 
Northern San Gregorio segment 
San Andreas: Peninsula + Santa Cruz segment 

Source: USGS, 2003. 

Case In Point 8.3 

15.2% 
12.4% 
11.3% 

8.5% 
7.5% 
6.0% 
4.7% 

4.4% 

3.9% 
3.5% 

The San Fernando and Northridge Earthquakes: (Seismic) 
History Repeats Itself 

7.0 
6.8 
6.7 

6.9 
6.7 
6.7 
7.9 

7.2 

7.2 
7.4 

Among recent earthquakes in the United States, the February 9, 1971, earthquake in San 
Fernando, California, and the nearby January 17, 1994, Northridge earthquake stand out 
for several reasons. First, both events struck the .same outlying vicinity of a major metro­
politan area, Los Angeles. Thus, despite the relatively moderate magnitude of these events 
(Table 8.7), great damage was caused to the densely populated area. Second, although the 
earthquakes occurred in a region known to be seismically active, displacement took place 
along faults that either were not known or considered to be active prior to the earthquakes. 
Third, the network of seismograph stations that recorded the 1971 event provided the 
most detailed and abundant data ever gathered for an earthquake. These data provide 
many interesting facts and interpretations, including the highest ground accelerations 
ever recorded. These accelerations commonly ranged from 0.5 g to 0.75 g, with peak 
recorded values of more than 1 g. Accelerations of this magnitude are particularly signifi­
cant because they exceed by several times the design values used for earthquake-resistant 
structures. Finally, the earthquakes provided a performance test for many modern build­
ings constructed under recent building codes. Unfortunately, many of the structures did 
not perform well (Table 8.8). Even worse, some critical highway bridges that were de­
stroyed and rebuilt after the 1971 earthquake collapsed again in 1994. 

The San Fernando earthquake was generated by movement along a number of 
minor faults near a bend in the San Andreas fault. The locations of the main shock and 
major aftershocks are shown in Figure 8.76. Fortunately, the earthquake took place about 
6:00 A.M.; at this hour schools were unoccupied and streets and highways were nearly 
deserted. Had the earthquake struck just 1 h or 2 h later, the loss of life would have been 
much greater. Ground shaking from the main shock lasted about 1 min; the duration of 
strong motion was only about 10 s. For a moderate event, the destruction inflicted by the 
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Table 8.7 Comparison of the San Fernando Valley and Northridge Earthquakes 

Deaths 
Damage 
Magnitude 
Hypocenter 
Fault 

Ground movement 

1971 San Fernando Valley 

64 (most occurred in one building) 
$511 million 
6.5 
12- 13 km 
Reverse fault. Rupture began at 

depth but ruptured the surface 
for 15 km. North dipping. 

About 2 m of offset, primarily 
vertical, with some 
left-la teral slip. 

1994 Northridge 

51 (as of January 20, 1994) 
Estimates up to $30 billion 
6.6 
14km 
Previously unmapped blind 

reverse fault. Rupture began 
at depth and did not break 
surface. South dipping. 

Approximately 1 m of vertical 
uplift. 

Source: Eos, 1994, Transactions of the American Geophysical Union, 75(4), January 25, 1994. 

Table 8.8 Estimate of Damage from the San Fernando Earthquake 

Structu re 

Schools 
Hospitals 
Residential: 

Homes 
Apartment houses 
Mobile homes 

Commercial buildings 
Miscellaneous structures 
Highways and roads 
Dams 
Other public structures 
Utilities 
Personal property 

Total 

Number Damaged 

180 
4 

21,761 } 
102 

1,707 
542 
250 

Amount 

$22,500,000 
50,000,000 

179 ,500 ,000 

27,500,000 
36,500,000 

145,000,000 
42,000,000 
50,000,000 

$553,000,000 

Source: From R. Kachadoorlan, 1971, An estimate of damage In the San Fernando, California, earth· 
quake of Feb. 9, 1971, in The San Fernando, California, Earthquake of February 9, 1971, U.S. Geological 
Survey and National Oceanic and Atmospheric Administration, 1971, U.S. Geological Survey 
Professional Paper 733. 
Note: Data supplied by the city of Los Angeles, city of San Fernando, county of Los Angeles, Los 
Angeles Unified School District, U.S. Army Corps of Engineers, Los Angeles Food Control System, State 
of California, and region 7 of the Office of Emergency Preparedness. 

San Fernando earthquake was quite striking. Sixty-four people died, and property 
damage estimates ran into the hundreds of :millions of dollars (Table 8.7). These d am­
ages would have seemed insignificant had the Lower Van Norman Dam failed (Figure 
8.54), an event that was narrowly avoided. By compari<>on, the Northridge earthquake, 
an event of approximately the same magnitude only 16 km from the epicenter of the 
1971 event, caused property damage that :may amount to 60 times greater than the 1971 



Earthquakes 311 

0 • 3.() - 3.4 ;., N .., 
~ 

• • 3.S - 3.9 • 

t "' "' ~ • 4.0 - 4 .4 ~ 

6 10 km • 4.5 - 5.1 

Castaic 

• • • • 

• FIGURE 8.76 
Map of the main shock and aftershocks greater than magnitude 3.0 for a 3-week period following the 
San Fernando earthquake. Source: From U.S. Geological Survey, 1971, The San Fernando, California, Eanh­
quake of February 9, 1971, U.S. Geological Survey Professiona l Paper 733. 

earthquake (Table 8.7). Aside from inflation, the dramatic increase in losses can be attributed 
to an explosion of population growth and development in the area between 1971 and 1994. 

Smface ruptures associated with the earthquake were mapped in a zone approxi­
mately 15 km in length. The specific types of surface displacements exhibited a complex 
and variable pattern (Figure 8.50). Damage to buildings, roads, and utilities was intense 
in these areas (Figure 8.77). Ground shaking provided the other main cause of damage. 
High-rise buildings in the area consisted mainly of medical facilities. Of four hospitals 
damaged, two were total losses. Parts of Veterans's IIospital, a pre-1930, nonreinforced­
concrete structure, collapsed, killing 45 people (Figure 8.78). The newly constructed $25 
million Treatment and Care Facility at the Olive View Hospital also sustained severe 
damage and had to be demoJLqhed. The building was a five-story reinforced-concrete 
structure. The first- and second-story columns were particularly hard hit (Figure 8.79). 
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<II FIGURE 8.77 
Damage to highway by 
surface rupture from the 
1971 San Fernando, Cali­
fornia, earthquake. 
Source: Photo courtesy of 
U.S. Geological Survey. 

<II FIGURE 8.78 
Cleanup following col­
lapse of Veterans's Hospi­
tal during the San 
Fernando earthquake. 
Forty-five people were 
killed. Source: Photo cour­
tesy of U.S. Geological Sur­
vey. 

Two other relatively new hospitals were also severely affected. One hundred eighty 
school buildings were damaged in the earthquake. Seismic standards were established 
for schools in California with the enactment of the Field Act in 1933. Schools built before 
the Field Act performed much less satisfactorily than post- Field Act buildings. Seven 
pre-Field Act schools in the Los Angeles Unified School District suffered sufficient dam­
age to warrant demolition after the earthquake. Luckily, no schools were occupied at the 
time of the earthquake. Other buildings erected prior to 1933 fared poorly during the shak­
ing. Most of these, including Veteran's Hospital, were constructed of nonreinforced con­
crete. Wood-frame buildings were damaged throughout the area of ground shaking, with 
more severe damage occurring in older houses that lacked lateral bracing and that may 
have been weakened by dry rot or termite damage. Two-story houses sustained more 
damage than one-story structures (Figure 8.80). Mobile homes were shaken from their 
foundations in many developments because of inadequate anchoring. 

Damage to lifeline systems was extensive in the areas of strongest ground motion. 
Water-supply systems were disrupted in several cities, including the failure of dams, and 



... FIGURE 8.79 
Damaged column of re­
inforced-concrete ambu­
lance port at O live View 
Hospital. Source: National 
Ocean I c and Atmospheric 
Administration . 

.A. FIGURE 8.80 
Damage to two-story house near San Fernando. Source: Los Angeles Dept. of Building and Safety. 
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breaks in water lines, tunnels, and aqueducts. The water distribution system for the city 
of San Fernando (population 17,000) was completely destroyed. Also affected were gas 
systems, sewage lines, and highways. Several major highway interchanges were blocked 
by overpass collapse (Figure 8.81). The failure of some of the same overpasses in 1994 
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.A. FIGURE 8.81 
Collapse of an overpass caused by the San Fernando earthquake. Source: Photo courtesy of U.S. Geologi­
cal Survey. 

was a sobering reminder that earthquake-proof design is not yet a reality in Southern 
California. 

Overall, the San Fernando earthquake produced widespread damage that could have 
been inestimably worse if it had struck during midday or if the Lower Van Norman Dam had 
totally failed and released its reservoir upon the large population below. Similarly, the North­
ridge earthquake struck very early in the morning when schools and public buildings were 
unoccupied. Although the loss of life was severe, the vast majority of dwellings performed 
well enough to litnit casualties to fewer than were sustained in 1971 with a lower population. 
We can only speculate what the cost in human lives would have been without the advances 
in building codes, land-use planning, and seismic monitoring that have taken place over the 
past few decades. We can only hope that the combination of improved building codes, strict 
land-use planning, and advances in earthquake prediction will minimize loss of life and 
damage from future earthquakes. 

Summary and Conclusions 
In order to understand rock structures, we must take into account the high confillling pres­
sures and temperatures at the depths where deformation occurs, as well as the long periods of 
time available for the application of stress. The interpretation of aerial photographs and the 
construction of geologic maps is the first step in characterizing the structure and geologic his­
tory of an area. These maps are made by plotting the distribution of rock types and the spatial 
orientation of structural elements on base maps. The strikes and dips of planes associated 
with bedding, joints, and faults are measured in order to reconstn1ct the deformation of the 
area prior to erosion. Cross sections utilizing these data can be derived from geologic maps. 
Geologic maps and cross sectit1ns are essential tools for engineering site investigations. 
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Folding encompasses a range of mechanical processes in which horizontal sequences 
of rocks are deformed into undulating, wavelike forms. Anticlines and synclines are the 
main types of folds, although folds can be described as symmetric, asymmetric, over­
turned, or recumbent, depending upon the orientations of the axial plane and the limbs. 
Domes and basins are large-scale structures whose bilateral cross sections are anticlines 
and synclines, respectively. Plunging folds develop complex outcrop patterns after erosion. 

Fractures can be classified as either joints or faults. Both types control the strength and 
permeability of rock masses. Fault terminology is based on the type of slip displayed and 
the relative movement of opposing blocks. The types of faults that occur are governed by 
the type and orientation of stresses in the deformmg rock mass. Thrust and reverse faults 
develop under compression, whereas tensional stresses often are responsible for normal 
faults. Strike-slip faults are found where shear stresses dominate between cn1stal blocks. 

When crustal blocks suddenly slip past one another, elastic strain energy is released in 
the form of seismic waves. According to the elastic rebound theory, elastic strain energy is 
gradually accumulated until brittle rupture occurs. Seismic waves are recorded by seismo­
graphs or, near the epicenter, as ground accelerations by accelerographs. 

Earthquake magnihtde is a quantitative measure of the amount of energy released, 
whereas intensity is a descriptive value assigned by the assessment of earthquake damage 
at a given location. Magnitude and frequency are inversely proportional; only a few great 
earthquakes strike each year over the entire earth. 

Much information about earthquake processes and the earth's interior is gained by the 
study of seismic waves. The compressional (P) waves travel at the highest velocity; shear 
(S) waves travel more slowly and terminate abruptly at the earth's liquidlike outer core. 
Love and Rayleigh waves travel outward from the epicenter near the earth's surface. The 
S-P time interval is useful for determming the magnitude of the earthquake as well as the 
location of the epicenter. 

A variety of hazardous processes are initiated by earthquakes. Surface rupture Lq com­
mon along the fault that generated the earthquake. Ground shaking, which affects a much 
larger area, is responsible for much of the damage to s:tructures. Shaking also can cause var­
ious types of ground failure. When earthquakes take place offshore, tsunamis radiate out­
ward to cause great damage in coastal areas. Finally, earthquakes are responsible for human 
catastrophes due to disease and fire when urban and suburban lifeline systems are severed. 

Massive governmental and private efforts have been directed toward reducing earth­
quake damage. These programs include the identification of hazardous areas such as fault 
zones and the prediction of localized ground motion. Soil and rock types govern the re­
sponse of a particular site to ground shaking. Specifically, buildings constructed on thick, 
soft soils sustain maximum damage when set into vibration. Risks can be reduced by zon­
ing ordinances that prevent construction in high-hazard areas or specify construction tech­
niques for critical struchtres. 

Earthquake engineering is the analysis of the effect of vibrations upon structures and 
the design of earthquake-resistant buildings. Each building has a fundamental period of 
vibration. When this period corresponds closely to the period of the foundation materials, 
maximum damage is likely. Modern steel, wood-frame, and reinforced-concrete designs 
perform well during vibrations; heavy, rigid buildings including those of nonreinforced 
concrete, brick, and adobe fare poorly. Increasingly, strict building codes eventually will 
prove worthwhile in savings of life and property. 

Earth.quake prediction holds promise for fuhtre damage reduction. It is hoped that the 
increasing sophistication of seismic detection instruments will allow the recognition of 
predictable patterns of precursor phenomena. These data, along with the study of animal 
behavior, someday may yield a method for preventing the great disasters to which some 
regions are nt1w accush1med. 
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Problems 
1. How can the deformation of rocks deep within the 

earth's crust be simulated in laboratory tests of rock 
samples?' 

2. What evidence leads us to believe that rocks ex­
posed at the surface were deformed at grea t depths? 

3. What field measurements are made in the study of 
rock structures? What do they indicate about the 
structures? 

4. In what type of geologic setting or province would 
you be likely to Elnd highly folded rock..~? 

5. What is the difference between faults and joints? 

6. Describe the relationship between fault type and 
stress orientation. 

7. Sunm1arize the ideas that led up to the theory of 
plate tectonics. 

8. List as many ways as you can how folds and faults 
would inJJuence the construction of tunnel~ and 
dams. 

9. Describe the major structural features of your state, 
province, or region. 

10. Why doesn't the elastic rebound theory satisfactorily 
explain all earthquakes? 

11. Describe the instruments used to measure earth-
quakes. 

12. Contrast earthquake magnitude and intensity. 

13. Why can't S waves travel through the earth's core? 

14. A city near the epice11ter of an earthquake sustains 
major da111age to poorly constructed buildings, al­
though hospitals and schools designed to resist 
damage from ground motion sustain only minor 

damage. Tall, thin sLTUctures such as chimneys and 
towers topple throughout the city, and newly de­
posited mounds of sand are found on the ground 
surface near the river. What was the intensity of 
the earthquake? 

15. Based on Figure 8.40, what were the probable effects 
of the San Fernando earthquake in San Diego, 
California? 

16. Using Table 8.2, estimate the distance between the 
earthquake epicenter and the point at which the 
seismogram shown in Figure 8.44 was recorded. 

17. If the S- P time interval measured from a sel~mo­
gram i~ 32 sand the maximum amplitude is SO mm, 
what was the Richter magnitude of the earthquake? 

18. How is a tsunami generated? 

19. How do the geologic materials beneath a site influ­
ence its response to an earthquake? 

20. A 12-story building is constructed in an area in 
which the soils arc 600 ft deep. Wl1at percentage of 
structural damage can be expected? 

21. Approximately how many earthquakes of magni­
tude 7 occur worldwide every year? 

22. Suggest lwo likely locations for future earthquakes 
along the San Andreas fault south of San Francisco. 
How are these areas identified as possible earth­
quake epicenters? 

23. What are the major areas of research concerned with 
earthquake predictions? 

24. How might the effects of the San Fernando earth­
quake have differed if the magnitude were 8.0 in­
stead of 6.5? 
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CHAPTER 

Weathering and Erosion 

W e have followed the various igneous, metamorphic, and sedimentary 
processes leading to the formation of rock.q on the surface and below the 

surface of the earth's crust. We have seen how tectonic forces driven by the 
earth's internal energy elevate deeply formed rocks to the earth's surface. Pro­
gression through the geologic cycle now brings us to the processes acting upon, 
or just below, the surface of the earth that are associated with the action of water, 
ice, wind, and gravity. These processes, fueled by external energy derived from 
the stm, are components of the hydrologic cycle. Together, they lead to the di<>­
integration and decomposition of continental rocks, followed by the transporta­
tion of debris and chemical elements to the ocean basins, where sedimentation 
precedes the ultimate formation of new continental rocks. 

Weathering ls the mechanical and chemical breakdown of rocks exposed 
at the earth's surface into smaller particles that may differ in composition 
from the original substance. Although the mechanical and chemical aspects 
of weathering will be discussed separately, they occur simultaneously and 
are related in many ways. 

Weathering processes are of interest and importance to a broad range 
of scientists and engineers. Soil scientists study weathering processes in re­
lation to the genesis of agriculturally productive soils from rocks and un­
consolidated deposits. Hydrogeologlsts investigate the chemical constituents 
that are released by weathering reactions in the upper few meters of the 
soil zone and are then carried downward to influence the chemical compo­
sition of groundwater. Geologists and engineers have demonstrated the 
role of weathering in landslides and other types of slope failure. 1n the con­
struction industry, the effect of weathering on building stone ls of great 
concern, an effect obvious to anyone who has observed the faded and in­
distinct inscriptions on old tombstones. The deterioration of building 
stone, road aggregate, and other construction materials is a serious and ex­
pensive consequence of weathering phenomena. Perhaps the most impor­
tant influence of weathering is its relevance to the design and performance 
of structures built upon weathered rock. Weathering gradually weakens 
rock; in some climates the end result Lq a deep mantle of residual soil with 
vastly different engineering properties from the parent rock. The effects of 



... FIGURE 9.1 
Clim atic Influences on types 
of weathering processes. 
Source: From L. Peltier, 1950, 
The geographical cycle In 
periglacial regions as it Is related u to climatic geomorphology; re- !.. 
produced by permission from .. 
the Annals of the Association of 3 
American Geographers, 40:219, \'! 

"' 0. 
Fig. 3. E 

! 
... 
" c: c: .. 
c: .. 
"' :t 

-15 

-1 0 

- 5 

0 

5 

10 

15 

20 

25 

30 
200 

Moderate 
mechanlcol 
weathering 

150 100 

Mean annual rainfall (cmJ 

Mechanical Weathering 319 

Vcrv 
slight 

w eathering 

50 0 

weathering must be assessed at every foundation site where design requires the pres­
ence of predominantly unaltered rock. 

The types and intensity of weathering processes that occur in a particular area are pri­
marily the result of climate. Temperature controls the mechanical processes caused by the 
freezing and thawing of water, as well a_q influences the rates of chemical weathering reac­
tions. The other main climatic variable is precipitation, because water plays a part in both 
physical and chemical weathering processes. The dominant type of weathering that can be 
expected in a particular climatic region is indicated in Figure 9.1, which utilizes mean an­
nual rainfall and mean annual temperature to characterize climate. 

Mechanical Weathering 
Mechanical weathering includes processes that fragment rocks into smaller particles by ex­
erting forces greater than the strength of the rock. Usually, these forces act within rock ma'>s­
es to overcome the tensile strength of the rock, which is much lower than its compressive 
strength. The principal mechanical and cl1emical weathering types are shown in Table 9.1. 

Frost action L'> one of the most effective mechanical weathering processes. When water 
freezes within a rock mass, its volume expansion (Figure 9.2) exerts pressure potentially 
greater than the tensile strength of most rocks (Chapter 7). The increase in volume is 
caused by the formation of a hexagonal structure in which the water molecules are farther 
apart than in their more densely packed condition in liquid water. The maximum pres­
sure exerted by this process occurs at a temperature of -22°C. However, experimental 
field studies have shown that temperatures rarely reach this point. In addition, the freez­
ing temperature of water declines if dissolved solutes are present and as the pressure in­
creases. Because of these and other arguments it is not considered likely that in-place 
freezing of water in rocks can account for the large amount of shattering that is observed 
(Figi1re 9.3). A current alternative hypothesis involves the growth of ice in rock pores and 
fractures by migration of water to the freezing front (Figure 9.4). In this model, a thin 
layer of liquid water adsorbed to the rock surfaces resists freezing because of its more or­
dered structure. Water will migrate from unfrozen portions of the rock to the ice/water 
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Table 9.1 Mechanical and Chemical Weathering Processes 

Mechanical 
Frost action 
Salt weathering 
Temperature changes 
MoL.~ture changes 
Unloading 
Biogenic processes 

Chemical Solution: 

CaC03 + H2C03 
(Calci te) (Carbonic 

acid) 

Hydrolysis: 

~ Ca2+ 

(Calcium 
ion) 

+ 2HCO~ 

(Bicarbonate 
ion) 

2KJ\lSi30 8 + 2W + 9H20 ~ A12Si20 5(0H)4 ~ 4H4Si04 + 2K+ 
(Orthoclase) 

Hydratiml: 

CaS04 
(Anhydrite) 

Oxidation: 

4FeSi03 

(Pyroxene) 

1.00025 

8 1.00020 -0 
£ 1.00015 
:f 
'S 

j 1.000'IO 

~ 
1.00005 

1.00000 

(Kaolinite) 

+ 2H20 ~ CaSOd · 2H20 
(Gypsum) 

+ 0 2 + HP ~ 4PeO(OH) + 4Si02 

(Dissolved 
silica) 

(Llmonite) (Dissolved 
silica) 

<Oil FIGURE 9.2 

(Dissolved 
potassium) 

The change in volume of water with temperature. 

2 4 6 8 10 

Temperature (°C) 

interface in the pore under an energy gradient that exists because unfrozen water has 
more free energy (the type of energy that drives chemical reactions) than water in its 
frozen form. The migration of water to the freezing front is a function of the porosity and 
permeability of the rock, the dissolved soHds content of the pore water, and other factors. 
As the incoming water freezes in the pore, the resulting pressure causes the pore to prop­
agate by the formation of microfractures at the pore boundaries. This model ls consistent 
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.A. FIGURE 9.3 
Angular blocks of rock in the Madison Range, Montana, produced from an outcrop by frost action. 
Source: Photo courtesy of the author. 

II- FIGURE 9.4 
Ice forming within a rock pore or frac­
ture. A thin layer of ordered water lines 
the rock su rface. Pore water from un­
frozen areas of the rock migrates to the 
pore under an energy gradient and 
freezes In the pore, adding to the volume 
of Ice and causing m lcrofractures to form 
and enlarge the cavity. 

Pore waler migration 

with field conditions, as indicated by experimental studies and field measurements. The 
size and shape of the angular rock fragments that are produced by frost action depend 
upon the joint spacing and orientation in the rock (Figi1re 9.3). On slopes, rock fragments 
produced in this manner may fall, slide, or roll to lower elevations, where they form a 
continuous sloping mantle of loose rock called a talus slope (Figure 9.5). 

The effects of crystallization of salt within a rock are somewhat similar to the effects of 
freezing water. The expansion and weakening of the rock caused by salt crystallization is 
called salt weathering, and it presents one of the most serious threats to the durability and 
appearance of stone buildings. The salt that crystallizes from solution in the rock includes 
not only sodium chloride but also a number of chloride, sulfate, and carbonate salts that 
can enter the rock in several ways. Sedimentary rocks may retain salts from their original 
deposition. Other dissolved constituents may be contributed by chemical weathering 
processes. The salt may also be introduced after the rock is quarried. Polluted urban air 
and rainfall, for example, are excellent sources of salt. 

Salt can crystallize from an aqueous solution as a crust on the rock surface or within 
rock pores and voids. Often, a concentration of salt forms in a thin layer just belt1w the 
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A. FIGURE 9.5 
Accumulation of loose rock on a talus slope, southeastern Iceland. Soun:e: Photo courtesy of the author. 

rock surface. In this case, the surficial layer gradually deteriorates until it splits, or spalls, 
off from the rock face, at which time the process begins again. Inside the rock, salt crystals 
can weaken the rock in at least three ways. The first way is the pressure and expansion 
caused by the initial growth of the salt crystal. Second, upon heating, the salt crystals ex­
pand more than the surrounding minerals of the host rock, so that pressure is created. 
And third, salt crystals tend to absorb water into their structure to form hydrated crystals. 
This entails a volume expansion and an increase in pressure upon the adjacent grains, 
which can reach extremely high values (Figure 9.6). These hydration pressures can at 
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Hydration pressures produced by hydration of CaS04 • ~ H20. Soun:e: From E. M. Winkler and E. J. Wilheim, 
1970, Salt burst by hydration pressures in architectural stone in urban atmosphere, Geological Society of America 
Bulletin, 81 :567- 572. 
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times exceed the tensional strength of the rock, causing spalling of thin, exterior layers. 
Unfortunate demonstrations of salt weathering were initiated by the removal of carved 
stone monuments from Egypt and other arid regions and their relocation to more humid 
climatic regimes in Europe and the United States. Inscriptions that were clearly readable 
after thousands of years in their original climate are destroyed in a hundred years of 
weathering in cool, humid climates. 

Case In Point 9.1 
Salt Weathering and Ancient Egyptian Monuments 

The ancient Egyptians built most of their temples and monuments along the flood plain 
of the Nile River. In the 1960s, the historical pattern of yearly Nile floods followed by 
dry periods was broken by the construction of the Aswan High Dam. The storage of 
Nile water in Lake Nasser, upstream from the dam, allowed the Egyptians to regulate 
their water usage and, for the first time, grow two or sometimes three crops per year ir­
rigated by water released from the dam during the dry season. Although the enhanced 
crop yields were a great benefit to the country, an unintended consequence of the in­
creased irrigation was a rise in water tables beneath the flood plain. Grol.indwater grad­
ually began to saturate the foundatioM of stone monuments and temples. The water 
moved upward in the stone by capillary action, carrying its dissolved salts along with 
it. As the water evaporates in the dry air, salt precipitates, causing damage to the rock 
by salt weathering. Figure 9.7 shows the Sacred Lake of Dendara Temple, a 2000-year­
old temple in Upper Egypt near Qena. Cleopatra visited this temple with her lover 
Marc Antony and may well have bathed in this pool. Today, the impoundment is dry 
because of pumping wells installed around the perimeter designed to lower the water 

_. FIGURE 9.7 
View of the Sacred Lake of Dendara Temple, Egypt. Photo taken from the roof of the temple. 
The water table is kept artificially low by pumping groundwater and piping It away from the site. 
Source: Photo courtesy of the author. 
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<II FIGURE 9.8 
Salt precipitate on the lower walls 
of the lake. Groundwater rises from 
the water table into the sandstone 
blocks by capillary action. When 
the water evaporates into the air, 
salt crystals grow In the rock, caus­
ing decomposition and weakening 
of the stones. Source: Photo courtesy 
of the author. 

table. Figure 9.8 shows the lower part of the walls of the lake. The white precipitate is 
salt precipitated from groundwater drawn i1p into the stone from the high water table. 
In some temples, dewatering, excavation, and repair have been necessary to preserve 
ancient foundations from the rising water tables. 

Temperature changes have long been suspect as a weathering mechanism because of the 
observation of cracked boulders on desert surfaces with little evidence of chemical weath· 
ering. Early lab experiments involving multiple cycles of heating and cooling did not ap· 
pear to cause fracturing in rock samples. More recent work, however, suggests that the 
experiments did not fully duplicate natural conditions and that the mechanism may be 
significant. Part of the problem L'> that there are several variables potentially involved in 
the process. First, the thermal condwctivity of the rock, or the ability to conduct heat into 
the rock from the surface, is important. If the thermal conductivity is low, heating and 
cooling will be concentrated in the uppermost layers of rock, producing more expansion 
and contraction than in rocks of high thermal conductivity. The coefficient of thermal ex­
pansion is also important. This coefficient describes the amount of expansion of a specific 
mineral related to a specific rise in temperature. Rocks composed of minerals with differ­
ent coefficients of thermal expansion will experience differential stresses because some 
minerals tend to expand more than others and therefore exert different amounts of pres­
sure. Finally, the range in temperature fluctuations and the rate of change of temperature 
within the rock are also important. The combination of all these factors may produce the 
results that are observed in the field . 

Moisture changes, in the form of alternate wetting and drying, have experimentally 
been shown to cause expansion and contraction that may lead to weakening of the overly­
ing rock. This mechanism may be even more effective when combined with temperature 
changes. Only a small amount of water in a rock may be sufficient to accentuate the effects 
of heating and cooling. 

A peculiar type of weathering develops on natural rock faces composed of rock that is 
si1sceptible to spalling. Jn a process that is not as yet totally understood, rounded cavities 
or hollows form and gradually enlarge. The hollows may be found individually or in a 
dense network of closely spaced holes (Figure 9.9). A variety of names have been applied 
to these features, but honeycomb weathering is a useful descriptive term for examples such 
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_. FIGURE 9.9 
Honeycomb weathering, Meteor Crater, Arizona. (Camera lens cap for scale.) Source: Photo courtesy of 
the author. 

as that seen in Figure 9.9. The origin of the pits and hollows probably involves the break­
down of a protective mineral coating composed of iron and manganese oxides and the 
spalling off of thin layers of rock. Moishire and wind may then be involved in removal of 
detached grains. The action of lichens and other organisms has also been invoked in some 
theories. Although honeycomb weathering is not restricted to dry climates, the fact that it 
is common in arid regions suggests that mechanical weathering plays a significant role in 
its formation. 

Rock, like any other material, deforms tinder the application of stress. Deeply buried 
rock experiences both elastic and plastic compression under the weight of the overlying 
rocks. Upon removal of the overburden, which could occur during stream erosion of a val­
ley or by deep excavation for a construction project, the elastic component of the deforma­
tion is recovered and the rock expands. The expansion caused by unloading is often 
sufficient to frach1re the rock along planes parallel to the surface on which stress has been 
released. This type of weathering, also called e'-foliation, produces thin slabs of rock 
bounded by joints oriented parallel to the ground surface as the overlying material is re­
moved and stress is released (Figure 9.10). The jointed rock slabs generated by exfoliation 
are susceptible to further weathering and erosional processes. As the rock slabs are gradu­
ally removed from the slope, the unloading action continues and new joints and slabs 
form. A process that produces a somewhat similar result is called spheroidal weathering, in 
which thin concentric layers form and gradually split off the outside of weathering boul­
ders. Unlike exfoliation, the forces that cause the curved slabs to deteriorate and break 
away from the central core are due to chemical weathering reactions. Exposures of deeply 
weathered granitic rock commonly contain spheroidal cores of unweathered rock sur­
rounded by weathered rock (Figure 9.11). Over time, the cores are gradually decreased in 
size by spheroidal weathering. 
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<II FIGURE 9.10 
Exfollatlon results In the separation of thin slabs 
of rock from a rock mass along planes parallel to 
the surface; Sierra Nevada M ountains, California. 
Source: N. K. Huber; photo courtesy of U.S. Geological 
Survey. 

<II FIGURE 9.11 
Rounded boulders (upper 
surface) produced by 
spheroidal weathering. 
The roadcut below expos­
es rounded corestones sur­
rounded by weathered 
residual soil; near Lake 
Tahoe, California. Source: 
Photo courtesy of the author. 

Organisms participate in both mechanical and chemical weathering processes. The 
mechanical effects are dominated by plant roots that exploit thin joints or cracks in rock as 
they grow. The pressures exerted by the growing roots can wedge apart blocks of rock, 
leading to acceleration of other weath ering processes in the larger openings. 

Chemical Weathering 
Most rocks originally formed under conditions very different from those that exist at the 
earth's surface. In particular, the igneous and metamorphic rocks crystalli2ed at very high 
temperatures and pressures. When these rocks are exposed to the lt1wer temperatures and 
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..i. FIGURE 9.12 
Production of acidic weathering solutions by formation of C02 in the soil zone. 

pressures present at the surface, they are unstable and tend to react chemically with com­
ponents of the atmosphere to form new minerals that are more stable under those condi­
tions. The most important atmospheric reactants are oxygen, carbon dioxide, and water. In 
polluted air, however, other reactants are available. 

Figure 9.12 mustrates conditions in the zone of plant growth-the upper meter or so of 
the soil zone-as rainfall or snowmelt percolates downward from the surface. Decaying 
organic matter in this zone, under aerobic conditions, generates carbon dioxide. For exam­
ple, the reaction 

(9.1) 

indicates that a carbohydrate (CH20) will react with oxygen to produce carbon dioxide. 
Carbon dioxide in the soil zone can reach levels of several orders of magnitude greater 
than its concentration in the atmosphere; it then reacts with infiltrating rainfall or 
snowmelt by the reaction 

(9.2) 

to produce carbonic acid. Production of carbonic acid lowers the pH by partial dissocia­
tion according to the reaction 

(9.3) 

The resulting increase in hydrogen-ion concentration (lower pH) causes a more intense at­
tack on minerals by the solution. Decomposition of organic matter can also produce l1umic 
acids, which, like carbonic acid, yield hydrogen ions to lower the pH. 

The specific types of weathering reactions that have been recognized are listed in 
Table 9.1 along with example chemical reactions. When a mineral completely dissolves 
during weathering, the reaction is known as solution. The tendency of a mineral to dissolve 
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_. FIGURE 9.13 
Solution of exposed limestone outcrop to produce etched, pitted surface; Lee's Ferry, Arizona. 
Source: Photo courtesy of the author. 

in weathering solutions is described as its solubility. Evaporite minerals dissolve readily in 
water, whereas carbonate minerals are somewhat less soluble. Even so, solution of lime­
stone and dolomite is extremely important. When limestone is exposed at the surface, pit­
ting and etching of the rock is obvious (Figure 9.13). Even more significant is the subsurface 
solution of carbonate rocks to form caves and a type of landscape known as karst topogra­
phy. Karst differs from other landscapes in that surface streams are rare and drainage takes 
place underground. The characteristics of karst areas will be described in Chapter 11. 
Some silicate minerals weather by solution, but their solubilities are very low. Quartz, for 
example, usually dissolves appreciably only under the intense weathering conditions 
found in the tropics. Quartz dillers from the carbonate minerals in that its solubility in­
creases as the pH increases. 

Hydrolysis is the reaction between acidic weathering solutions and many of the silicate 
minerals, including the feldspars. The reaction illustrated in Table 9.1 indicates that in hy­
drolysis a feldspar mineral reacts with hydrogen ions to form several dissolved products 
as well as a solid product, the clay mineral kaolinite. Other clay minerals are produced by 
similar weathering reactions. This reaction is an example of the breakdown of a mineral 
that is stable at high temperature and pressure to form a new mineral that is stable under 
conditions near the earth's surface. Notice that hydrolysis produces dissolved s ilica and 
potassium in the orthoclase example. These constituents are carried downward out of the 
weathering zone in the water in which they are dissolved toward the water table, where 
they become part of the groundwater flow system. Hydrolysis reactions are responsible 
for producing deposits of clay that al!'e mined for use in many industrial processes. 

The adsorption of water into the lattice structure of minerals ls called hydration. The 
formation of gypsum from anhydrite by hydration is illustrated in Table 9.1. Clay minerals 
are also susceptible to hydration. The volume expansion that accompanies hydration is an 



important contributor to the physical weakening and breakdown of a rock. The role of hy­
dration in salt weathering was previously described. 

The reaction of free oxygen with metallic elements is familiar to everyone as nist. This 
process, an example of oxidation, affects rocks containing iron and other elements. In an ox­
idation reaction, iron atoms contained in minerals lose one or more electrons each and 
then precipitate as different minerals or amorphous substances. For example, in the weath­
ering of pyroxene by oxidation, as illustrated in Table 9.1, iron is oxidized and hydrated to 
form the mineral limonite. The presence of limonite in rocks or soils is indicated by brown­
ish or reddish staining. 

Stability 
The stability of minerals under the action of chemical weathering agents at the earth's sur­
face depends upon the difference between the conditions at the surface and the conditions 
under which the mineral originally crystallized. Minerals occurring in igneous rocks can be 
grouped into a sequence of relative weathering stability that is the exact opposite of their 
order of crystallization from the magma or lava (Figure 9.14). This relationship is known as 
Goldich's stability series. For example, olivine is the first mineral to crystallize from a silicate 
melt and is therefore the most unstable mineral in a weathering environment. Olivine will 
weather rapidly when exposed to the atmosphere. Quartz, the last mineral to crystallize 
from a magma, is very stable in most weathering environments. It dissolves so slowly that, 
for all practical purposes, it is considered to be insoluble except under humid, tropical con­
ditions. The stability of quartz explains why it is so common in sedimentary rocks such as 
sandstone. Feldspars and ferromagnesian minerals from the original rocks weather rela­
tively rapidly to clay minerals, leaving quartz to be transported and deposited in deposi­
tional environments. The clay minerals that form by the weathering of feldspars and other 
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Table 9.2 Mineral Composition of Weathered Rocks as a Function of Climate 

Climate 

Mineral 
Quartz 
lllite 
Chlorite 
Montmorillonite 
Kaolinite 
Gibbsitc 
Geothite 
Gypsum 
Calcite 
Others 

Hot Arid 

28 
32 
15 
12 

5 
5 
2 
1 

Humid Tropical 

Percentages 
8 

12 
68 
10 

2 

Humid Temperature 

so 
24 

7 
14 

5 

Source: From F. C. Beavis, Engineering Geology, e 1985 by Blackwell Scientific Publications, Inc., Melbourne. 

minerals are stable weathering products that are deposited as muds in low-energy deposi­
tional environments and that later are consolida ted to form shales. 

The weathering products of rock-forming minerals vary as a function of climate and 
other factors. Table 9.2 shows the secondary mineral composition of residual soils weath­
ered from rocks of initially similar composition in three different types of climate in Aus­
tralia. The intense leaching of the humid tropical climate left a weathering residue dominated 
by iron and aluminum-hydroxide secondary minerals (goethite and gibbsite, respectively). 
Most of the quartz was removed from the original rocks. Weathering products in the hot 
arid and humid temperate climates contain greater percentages of clay minerals and quartz. 
Determination of the mineralogical weathering products is important because these miner­
als influence the strength and other engineering properties of residual soils. 

The importance of climate in chemkal weathering cannot be overemphasized. Climate 
directly controls temperature and the amount and timing of precipitation and indirectly in­
fluences other variables that play a role in weathering, such as vegetation. The changes in these 
variables are responsible both for the types of weathering products, as indicated in Table 9.2, 
and also the depth of weathering. Broad variations in rock weathering on the earth's surface 
reflect the gradual changes in climate and vegetation occurring between the poles and equa­
tor (Figure 9.15). Chemical weathering is minimal under the cold conditions at the poles. In 
the rnidlatitude, cool moist conditions, with forest vegetation, the depth of weathering in­
creases and the weathering products are dominated by kaolinite. In the semi-arid to arid re­
gions centered around 30° north and south of the equator, temperature rises, but precipitation 
declines, reducing the amount of chemical weathering. The most intense weathering OCC1.ITS 

near the equator, where temperature and precipitation are both high. The depth of weather­
ing penetrates tens to hundreds of meters into near-surface rock masses. Silicate minerals, 
even including quartz, are removed by the intense conditions (Table 9.2), leaving weathering 
products enriched in iron and aluminum oxides, sometimes to the degree that the soils be­
come ore deposits for these metals. In climatic zones at the edges of the tropic known as sa­
vannas, most of the rain occurs in a distinct wet season as opposed to a more even distribution 
closer to the equator. The drying and oxidation of the soils during the dry season can lead to 
the formation of a hardened crust of iron and/ or aluminum oxides. The soils, lknown as 
lnterites when they are composed of iron oxide and bauxite when they are composed of alu­
minum oxides, are un.<iuitable for agriculture. Some tropical soils harden soon after deforesta­
tion and thus must be abandoned for agriculture. The weathering zones shown in Figure 9.15 
are generalized and will be modified by topography and other variables. 
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A FIGURE 9 .15 
Generalized weathering zones along a transect from the poles to the equator. Source: From A. L. 
Bloom, Geomorphology: A Systematic Analysis of Late Cenozoic Landforms, 3rd ed., e 1998 by Waveland Press, 
Long Grove, IL. 

Weathering and Landforms 
The significance of weathering, as can be surmised from the preceding discussion, depends 
upon the climate and lithology of the rocks being weathered. When conditions are favorable, 
and sufficient time is available, weathering can produce distinctive landscapes. To illustrate, 
we will focus upon igneous rock terrains that have been exposed to active chemical weather­
ing for long periods of geological time. Under these circumstances, the effects of weathering 
can penetrate to great depths. Alteration of the granitic rocks decreases with depth until a 
boundary called the weathering front is reached. This boundary, which can be sharp or transi­
tional, separates weathered from unweathered rock (Figure 9.16). When the spacing of joints 
is irregular, the depth of the weathering front can be highly variable, penetrating to great 
depths where joints occur close together and extending to much shallower depths where 
joints are spaced far apart. If such an area is subjected to increased erosion, perhaps due to 
uplift or climate change, the weathered residual materials are removed, leaving plains of low 
relief broken only by isolated hills of granite, which represent the former zones of shallow 

... FIGURE 9.16 
Weathering front developed on granite. The material changes from 
residual sandy clay at the top of the section to an increasing proportion 
of unaltered rock In corestones with increasing depth. The jointed rock 
at the base of the section Is only slightly weathered. The depth to the 
weathering front may be tens of meters. Source: After A. J. Gerrard, 1988, 
Rocks and Landforms, Unwin Hyman. 
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<II FIGURE 9.17 
lnselberg composed of granitic rocks projecting above a 
plain; the formation Is Illustrated In Figure 9.18; Joshua 
Tree National Monument, California. Source: Photo cour­
tesy of the author. 

<II FIGURE 9.18 
Formation of inselbergs by a two-stage process: (a) verti­
cal section through granitic rocks with varied spacing of 
joints; (b) deep weathering under humid or subhumld 
climate; (c) erosion of residual soil under arid conditions 
leaving isolated remnants of unweathered rock. Source: 
Modified from D. D. Trent, 1984, Geology of the Joshua Tree 
National Monument, Califomla Geology, 37:75- 86. 

subsurface weathering. These striking residual hills are called inselbergs (Figure 9.17). lnsel­
bergs can be composed of any lithology, but they are particularly common in arid, granitic 
terrains. Figure 9.18 illustrates the presumed steps in the formation of such a landscape. 

Rock Weathering and Engineering 
The degree and pattern of weathering are among the most important factors to be deter­
mined in an on-site engineering investigation. The effects of weathering on the engineer­
ing properties of rocks include a decrease in strength, a loss of elasticity, a decrease in 
density, and increases in moisture content and porosity. These detrimental changes can be 
critical to the suitability of a site for structures such as arch dams, which require maximum 
strength and elasticity. 

The subsurface distribution of joints and faults is particularly important to determine 
in on-site engineering investigation because of the control these discontinuities exert upon 
the depth of the weathering front. Rock masses may be deeply weathered along fractures 
and unaltered in intact rock at shallow depth between the fractures. Weathering conditions 
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.A. FIGURE 9. 19 
Degr11e of rock weathering at the site of an underground power station In Australia. W@atherlng 
zones include fresh rock (F), slightly weathered rock (SW), highly weathered rock (HW), and com­
pletely weathered rock (CW). Source: From F. C. Beavis, Engineering Geology, © 1985 by Blackwell Scientific 
Publication, Inc., Melbourne. 

at an underground hydroelectric power plant in Australia are shown in Figure 9.19. Weath­
ering zones are classified as fresh (F), slightly weathered (SW), highly weathered (HW), and 
completely weathered (CW). Tunnel and underground excavations for the project were 
sited in order to avoid faults and associated deep-weathering zones. 

Erosion 
The chemical and physical breakdown of rocks by weathering processes leads to the for­
mation of materials that can be easily transported by processes operating at the earth's 
surface. Erosion is the detachment and transportation of surface particles under the action 
of one or more of the forces and agents listed in Table 9.3. The materials that are suscepti­
ble to erosion include not only weathered residual products developed from rocks but any 
unconsolidated surficial deposit. We will refer to these materials as soil in the engineering 
sense, that is, any unconsolidated material regardless of thickness or origin. 

Erosion by Water 
Throughout the world, erosion by running water is the most important type of erosion in 
terms of the amount of sediment removed from the land surface. Sediment eroded from 
slopes is subsequently transported by streams to the oceans. The amount of slope erosion 
is a complex function of rock type, climate, vegetation, and topography. In its natural 
state, the amount of soil erosion from a landscape, as measured by the sediment load car­
ried by streams draining it, can be related to the climate and vegetation supported by the 
climate (Figure 9.20). The highest sediment yield occurs under semi-arid conditions, 
where rainfall occurs as infrequent severe storms with high runoff and vegetation is too 
sparse to protect the land surface. Sediment yield decreases in desert environments be­
cause there is just too little rainfall to produce runoff; what runoff there is cannot sustain 
sufficient streamflow to carry the sediment. Sediment yield also decreases in more humid 

Table 9.3 Erosional Agents 

Gravity (mass wasting) 
Water (fluvial erosion) 
Wind (aeolian erosion) 
Glacial ice 
Waves 
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The relationship between 
sediment yield and annual 
precipitation for landscapes 
in their natural states. Maxi­
mum sediment yield occurs 
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Erosional retreat of slope composed of shale with resistant conglomerate at top. Conglomerate blocks 
protect shale from weathering to form pedestals; Lee's Ferry, Arizona. Source: Photo courtesy of the author. 

environments supporting grassland and forest vegetation becai1se a dense cover of grass­
es and/ or trees protects the soil from the type of rapid runoff that leads to erosion. 

A dramatic example of erosion is shown in Figure 9.21. The slope in the background is 
composed of a bed of resistant conglomerate at the top of the slope underlain by nonresistant 
shale. In the semi-arid to arid climate of the area, erosion of the shale is rapid and the slope is 
continually retreating. Block.q of conglomerate break off and roll or slide downslope as the 
underlying shale is eroded. When these blocks come to rest, they protect the shale beneath 



from erosion. As the shale continues to be eroded outside the protected area, pedest11ls are 
formed, which consist of conglomerate blocks supported by thin columns of shale. 

Erosion of land altered by human activity is much more rapid than erosion of land in 
its natural state. Unfortunately, agricultural lands are the source of much of the sediment 
removed by erosion. The loss of soil productivity caused by the erosion of topsoil is one of 
the most serious problems facing the human population. Erosion in stream and river chan­
nels is also a significant problem. Bridge piers, levees, and other structures can be dam­
aged or destroyed by river erosion. 

Processes 
Soil erosion by water occurs in a variety of ways. Initiation of erosion commonly includes 
detachment of soil particles from the surface by raindrap erosion. The energy transferred to 
the surface by the impact of raindrops is sufficient to dislodge individual soil particles 
from particle aggregates at the soil surface. Downslope movement of particles also begins 
by the splash of the raindrop. 

In the early stages of a rainstorm, most of the precipitation infiltrates into the ground. 
If the duration and intensity of the precipitation are sufficient, a saturated zone develops 
just below the soil surface and water begins to pond on the surface. We will discuss these 
relationships in more detai1 in Chapter 11. When ponded water reaches a depth greater 
than the h eight of surface irregularities, water flows downslope in a thin, wide sheet as 
overland flow. You may have noticed this type of flow on gently sloping, paved parking 
lots. On soil surfaces, this shallow flow of water can transport detached soil particles and 
is given the name sheet erosion. 

Sheet erosion is a rather rare and inefficient erosional process and is soon replaced 
by rill erosian (Figure 9.22). The channelized flow of water in rills has a higher velocity 

A FIGURE 9.22 
Severe rill erosion on a steeply sloping crop field. Notice the sediment deposition at the base of the 
slope. Source: Photo courtesy of USDA Natural Resources Conservation Service. 
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_. FIGURE 9.23 
Progressive loss of agricultural or grazing l and Is caused by development and enlargement of gullies. 
Source: Photo courtesy of USDA Natural Resources Conservation Service. 

and a greater ability to transport particles downslope. With time, rills enlarge into gul­
lies (Fig1.1re 9.23), which gradually extend themselves headward (upstream) and may ren­
der the land unfit for agriculture. 

Not all erosion takes place at the surface. When sediments rich in swelling clays 
(Chapter 10) are exposed in valley sfopes, vigorous erosion can take place below the sur­
face, a process called piping. Although piping has been observed in many climatic settings, 
it is particularly prevalent on the steep, dry slopes of arid regions. The combination of 
clay-rich soils and active erosion botlh above and below the land surface leads to a distinc­
tive type of topography called badlands. The term refers to a deeply eroded landscape rid­
dled with steep, bare slopes that is exceptionally unpleasant to cross on foot or horseback 
if you have to go anywhere in a hurry. The exposed clay surfaces expand when wet and 
crack as they shrink and dry. Over time, cracks are enlarged into a network of tunnels just 
under the surface that convey water and sediment to exit holes near the base of the slopes 
(Figure 9.24). Piping can lead to costly damage when it develops under roads and other 
structures. Enlargement of the pipes eventually leads to roof collapse and surface subsi­
dence, affecting any structures that may lie above the pipes (Figure 9.25). 

Erosional Rates 
Attempts have been made to predict the amount of erosion that will occur within a given 
amount of time for various types of land settings. These methods yield only rough esti­
mates because of the large number of variables in the soil erosion process. Some of the 
main variables are listed in Table 9.4. Some of these factors have been combined into the 
Universal Soil Loss Equation, which is stated 

where 

A= RKLSCP 

A =average annual soil loss (tons/acre) 
R = rain fall factor 

(9.4) 



K = soil-erodibility factor 
LS = slope length-steepness factor 
C = cropping factor 
P = conservation factor 

The rainfall factor in this equation is obtained from the product of the kinetic energy of 
raindrops and the maximum 30-min intensity of the storm. Values for this index in the 
eastern United States are shown in Figure 9.26. It is apparent from this map that the most 

.A. FIGURE 9.24 
Piping in c layey slopes in an arid climate; exit holes are visibl e at the base of the slope. Petrified Forest 
National Park, Arizona. Source: Photo courtesy of the author. 
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.A. FIGURE 9.25 
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Schematic diagram of piping beneath U.S. Route 140, southwestern Colorado. Source: From G. G. Park­
er and E. A. Jenne, 1967, 46th Annual Meeting, Highway Research Board, Washington, D.C., U.S. Geological 
Survey, Water Resources Division, p. 27. 
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Table 9.4 Variables Affecting Soil Erosion 

Rainfall 
Intensity 
Duration 

Soil Characteristics 
Porosity 
Permeability 
Moisture content 
Grain size and shape 

Topography 
Orientation of slope 
Slope angle 
Length of slope 

Vegetation 
T)rpe and distribution on slope 

Average values of the rainfall -erosion index for the eastern United States. Sou1re: From D. D. Smith and 
W. H. Wischmeier, 1962, Advances in Agronomy, 14:109-148. 

intense rainfall events occur in the Gulf Coast region. The factor K, relating to the charac­
teristics of the soil, is a function of the grain-size distribution. Soils composed of silt and 
fine sand are the most erodible types. The topography of the area is evaluated by the prod­
uct of L (slope length) and S (slope angle expressed as a percent). Each factor is calculated 



as the ratio of the actual value to standardized plots of land 72.6 feet in length and 6 feet in 
width, with 9% slope. For example, a slope 50 feet in length would have an L value of 
50/72.6 = 0.69. The cropping factor ranges from high values (severe erosion) for barren 
land and row crops, to low values for natural grasses and woodlands. Vegetated land that 
is cleared for construction will have a substantial increase in this factor. Crop management 
techniques are incorporated into the conservation factor. Erosion-control measures such as 
contour plowing and terracing reduce the value assigned to this factor from its maximum, 
in the case where no erosion control methods are implemented. Tables and nomographs 
are available for obtaining values for the factors in the Universal Soil Loss Equation. 

The Universal Soil Loss Equation was developed mainly for agricultural lands. Other 
methods of estimating erosion rates include measuring the amount of sediment carried by 
rivers downstream from the eroded area and measuring the amount of sediment trapped in 
reservoirs constructed along river courses. These methods indicate that erosion is greatly ac­
celerated by certain changes in land use. An excellent example of these changes is illustrated 
in Figure 9.27. When Europeans arrived in the United S:tates, they initiated a series ofland-use 
changes. One of the first changes to occur in arable areas was the conversion of land to crop 
production. This process involved clearing forested laJ!'ld or breaking sod in prairie regions. 
Both acti,rities caused a decrease in infiltration, an increase in runoff, and an increase in soil 
erosion. Marginal agricultural areas often reverted baclk to forest or grazing as more produc­
tive farmland was developed. The erosion was correspondingly decreased in those areas. 

The most drastic increases in soil erosion and sediment yield in streams occur during 
urbanization of drainage basins. Erosion is most severe during and immediately after con­
struction (Figure 9.28). After the construction phase, erosion decreases because much of the 

... FIGURE 9.27 
Sediment yield from lands undergoing 
various land-use changes. Source: From 
M. G. Wolman, 1967, Geogrofisko Anno/er, 
49-A:385-3'95. Used by permission of the 
Swedish Society tor Anthropology and 
Geography. 

... FIGURE 9.28 
Soil erosion from cleared, 
unprotected slopes dur­
ing housing construction. 
Source: Photo courtesy of 
USDA Natural Resources 
Conservation Service. 
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land surface L'> covered by buildings and paved areas. In addition, runoff is collected and 
conveyed to stream channels through an artificial network of drains and storm sewers. 

Erosion Control 
The use of erosion-control methods must be increased throughout the world in an at­
tempt to combat excessive soil erosion. In agricultural lands, these methods include 
contour farming, strip cropping, terracing, and conservation tillage. Their use becomes more 
important as the slope of the land increases. Contour farming is the orientation of crop 
rows parallel to the elevation contours of the land. This practice disrupts overland flow of 
water and thereby inhibits sheet and rill erosion. Strip cropping is the alternation of strips 
of erosion-inhibiting crops, such as grasses, with more erodible row crops. Grasses trap 
sediment eroded from crop rows and also increase moisture infiltration. The optimum 
width of the strips L'> determined by the amount of land slope. Terracing is a more inten­
sive method of erosion control requ iring construction of alternating embankments and 
terraces on the slope. Conservation tillage refers to a variety of practices that reduce the 
amount of disturbance and exposure of soil during cropping. Historical plowing prac­
tices involved inversion of the soil to bury plant residue and produce a bare soil surface, 
which was extremely susceptible to erosion. The advent of herbicides that could kill 
weeds without overturning the soil, and new equipment such as chisel plows that could 
plant seeds through a cover of plant residue created a revolution in farming in the United 
States and other countries (Figure 9.29). Not only do these new techniques help minimize 
soil erosion but they also save time, fuel, and money. 
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.6. FIGURE 9.29 
Increases in the adoption of conservation tillage. No-till is actually one of several procedures includ­
ed in conservation tillage. Source: From N. C. Brady and R. R. Weil, 2002, The Nature and Properties of Soils, 
13th ed., Prentice Hall, Inc., Upper Saddle River, N.J. 



._ FIGURE 9.30 
Newly constructed street (notice curb and partially buried drain in foreground) filled with sediment 
eroded from adjacent housing lots. Source: Photo of USDA Natural Resourct!s Conservation Servlct!. 

Although the area converted to urban use is small in comparison with the amount of 
farmland, the sediment yield from urbanizing areas can be greater by a factor of 100 or 
more than the sediment yield of natural or agricultural areas nearby. The problem of con­
trolling erosion in land undergoing urbanization is directly related to the problem of ex­
cessive sedimentation, particularly in undesirable locations. Excessive sedimentation can 
clog highways, ditches, and drains, causing expensive cleanup operations (Figure 9.30). 
Increased sediment yield to stream systems kilfa fish, increases flooding, and decreases the 
capacity of reservoirs. Chemical pollutants, including pesticides and herbicides, are often 
adsorbed on soil particles and carried by erosion to streams and lakes. 

In urban areas, new constniction is likely to pose the most serious erosion and sedi­
mentation problems. Sediment yields from areas that annually produce from 70 to 
280 tonnes/km2 can increase to as much as 28,000 tonnes/km2 during certain types of con­
stn1ction. Guy (1976) has documented many examples of effective and ineffective erosion 
and sediment-control measures and has also suggested methods to reduce erosion by ap­
plying sound hydrologic and geomorphic principles to the design of these systems. Soil 
erosion can often be drastically reduced by planning construction during periods of low 
expected rainfall, dividing the construction site so that only small areas are cleared of veg­
etation at any one particular time, and utilizing temporary vegetation cover on soil stock­
piles and other exposed areas whenever possible. 

When additional erosion control measures are necessary, diversions, bench terraces, and 
detention basins can be constructed. Diversions consist of channels and ridges designed to 
collect overland flow and carry it away from areas that must be protected from erosion or 
sedimentation. Bench terraces reduce the length of the slope, and, as implied in equation 
(9.4), reduce erosion. Diversions are often routed to detention basins (Figure 9.31), which 
are designed to trap sediment carried by ninoff from the construction s ite. Temporary 
sediment-control measures are often installed until vegetation or paving reduces the area 
of unprotected ground at a site. Straw or hay bales, for example, form effective sediment 
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.A. FIGURE 9.31 
A sediment detention basin used to trap s,ediment in an urban area. Source: Photo courtesy of USDA Nat­
ural Resources Conservation Service . 

.A. FIGURE 9.32 
Failure of a straw-bale filter designed to trap sediment In an unvegetated ditch along a newly con­
structed highway. Flow in the ditch overtopped the straw-bale dam and eroded a new channel adja­
cent to the straw bales. Source: Photo courtesy of the author. 

traps around storm-drain Wets or culverts, when flow velocities are not extremely high. 
These temporary measures fail, however, when the amount and velocity of overland flow 
overwhelm the straw-bale struch1re (Figure 9.32). 

Erosion by Wind 
The impact of wind erosion has never been more clearly demonstrated than in the Great 
Plains of the United States during the 1930s (Figure 9.33). Dry conditions coupled with 
steadily increasing destruction of the natural grass cover devastated the agricultural econ­
omy of the region. 



.A. FIGURE 9.33 
A dust storm In Colorado during the 1930s. Notice the drifts of sand around fences and buildings. 
Source: Photo courtesy of USDA Natural Resources Conservation Service. 

The erosion of soil by wind is similar to erosion by water. Wind, however, is not as ef­
fective an erosional agent as water because of its lower density. Variables in the wind­
erosion system can be divided into characteristics of the wind and characteristics of the 
soil and land surface. Wind variables include wind velocity and duration and the length 
of the open area without obstacles over which the wind blows. Important properties of 
the soil and land surface include particle size and siz.e distribution, moisture content, and 
vegetation. Particles of typical density within the size range of 0.1 to 0.15 mm in diameter 
(very fine to fine sand) are most susceptible to wind erosion. The distribution of grains 
upon the surface is also very important. Soil<> containing large particles gradually become 
protected as wind erosion proceeds. As the fine particles are removed, coarser grains be­
come concentrated at the surface, preventing further erosion of the soil. Very fine parti­
cles in the soil, including silt and clay, promote the formation of soil aggregates. These 
clumps composed of smaller particles are held together by the cohesion of the silt and 
clay. In order for soil aggregates to be eroded by wind, they must first be broken down by 
raindrop impact, abrasion by wind-transported sediment, and other processes. 

Moisture is one of the most important soil properties. Moist soil is cohesive and resist­
ant to wind erosion. The cohesive forces provided by the soil water are lost when the soil 
dries. This explains why droughts and wind erosion go hand in hand. 

Vegetation is the final soil and land-surface vairiable. Vegetation provides physical 
protection for the soil; it also holds moishue, increases the roughness of the smface, and 
adds organic binding agents to the soil. The removal of vegetation during plowing and 
other activities is one of the primary factors in increased wind erosion. 

Wind erosion can be greatly reduced by proper farming and land-use practices. Shelt­
erbelts are one of the most common attempts to control wind erosion (Figure 9.34). These 
linear bands of trees or other plants decrease wind velocity and the unobstnicted distance 
over which the wind blows. Farming methods for wind-erosion control include strip crop­
ping and the planting of temporary cover crops, rather than allowing the soil to remain 
bare between periods of crop production. The processes of wind erosion are discussed fur­
ther in Chapter 16. 
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Case In Point 9.2 
Erosion, Sedimentation, and Reservoir Capacity 

<II FIGURE 9.34 
A shelterbelt planted to 
minimize erosion of soil 
by wind. Sourc.i: Photo 
courtesy of USDA Natural 
Resources Conservation 
Service. 

The interrelationship between erosion and deposition is well illustrated by the accompany­
ing photos of Lake Ballinger Dam in Texas. Figure 9.35a shows the dam and reservoir prior 
to its abandonment in 1952. Lake Ballinger Dam was built in 1920 to provide a municipal 
water supply. Sedimentation gradually reduced the maximum depth of the reservoir from 
about 11 m to slightly more than 1 m by 1952. The excessive sedimentation was caused by 
runoff from cultivated fields in the small drainage basin of the reservoir. Figure 9.35b, taken 
after the final drainage of the reservoir, shows the greatly decreased capacity caused by ex­
cessive sedimentation. Better soil conservation practices in the drainage basin could have 
alleviated the problem. Thus the problem of erosion in one area is compounded by unde­
sirable sedimentation in another area . 

.6. FIGURE 9.35a 
Lake Ballinger Dam, Texas, before abandonment. Source: Photo courtesy of USDA Natural Resources 
Conservation Service. 
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_. FIGURE 9 .35b 
The dam after It was abandoned in 1 952 because of excessive sedimentation. Source: Photo courtesy of 
USDA N atural Resources Conservation Service. 

Summary and Conclusions 
Rocks in contact with the atmosphere at the earth's surface are subjected to a wide variety 
of physical and chemical weathering processes that lead to their gradual decay and disin­
tegration. Expansive pressures within rocks are caused by frost action, salt weathering, 
moisture-content changes, temperature changes, and the removal of overburden load. 
These physical processes are complemented by chemical reactions between atmospheric 
constituents and unstable minerals to form new compounds that are more stable under the 
surface conditions of low temperature and pressure. Chemical weathering reactions in­
clude complete dissolution of the original mineral (solution), formation of new minerals 
(hydrolysis), addition of water to the mineral struch1re (hydration), and reaction with oxy­
gen to form new S1.1bstances (oxidation). Minerals derived from igneo1.1S rocks weather in 
reverse order from their order of crystallization. The resistance of quartz to weathering ex­
plains its abundance in sedimentary rocks produced by the weathering and erosion of pre­
viously existing rocks. 

Erosion by water and wind is most severe when land is altered from its nah1ral state. 
Prediction of rates of fluvial erosion by such methods as the Universal Soil Loss Equation 
is difficult because of the large number of variables involved in the process. Erosion dam­
age is often initiated by raindrop impact and sheet erosion. Sheet erosion progresses to rill 
and gully erosion during the gradual destruction of arable land by fluvial action. Land 
cleared for construction presents the most vulnerable condition for soil erosion. Various 
farming practices can be adopted to minimize erosion. Similarly, erosion of lands under 
development can be greatly limited by construction planning and utilization of erosion­
control structures designed with an understanding of the hydrologic and geomorphic 
processes involved. 
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Problems 

1. Describe the specific climatic conditions in which 
the following types of weathering arc dominant: 
(a) Strong chemical weathering 
(b) Moderate chemical weathering with frost action 
(c) Strong mechanical weathering 

2. How does salt weathering cause the deterioration of 
building stone? 

3. What is the rchitionship between temperature and 
hydration pressure of gypsum? 

4. Write a d1emical equation for the solution of 
dolomite by carbonic acid. 

5. Write a d1emical raction for the hydrolysis of albitc 
(NaAlS~,Os). 

6. Why do minerals fit into their respective positions in 
Goldich's stability series? 

7. Summarize the fonnation and function of carbon 
dioxide in weathering processes. 

8. What engineering properties of rock are affected by 
weathering, and what changes take place? 

9. During construction of a highway, a wooded slope is 
cleared and cxcava ted to increase the slope from 6% 
to 14°/i .. The C factor increases from 0.1 (mature 
woodland) to 1.0 (bare ground) prior to stabilizalion 
of the cut with vegetation. Assuming that R, L, and P 
do not change, how much of an increase in erosion 
can be expected? (Hint: Calculate the erosion before 
and after mad construclion, and from these values 
detennine the factor by which erosion has increased.) 

10. What is the range in the rainfall erosion index along 
the Mississippi Valley of the eastern United States? 

11. What methods arc used to minimize erosion during 
construction? 

12. What arc the consequences of excessive soil erosion? 
Which one(s) would you expect to be most severe in 
your area? 
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CHAPTER 

Soils, Soil Hazards, 
and Land Subsidence 

Perhaps no term causes more confusion in communication between vari­
ous specialized groups of earth scientists and engineers than the word 

soil. The problem arises in the reasons for which different groups of profes­
sionals study soils. Soil scientists, or pedologists, constitute a group interested 
in soils as a medium for plant growth. For this reason, pedologists focus 
most of their attention on the organic-rich, weathered zone that supports 
plant growth-the upper meter or so beneath the land surface-and refer to 
the rocks or sediments below the weathering zone as parent material. Soil sci­
entists have developed a complex system of classification for soils that is 
based on the physical, chemical, and biological properties that can be ob­
served and measured in the soil. 

Soils engineers, the corresponding group of engineering soil special­
ists, take an entirely different approach to the study of soil. To soils engi­
neers, the word soil connotes any material that can be excavated with a 
shovel. This definition places no limitations on depth, origin, or ability to 
support plant growth. The engineering classification of soil is based on the 
particle size, the particle-size distribution, and the plasticity of the materi­
al. These characteristics relate closely to the behavior of soil under the ap­
plication of load. 

Most geologists fall somewhere between pedologists and soils engi­
neers in their approach to soils. Geologists are interested in soils and 
weathering processes as indicators of past climatic conditions and in rela­
tion to the geologic formation of useful materials ranging from clay de­
posits to metallic ores. The pedological soil classification is complicated for 
nonspecialists and, therefore, geologL<>ts commonly use textural classifica­
tions of soil. Geologists usually refer to any loose material below the plant 
growth zone as sediment or unconsolidated material. The term unconsolidated 
may be confusing to engineers because consolidation. specifically refers to 
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the compression of saturated soils in soils engineering, in contrast to its more general 
usage in geology. 

An important aspect of soil with respect to engineering applications is whether the 
material can be classified as transported or residual. Transported soils are deposits of rivers, 
glaciers, and other surficial geologic processes. Residual soils are those that developed in 
place by the weathering processes discussed in Chapter 9. This distinction is important be­
cause the origin of the material is relevant to its thickness, continuity or discontinuity over 
a landscape, and the nature of the lower contact with unweathered bedrock. 

The Soil Profile 
In the first part of this chapter we shall investigate soil from the viewpoint of soil scien­
tists. Pedogenic, or soil-forming, processes include the chemical weathering processes that 
we discussed in Chapter 9, as well as certain additional physical, chemical, and biological 
processes. The result of this activity is a sequence of recognizable layers, or horizons, that 
constitute the soil profile. 

A number of possible horizons can be described in the field. Natural exposures can be 
used or pits can be dug to examine the soil profile (Figure 10.1). Profile descriptions are 
based on recognition of master horizons and subdivisions of master horizons. The criteria 
for master horizons are given in Table 10.1. A surfidal horizon, the 0, is used to designate 
fresh or partly decomposed organic matter. The A horizon, recognized by its dark color, is 
a zone of mixed mineral material and partly decomposed organic matter called humus. 
The E horizon is a zone of eluviation, which describes the leaching of metal oxides and 
clays. As a result, it Lq often light colored in comparison to the A and B horizons. Sub­
stances leached from the B horizon accumulate in the B horizon, which is known as an 
il/uvial zone. A horizon that is strongly cemented by calcium carbonate is labeled a K hori­
zon. Below the B or K horizons, there are several possible horizons that may be some­
what weathered but do not have the properties of the previously described horizons. The 
C horizon generally consists of the parent material from which the soil was formed. A hori­
zon composed of consolidated bedrock is described as R. 

... FIGURE 10. 1 
A soil profile exposed in a pit dug for soil classification. 
Source: Photo courtesy of USDA Natural Resources Conserva­
tion Service. 
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Table 10.1 General Description of Soil Horizons 

Ohorizon 
A horizon 

E horizon 

B horizon 

K horizon 

C horizon 

R horizon 

Soil Horizon Nomenclature 

Master Horizons 

Surface accumulation of mainly organic matter overlying mineral soil. 
Accumulation of humificd organic matter mixed with mineral fraction; the latter 

is dominant. Occurs at the surface or below an 0 horizon; Ap is used for those 
horizons disturbed by cultivation. 

Usually underlies an 0 or A horizon, characterized by less organic matter 
and/or fewer sesquioxides (compounds of iron and aluminum) and/or 
less clay than the underlying horizon. Horizon is light colored due mainly 
to the color of the primary mineral grain:.~ because secondary coatings on the 
grains are absent. 

Underlies an 0, A, or E horizon; shows littJe or no evidence of the original 
sediment or rock structure. Several kinds of B horizons arc recognized, some 
based on the kinds of materials illuviated into them, others on residual concen­
trations of materials. Selected subdivisions are: 

Bh horizon Jlluvial accumulation of organic mat'ter-sesquioxidc complexes that 
either coat grains, form pellets, or fom1 sufficient coatings and pore fillings 
to cement the horizon. 

Bk horizon llluvial accmmtlation of alkaline earth carbonates, mainly calcium 
carbonate; the properties do not meet those for the K horizon. 

Bo horizon Residual concentration of sesquioxidcs, the more soluble materials 
having been removed. 

Bq horizon Accumulation of secondary silica. 
Bl horizon Accumulation of silicate clay that has either formed !11 situ or is illuvial; 

hence it will have more clay than the a~sumed parent material and/or the 
overlying horizon. illuvial clay can be recognized as grain coatings; bridges 
between grains; coatings on ped surfaces or in pores; or thin, single, or 
multiple near-horizontal discrete accmnulation layers of pedogenic origin 
(clay bands or lamellae). In places, subsequent pcdogcnesis can destroy evidence 
of illuviation. 

By horizon Accumulation of gypsum. 
Bz horizon Accumulation of salts more soluble than gypsum. 
A subsurface horizon so inipregnated with carbonate that its morphology 

is determined by the carbonate. Carbonate coats or engulfs all primary 
grains i:n a continuous medium to make up soo,r., or more by volume of the 
horizon. TI1e uppermost part of a strongly developed horizon commonly L~ 
lamina tcd. TI1e ccmcn tcd horizon corresponds to some ca lichcs and ca lcretcs. 

A subsurface horizon, excluding R, like or unlike material from which the soil 
fom1ed or is presumed to have formed. Lacks properties of A and B horizons 
but includes materials in various stages of weathering. 

Cox and C11 horizons In many unconsolidated Quatemary deposits, the C horizon 
consists of oxidized C overlying seemingly unweathcred C. It is suggested the 
Cox be used for oxidized C horizons and Cu for unwcathercd C horizons. 

Cr horizon Jn soils formed on bedrock, there commonly will be a zone of 
wea thercd rock between the soil and the underlying rock. If it can be shown that 
the weathered rock has formed in place, and has not been transported, it is 
designated Cr. 

Consolida tcd bedrock underlying soil. It is not unusual for this and the 
Cr horizon to have illuvial clay in cracks; the latter would be designated Crt. 

(Continued) 
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Table 10.1 (Continued) 

Selected Subordinate Departures 

Lowercase letters follow the master horizon designation. TI10se that are mainly specific to a 
particular master horizon are given above. Some can be found in a variety of horizons; they are 
listed below. 

b 

c 
f 

g 

k 
m 

l1 

v 

w 
x 

y 
z 

Buried soil horizon. May be deeply buried and not affected by subsequent 
pedogenesL~; if shallow, it can be part of a younger soil profile. 

Concretions or nodules cemented by iron, aluminum, manganese, or titanium. 
Horizon cemented by permanent ice. Seasonally frozen horizons are not included, 

nor is dry pem1afrost material, that is, material that lacks ice but is colder tl1an 0°C. 
Horizon in which gleying is a dominant process, that is, either iron has been 

removed during soil fom1ation or saturation with stagnant water has preserved 
a reduced state. Common to these soils are neutral colors, with or without 
mottling. Bg is used for a horizon with pedogenic features in addition to 
glcying; however, if gleying is the only pedogenic feature, it is designated Cg. 

Accmnulation of alkaline earth carbonates, commonly CaC03. 
Horizon tl1at is more than 90% cemented. Denote the cementing material 

(km, carbonate; qm, silica; kqm, carbonate and silica; etc.). 
Acctunulation of exchangeable sodiw11. 
Horizon characterized by iron-ricl1, humus-poor, reddish material that hardens 

irreversibly when dried. 
Distinctive color or structure. 
Subsurface horizon characterized by a bulk densily greater than that of tl1e 

overlying soil, hard to very hard consistence, brittleness, and seemingly 
cemented when dry (fragipan character). 

Accumulation of gypslll11. 
Acc1m1ulation of salts more soluble than gypsrnn (for example, NaCl). 

Source: Modified from P. W. Birkeland, Soils and Geomorphology, © 1984, Oxford University Press, Inc. Reprinted 
by permission. 

Subdivisions of master horizons. can be identified by adding a lowercase letter to the 
master horizon designation (Table 10.1). Further subdivisions can be made for zones that 
receive the same letter or letters but differ slightly in color or some other observable 
property. For example, Btl and Bt2 would be used to differentiate two parts of a day­
rich B horizon. 

Many pedogenic processes are involved in the formation of soil horizons. For exam­
ple, in humid climates soluble salts such as calcium carbonate are leached out of the pro­
file and carried downward to the water table. In arid climates, however, calcium carbonate 
and other salts are leached from the upper horizons and redeposited in the C or K hori­
zons. When this accumulation forms a thick cemented zone, it is known as caliche. This 
material may be so hard that blasting is required for excavation. Other pedogenic process­
es are involved in the transfer of material from one soil horizon to another. The movement 
of clay and metal oxide from the A to the B horizon includes several pedogenk processes. 
Dissolved organic decomposition products are very important in the removal of iron and 
aluminum from the A horizon. Organic molecules bond to normally insoluble metal ions 
in a process called chelation. In the B horizon, the organic molecules are destroyed, and iron 
and aluminum oxides precipitate from solution. 

In the tropics, warm, moLqt conditions combine to produce thick, deeply weathered 
residual soils. Intense leaching removes even quartz, which is practically insoluble in arid 



Soil-Forming Factors 351 

and temperate climates. Tropical soils, therefore, contain high percentages of residual 
accumulations of iron and aluminum oxides (Table 9.2). The concentrations of these met­
als are so high in some places that the soil is mined. In climates with alternating wet and 
dry seasons, iron is leached and becomes mobile during the wet season but is reprecipi­
tated during the dry season. As described in Chapter 9, the iron oxide precipitants grad­
ually build up to form soils known as laterites. Where the climate is wet year round, iron 
is removed from the profile, leaving an abundance of aluminum oxide. These soils are 
known as bauxites. 

The number and type of soil horizons present are not constant from one area to anoth­
er. In the next section, we will examine the major factors that determine which pedogenic 
processes will be dominant and which soil horizons will develop. 

Soil-Forming Factors 
Soil forms in response to conditions existing in its physical, chemical, and biological envi­
ronment. The factors of greatest importance in soil formation include climate, parent ma­
terial, organisms, relief, and time (Figure 10.2). Of these factors, climate is the only one that 
can be identified as being more important than all the others. 

The climatic elements that influence soil formation are temperahtre and precipitation, 
the same controls that govern weathering processes. Precipitation, in the form of rain and 
snow, is critical in the weathering of parent material and soil development. Several vari­
ables, however, determine the effectiveness of a certain amount of precipitation. If the rain 
or snow falls most within one season, more of it is likely to infiltrate into the ground than 
if the same amount of precipitation is spread over an entire year. Temperature also modi­
fies the amount of precipitation that actually reaches the subsurface. In a hot climate, there 

.A. FIGURE 10.2 
Sch@matlc Illustration of th@ flv@ soil-form ing factors. 
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Lq much more evaporation from the soil and from plants, thus decreasing the amount of in­
filtration into the soil. 

In the early days of soil science, pedologists believed that parent material- rock or 
sediment from which the soil developed- was most important in determining the char­
acteristics of the resulting soil. Many studies have shown, however, that similar soils 
occur upon varied parent materials under constant climatic conditions. The influence of 
parent material is greatest in young soils that developed in mild climates. For example, 
soils that formed from glacial sediment in the American Midwest tend to be clayey and 
slightly alkaline because of shale and limestone fragments in the parent material. Soils 
occurring on glacial sediments in New England, on the other hand, are sandier and 
acidic, reflecting the composition of the predominantly siliceous igneous rocks from 
which the glacial sediment was derived. In addition, the types of clay minerals that 
occur in the soil may be controlled by the parent material, as well as by climatic vari­
ables. In a clay-rich soil, the types of clay minerals present are very important to agri­
cultural and engineering uses of the soil. 

Organisms include both plants and animals that inhabit a particular soil Vegeta­
tion, in turn, is function of climate (Figure 10.3). If all other soil-forming factors were 
held constant, soils developed iinder different vegetative communities would exhibit 
numerous differences. A good example is the difference in soil profile development ob­
served beneath grassland and forest vegetation with similar parent materials (Figure 
10.4). As shown in Figure 10.4, prairie soils have thicker A horizons containing more or­
ganic matter. Forest soils have a lower pH than prairie soils, have highly leached zones 
within the A or E horizons, and display greater accumulation of clay and iron oxide in 
the B horizon. Because of the lesser degree of leaching in the grassland soil, soluble 
salts such as calcium carbonate and calcium sulfate accumulate in the lower part of the 
profile. In the forest soil, however, these salts are completely leached from the profile. 
Animals of various sizes, including gophers, earthworms, and termites, mix and aerate 

Tropical forest 

0 100 200 300 400 
Mean annual precipitation (cm) 

.A. FIGURE 10.3 
Relationship of vegetation to mean annual temperature and precipitation. Source: From N. c_ Brady and 
R. R. Well, The Nature and Property of Soils, 13th ed.,© 2002 by Prentice Hall, Inc., Upper Saddle River, N.J. 
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Differences In soil profiles developed under grassland and forest vegetation. The accumulation of or­
ganic matter in the A 1 horizon in the grassland soil is much thicker. The organic acids and greater 
precipitation in the forest soil leach organic matter, oxides, and clay to form an E horizon beneath the 
A. Soluble salts are removed from the forest soil profile but accumulate In the C horizon in the grass­
land soil. 

the soil, aiding in profile development. Burrows and other large openings excavated by 
animals are called macropores and greatly influence the movement of moisture through 
the soil. 

Relief, the factor that relates to the position of the soil in a particular landscape, can 
cause drastic changes in soil characteristics within a short distance. The aspects of relief 
that influence soil development include slope and topographic position. Slope Lq impor­
tant because of erosional and depositional processes. Soil on a steep slope is likely to be 
thin because of more intense erosion equation (9.4) in comparison with soils at the base of 
the slope, where soil eroded from the hillslope accumulates (Figure 10.5). The degree of 
slope also influences water penetration because more water is likely to be lost to surface 
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<II FIGURE 10.5 
Variation In soil profile thickness and de­
velopment from an upland to a valley. Soll 
Is thinnest on the slope because of re­
moval by erosion and lack of water infiltra­
tion. Source: From N. C. Brady and R. R. Well, 
The Nature and Property of Soils, 13th ed., 
© 2002 by Prentice Hall, Inc., Upper Saddle 
River, N.J. 

runoff on a slope than at the top or base of the slope. Topographic position refers to the lo­
cation of the soil within the local landscape. The water table, for instance, may be much 
closer to the surface in a valley than at the top of a ridge. The effects of the high water table 
can be seen in such soil properties as gleying (Table 10.1). If the water table lies within sev­
eral meters of the land surface in an arid or semi-arid area, soluble salts will accumulate in 
the soil as moisture is evaporated from the soil. 

Time, the final soil-forming factor, determines the length of the period during which 
climatic and vegetative processes are acting upon the parent material to produce soil. The 
pedogenic clock starts at the instant a rock or sediment is exposed to or deposited at the 
earth's surface. This point in time could include many possible events: the retreat of a gla­
cier that has eroded or deposited material on a landscape, the deposition of sediment by a 
mudflow in the tropics, or the extrusion of a lava flow. The rate of soil development is 
mainly determined by climate. The gradual development of a soil beneath a forest ecosys­
tem is shown in Figure 10.6. Thousands of years may be required for the production of a 
mature soil, and any changes in climate and/or vegetation will modify soil development. 
The time factor in soil formation is the reason that prevention of erosion, particularly of 
agricultural lands, is such an important goal. Soil that is lost by erosion cannot be replaced 
in a human time frame. 

Pedogenic Soil Classification 
Classification of soilq is necessary to develop a better understanding of the relationships 
among the large number of soil types that can be produced by variation in the soil-forming 
factors. Soil classification in the United States has an interesting history because, rather 
than gradually modifying an older classification, soil scientists developed a new and radi­
cally different classification in the 1950s and 1960s. The older system divided so-called 
normal (zonal) soils that formed in response to the typical climatic conditions of an area 
from azonal soils developed under the influence of factors other than climate. Thus, the 
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.A. FIGURE 10.6 
The gradual development of soil profiles over time. Time is p lotted on a logarithmic scale. On the 
right-hand side of the diagram, the soil is considered to be fu lly developed, or mature. Sourre: From 
N. C. Brady and R. R. Well, The Noture ond Property of So/ls, 13th ed., e 2002 by Prentice Hall, Inc., Upper 
Saddle River, N.J. 

same soil could be con.<iidered to be zonal in one area and azonal in another. This led to a 
certain amount of confusion in the use of the older classification. In addition, the highest 
divisions of the older system were based on factors presumed to be important in soil gen­
esis rather than soil characteristics that could be precisely measured and compared from 
soil to soil. Despite these limitations, some aspects of the older classification are still used 
in many parts of the world. For example, the division of zonal soils into pedalfers and 
pedomls is a useful way of comparing soils over large areas. Pedalfers, with the abbrevia­
tions for aluminum (Al) and iron (Fe) incorporated into the name, are soih that accumu­
late iron and aluminum oxides within the profile. These soils are most common in moist, 
forested regions. Pedocals, which contain calcium carbonate (the cal in pedocal) within the 
profile, occur primarily in arid and semi-arid areas. The distribution of pedallers and pe­
docals is shown in Figure 10.7. 

The new classification system, called Soil Taxonomy, was developed by the U.S. Soil 
Conservation Service to rectify the problems and confusion caused by the older system. It 
is based on measurable properties of soil profiles. The divisions of the classification are 
shown in Table 10.2. Twelve soil orders constitute the first category of the classification. 
The characteristics of the orders are illustrated in Table 10.3. In Figure 10.8, the soil orders 
are plotted in terms of relative degree of weathering and profile development. 
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<II FIGURE 10.7 
Generalized distribu tion of ped­
allers and pedocals In the United 
States. Source: From S. Judson, M. E. 
Kauffman, and L. D. Leet, Physical Ge­
ology, 7th ed., e 1987 by Prentice 
Hall, Inc., Englewood Cliffs, N.J. 

Table 10.2 Subdivision of the Soil Taxonomy Classification System 

319 

2,484 

-8,000 

-19,000 
(In U.S.) 

Source: From N. C. Brady and R. R. Weil, The Nature and Property of Soils, 13th ed., e 2002 
by Prentice Hall, Inc., Upper Saddle River, N.J. 

The names of these orders include syllables (formative elements) that help to describe 
the order (Table 10.4). Names of great groups are created by combining new formative el­
ements with the formative elements of the soil order. For example, Alfisols that develop in 
dry climates belong to the Suborder Ustalf. "Ust" is derived from the Latin Ustus, meaning 
"burnt," and "Alf" is the formative element for the Order Alfisol. When further modifica­
tions to the name are made for the Great Group level, more than 319 such unfamiliar 
names are generated. At the lowest level of the classification, about 19,000 soil series have 
been identified in the United States. It is easy to see why the classification is not widely 
used by professionals other than soil scientists. Despite this challenge, however, it i.q worth 
the effort to become somewhat familiar with soil nomenclature. Soils in the United States 
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Table 10.3 Simplified Definitions of Soil Orders in the Soil Taxonomy 
Classification System 

Al£isol 

Andisol 

Aridisol 
Entisol 
Gelisol 
Hi~tosol 

Inceptisol 
Molli sol 
Oxisol 
Spodosol 
Ultisol 
Vertisol 

Soil with gray to brown surface horizon, medium to high base supply, and a 
subsurface horizon of clay accwnulation. 

Soil formed in recen t volcanic tephra; glassy volcanic particles altered to 
amorphous or poorly crystallized iron, a Ju min um, or silicate minerals. 

Soil with pedogenic horizons, low in organic matter, usually dry. 
Soil withou t pedogenic horizons. 
Soil that forms in cold regions characterized by permafrost. 
Organic (peat and muck) soil. 
Soil with weakly differentiated horizons showing alteration of parent materials. 
Soil with a nearly black, organk-rich surface horizon and high base supply. 
Soil that is a mixture principally of kaolin, hydrated oxides, and quartz. 
Soil tha t has an accumulation of amorphous materials in the subsurface horizons. 
Soil with a horizon of clay accumulation and low base supply. 
Cracking day soil. 

Note: Base supply refers to amount of exchangeable cations such as calc.lum, magnesium, sodium, and potas­
sium that remain In the soil. 
Source: Modified from A. L. Bloom, Geomorphology, 3rd ed., Cl 1998 by Waveland Press, Long Grove, IL. 

Table 10.4 Formative Elements in Names of Soil Orders of Soil Taxonomy 

No. of 
Order' 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

Formative 
Element in 

Name of Order Name of Order 

Enli~ol ............................... Ent 
Vertisol ................. ............. Ert 
Inceptisol ...... ....... ... .......... Ept 
Aridisol.. ........................... Id 
Mollisol ................ ............. 0 11 
Spodosol .............. ............. Od 
Alfisol .................. ............. Alf 
UI tisol ......... ...................... Ult 
Oxisol ................................ Ox 
Histosol ....... ........... .......... Ist 
Andisol ................ ............. And 
Gelisol... ............................ El 

Derivation 
of Formative 

Element 

Nonsense syllable 
L. verto, "turn" 
L. i11cept111111 "beginning" 
L. aridus, "dry" 
L. mollis, "soft" 
Gk. spodos, "wood ash" 
Nonsense syllable 
L. 111timt1s1 "last" 
F. oxide, "oxide" 
Gk. Jristos, "tissue" 
Jap. a11do, ''blacksoil" 
Gk. gelid, "very cold" 

Mnemonicon and 
Pronunciation of 

Formative Elements 

rece11/ 
invert 
inception 
arid 
mollify 
podzol; odd 
pedaifcr 
11//imate 
oxide 
histology 
nndesite 
jelly 

1 Numbers of the orders were established during development of llhe system of classification. 
Source: Modified from Soil Survey Staff, 1960. 

are mapped at the county level and reports called Soil Surveys are published for each coun­
ty. These reports are valuable because they include the engineering properties and land­
use limitations for each soil type. If surficial geologic maps are not available, Soil Surveys 
may provide the best information on subsurface and hydrological conditions of an area. 

Engineering Properties of Soil 
The engineering approach to the study of soil focuses on the characteristics of soils as con­
struction materials and the suitabi lity of soils to withstand the load applied by structures 
of various types. For these purposes, the physical properties that describe soil'> and their 
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A. FIGURE 10.8 
Arrangement of the soil orders according to relative degree of weathering and soil development. Source: From N. C. Brady 
and R. R. Weil, The Nature and Property of Soils, 13th ed., Q 2002 by Prentice Hall, Inc., Upper Saddle River, N.I. 
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components must be quantified and understood. In addition, classifications more relevant 
to the engineering properties of soils must be used. 

Weight-Volume Relationships 
As we mentioned earlier, earth materials are three-phase systems. In most applications, 
the phases include solid particles, water, and air. Water and air occupy voids between the 
solid particles. For soils in particular, the physical relationships between these phases 
must be examined. A mass of soil can be conveniently represented as a block diagram, 
with each phase shown as a separate block (Figure 10.9). The volume of the soil mass is the 
sum of th.e volumes of the three components, or 

(10.1) 

The volume of voids is the sum of V,, and V,0 • The weight of the solids is determined on a 
slightly different basis. Because any weighing of air in the soil voids would be done with­
in the earth's atmosphere as with other weighings, we consider the weight of air in a soil 
mass to be zero. Thus the total weight is expressed as the sum of the weights of the soil 
solids and the water: 

Wr=Wa+ W,u 

The relationship between weight and volume can be expressed as 

where 

W,,, = V,,,Gm y w 

W,11 =weight of the material (solid, liquid, or gas) 

V,11 = volume of the material 
G111 = specific gravity of the material (dimensionless) 

Yw = unit weight of water 

(10.2) 

(10.3) 

Unit weights are commonly used in the United States as a measure of density, which 
in this case becomes weight density rather than mass density. The unit weight of water is 
usually considered to be 62.4 pounds per cubic foot (pd). The mass density of water is 
1.0 g/cm3 . Using the relationship shown in equation (10.3), the weight of solids is 
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ht 
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Wr 

.A. FIGURE 10.9 
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(10.4) 
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and the weight of water is 

Ww = VwGw'Yw = Vw'Yw {10.5) 

since Gru = 1. When dealing with a soil sample from the field that contains both water and 
soil particles, the unit weight can be expressed both with and without the water contained 
in the soil. The unH wet weight is given by 

Wr 
'Ytuet ="TT vr 

(10.6) 

This quantity is determined by weighing a known volume of soil without allowing any 
drainage or evaporation of water from the voids. Alternatively, the unit dry weight is ex­
pressed as 

w. 
'Ydry = V:r (10.7) 

UnH dry weight is determined by oven-drying a known volume of soil. The resulting 
weight will be the wei~ht of solids (W.). Both unit wet weight and unit dry weight are ex­
pressed in pd or g/ cm·. 

The weight of water in a soil sample that was oven-dried is the difference between the 
weight before drying and the weight of solids measured after drying. This relationship 
should be evident from Figure 10.9. The water content of a soil, which is expressed as a dec­
imal or percent, is defined as 

W.u w = - x 100% w. {10.8) 

Relationships between volumes of soil and voids are described by the void ratio, e, and 
porosity, n, which were first defined in Chapter 7. The void ratio Lq the ratio of the void vol­
tune to the volume of solids: 

Vv e = -
v. 

whereas the porosity is the ratio of void volume to total volume: 

Vv 
n = - X 100% 

Vr 

These terms are related and it is possible to show that 

n 
e=--

1 - n 

{10.9) 

(10.10) 

(10.11) 

One additional relationship can be developed from the block diagram in Figure 10.9. This 
term, known as the degree of saturation, S, relates the volume of water in the void space to 
the total void volume: 

V.u s = v:- x 100% 
" 

(10.12) 

With the relationships just described, a variety of useful problems can be solved. It is help­
ful to draw a block diagram similar to Figure 10.9 and to label the diagram with the known 
quantities. 
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A 110-cm3 sample of wet soil has a mass of 212 g and a degree of saturalion of 100%. When oven­
dried, the mass is 162 g. Determine the unit dry weight (dry density in this case because of the 
units used), water content, void ralio, and specific gravity of the soil particles. 

So/11tion 

Since S = 100%, 

T 1--W_•_t•_' --i 

Vr = ~.___s_o_ll_~-~~__,.___ 

w. 162 g 3 
'Ydry .. - .. 3 "' 1.47 g/ 0 11· 

Vr 110 cm 

Ww 212 g - 162 g 
w = w. = 162 g = 0.309 = 30.9°/c, 

Ww 212 g - 162 g • 
V. = -- = = 50 cm• 

w Gw'Yw (1.0)(1.0 g/cm3 ) 

V. = Vr - Vw = 110 cm3 - 50 cnt3 = 60 cnt3 

V. 50 cm3 
c = ~ = -- = 0.83 

V, 60cm3 

w. 162 g 
Gs = -- = = 2.70 v.rw (60 cm 3)(1.0 g/cm 3) 

Index Properties and Classlflcatlon 
In the previous section, no mention was made of the characteristics of the particles with­
in the soil. Factors such as the size and type of particles in the soil, as well as density and 
other characteristics, relate to shear strength, compressibility, and other aspects of soil 
behavior. These index properties are used to form engineering classifications of soil. They 
can be measured by simple lab or field tests called classification tests. Table 10.5 lists 
index properties and their respective classification tests. An important division of soils 
for engineering purposes is the separation of coarse-grained, or cohesionless soils, from 
fine-grained, or cohesive, soils. Cohesive soils, which contain silt and clay, behave much 
differently from cohesionless materials. The term cohesion refers to the attractive forces 
between individual clay particles in a soil. The index properties that apply to cohesion­
less soils ·refer to the size and distribution of particles in the soil. These characteristics are 
evaluated by mechanical analysis, a laboratory procedure that consists of passing the soil 
through a set of sieves with successively smaller openings (Figi.1re 10.10). The size of 
sieve opening determines the size of the particles that may pass through. After the test, 
the particles retained on each sieve are converted to a weight percentage of the total and 
then plotted against particle diameter as determined by the known sieve opening size. 
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Table 10.S Index Properties of Soils 

Soil Type Index Property 

Coarse-grained (cohesionless) Particle-size distribution 
Shape of particles 
Clay content 
In-place density 
Relative density 

Fine-grained (cohesive) Consistency 
Water content 
A tterberg linti ts 
'fype and amow1t of clay 
Sensitivity 

.. FIGURE 10.10 
Sieves used for determin­
ing grain-size distribu­
tion of soil. Source: Photo 
courtesy of Soiltest Inc. 

The result is a grain-size distribution curve (Figure 10.11), plotted as the cumulative 
weight percent versus particle size. The cumulative weight percent is expressed as the 
percentage finer than a corresponding particle size. For example, if 20% of the soil by 
weight were retained on all the sieves with openings of 1 mm or larger in diameter, a 
point at 80% finer by weight would be plotted at the 1-mm size. 

The shape of the grain-size distribi1tion curve is a very important soil characteristic. 
A curve that covers several log cycles of the graph, as shown on the left in Figi.1re 10.12, 
contains a variety of sizes. This type of soil would be called well graded. The opposite 
type of soil, composed of a very narrow range of particle sizes, would be classified as 
poorly graded (Figure 10.12). These terms can be easily confused with the term sorting, 
the geologic designation for grain-size distribution. Geologists are concerned with var­
ious depositional processes, such as river flow, that tend to separate particle s izes dur­
ing transportation and deposit particles in beds composed of particles of similar sizes. 
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A cumulative grain-size distribution curve drawn from data obtained in a mechanical analysis of a soil 
sample. Sou1Ce: From D. F. McCarthy, Essentials of Soil Mechanics and Foundations, 4th ed ., © 1993 by Prentice 
Hall, Inc., Upper Saddle River, N.J. 
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Grain-size distribution curves of a well -graded soil ( left) and a poorly graded soil (right). Sou1Ce: From 
D. F. McCarthy, Essentlals of Soll Mechanics and Foundations, 4th ed., II:> 1993, by Prentice Hall, Inc., Upper Sad­
dle River, N.J. 

For this reason, geologists would refer to a poorly graded soil with a narrow range of 
sizes as well sorted. The opposite, a well-graded soil, would be considered poorly sorted by 
geologists. 

The other index properties describing cohesionless soils include particle shape, in-place 
density, and relative densitt;. These properties are related because particle shape influences 
how closely particles can be packed together. The in-place density refers to the actual den­
sity of the soil at its particular depth in the field. It is measured by weighing an oven-dried 
sample taken from a known volume. The relative density is the ratio of the actual density 
to the maximum possible density of the soil. It is expressed in terms of void ratio: 

(10.13) 

where emax is the void ratio of the soil in its loosest condition, e0 is the void ratio in its nat­
ural cond ition, and emin is void ratio in its densest condition. Both emax and emin can be 
measured in lab tests . Relative density is a good indication of possible increases in den..<iity, 
or compa.ction, that may occur if load is applied to the soil. The compaction of soil under 
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Clay particles displaying flocculated and 
dispersed fabrics. 

the load of structures, called settlermmt, can be very damaging when it occurs in excessive 
or variable amounts beneath a building. 

The index properties of fine-grail!'led, or cohesive, soils are somewhat more complicat­
ed than the index properties of cohesionless soils because of the influence of clay minerals. 
The type and amount of clay minerals are, therefore, very significant. With respect to engi­
neering behavior, consistency is the most important characteristic of cohesive soils. It refers 
to the strength and resistance to penetration of the soil in its in-place condition. Consisten­
cy is determined by the arrangement of soil particles, particularly clay particles, in the soil, 
which is called the soil's fabric. Although many types of fabric are possible, soils in which 
edge-to-face contact of clay particles exists (Figure 10.13), or soils that have floccl'llated fab­
rics, are much stronger than soils that have the parallel arrangement of particles found in 
dispersed fabrics. Flocculated fabrics change to dispersed fabrics during remolding, which 
involves disturbance and alteration of the soil by natural processes or during various lab 
tests. The consistency of a soil can be determined by field tests in which the soil is evaluat­
ed in place or by lab tests on samples that have been carefully handled to avoid remolding. 
The unconfined compression test is often used as an indication of consistency. In practice, 
the relative terms soft, medium, stiff, vrn; stiff, and ltnrd are applied to describe consistency. 
The relationship between these terms, unconfined compressive strength values, and the 
results of simple tests made with the hand and other objects are shown in Table 10.6. 

The ratio of unconfined compressive strength in the undisturbed state to strength in 
the remolded state defines the index property called sensitivity. The sensitivity, 51, can be 
expressed a.q 

strength in undisturbed condition 

St = strength in remolded condition 
(10.14) 

Soils with high sensitivity (Table 10.7) are highly unstable and can be converted to a re­
molded or dispersed state very rapidly, with an accompanying drastic loss of strength. The 
disastrous slope movements that follow these transformations are discussed in Cihapter 13. 

The water content, defined in the previous section, is an important influence upon 
the bulk properties and the behavior of a soil. In the remolded state, the consistency of the 
soil is defined by the water content. Four consistency states are separated by the water 
content at which the soil passes from one state to another (Figure 10.14). These water con­
tent values are known as the Atterberg limits. For example, the liquid limit is the water con­
tent at which the soil-water mixture changes from a liquid to a plastic state. As the water 
content decreases, the soil passes into a semisolid state at the plastic limit, and a solid state 
at the shrinkage limit. The shrinkage limit defines the point at which the volume of the soil 
becomes nearly constant with further decreases in water content. The Atterberg limits can 
be determined with simple laboratory tests. The use of the Atterberg limits in predicting 
the behavior of natural, in-place soil is limited by the fact that they are conducted on 



Table 10.6 Consistency and Strength for Cohesive Soils 

Consistency 

Soft 

Medium 
(mecLim11 stiff 
or medium firm) 

Stiff (firm) 

Very stiff 
(very firm) 

Hard 

Shear Strength 
(kglcm2

) 

< 0.25 

0.25--0.50 

0.50-1.0 

1.0-2.0 

> 2.0 

Unconfined 
Compressive 

Strength (kg/cm2
) 

< 0.5 

0.50-1.0 

1.0-2.0 

2.0-4.0 

> 4.0 
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Feel or Touch 

Bltmt end of a pencil-size 
item makes deep 
penetration easily 

Blunt end of a pencil-size 
object makes 1.25-cm 
penetration with 
moderate effort 

Blunt end of a pencil-size 
object can make 
moderate penetration 
(about 0.6 011) 

Blunt end of a pencil-size 
object makes slight 
indentation; fingernail 
easily penetra tes 

Blunt end of a pencil-size 
object makes no 
indentation; fingernail 
barely penetrates 

Source: From D. F. M cCarthy, Essentials of Soll Mechanics and Foundations, 4th ed., ii:> 1993 by Prentice Hall, Inc., 
Englewood Cliffs, N.J. 

Table 10.7 Sensitivity of Clays 

Type 

Nonsensitive 
Sensitive 
Highly sensitive 
Quick 

Sensitiv ity Value 

2-4 
4-8 
8-16 
> 16 

remolded soils. The relationship between moisture content and consistency defined by 
the Atterberg limits may not be the same in soils in the undishtrbed state. Therefore, the 
Atterberg limits are mainly used for classification rather than for the prediction of soil be­
havior under field conditions. 

The most useful engineering classification of soils is the Unified Soil Classification Sys­
tem (Figure 10.15). This classification gives each soil type a two-letter designation. For 
coarse-grained soils, the first letter, either G for gravel or S for sand, refers to the dominant 
particle size in the soil. The second letter is either W, for well graded, P, for poorly graded, 
or Mor C, for coarse-grained soils that contain more than 12% of silt or clay, respectively. 
The first letter of the designation for fine-grained soils is M or C, for silt or day, respective­
ly. The second letter, either H (high) or L (low), refers to the plasticity of the soil as defined 
in Figure 10.16. The chart is a plot of plasticity index (Pl) against liquid limit (LL). The plas­
ticity index is defined as 

PI = LL - PL (10.15) 
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Atterberg limits. As the volume of water (water content) in a volume of soil decreases, the soil passes 
through four states, separated by the Atterberg limits. Source: From D. F. McCarthy, Essentials of Soll Me­
chanics and Foundations, 4th ed., e 1993 by Prentice Hall, Inc., Upper Saddle River, N.J. 

The difference between the liquid and plastic limits (PT) is a measure of the range in water 
contents over which the soil remains in a plastic state. The plotted position of a soil with 
respect to the A-lin.e on the plasticity chart determines whether the soil receives the letter TI 
for high plasticity or the letter L for low plasticity. Highly organic soils, which fo:rm a final 
category in the classification, are alqo subdivided into high- and low-plasticity types. Once 
a soil has been classified by the Unified system, predictioM can be made of the soil's per­
meability, strength, compressibility, and other properties. 

Shear Strength 
The shear strength of a soil determines its ability to support the load of a structure or re­
main stable upon a hillslope. Engineers must therefore incorporate soil strength into the 
design of embankments, roadcuts, buildings, and other projects. The division of soils into 
cohesionless and cohesive types for classification is also useful for discussing strength. 

In the Mohr-Coulomb theory of failure, shear strength has two components-one for in­
herent strength due to bonds or attractive forces between particles, and the other produced 
by frictional resistance to shearing movement equation (7.7). The shear strength of cohesion­
less soils is limited to the frictional component. When the direct shear test is used to investi­
gate a cohesionJess soil, successive tests with increasing normal stress will establish a 
straight line that passes through the origin (Figure 10.17). The angle of inclination of the line 
with respect to the horizontal axis is th e angle of internal friction. Example 7.3 illus trates the 
determination of angle of internal friction from the results of direct shear tests. Values of the 
angle of internal friction are given in Table 10.8. If the soil is dense when tested, initially 
higher values for the angle of internal friction will be measured, but with iincreasing 
amounts of strain, the angle will decline to the approximate ranges seen in Table 10.8. 

The shear strength of a ct1hesive soil is more complicated than that of a cohesionless 
material. The differences are due to the role of pore water in a cohesive soil. Most cohesive 



... FIGURE 10.15 
Engineering classification of 
soils by the Unified Soll Classlfl­
catlon System. Source: Modified 
from D. F. McCarthy, Essentials of 
Soil Mechanics and Foundations, 
4th ed., © 1 993 by Prentice Hall, 
Inc., Upper Saddle River, N.J. 
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Unified Soil Classlflcatlon System 
IASTM Designation 0 ·24871 

M ajor division 
Group 

Typical names symbols 

~ GW Well·graded gravels and .. 
~:; c JI! 

gravel-sand mixtures, .. "' little or no fines 

~~ .. > - .. GP Poorly graded gravels and u ~ 

..'1 0 c: "' gravel-sand mixtures, 
., .. 0 

little or no fines ~ ~ !l 
~~c 

Silty gravels, gravel·sand· 

~ l G> 

(,!) ·- GM ~ .. 
.!!~ 0 ;; silt mixture 

~ ~ ~~ Ii! - > 
Sl ·~ .. "' e.c GC Clayey gravels, gravel· "'O .. . ~ (,!J •i 

.~~8 
0 sand-clay mlX1ures 
I! 

e~N ~ 

SW Well-graded sands end '?'fa . 3l ~ gravelly sands, little ~ .c ~ .. ·! c ., or no fines 
~-c ~ <t :! ~ u~o 00 - .. SP Poorly graded gravels and u., 
~ ., ~ z gravel·send mhttures, 

~ 0:: liule or no fines .. "' "' (/) .. ., SM Silty sands, sand-silt c .. .... ., ~ mixtures -5 c ~~ ! ·2 .)!! :€ SC Clayey sands. sand-clay 00 

~ ~ ~ mixtures 

., ML Inorganic silts, very fine 

~ .. = = sands, rock flour, silty or 

<>.~.!!! clayey fine sands 
,,- ~ 
c :2 CL Inorganic clays or low to 
.. " 11. 
~ :3' ~ modi um plasticity, gravelly 

"' clays, sandy clays, silty 
,!g ! .. iii 

clays, lean clays 
2 .. > .. ., 

OL Organic silts and organic silty !l !! -;;; 
.S ~8 ~ 

clays of low plasticity 
!!' N ~ . .: Sl ~ 0 ci uEc MH Inorganic silts, micaceous, or 

lf~z :.::: ca dlatomacoous lino und or 
~~£ silts, elestic &ilt• 

"' .. " ~ 
~:3"! CH Inorganic clays of high r: co 
rJl ! plasticity, fat clays 

"' OH Organic clays of medium 
to high plasticity 

Highly organic soils 
Pt Peat, muck, and other 

highly organic soils 

soils in field conditions are at or near saturation because of their tendency to hold moisture 
and their low permeability. When load is applied to a soil of this type, the load Ls support­
ed by an increase in the pore-water pressUie until pore water can drain into regions of 
lower pressure. At that point, soil particles are forced closer together and the strength in­
creases, just like a cohesionless soil. Time Ls an important factor, however, because it takes 
longer for water to move out of a low-permeability material. 

Strength tests for cohesive soils are usually made in triaxial cells in which the drainage 
of the sample can be controlled. Test conditions can allow (1) no drainage of the soil dur­
ing loading; (2) drainage during an initial phase of loading, followed by failure in an 
undrained condition; and (3) complete drainage during very slow loading to failure. The 
response of the sample is different in each case. For the most basic case, in which the sam­
ple is undrained throughout the test, the results will yield a straight line on a plot of nor­
mal stress versus shear stress (Figi.1re 10.18). The reascm for this consequence is that the soil 
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<II FIGURE 10.16 
Chart for determining classification 
of fine-grained soils by the Unified 
Soil Classification System. Source: 
From D. F. McCarthy, Essentials of Soil 
Mechanics and Foundations, 4th ed., 
Ci> 1993 by Prentice Hall, Inc., Upper 
Saddle River, N.J. 
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<II FIGURE 10. 1 7 
Determination of shear strength from direct 
shear data for cohesionless soil. 

Table 10.8 Values of for Cohesionless Soils 

Soil Type 

Sand and gravel mixture 
Well-graded sand 
Fine to medium sand 
Silty sand 
Silt (nonplastic) 

Angle </J, Degrees 

33-36 
32-35 
29-32 
27-32 
26-30 

Source: From D. F. McCarthy, £$sentlals of Soll Mechanics and 
f<Jundatlons, 4th ed.,€:> 1993 by Prentice Hall, Inc., Upper 
Saddle River, N.J. 

particles cannot be forced closer together without drainage of pore water and thus cannot 
develop greater resistance to shear failure. The shear-strength value determined in this 
type of test is termed cohesion (Chapter 7). The property of soils in the field that controls co­
hesion is consistency. Stiff or hard soils are compacted in their natural state and therefore 
have more shear strength than soft soils. The values of shear strength given in Table 10.6 
are comparable to cohesion values obtained from an undrained triaxial test. Strength tests 
of soils that are mixtures of cohesive and cohesionless material yield failure envelopes 
similar to Figure 7.19. 
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A FIGURE 10.18 
Determination of cohesion from undrained triaxlal test results for cohesive soil. 

A saturated, cohesive soil is tested i.n a triaxial cell. During the test, no drainage is allowed from 
the sample. At failure, the major and minor principal stresses are 2600 and 1000 psf, respectively. 
W11at is the cohesion of the sample? 

Solution 

Because the sample is undrained, increases in the normal stress will have no effect on the 
strength , and the fai lure envelope will be a stra igh t line. <T1 and <T3 are plotted on the horizon­
tal axis to fonn a diameter of a Mohr's circle plot. The failure envelope wiIJ be tangent to the 
top of tJ1e circle at a d istance from the origin on the vertical axis equal to the radius o f the cir­
cle. Thus, 
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It is evident from Table 10.6 that unconfined compressive strength is equal to twice 
the cohesion (shear strength) of cohesive soil. This can be shown on a plot similar to that in 
Example 10.2. The unconfined compressive test is one in which <r3 is zero and <r1 at failure 
L'> the unconfined compressive strength. When the Mohr's circle is plotted with <r3 at the 
origin, it is apparent that <r1 is the diameter of the circle and the cohesion is the radius. 

When a landslide occurs, it is an indication that the stress within the soil mass exceed­
ed the shear strength of the soil at the time of failure. The load imposed by buildings and 
other structures on most soils is rarely great enough to overcome the ultimate shear 
strength or bearing capacity of the soil. Case in Point 10.1 describes an example of a build­
ing that actually did cause failure of the soil upon which it was constructed. 

Settlement and Consolldatlon 
Despite the lack of large-scale bearing-capacity failures caused by the load upon the soil ex­
erted by structures, the soil does deform under the load applied. The usual response is a vol­
ume decrease in the soil beneath the foundation. Settlement is the vertical subsidence of the 
building as the soil is compressed. Excessive settlement, particularly when it is unevenly dis­
tributed beneath the foundation, can result in serious damage to the structure (Figure 10.19). 

The tendency of a soil to decrease in volume under load is called campressibilitt;. This 
property is evaluated in the cansolidation test, in which a soil sample is subjected to a.n increas­
ing load. The change in thickness is measured after the application of each load increment 

<Oil FIGURE 10.19 
Damage to a building by 
settlement. The house 
has been raised to Its 
original elevation. The 
gap between the wall 
and the foundation 
shows the amount of set­
tlement that has oc­
curred. Source: Photo 
courtesy of USDA Soil Con­
servation Service. 
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... FIGURE 10.20 Compressive loading 

Schematic d iagram of a 
consolldatl on test to deter­
mine soil compressibility. 
Source: From D. F. McCarthy, 

Essentlols of Soll Mechanics Standpipe 
and Foundations, 4th ed., 
© 1993 by Prentice Hall, Inc., 
Upper Saddle River, N.J. 

(Figure 10.20). During the consolidation test, soil particles are forced closer together as in 
strength tests. Thus, compression of the soil causes a decrease in void ratio. Data from the 
consolidation test are plotted as void ratio against the log of vertical pressure applied to the 
sample (Figure 10.21). The slope of the resulting straight line is called the compression index, Cc. 
The compression index is an important property of a soil because it can be used to predict the 
amount o.f settlement that will occur from the load of a building or other stnicture. Clay-rich 
soils and soils high in organic content have the highest compressibility. 

The compression of a saturated clay soil is a slightly different process from the compres­
sion of an unsaturated material. As we mentioned earlier, when the pores of a soil are filled 
with water, compression is impossible because the void volume is totally occupied. The in­
crease in load upon the saturated clay during a consolidation test or actual field situation is 
initially balanced by an increa5e in fluid pressure in the pores of the soil (Figure 10.22). High­
er fluid pressure in the clay causes the pore water to flow out of the clay toward any direc­
tion where fluid pressure is lower. Only after pore fluid i5 removed can the soil compress to 
a lower void ratio. This process is called consolidation. It is an important phenomenon to con­
sider when constructing a building on a saturated clay because consolidation is very slow. 
The movement of pore water out of the soil is a function of the permeability, and clay has the 
lowest permeability of any soil Therefore, it may take years for the soil to reach equilibrium 
under the load imposed. The settlement occurring du ring this period can be dangerous to 
the building. A famous example of consolidation is the Leaning Tower of Pisa (Figure 10.23). 
Tilting of the tower is the result of nonuniform consolidation in a clay layer beneath the 
struchtre. This ongoing process may evenhtally lead to failure of the tower . 

... FIGURE 10.21 
Consolidation test data plot­
ted as decrease in void ratio 
versus log of vertical pressure. 
Source: From D. F. McCarthy, Es­
sentials of Soil Mechanics and 
Foundations, 4th ed.,© 1993 by 
Prentice Hall, Inc., Upper Saddle 
River, N.J. 
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<II FIGURE 10.22 
Consolidation of saturated cclay under 
the load exerted by a foundation. 
Clay particles are forced clo·ser to­
gether after pore water is forced out 
of the unit. 

The Leaning Tower of Pisa (tower at right), whose tilt is the result of nonuniform consolidation be­
neath the structure. Source: Photo courtesy of the lt.allan Government Travel Office, E.N.l.T. 

Clay Minerals 
Clay minerals are so important to soils engineering that we must take a closer look at their 
properties. Clays are good examples of colloids, particles so small that their surface energy 
controL<i their behavior. In particular, the electrica I charge on the particle surface influences 
the interaction between adjacent clay particles. Jn Figure 10.24, the effect of the clay-surface 



... FIGURE 10.24 
Attraction of cations and water molecules to the charged 
surface of a clay particle. 

Engineering Properties of Soil 373 

@ 

® -
@ 

© • Water molecule 

8 -Cation 

Oouble 
layer 

charge upon the pore-water solution surrounding it is shown. Surface charges on clay par­
ticles are negative under most conditions. In order to balance these charges, catic)ns from 
the pore-water solution and water molecules are attracted to the particle surface. The at­
traction of water is possible because of the polar nature of the water molecule. The positive 
side of the water molecule is, therefore, attracted to the negative clay surface. The negative 
charges on the surface of the clay particle in combination with the attracted cations and 
water molecules are called the diffuse double la:tjer. Water molecules in diffuse double layers 
behave somewhat differently from water that is beyond the double layer in pore spaces. In 
addition, the positively charged sides of the water molecules cause repulsive forces be­
tween the double layers of adjacent clay particles. 

When clays are initially deposited by settling to the bottom in a lake or the ocean, for 
example, both attractive and repulsive forces between clay particles are present. The rela­
tive strength of these forces determines which of the fabrics shown in Figure 10.13 will de­
velop du.ring sedimentation. Repulsive forces are stronger when the electrolyte content 
(ionic concentration) of the solution is weak. Therefore, dispersed fabrics are more common 
in clays deposited in freshwater and flocculated fabrics characterize seawater deposition. 

The electrostatic properties of clays explain many aspects of their engineering behav­
ior. Because of the tend.ency of clays to absorb water, the water content of clay soils is fre­
quently near or above the plastic limit. In the plastic state, the strength of clay soils is 
relatively low. When load is applied to clay soils, clay particles can be forced closer togeth­
er or forced to reorient themselves, causing a new fabric to develop. The large decreases in 
void ra tio that accompany these adjustments to load are responsible for the high com­
pressibility of clay. As we have seen, when pore water is expelled during consolidation, 
the decrease in void ratio may be a very slow process. Because of these properties, clay 
soils can create troublesome engineering problems. Unstable slopes and settlement of 
foundations are examples. Site investigations for heavy structures must not neglect the 
presence of clay soils at depth; even though surficia1 soils may have low compressibility, a 
clay bed in the subsurface may lead to settlement of the structure (Figure 10.22). 

Case In Point 10.1 
Bearing Capacity Failure In Weak Soll 

A rare example of a true bearing-capacity failure of a soil beneath a foundation is provid­
ed by the Transcona, Manitoba, grain elevator (White, 1953). This structure (Figure 10.25) 
was built in 1913 by the Canadian Pacific Railway. During the initial filling of the elevator, 
the underlying soils failed along a nearly circular surface, causing a rotation of the eleva­
tor to an angle of 27° from the vertical (Figure 10.26). Despite the sinking and rotational 



374 Chapter lO Soils, Soil Hazards, and Land Subsidence 

.A. FIGURE 10.25 
The Transcona grain elevator, located near Winnipeg, M anitoba, as it appears today. Source: Photo 
courtesy of the author . 

.A. FIGURE 10.26 
Rotation of the grain elevator by bearing-capacity failure of the weak foundation soil. Source: Sketched 
from a photo by L. S. White. 

movement, the elevator was largely undamaged. By excavating beneath the side that was 
rotated upward and by underpinning the structure with piles, engineers were able to re­
store the elevator to an upright position, where it now rests at a depth of 7 m lower than 
the depth of the original foundation. Years later, when testing and analysis of the soils 
were done, it was determined that the pressure of the fully loaded elevator exceeded the 
shear strength of the soil. The soils in the area are clay-rich sediments deposited in a Pleis­
tocene glacial lake. These materials have a very low strength and high compressibility. 
Failures similar to the Transcona grain elevator are less likely today because of great 
progress in the field of soil mechanics with respect to testing and analysis of soils. 
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Soil Hazards 
The basic engineering principles of soil behavior provide the theory for understanding the 
interactions between engineering structures and soils. In practice, however, the perform­
ance of soil under imposed engineering load can be quite complex. In order to identify and 
predict potentially hazardous soil processes, the engineer must determine the relation­
ships and interactions between the soil and the rock units, the groiindwater flow system, 
the climate, and the vegetation of an area. All these factors can influe.nce soil processes that 
can damage existing stntctures or require special designs for new projects. 

Expansive Soll 
Surprisingly, damage to structures caused by soils that expand by absorbing water is the 
most costly natural hazard in the United States on an average annual basis. The annual bill 
for repair and replacement of highways and buildings affected by expansive (swelling) 
soils runs into billions of dollars. The portions of the United States underlain by expansive 
soils are shown in Figure 10.27. 

The tendency for soils to swell can be explained by the characteristics of clay particles 
that we have already con.qidered. The unbalanced electrostatic charges on clay-particle 
surfaces draw water molecules into the area between silicate sheets, thus forcing them 
apart. The cations attracted to the clay surfaces provide another factor in swelling behav­
ior. Because of the attraction of the negatively charged clay-particle surfaces for cations, 
small spaces within M between clay particles may contain a higher concentration of 
cations than larger pores within the soil. These condition.q (Figure 10.28) create an osmotic 
potential between the pore fluids and the clay-mineral surfaces. Normally, cations diffuse 
from a higher concentration to a lower concentration in order to evenly distribute the ions 
throughout the solution. In expansive soils, because ions are held by the clay particles, 

.6. FIGURE 10.27 
Distribution of expansive soils in the United States. 5oun:e: From H. A. Tourtelot, 1974, Geologic origin and 
distribution of swelling clays, Bulletin of the Association of Engineering Geologists, 11. Used by permission of the 
Association of Engineering Geologists. 
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<II FIGURE 10.28 
Swelling of clay-rich soils. 
Water molecules diffuse Into 
clay particles in order to equal­
ize the ionic concentration be­
tween the particle and the 
soil pore. 

water moves from areas of low ionic concentration (high concentration of water) to areas 
of high ionic concentration (low concentration of water) within clay particles or aggre­
gates. This influx of water exerts pressure, which causes the clay to swell. 

If a clay soil is subjected to drying condition.<i-for example, when evaporation is re­
moving water from the soil near the land surface-a suction effect is exerted on the soil 
that causes water molecules that are not held tightly to clay particles to be drawn out into 
the large pores of the soil and to move upward to replace the evaporated water. This loss 
of water from the clay leads to shrinkage, the reversal of the swelling process. 

Swelling and shrinkage of a soil can occur only with changes in water content. There­
fore, the potential for damage from expansive soil is limited to the upper zone of the soil in 
which seasonal changes in moisture content take place. This zone is called the soil-moisture 
active zone (Figure 10.29). Below this zone, even though the soil may have the potential to 
shrink and swell, volume changes will not take place because the water content of the soil 
is constant. 

Prediction of swelling behavior can be accomplished by lab tests designed to measure 
the pressure generated by soil being wetted. A quick estimate of swelling behavior can be 
made using the Atterberg limits of the soil. Table 10.9 shows a classification of swelling po­
tential based on the plasticity index. 

Damage to a structure is possible when as little as 3% volume expansion takes place 
(Figures 10.30 and 10.31). Failure results when the volume changes are unevenly dis­
tributed in the soil ben.eath the foundation. For example, water-content changes in the 
soil around the edge of a building can cause swelling pressure beneath the perimeter of 
the building, while the water content of the soil beneath the center remains constant 
(Mathewson et al., 1975). The type of failure resulting from th.is situation is called end 

Soil 
moisture 

ective 
zone 

<II FIGURE 10.29 
The soil-moisture active zone. 

Foundation 

Water table 



Table 10.9 Correlation of Swelling Behavior with Plasticity Index 

Degree of Expansion 

Very high 
High 
Medium 
Low 

Plasticity Index 

>35 
25-41 
15-28 
<18 

Source: From R. D. Holtz and W. D. Kovacs, An Introduction to Geotechnical Engineering, 
~ 1981 by Prentice Hall, Inc., Upper Saddle River, N.J. 

_. FIGURE 10.30 
Structural damage to a group of apartment buildings In San Antonio, Texas, caused by shrink-swell 
behavior of expansive soils. Source: Photo courtesy of USDA Soll Conservation Service. 
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lift (Figure 10.32). The factors that could cause end lift include excessive lawn or shrub 
watering beside the building and insufficiently long drain spouts that do not carry 
drainage from the roof far enough away from the structure. If a house lot is not graded 
properly, the land may slope toward the house. This would concentrate drainage at the 
edge of the building and high infiltration could occur. The opposite of end lift is center 
lift (Figure 10.32), where swelling is focused beneath the center of the structure or 
where shrinkage takes place under the edges. Either process causes the foundation to 
bulge beneath the center. A possible cause of soil shrinkage near the edges of a structure 
is the close proximity of trees. Certain trees remove large quantities of water from the 
soil by the process of transpiration; soil shrinkage in the vicinity of the roots is the result. 

If highly expansive soils are recognized before construction, special foundation de­
signs can be used. One method involves suppMt of the building by using a grade beam 
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<II FIGURE 10.32 

<II FIGURE 10.31 
Crack In a wall of an office building caused by 
swelling clays, San Antonio, Texas. The office building 
and adjacent shopping plaza were demolished be­
cause of structural damage by swelling soils. 
Source: Photo courtesy of the author. 

Two types of structural failure caused by swelling soils. Source: From C. C. 
Mathewson, ). J Castleberry, and R. T. Lytton, 1975, Analysis and modeling of 
home foundations of expansive soils in central Texas, Bulletin of the Association of 
Engineering Geologists, 12: 275-302. Used by permission of the Association of En­
gineering Geologists. 

<II FIGURE 10.33 
Belled pier and g rade beam founda­
tion utilized to prevent damage from 
expansive soils. Source: From B. M. 
Das, Principles of Foundation Engineering, 
iii> 1984 by Wadsworth, Inc., Belmont, 
Calif. 

resting upon belled piers that extend below the base of the soil-moisture active zone 
(Figure 10.33). 

Hydrocompactlon 
A different type of soil problem is presented by certain soils in arid regions. When water and 
load are applied to these soils, their structure collapses to a more dense state. This type of be­
havior, called ftydrocornpaction, is the result of the origin and history of the soilq. Sediments 
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deposited by wind or water usually develop a very loose, open structure. Soils susceptible to 
hydrocompaction, which are predominantly composed of silt and sand grains rather than 
clay particles, exist in an unsaturated state. The low-density structure is maintained by weak 
bonds formed by water, clay, or soluble precipitants that bridge pores between particles 
(Figure 10.34). When the pores are only partially filled with water, the water exerts tensional 
forces that tend to hold adjacent particles together. In addition, small amounts of clay or sol­
uble precipitants (such as gypsum) between particles act as a temporary cementing agent. 
When water saturates the soil, both the water and clay bonds are destroyed. Pore water loses 
its tensional effect when the pores become sahirated, and clay bonds are suspended in the 
solution upon wetting. The soil will then collapse to a denser struch1re under its own weight 
or the weight of a structure built upon the soil. Saturation is often caused by lawn watering 
around a foundation and leakage of water lines, storm sewers, and canals. When the collapse 
of the soil occurs, settlement of foundations or rupture of utility lines Lq usually the result. 

Liquefaction 
The term liquefaction is commonly applied to the conversion of saturated sand or silt to a 
liquid state under rapid or cyclic stresses of the type that might be caused by earth­
quakes, vibrations, or explosions. Normally, a sand would respond to increased stress or 
loading by the expulsion of pore water associated with a decrease in void ratio. Water can 
be driven out readily because of the high hydraulic conductivity of sand. Under rapid or 
cyclic loading, however, the increased stress is transferred to the pore water as the parti­
cles are forced closer together. If the pore-water pressure is great enough to suspend the 
particles within the pore fluid, total loss of shear strength occurs and fluid behavior is the 
result. An excellent example of liquefaction occurred in the Niigata, Japan, earthquake of 
1964 (Figitre 10.35). Liquefaction of a saturated sand beneath the foundations of the 
apartment buildings was responsible for a temporary loss of shear strength in the soils 
supporting the buildings. When this happened, the buildings rota ted or sank into the flu­
idized soil. Little structural damage resulted from these movements, and the buildings 
were later jacked upright and new foundations were constructed. 

A chiJling example of liquefaction has only recently been deduced from historical 
records of the effects of an earthquake on June 7, 1692 in the town of Port Royal, Jamaica. 
Although Port Royal was more civilized in 1692, it still had not lived down its reputation 
from several decades earlier as the bawdy and boisterous home port of pirates and bucca­
neers, including the famous Henry Morgan. The trouble with Port Royal was its construc· 
ti on upon a narrow sandy spit of land bordering the mainland (Figure 10.36). The saturated, 
low-density sands beneath the town were ideal for liquefaction. During the earthquake, the 
tt1wn was almost completely devastated, including a substantial portion of the town that 



380 Chapter 10 Soils, Soil Hazards, and Land Subsidence 

A FIGURE 10.35 
Rotation of buildings due to liquefaction of saturated sand during the 1964 Nligata, Japan, earth­
quake. Source: Photo courtesy of the U.S. Geological Survey. 
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Approximate area of Port Royal, Jamaica, showing the portion of the city lost by liquefaction and subsi­
dence below sea level during the earthquake of 1692. Source: David S. Brumbaugh, Earthquakes: Science and 
Society, 1st ed., ii:> 1999, p.145. Reprinted by Permission of Pearson Education, Inc., Upper Saddle River, N.J. 

simply sank into the liquefying sands and disappeared below sea level. A 17th-century 
newspaper account of the tragedy includes a graphic illustration of the effects and eyewit­
ness descriptions of the fate of some of the 2500 people lost in the earthquake (Figure 10.37). 
People, along with buildings and other structures, sank into the liquefying sand. Some 
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.6. FIGURE 10.37 
A 17th-century newspaper account of the earthquake and some of the grisly effects of liquefaction. 
The descriptions of events at the locations of the letters on the figure Include the following: "A. The 
Houses Falling ... H. The Ground rolling under the Minister's Feet ... T. The Sea washing the dead 
Carkasses out of their Graves and Tombs, and dashed to pieces by the Earthquake .. . V. People swal­
low'd up in the Earth, several as high as their Necks, with their heads above Ground. W. The Dogs 
eating of Dead Men's Heads." 

were lost below, but others were able to paddle their way upward and survived. Some of 
the most unfortunate were partially trapped in the sand when the earthquake stopped. The 
sand immediately regained its strength, crushing the partially buried citizens, some of 
them with only their heads projecting above land surface, later to be eaten by dogs scav­
aging through the remains of the town. 

Land Subsidence 
Subsidence describes several related localized or areally widespread phenomena associated 
with sinking of the land surface. The vertical movements involved range from sudden col­
lapse to slow, gradual declines in surface elevation. ln a general way, subsidence can be 
subdivided into types caused by (1) removal of subsurface fluids, (2) drainage or oxidation 
of organic soil, and (3) surface collapse into natural or excavated subsurface cavities. 

Subsidence attributed to withdrawal of fluid is a widely distributed occurrence in 
the United States and other countries. Although it is most commonly heavy pumping of 
groundwater that leads to this type of subsidence, depletion of oil and gas reservoirs has 
been responsible for subsidence in some areas. A prominent example is the Wilmington 
oil field in Long Beach, California, in which maximum elevation decreases of about 9 m 
were attributed to the withdrawal of petroleum. Direct damage to structures and indi­
rect damage because of increased flooding proved very costly to the city. Groundwater 
withdrawals have accounted for subsidence over thousands of square kilometers of land 
in the western United States and other areas. The problem occurs in agricultural areas 
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like the San Joaquin Valley in California, where the water is used for irrigation, as well as 
in urban areas worldwide, including Las Vegas, Nevada; Houston, Texas; Mexico City, 
Mexico; and Venice, Italy, where the groundwater is withdrawn for municipal water sup­
plies. The subsidence bowl (area undergoing subsidence) in Houston is one of llie largest 
in the United States. The subsidence is correlated with accelerated groundwater pumping 
since the 1930s, although petroleum withdrawals may also be significant, at least on a 
local basis. 

Subsidence is most prevalent in geologically young, poorly lithified sequences of satu­
rated sands and clays. Groundwater is pumped from the sandy units, but these materials 
have low compressibillties. According to the Principle of Effective Stress, which is further dis­
cussed in Chapter 11, pumping of fluids from sandy, permeable (aquifer) material causes 
some compaction because when the hydraulic pressure is lowered by pumping water from 
the pore spaces, the pressure on the sand grains increases and they tend to be forced closer 
together. This effect causes compaction of the aquifer and potential land subsidence, but if 
water levels are allowed to recover, the compaction is reversible, or elastic (Figure 10.38). 
However, the situation is different in the fine-grained units interbedded with the aquifers. 

Sand and gravel 

Granular aquitard 
skeleton defining 
fluid-filled pore 
spaces storing 
groundwater 

.& FIGURE 10.38 
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Land subsidence caused by withdrawal of fluids. As water is pumped from the sand beds, they com­
pact slightly, but recover elastically upon cessation of pumping and the rise of groundwater levels. 
Irreversible compaction of compressible fine-grained beds In the sequence accounts for most of the 
land subsidence. Source: From U.S. Geological Survey, Land Subsidence In the United States, Circular 1182. 
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The lowered hydraulic pressure in the sands causes the fine-grained beds to slowly com­
pact as pore water is drained into the more permeable beds above and below. The process is 
closely analogous to a consolidation test. The fine-grained units compact irreversibly when 
fluids are removed, and because they are more compressible, most of the ultimate subsi­
dence can be accounted for by consolidation of silt and clay beds. Thfa irreversible process 
is slow because of the low permeability of the materials. 

Subsidence caused by groundwater pumpage for irrigation has been especially prob­
lematic in the semi-arid agricultural basins of California. The Santa Clara Valley, better 
known in recent years as "Silicon Valley," is a classic case. The valley, which extends south­
ward from San Francfaco Bay, developed as a center for production of irrigated fruits and 
vegetables in the early part of the 20th century. Subsidence, which reached its peak in the late 
1960s (Figure 10.39), became a major problem. The elevation of downtown San Jose declined 
from 98 feet in 1910 to 84 feet in 1995. The causes of this subsidence are obviously rela ted to 
groundwater pumpage (Figure 10.40). As pumpage increased in the first half of the century, 
water levels declined and land subsidence accelerated. The response by water managers 
was to import surface water through an elaborate system of reservoirs and aqueducts that 
could be used for artificial recharge. These measures raised the water levels in basin aquifers 
and slowed the rate of subsidence to a very small amount. The effects of land subsidence in­
cluded the inundation of 117 acres of previously dry land by San Francisco Bay and the ne­
cessity to maintain a gradient on stream channels so that water would ach1ally flow to the 
bay. The cost of the subsidence, including the construction of levees around the south side of 
San Francisco Bay, raising railroad and road grades, constn1ction of sewage pumping sta­
tions, replacing wells that collapsed due to subsidence, and many other measures, has been 
estimated! at $300 million in 1998 dollars. Maintenance costs will continue into the future. 

A similar scenario, but even more severe, occurred in the San Joaquin Valley, which lies 
east of the Sierra Nevada Mountains and south of the Santa Clara Valley. This much larger 
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Contours of equal amount of subsidence of the land surface in the Santa Clara Valley, northern 
California. Source: From U.S. Geological Survey, Land Subsidence In the United States, Circular 1182. 
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Graph of total groundwater pumpage, depth of water table levels below land surface, and land surface elevation in San Jose, Cal­
ifornia. Subsidence reached its maximum rates in the 1960s, wh ich necessitated artificial recharge to the affected aquifers. As 
groundwater levels rose, the rate of subsidence became much more gradual. Source: From U.S. Geological Survey, land Subsidence in 
the United States, Circular 1182. 



... FIGURE 10.41 
Subsidence In the San Joaquin Valley, California, caused by with­
drawal of groundwater. Source: Photo courtesy of Thomas Holzer. 
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valley experienced subsidence that reached 28 feet at its greatest point (Figure 10.41). The 
subsidence in this valley has been described as the largest human alteration of the earth's 
surface. 

Accompanying subsidence in many locations are ruphtres of the land surface. These 
ground failures take the form of fissures as long as several kilometers, in which the surface 
cracks or separates laterally (Figure 10.42), or faults, in which vertical displacement across 
the rupture occurs. More than 160 faults in the Houston-Galveston area have been mapped 
and many have also been discovered in the Las Vegas Valley. Leveling surveys have shown 
that recent movement across the faults corresponds to the long-tenn trends of groundwater 
pumpage. Surface fissures often occur along fault zones because different amounts of sub­
sidence occur on opposite sides of the fault (Figi.1re 10.43). The differential subsidence may 

.A. FIGURE 10.42 
Fissures formed during land subsidence In south@rn Arizona. Source: Photo courtl!Sy of Thomas Holzer. 
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.A. FIGURE 10.43 
Cross section of a fault zone In Las Vegas Valley. Subsidence caused by groundwater withdrawal is 
greater on one side than the other and the resulting tensional stresses lead to fissures at the ground 
surface. Source: From U.S. Geological Survey, Land Subsidence in the United States, Circular 1182. 

come about because the fault acts as a partial barrier for groundwater flow. Thus, one side 
of the fault is affected more by groundwater withdrawals than the other side and tensional 
stresses are created between the two sides. Surface fissuring in urban areas is an expensive 
hazard because the cracking and tilting of the land surface can damage foundations, roads, 
and utilities. 

Subsidence by a different mechanism occurs when highly organic soils are drained 
during land-use conversion to agric1.1lh1re or construction. Soils of this type, frequently 
termed pent or muck, are formed in marshes, bogs, and other poorly drained settings with 
water tables near the land surface. The high water table inhibits oxidation of organic mat­
ter, so thiq material accumulates in the soil. Characteristics of the soils include dark color, 
low density, and high compressibility. When drained, organic soils are exposed to oxidiz­
ing conditions as the water table drops. The resulting decomposition of the organic con­
tent, in combination with some physical compaction due to the removal of pore fluids, 
leads to the gradual subsidence of the land surface. Damage to buildings can be caused by 
settlement of the structure if it bears upon the organic soils. If the building is constructed 
on foundations that bear upon stronger materials below the organic soils, subsidence of 
the soil around the stn1cture can leave a gap between the floor slab and the ground surface 
(Figure 10.44 and Case in Point 10.2). 

The Everglades, South Florida's great freshwater wetland system, has been irrepara­
bly damaged by drainage and subsidence of the exposed peat soils. About 50% of the orig­
inal wetland has been drained with a system of canals so the land could be used for 
agriculhtre or development. Prior to drainage, the wetlands was essentially a huge, slow­
moving river of surface water draining to the Gulf of Mexico. Subsidence in th.e agricul­
tural areas (Figure 10.45) has reversed the gradient of the land surface. Current attempts to 
restore portions of the original wetlands by the federal government will never be able to 
reestablish southerly flow through the wetlands. Instead of the original "saw grass prairie" 
ecosystem, lakes will develop because the land no longer slopes uniformly to the south as 
it did before subsidence. Continuing oxidation of the drained wetland soils will eventual­
ly render them unfit for agriculhtre as the soils gradually shrink and disappear. 

The third major type of subsidence is associated with the collapse of overlying ma­
terials into large underground cavities. Although the processes that cause this type of 
subsidence generally occur in bedrock below the soil zone, collapse of the surface soils 



... FIGURE 10.44 
Subsidence of peat and 
muck soils around a 
house built on pilings. 
The land s1Urface around 
the house has subsided 
about 0 .6 m in 2 years. 
The porch and steps have 
fallen off. Source: Photo 
courtesy of USDA Soll Con­
servation Service . 

... FIGURE 10.45 
Land subsidence In the vast Everglades wetlands com­
plex of South Florida has made true restoration of the 
original surface-water flow system and ecosystem im­
possible. Source: From U.S. Geological Survey, Land Subsi­
dence in the United States, Circular 1182. 
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into the voids below is the usual manifestation. The cavities may be excavated or natu­
ral. Subsidence over underground coal mines constitutes the most common example of 
subsidence over excavated cavities. This process has affected about 8000 km2 in the 
United States, mostly in the eastern part of the country. The effects of subsidence de­
pend upon the method of mining and the thickness of the overburden. When the coal is 
entirely removed from a seam during mining, surface subsidence is usually contempo­
raneous with mining. A basin-shaped depression commonly develops over the mined­
out area if the coal seam is deeper tllan about 30 meters. Alternatively, columns or pillars 
of coal may be left in place to provide support for the mine roof. Subsidence above 
mines of this type may take place many years later after the mine is abandoned. Unfor­
tunately, buildings, or even towns, have been built unknowingly over abandoned un­
derground mines. The modes of subsidence ar~ shown in Figure 10.46. TWo of the most 
common surflcial impacts of subsidence over abandoned mines are sinkholes or troughs. 
Sinkholes (Figure 10.47) are circular pits formed by collapse of the surface soil into the 
mine voids when the coal seam is fairly shallow. Troughs are larger subsidence features 
that develop over deeper mines. 

Natural cavities form in rock primarily by dissolution of the rock by circulating 
groundwater. Limestone caves are the most common example of solution cavities, al­
though other soluble rock types behave similarly. In limestone terrains, also known as karst 
topography, surface depressions, called sinkholes, or dolines, can form in several different 
ways (Figure 10.48). Jf limestone is exposed at or near the surface, depressions can form 
gradually by dissolution of the near-surface rock and transport of the residual soil into cav­
ities below the surface. These depressions are known as solution sinkholes. Alternatively, 
surface limestone can collapse into large voids dissolved into the rockq below, producing a 
collapse sinkhole. Similar types of sinkholes also form in areas in which the limestone is 
overlain by sandy or clayey sediment. Cover subsidence sinkholes develop more gradually 
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M echanisms of subsidence associated with subsidence over abandoned underground coal m ines. 
Source: From R. E. Gray and R. W. Bruhn, 19B4, Coal mine subsidence-eastern United States, In Man-Induced 
Lond Subsidence, T. L. Holzer, ed., Geological Society of Am@rlca, Reviews In Engineering Geology, vol. 6. 
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_. FIGURE 10.47 
Sinkholes formed by subsidence over abandoned coal mines, western North Dakota. Source: Photo 
courtesy of North Dakota Public Services Commission . 

... FIGURE 10.48 
Four types of sinkholes that 
form by dissolution of lime­
stone. The cover subsidence 
and cover collapse sinkholes 
develop by the gradual or 
sudden transport of sedi­
ment overlying the lime­
stone Into solution cavities 
below. (a) solution sinkhole, 
(b) collapse sinkhole, 
(c) cover subsidence sink­
hole, and (d) cover collapse 
sinkhole. 

(a) (b) 

(c) (d) 

by washing of the overlying soil into solution cavities in the limestone below. Cover collapse 
sinkholes often form suddenly by the failure and sinking of the overlying soil into large 
voids or caverns below. 

Surface subsidence, leading to the development of sinkholes, often occurs in dry peri­
ods when water tables are declining or when water tables are lowered artificially by 
pumping. Groundwater below the water table provides a measure of support for the sedi­
ment above a limestone cavern by the hydrostatic pressure exerted by the fluid. When the 
water table drops, this support is lost and surface collapse is initiated (Figure 10.49). The 
Winter Park, Florida, sinkhole (Figure 10.49), whkh formed in 1981, provides a spectacu­
lar example of urban disruption by subsidence over a cavity in soluble rock. The collapse 
occurred over a period of several days with no prior warning. 
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Case In Point 10.2 
Land Subsidence In New Orleans 

<II FIGURE 10.49 
The Winter Park, Florida, 
sinkhole as It appeared 
just after formation in 
1981 . Source: Photo cour­
tesy of Jammal &: Associates. 

With respect to construction and development, the geologic setting of New Orleans is 
one of the most challenging in the world. Its major problems stem from its location on 
the low-lying Mississippi Delta. Despite being 75 km from the mouth of the river, the av­
erage elevation of the city is only 0.4 m above the elevation of the Gulf of Mexico. It is of 
more than slight concern that periodic fll.oods of the river rise to as much as 6.5 m above 
the Gulf of Mexico through the heavily diked urban area. As tragically illustrated by 
Hurricane Katrina in September, 2005, New Orleans is highly vi11nerable to hurricanes 
travelling across the Gulf of Mexico. 

As if those problems were not enough, the foundation conditions of the city a:re ex­
tremely poor, particularly throughout the extensive areas of swamp and marshland occu­
pied by urban development. The general subsurface conditions are shown in Figure 10.50. 
The IIolocene deposits are composed for the most part of fine-grained deltaic and filuvial 
sediments. In cypress swamps and other low-lying areas, these materials are rich in organ­
ics and highly compressible. Large, heavy stn1ctures are built on piles that are driven into 
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Block diagram showing surface and subsurface geological conditions of New Orleans, La. 
Source: From C. R. Kolb and R. T. Saucier, 1982, Engineering geology of New Orleans, in Geology Under Cities, R. 
F. Legget, ed., Geological Society of America, Reviews in Engineering Geology, vol. 5. 

the more competent Pleistocene sediments that usually lie within 25 m of the surface. 
Smaller structures built in former swamp areas rely on shorter timber piles limited to the 
Holocene sediments. 

To proceed with expansion of the city into marsh areas, drainage of the surface soils 
and lowering of the water table was carried out. This led to rapid subsidence because 
the organic rich soils occupy one-half or less the volume in a dry condition compared 
with their natural state. Lowering of the water table also initiates oxidation and decom­
position of the soils, with further, slow subsidence. For single-family homes and other 
lightly loaded stn1ctures, the consequence is a sinking land surface relative to the 
house, which rests on piles. Left untouched, it is possible to see under the entire foun­
dation slab. The efforts to deal with the problem at one home are shown in Fig11ire 10.51. 
As the years went by, the homeowners simply added steps in increments to reach the 
gradually sinking front yard. Total subsidence at the house is 0.81 m. Subsidence up to 
2 m has been documented in other areas. 
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.A. FIGURE 10.51 
Subsidence of organic soils in New Orleans after drainage. The photo on the left shows the house 
built on pilings just after construction in 1941. The photo on the right shows the same house in, 
1992. Front-porch steps were added over the years as the ground surface subsided. Soun:e: Photo 
courtesy of ). 0. Snowden. 

Summary and Conclusions 
The term soil has different meanings to various groups of earth scientists and engineers. 
Soil scientists are concerned with material produced by pedogenic processes that can sus­
tain plant growth. Soils engineers consider soil to be any transported sediment or residual 
material that can be excavated with hand tools. 

Pedogenic processes acting upon rock or sediment produce recognizable horizons. The 
main horizons include the A horizon, the zone of high organic-matter content; the E hori­
zon, a zone of eluviation; the B horizon, a zone of illuviation of clay and metal oxides; and 
the C horizon, a transition zone between highly altered and nonaltered parent material. 

The development of horizons in the soil profile is controlled by the five soil-forming 
factors: Parent material and topographic position (relief) set the stage for the action of climate 
and organisms over a period of time. Of these factors, climate is dominant. The possible 
variations and interactions between the soil-forming factors can produce a vast range of 
soil types. As a result, pedogenic classification of soils has been difficult. A modern classi­
fication system based entirely on measurable soil properties has replaced an older, inade­
quate system. Because of the complexity of the new system, some terms and concepts from 
the older system are still in use. 

The objective of engineering soils classification is to predict soil behavior in an engi­
neering project. The index properties, which are used to classify soils, can be correlated 
with the strength and compressibility of the soil. For cohesionless soils, the relevant index 
properties are grain-size distribution, grading, in-place density, and relative density. Cohe­
sive soils are more difficult to characterize because of the interaction between clay miner­
als and water. The index properties used include clay content, consLqtency, wate·r content, 
sensitivity, and the Atterberg limits. The index properties are used to classify the soil in the 
Unified Soil Classification System. 

The performance of a soil as a foundation support material is dependent upon its shear 
strength and compressibility. The bearing capacity of the soil is rarely exceeded by a stnic­
ture, as it was beneath the Transcona grain elevator. Even though a soil may not fail, dam­
age to stntctures will be experienced if settlement takes place. Settlement is the subsidence 
of a foundation because of compression of the underlying soil. Consolidation is the time­
dependent compression of clay soil as pore water is slowly expelled from the loaded soil. 
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Many of the engineering problems associated with clay can be explained by its col­
loidal properties. The surface charge of clay particles attracts water and cations from the 
pore solution. The attraction or repulsion of adjacent particles during deposition deter­
mines the initial fabric. During consolidation, reorientation of particles often occurs. The 
low strength of clay is indicative of high Atterberg limits and high water contents. 

Engineering projects must often be built in areas where hazardous soil processes are 
active. The tendency of clay soils to absorb water leads to volume expansion that can be 
very damaging to structures. Within the soil-moisture active zone, changes in water con­
tent of the soil will lead to swelling or shrinking. Land-use changes are often responsible 
for this behavior. Construction and landscaping practices that promote swelling include 
improper lot grading and excessive lawn watering. If highly expansive soils are present, 
special foundation designs may be necessary. 

Hydmcompaction is a type of soil collapse that takes place when arid-region soils are 
saturated and loaded. Saturation destroys soil moisture or clay bonds that impart temporary 
strength to the soils. When these bonds are removed, tlhe soil collapses to a more dense state. 

Subsidence causes numerous engineering problems due to the collapse or sinking of 
the land surface. These phenomena originate from the withdrawal of fl uids from the soil, 
oxidation, or drainage of organic soils and the subsequent collapse of si.1rface material into 
subsurface cavities. 

Problems 

1. Why is there confusion or disagreement over the use 
of the term soil? 

2. Sununarizc the processes that lead to the formation 
of soil horizons. 

3. Under what condi tions do soils become mineral 
deposits? 

4. Explain the process of soil swelling. 

5. Under what conditions are cohesionless soils sus­
ceptible to hydrocompaction? 

6. Using the volumetric relationships in soils presented 
in Figure 10.9, show that 

,, 
e = --

1 - n 

7. A sample of undisturbed soil has a dry weight of 
110 lb and a vol rnne of 1 ft3. If the specific gravity of 
the soil solids is 2.65, dctenninc the void ratio and 
the porosity. 

8. A container with a volume of 0.0084 m3 is filled with 
13.62 kg of dry sand. The container is then filled 
carefully with water so that the condition of the 
sand is not changed. When filled, the total weight 
(mass) of the soil and water is 16.98 kg. What is the 
void ratio of the sand, and what L~ the specific grav­
ity of the soil particles? 

9. An undisturbed sample of d ay has a volume 0.52 ff~. 
The wet weight is 64 lb and the dry weight is 50 lb. If 
the specific gravity of the clay particles is 2.66, find the 
water content, void ratio, and degree of saturation. 

10. A sample of satura ted day taken from an excavation 
has a volume of 500 cm3. If the sam ple has a wet 
weight of 810 g and a dry weight of 500 g, what is 
the specific gravity of soil solids? 

11. How does the engineering classification of soils dif­
fer from the engineering classifica lion of rocks? 

12. What are the Atterberg limits, and what is their 
usefulness? 

13. Give the uses symbol for the following soils. 
(a) 40°/., of a sample passes the No. 200 sieve; 30% 

of the coarse fraction passes the No. 4 sieve; 
conta ins signifi cant silt fraction. 

(b) 4% passes the No. 200 sieve; 60% of the coarse 
fraction passes the No. 4 sieve; little or no fines; 
poorly graded. 

(c) 96% passes the No. 200 sieve; PT-40%; LL- 65%. 

14. Give some exam ples of the significance of the prop· 
crties of clay mineral~ in soils engineering. 

15. What soi] characteristics influence compressibility? 

16. Why is consolidation a time-dependent process? 
17. A saturated cohesive soil is tested il1 an undrail1ed 

strength test in a triaxial cell. 111e major and minor 
principal stresses at failure arc 1.5 kg/cm2 and 
0.44 kg/ cm2, respectively. Determine the cohesion 
and the unconfined compressive strength of the 
material. What is the consistency classfification 
of tl1e soil? 

18. What geological conditions arc likely to lead to land 
subsidence upon groundwater withdrawals? 
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CHAPTER 

Groundwater 

The importance of groundwater to our society has never been greater than 
it is today. There is no more fundamental natural resource than freshwa­

ter; we depend on it daily for drinking, sanitation, agriculh1re, industry, and 
recreation. In the past, most of our needs could be met by such easily acces­
sible surface-water sources as rivers, lakes, and reservoirs. Those days have 
passed however; the potential for expansion of surface-water sources Lq lim­
ited. Groundwater is our only alternative for obtaining large amounts of 
freshwater at a reasonable cost. Currently, nearly one-half the population of 
the United States uses groundwater as a drinking water source; soon, one­
half the total water usage w ill come from groundwater. 

The steadily increasing use of groundwater has raised important con­
cerns about this resource. First, we must learn to evaluate and manage ground­
water reservoirs so that they are not mined to exhaustion like ore deposits or 
other nonrenewable resources. Second, we have realized that groundwater is 
not a pristine substance that exists in total isolation from activities taking 
place on the land's surface. Instead, it is now known that past waste-disposal 
practices as well as the storage and handling of hazardous materials have 
contaminated groundwater supplies in many locations. Extensive govern­
mental and private efforts are now underway to clean up the most severe 
contaminant sites and to protect the vast majority of unaffected groundwater 
reservoirs. Contamination and remediation in the subsurface environment is 
the subject of Chapter 12. 

The occurrence and movement of groundwater were once thought to be 
mysterious and unpredictable. Even today, misconceptions about ground­
water are held by the general public, the media, and even some geologists 
and engineers. A thorough understanding of groundwater is critical for en­
gineers because subsurface fluids are of major importance in civil, environ­
mental, mining, and petroleum engineering. 

395 
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Groundwater Flow 
Darcy's Law 
A 19th-century French engineer named Henri Darcy laid the groundwork for the modern 
study of groundwater with experiments involving the flow of water through a column 
filled with sand. These experiments estabJiqhed that the volumetric flow rate of water 
through saturated sand was proportional to the energy gradient, or the loss of energy per 
unit length of flow path. A schematic of Darcy's apparatus is illustrated in Figure 11.1. To 
express DarC1/s Law in a commonly used manner, we will define the specific discharge, v, as 
the volumetric flow rate, Q, measured in cubic meters per second or similar units, divided 
by the cross-sectional area of the flow tube A. Thus, 

Q 
v = -

A 
(11.1) 

The form of energy involved in the flow process is the mechanical energy possessed 
by the fluid at each point in its flow path. This energy is the sum of three components: ele­
vation, or position (potential energy); movement (kinetic energy); and pressure. When deal­
ing with groundwater, we can neglect the kinetic energy contribution because o.f the very 
slow velocities of groundwater flow. The remaining components, elevation and pressure, 
need not be evaluated individually, but instead can be measured together by the level to 
which water at any point in the flow system will rise above an arbitrary datum. This pa­
rameter, as indicated in Figure 11.1, is called hydraulic ltead. The thin tubes throlllgh which 
water rises to measure the head are called mrrnorneters. 

Also shown in the diagram are the two components of hydraulic head. Elevation head 
is the distance above the datum to the level of the manometer intake, and pressure head is 
the height of the rise of water in the tube above the intake. Notice that the elevation above 
the datum, or head, in the manometers decreases in the direction of flow. This is a conse­
quence of the loss of mechanical energy along the flow path as it is converted to heat 
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'°"' FIGURE 11.1 
Schematic diagram of a lab ap­
paratus that illustrates the pa­
rameters Involved in Darcy's Law. 
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through friction between the fluid and the sand grains and also because of friction between 
water molecules in the fluid. Darcy's Law requires evaluation of the hydraulic (energy) grad­
ient, and this is expressed as 

where 

(11.2) 

I = is the hydraulic gradient 
h1 and h2 = are head values at the points where the manometers are inserted into 

the flow system 
L = is the distance between the manometers measured in the flow direction 

A final parameter is required for a complete expression of Darcy's Law, and that is the 
constant of proportionality between the specific discharge and the hydraulic gradient. 
With this term, K, Darcy's Law can be stated as 

Q hi - h1 
- = II = -K---
A L 

(11.3) 

or, in differential form, 

dh 
II = -K-

dl 
(11.4) 

The minus sign simply indicates that groundwater flow is a mechanical process with an ir­
reversible loss of mechanical energy, or head, in the direction of flow. 

The constant K, known as the hydraulic conductivity, is a very important parameter in 
groundwater hydrology. It is related to intrinsic permeability, the ability of a porous medi­
um, like the sand in the flow tube, to transmit a fluid under a given hydraulic gradient 
equation (7.3). A distinction is often made between the terms hydraulic conductivity and 
pennenbility because hydraulic conductivity is defined to include the properties of the fluid 
as well as the properties of the medium, whereas permeability is restricted to the proper­
ties of the medium. It is easy to visualize that more water would flow through a tube con­
taining gravel than one filled with silt or clay under the same hydraulic gradient. It is also 
true, however, that more water than molasses would flow through sand, again with a con­
stant hydraulic gradient. Therefore, it is important to remember that the proportionality 
constant in Darcy's Law, K, encompasses both the characteristics of the fluid and the prop­
erties of the medium. The combination of the two into one constant is convenient in 
groundwater work because the density and viscosity of water in most near-surface ground­
water reservoirs do not vary greatly. Hydraulic conductivity can then be assumed to rep­
resent the permeability of the units through which the groundwater flows. 

Darcy's Law under Field Conditions 
One of the reasons Darcy's Law is so useful is that it can be directly applied to field situa­
tions. The device used to measure head in the field is called a piezometer (Figure 11.2); as 
in a manometer, the head measurement depends on the level to which water in a tube 
rises above a datum. In this case, the datum used is sea level and the h1be is a pipe insert­
ed into a hole drilled into the ground, which is much like a normal water well. A 
piezometer differs from a weU in several respects, however. A well usually contains a 
water intake section, or screen, that is as long as possible so that the yield of the well can 
be maximized. A piezometer, on the other hand, has a very short screened interval in 



398 Chapter 11 Groundwater 

Wo1er level 

r
--r-==---- --== 
-- - ~ 

- - - ~ 
Pressure - - -­

head 

head · : . · • '. · · : '. . 

_ Cement or clay seal 

., _ Borehole -- -~-

Cemen1 or day seal 

Sond or grovel pocl< 

<II FIGURE 11.2 
Design of a plezometer, the 
Instrument used for measur­
ing hydraulic head in the 
field . 

Hydraulic 4 .-.--.. , . .-
· '. · · · · '. · . " .Ja~ Sc; •• ~ · ' · - __ ...._ ____ . __ _ 
. . . • . . . : . . . ' " 

-7---r' 

order to obtain a head measurement at one specific point in a flow system. Also, piezome­
ters are usually smaller in diameter than wells and should be carefully sealed with ce­
ment or clay above the screen to isolate the point of measurement from other parts of the 
groundwater flow system. 

With head measurements obtained from several piezometers, it is possible to calcu­
late the hydraulic gradient. Head measurements in a piezometer are made by determin­
ing the depth to water from the top of the pipe with a tape and then subtracting the depth 
from the elevation of the top of the pipe. Figure 11.3 illustrates the similarity between 
groundwater flow through a subsurface rock unit and flow through the Darcy apparatus 
(Figure 11.1). The hydraulic gradient indicates the direction of groundwater flow. In 
many places, groundwater has a vertical as well as a horizontal component of flow. In 
these areas, it is necessary to install a network of piezometers at various depths to deter­
mine the three-dimensional distribution of head in the flow system. 
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<II FIGURE 11.3 
Groundwater flow through a bed of rock or 
sediment. The flow direction is indicated by 
a decrease in head from left to right. Hydraulic 
gradient can be determined in the same way 
as In the Darcy experiment. 
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EXAMPLE 11.1 

A·elev. • 162 m 

. : .. .'·: .. ::: ·.': '. ', ': :. :. ·.: ·.: ·:: ":: 3 m 

~1 600m-l t 

Two piezometers arc completed in a sand bed 3 m thick with a hydraulic conductivity of 
10 " m/s. Piezomcter A, at an elevation of 162 m above sea level, has a depth to water of 12 m. 
Piezometer B, located at an elevation of 153 m, has a depth to water level of 16 m. 111e direction of 
groundwater flow is in the same direction as a straight line drawn between A and B, which arc 
separated by a distance of 1500 m. What is the rate of flow (in m3/s) through a cross section of the 
bed perpendicular to the flow direction that is equal to its thickness and l m wide? 

Sol11tio11 

In piezometcr A, the hydraulic head, l1 A = 162 m - 12 m = 150 m. In piczometer B, the head, 
hs "" 153 m - 16 m "" 137 m. Since the two piczomctcrs arc installed along the direction of flow, 
we can apply Darcy's Law directly: 

hA - 11 8 - (10 "m/s) il50 m - 137 m 
t1 = - K = 

L lSOOm 

= 8.7 X 10 7 m/s 

We can neglect the negative sign because it merely tells us that flow is in the direction from high­
er head to lower head (from A to B). Finally, because we need to determine the total flow through 
a column of sand 1 m wide and c•1ual to the thickness of the bed (3 m), and because t1 "" Q/A, 

Q = t1 X A = 8.7 X 10 7 m/s X 3 m2 = 2.6 X 10 6 m3/s 

The Water Table 
During drilling for installation of a well or piezometer, water is encountered under dif­
ferent physical conditions. The uppermost zone contains water in the pores of rock and 
soil along with a gas phase. The incomplete filling of void spaces by water gives rise to 
the name unsaturated zone for this part of the subsurface (Figure ll.4a). The unsaturated 
zone is aJso referred to as the vadose zone. Below the unsaturated zone, at a depth deter­
mined by many factors (including climate, h1pography, and geologic setting), void spaces 
in the material are filJed with water; this region is called the saturated zone. The saturated 
zone can be subdivided into the phreatic zone, below a surface known as the water table, 
and the capillan; fringe, which lies above the water table. The capillary fringe and phreat­
ic zones can be separated by the value of fluid presgure in the pore water at a particular 
point (Figure 11.5). Just as fluid pressure in a lake increases from zero at the surface (that 
is, normal atmospheric pressure) to greater values with depth, the fluid pressure in the 
saturated zone increases with depth from the point at which it Lq equal to atmospheric 
pressure, which is the horizon that is defined as the water table. The water table can be lo­
cated by measuring the water-level elevation in a shallow well that only extends several 
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<II FIGURE 11.4 
(a) Zones of subsurface water. The relative value of fluid 
pressure Is shown to the left of each zone. Zero repre­
sents atmospheric pressure. (b) Rise of water in a capil­
lary tube-the same phenomenon that produces the 
capillary fringe. 
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(a) Distribution of pore water and air in pores in the subsurface. Pores are completely filled wi th water 
below the top of the capillary fringe. In the unsaturated zone above, the pores contain variable 
amounts of water between and surrounding grains, as well as air. (b) The fraction of void space that Is 
filled with water, which Increases from the surface downward (unless a heavy rainfall event has saturat­
ed the surface) to the top of the capillary fr inge, where saturation begins. At that point and below, the 
volume of pore water Is equal to the porosity. (c) Pore pressure changes with depth. In the unsaturated 
and capillary zones, the fluid pressure is less than atmospheric and water Is held against gravity by ad­
hesion to the soil particles and surface tension at the interface between water and air. The fluid pressure 
increases to atmospheric at the water table and continues to increase with depth in the phreatic zone. 
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meters into the saturated zone. The water level in such a well corresponds to the water 
table at that point. 

The saturated material above the water table contains fluid in which the fluid pressure 
is less than atmospheric. This zone, the mpillan1 frhige, is analogous to the rise of water 
above the free-water surface in a capillary tube (Figure 11.4b, Figure 11.5). The capillary 
rise is caused by forces of adhesion between the water and the capillary tube and of surface 
tension at the curved surface, or meniscus, of the water at the top of the capillary tube. Sur­
face tension is an upward-directed force that results from the tendency of the water sur­
face to assume a shape of minimum area when in contact with another fluid (in this case, 
air) with which it does not mix. If the pores in the soil are small, as in clay and silt, capil­
lary rise above the water table occurs just as in a single capillary tube. The capillary effect 
varies with soil type: A small-to-nonexistent rise occurs in gravel, whereas rises of several 
meters or more are possible in fine-grained soils with high si lt and clay contents. The fluid 
pressure, then, will be positive (greater than atmospheric) below the water table in the 
phreatic zone, equal to atmospheric at the water table, and negative (less than atmospheric) 
in the capillary fringe and in the unsaturated zone. 

Groundwater Flow Systems and Flow Nets 
Figure 11.6a shows a cross section through an area of hilly topography. The position of the 
water table, high beneath the hills and near the surface in the valley, gives a good indica­
tion of the distribution of head. Groundwater will flow from the areas where head L'> high­
est, called recharge areas, to areas where head is lowest, called discharge areas. The discharge 
area in Figure 11.6a is a river channel. Groundwater emerges as springs and seeps along 
the sides and bottoms of the channel, thereby sustaining the flow of the stream during dry 
periods. The component of stream flow derived from groundwater is the base flow. Rivers 
that flow all year because of groundwater discharge are perennial streams; streams that flow 
only during periods of rainfall that generate surface runoff are ephemeral streams. 

Aside from recognizing that groundwater will somehow flow from the recharge areas to 
the discharge areas in Figure 11.6a, we would find it useful to know exactly what paths the 
groundwater will follow in this flow system. If we maike some simplifying assumptions, the 
problem can be solved mathematically and graphically. A solution requires specified bound­
ary conditions for the region of flow. For this flow system we can specify no-flow boundaries, 

.. FIGURE 11.6 
(a) A cross section 
showing the relationship 
of the water table to 
topography. (b) A flow 
net showing the position 
of flow lines and equipo­
tential lines in the flow 
system. 
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that L'>, boundaries normal to which there L'> no flow, at the bottom and sides of the flow region 
in Figure 11.6b. The left and right no-flow boundaries are considered to be imaginary because 
if the hills are symmetrical, a groundwater divide will develop near the crest of the hill and 
serve as a plane of symmetry. Groundwater will tend to flow away from this vertical plane as 
it moves toward discharge points in valleys on opposite sides of the hill. The lower no-flow 
boundary could represent an impermeable bed of rock at this depth in the flow system. 

With the boundary conditions that we have established, we can determine the head at 
any point by developing and solving equations that describe flow in this system, using nu­
merical methods that require computers to calculate the distribution of head or by using 
graphical techniques. Once we know the distribution of head, we can draw contour lines 
called equipotential lines on the diagram, as in Figure 11.6b. Equipotential lines connect 
points of equal head. The configuration of the equipotential lines will allow us to draw one 
other group of lines, flow lines. These lines, which are drawn perpendicular to equipoten­
tials, indicate the paths that groundwater will follow in this flow system, the objective of 
this exercise. Thus, the resulting flow net indicates that under these conditions, groundwa­
ter travels along long, curving paths from a recharge point to a discharge point. A flow net 
drawn for an area of glacial topography in western Michigan is shown in Figure 11.7. A 
flow net such as this is only an approximation of groundwater flow becai1se of the com­
plexity of the subsurface geology. Most flow systems involve materials that are heterogeneous 
to some extent, that is, materials that vary in hydraulic conductivity. If these variations are 
relatively simple and continuous, as, for example, in a sequence of beds of known hy­
draulic conductivity extending through the entire region of flow, the flow net can repre­
sent their effects upon groundwater movement. If the hydraulic conductivity variations 
are dLqcontinuous or if the subsurface geology is not well known, however, the flow net is 
only a generalized depiction of groundwater flow. 

• FIGURE 11.7 
Conceptual groundwater flow net through a series of ridges and valleys formed by glacial advances in 
western M ichigan. 5oun:e: From W. T. Straw, R. N. Passero, and A. E. Kehew, 1993, Conceptual hydrologic 
glacial facles models, In Environmental Impacts of Agricultural Activities, Y. Eclestein and A. Zaporozec, eds., Water 
Environment Federation. 



... FIGURE 11 .8 
(a) Plan view of an area In which two streams flow 
toward the bottom of the page and join at the 
bottom of the diagram. The area between the 
streams is a recharge area and groundwater flows 
in the direction of flow lines, which are perpendi­
cular to equipotential lines. The equipotential lines 
are simply contour lines of water-table elevation. 
(b) Cross section of flow system parallel to A- A'. 
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A flow net can also be drawn on a map or plan view. The contours of head used in 
this case are simply contours of the water-table elevation (Figure 11.B). The flow lines, 
which are still perpendicular to equipotentials in plain view, are very useful in predicting 
the movement of pollutants that may be introduced into the flow system from waste­
disposal sites. 

Recharge and Discharge Processes 
The input to the dynamic, circulating groundwater flow systems below the earth's surface 
is recharge in the form of rainfall and snowmelt that percolates downward from the sur­
face to the water table. Without recharge, the water table would steadily drop, wells would 
go dry, and the great groundwater reservoirs of the earth would be depleted. 

If enough information is available, groundwater flow systems can sometim.es be divided 
into local, intermediate, and regional types, based upon the relationship between recharge and 
discharge areas. Figure 11.9 shows a cross section of a hypothetical drainage basin that slopes 
from right to left. The land surface, and also the water table, has a.n undulating configuration 
with highs and lows superimposed on the overall slope (dashed line). Any groundwater flow, 
as defined by flow lines, that begins as recharge at highs on the water table and curves to dis­
charge points in the adjacent low areas is part of a local flow system. Some of the groundwa­
ter recharges from a high point near the headwaters of the drainage basin and discharges at a 
low point near, but to the right of, the ultimate discharge point on the left side of the cros..q sec­
tion, passing beneath several local flow systems in the process. Groundwater in this region of 
the cross section is called an intennedinte flow system. The remainder of the groundwater 
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.6. FIGURE 11 .9 
Cross section showing the development of local, intermediate, and regional groundwater f low sys­
tems In a basin that has local undulations superimposed on a regional slope. The width of the flow 
system could be many kilometers and the depth to the base of the regional flow system could be 
hundreds to thousands of meters. Source: From J. A. T6th, 1963, A theoretical analysis of regional ground­
water flow In small drainage basins, journal of Geophysical Research, 68: 4795-4811. 

recharges at the far right of the section, descends below both the local and intermediate flow 
systems, and discharges at the far left side of the cross section. This is known as a regional flow 
system because it originates as recharge at the highest point in the flow system and discharges 
at the lowest point. Groundwater in these three types of flow systems can vary significantly in 
many characteristics, including temperature, age, and chemical composition. 

When rainfall hits the ground surface or when snow melts, several possible p athways 
are available for water movement (Figure 11.10). If the water sinks into the soil, infiltration 
has occurred. Soils differ greatly in the rate at which water is absorbed, which is called the 
infiltration capacity. Coarse-grained soils usually have higher infiltration capacities than 
fine-grained soil. The infiltration capacity is also influenced by such other factors as slope, 
type of vegetation, and the existing soil-moisture condition. As infiltration continues, the 
infiltration capacity decreases in a manner shown in Figure 11.11. The limiting value of 
the infiltration capacity is the hydraulic conductivity of the soil, which is reached when the 
soil becomes saturated. After the infiltration capacity drops below the rainfall rate, water 
ponds on the surface and soon after begins to flow across the surface to lower elevations if 
the land is sloping. This process, overland flow, is more common in dry regions with fine­
grained soils that have low infiltration capacities. 

The infiltration of water into the ground does not necessarily mean that groundwater 
recharge will result, because there are two processes that can recycle water back to the at­
mosphere. Direct evaporation of the water from the soil is one mechanism. The other, trans­
piration (Figure 11.10), is the utilization of soil water and subsequent release of water vapor 
to the atmosphere by plants. Some plants, including certain species of trees, have the abil­
ity to take up large amounts of water through their roots and then return a high percent­
age of it to the atmosphere thmugh their leaves. Evaporation and transpiration are so 
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.A FIGURE 11.10 
The interaction between atmospheric water and groundwater . 

... FIGURE 11 .11 
The decrease in infiltration capacity that occurs after a 
zone of saturation develops near the soil surface. The 
minimum value of infiltration capacity Is hydraulic 
conductivity. Soun:e: From R. A. Freeze and J. A. Cherry, 
Groundwater, ~ 1979 by Prentice Hall, Inc., Upper Saddle 
River, N.J. 

Infiltration 

capacity _ __!!._ Rainfall~e-
~ ~ Ovorland 

e -~ flowl"\ - -
~ g. Hydraulic / 
5 u conductivity ~ _ _ ;;::,,. _ __ ---l 

I 

Time 

difficult t'O separate quantitatively that they are frequently discussed together under the 
term evapotranspiration. 

The amount of water available for groundwater recharge is, therefore, the fraction 
not lost by overland flow or evapotranspiration. Even part of the remaining water may 
be held in the unsaturated zone and not actually reach the water table. Some water 
must move downward to the water table for recharge to occur. In many areas, recharge 
may take place only for short periods of the year. The rise in the water table during the 
spring and early summer, when precipitation is high and evapotranspiration low, is the 
most common indication of groundwater recharge. In some arid and semi-arid areas, 
this may be the only period of recharge in a typical year, aside from occasional heavy 
thunderstorms. 

Groundwater discharge is the opposite of recharge; in discharge areas water moves 
from the saturated zone into the unsaturated zone and perhaps to land surface. If the 
near-surface sediments are homogeneous and the water table is high, discharge areas will 
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occur in topographic lows where the water table intersects the land surface, as in lakes 
and streams. The elevation of the stream or lake actually represents the position of the 
water table at that point. A surficial body of water is not required, however, sometimes 
discharge areas can be recognized by indications of a high water table and abundant 
evapotranspiration. Evidence for this type of dL<>charge area includes persistent swampy 
conditions during all or most of the year, plants like willow and cottonwood that extend 
their roots below the water table to obtain moisture (pl-treatophytes), and saline or alkaline 
soil conditions. Saline and alkaline soils indicate evaporation of groundwater from the 
soil, with the dissolved salts carried by groundwater left behind in the soil. In some areas, 
particularly where the water table is. deep, groundwater recharge, rather than discharge, 
occurs from topographic low points. In these situations, most of the recharge is derived 
from ephemeral stream channels or lakes. 

Springs, which are localized discharge points, represent a more obvious type of 
discharge. Springs can vary greatly in flow rate, ranging from barely a trickle to more 
than 10 m3 /s. Some general types of springs are shown in Figure 11.12. In stratigraph­
ic sequences with alternating permeable and nonpermeable beds, contact springs can 
develop. Joints, faults, and fractures commonly provide conduits for the upward 
movement of groundwater to the surface. The high temperature and highly mineral­
ized chemical composition of some springs attest to the depths to which some of these 
conduits extend. Some of the most spectacular springs are located in areas of soluble 
bedrock like limestone. Groundwater chemically reacts with these rocks and, over 
thousands of years, can dissolve large amoiints of rock, forming subsurface caves and 
passages. Tremendous amounts of water may issue from springs in limestone terrains 
(Figure 11.13). 

<II FIGURE 11 .12 
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... FIGURE 11.13 
Vasey's Paradise, a series of springs emanating 
from limestone rock units In the Grand 
Canyon. Source: Photo courtesy of the author. 
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The most obvious reason for studying groundwater is its value as a resource. In some 
parts of the United States, particularly in rural areas, groundwater constitutes the only 
water supply. Surface water, the alternative source, when available, must be extensively 
treated before drinking and is quite often limited in quantity. Increases in demand for 
water in the United States will have to be met predominantly by expanding utilization of 
groundwater. 

Aquifers 
An aquifer is a saturated body of rock or soil that transmits economically significant quanti­
ties of groundwater. The most important property of an aquifer is its hydraulic conductivi­
ty, for it is the rate at which water can move to the screen of a pumping well to replace the 
water pumped out that determines the yield of the well. This rate of movement, under nat­
ural or pumping conditions, is controlled by the hydraulic conductivity. Geologic materials 
that constitute productive aquifers include sand and gravel, highly fractured rocks, and sol­
uble rocks containing large subsurface openings for groundwater movement and storage. 

Materials that do not transmit economically significant quantities of groundwater are 
known as aquitards. Aquitards are usually composed of dense, nonfractured rock units or 
sedimentary beds of silt and clay. Sedimentary rock terrains often consist of alternating 
aquifers and aqi1itards. Exploration for groundwater in these areas involves location of 
the permeable rock horizons. Some materials are referred to as aquicludes, units that trans­
mit no groundwater. It is unlikey, however, that true aquicludes exist in nature, because 
all materials seem to convey some groundwater, however small the amount. 

Aquifer type is determined by the presence or absence of an overlying aquitard. 
Aquifers that lack overlying aquitards and have the water table as their upper boimdary 
are unconfined aquifers. These often occur in surfidal deposits of sand and gravel. Because 
the water table Lq the upper boundary, contour lines of water-table elevation drawn on a 
map indicate the directi()n of flow of groundwater in an unc()nfined aquifer. As sht1wn in 
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Water· table <Ill FIGURE 11.14 
An unconfined aquifer showing water. 
table contours, which are elevations above 
sea level of the water table, projected onto 
the surface. 

Figure 11.14, the slope of the water table is a close approximation of the hydraulic gradient, 
providing the flow in the aquifer is nearly horizontal. Similarly, the elevation of the water 
table is closely equivalent to the hydraulic head in an unconfined aquifer. 

Confined aquifers are bounded above and below by aquitards. As a result of thi.s confine­
ment, there are important differences between the flow of groundwater in confined aquifers 
and the flow in unconfined aquifers. The water level, or head, in a well in a confined aquifer 
may be above or below the water talble; in fact, there is no specified relationship between 
the head in a confined aquifer and the water table. This distinction between the two aquifer 
types is shown in Figure 11.15. If the heads in a confined aquifer are contoured on a map, as 
previously shown for the water table in unconfined aquifers, the contours will define an 
imaginary surface called the potentiometric surface (Figure 11.15). The potentiometric-surface 
map is similar to the water-table contour map in that it indicates the distribution of head 
and therefore the direction of water movement in a confined aquifer. The major difference 
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A confined aquifer, in which the water level in a well rises to the potentlometric surface. Contours of 
the potentlometrlc surface are shown on the land surface. 



... FIGURE 11.16 
A geologic and topographic 
configuration that produces 
flowing wells whenever the 
potentiometric surface is 
above the land surface. 
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between the potentiometric surface and the water table is that the potentiometric surface is 
not an actual surface in the ground analogous to the water table; it is a hypothetical level 
defined by the elevations of water levels in wells in confined aquifers. Confined aquifers 
are also known as artesian aquifers. The fluid pressure in some artesian aquifers may be so 
high that the head, or potentiometric surface, is above the land surface. A well completed in 
this type of aquifer will flow without the aid of a pump; these wells are known as flowing 
artesian wells. Flowing wells are not unlike the plumbing system in a house in that the water 
will flow out under its own pressure as long as the faucet is left open. 

Geologic and topographic conditions combine to produce confined aquifers. In 
Figure 11.16, a classic example of a confined aquifer is illustrated. The aquifer in this case is 
exposed at the land surface at the left end of the cross section, where recharge occurs. To the 
right, the aquifer dips downward beneath a thick aquitard. The potentiometric surface 
shown above the aquifer indicates that just to the right of the recharge area, the aquifer de­
velops confined conditions. The surface topography of the area determines where flowing 
artesian conditions will occur; as land surface slopes to the right more rapidly than the po­
tentiometric surface, flowing well conditions are common. Figi.1re 11.16 is actually a simpli­
fied version of the regional groundwater flow system in the Great Plains of the United 
States. The confined aquifer system, the Dakota Sandstone of Cretaceous age, crops out in 
the Black Hills region of western South Dakota. Wh en wells were first drilled into the 
Dakota Sandstone during settlement of the eastern Dakotas, which is much lower in eleva­
tion than the Black I lills, heads well above land surface were encountered. I leads declined 
over the years as many flowing wells discharged water from the Dakota Sandstone aquifer. 

EXAMPLE 11.2 

TI1e first well completed in the Dakota aquifer in South Dakota was drllled at Aberdeen by W. E. 
Swan in 1881. The well was 1100 feet in depth and had a closed-in pressure of 180 psi. (This is the 
pressure that developed at land surface when the well was closed and not allowed to flow.) How 
high above land surface was the potentiometric surface? 

Sollltio11 

Fluid pressure is equal to the unit weigh t of the fl uid times the height of the fluid column above 
the poi.at of interest. 

p c:::: 'Yw•ter X 11 

Since the w1it weight of water in English units is usually reported as 62.4 lb/ft3
, pressure in psi 

can be converted to lb/ ft2. 

180 lb/iI1.2 x 144 in.2/ft2 = 25,920 lb/ft2 
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The true unit weight of Dakota aquifer grow1dwater would be slightly more because it was some­
what mineralized. Head above land surface in feet can now be determined. 

Ii = !!. "" 25,920 lb/ft
2 

= 415.4 ft 
y 62.4 lb/ft'~ 

Tirns, the potentiometric surface, or the level to which water would rise in a well (if the well were 
extended up into the air), was s ignificantly above land surface in parts of eastern Sout:h Dakota. 

A final aquifer type is the perched aquifer. Beds of material with low hydraulic conductiv­
ity in the unsaturated zone lead to the establishment of perched conditions (Figure 11.17). 
Meandering stream deposits (discussed later in this chapter) commonly contain perched 
aquifers. The downward flow of water through the un..qaturated zone toward the regional 
water table is retarded by the clay unit. A localized water table and a perched aquifer then 
develop above the clay. Perched aquifers cannot usually sustain high well yields because of 
their limited areal extent. 

The amount of time that groundwater is present in an aquifer as it moves from the 
recharge area to the discharge area is known as residence time. Residence time varies from 
days in unconfined aquifers, where local and intermediate flow systems are typical, to mil­
lions of years in deep confined aquifers in sedimentary basins (Figure 11.18). Confined 
aquifers are more likely to be part of intermediate and regional flow systems. Residence 
time is important for many reasons. For example, there is a much greater chance that sur­
face contamination will affect shallow well'> in unconfined aquifers than deeper confined 
aquifers because of the protection afforded by the aquitards above the confined aquifers 
and because of the short residence time of groundwater flow in unconfined aquifers. 

Production of Water from Aquifers 
Unlike piezometers, wells are designed to maximize the yield of aquifers. Larger diame­
ters and greater lengths of screen are therefore utilized. If a well penetrating an unconfined 
aquifer is limited to that aquifer, and if vertical components of flow in the aquifer are not 
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... FIGURE 11 . 1 7 
Development of a perched aquifer above 
a low-permeability unit that occurs within 
the unsaturated zone of a unit of higher 
permeability. 
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Recharge area 
Discharge llrea 

• FIGURE 11.18 
Cross section illustrating the Increase in residence time for groundwater flow in deeper confined 
aquifers In a multi-aquifer sequence Including both unconfin@d and confined aquifers. 

significant, the static, or unpumped, water level in a well may be a close approximation to 
the water table. Similarly, if a well in a confined aquifer is isolated from groundwater in 
overlying and underlying rock units, the water level in the well may be a good indication 
of the potentiometric surface in the aquifer. But if the well is pumped, changes in the hy­
draulic regime of the aquifer occur. 

When an unconfined aquifer is pumped, the response to this stress is a decline of the 
water table in the vicinity of the well. These effects are usually assumed to be equal in all di· 
rections, so the area of influence of pumping is a cone-shaped region with greatest decline 
in the water table adjacent to the well (Figure 11.19). The affected region changes from a sat· 
urated to an unsahtrated state during the drop in the water table. Because of its shape it is 
known as a cone of depression. As pumping continues, the cone expands radially outward 
from the well. The actual shape and dimensions of the cone depend on the hydraulic con· 
ductivity, thickness, and storage properties of the aquifer. If the pumping rate is not exces· 
sive, the cone of depression will eventually reach an equilibrium position. If pumping is 
excessive, the water table will continue to drop, causing increased pumping costs. 

ln a confined aquifer the effects of pumping are somewhat different. Here the cone of 
depression develops in the potentiometric surface without any dewatering of the aquifer 
(Figure 11.20). To explain the response of the aquifer to the lowering of the potentiometric 
surface we must invoke the Principle of Effective Stress, a concept that has many applica­
tions in geology. Referring to Figi.1re 11.21, consider tlhe distribution of stress in a confined 
aquifer. The total weight of rock, soil, and water above the aquifer exerted per unit area on 
the upper surface of the aquifer is designated as the total stress ( ur ). This stress is opposed 
in the aquifer by two stresses, the fluid pressure (p), which we have previously described, 
and a stress transmitted through the solid grains of the aquifer, the effective stress (er,). The 
equilibrium relationship defined by thi<> group of stresses can be defined as the effective 
stress equation, 

(11.5) 
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Development of a cone of depression in an unconfined aquifer by lowering of the water table. Source: 
From W. M. Alley, T. E. Reilly, and 0 . L. Franke, 1999, Sustalnablllty of Ground-Water Resources, U.S. Geological 
Survey Circular 1186. 

Despite its simplicity, this equation is of utmost importance in many areas of geology 
and engineering. When a confined aquifer is pumped and a cone of depression devel­
ops in the potentiometric surface, the fluid pressure is reduced. Since the total stress ex­
erted on the aquifer is unchanged, the effective stress equation requires that the effective 
stress increase. When the grain-to-grain pressure in a material increases, the material 
tends to compact due to closer packing of the particles. This reduction in porosity is not 
possible unless water within the pores is expelled. Since the head has been lowered in 
the vicinity of the well, the pore water moves radially toward the well and the aquifer 
compacts vertically. Therefore, even though large amounts of water are removed from a 
confined aquifer, it remains saturated. An additional mechanism that accounts for 
water produced in the well is the expansion of water that occi.trs when the fluid pres­
sure is decreased. As in unconfined aquifers, the cone of depression in the potentiomet­
ric surface in a confined aquifer expamds with pumping until it approaches an equilibrium 
condition. 
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The cone of depression produced in the potentiometric surface by pumping a confined aquifer. 
Source: From W. M. Alley, T. E. Reilly, and 0. l. Franke, 1999, Sustainability of Ground-Water Resources, U.S. 
Geological Survey Circular 1186. 

The size of the cone of depression can be estimated using a form of Darcy's Law if 
some assumptions are made. For a confined aquifer of thickness B (Figure 11.22), let us as­
sume that the piezometric surface is horizontal and that the aquifer extends to infinity in 
all direchons. Let us further assume that the screen of the well installed in the aquifer pen­
etrates the entire thickness of the aquifer. This assumption means that groundwater flow 
to the well will be horizontal and radial from all directions in the aquifer. Darcy's Law can 
now be written for flow passing through the surface area of a cylinder of radius r and 
depth B (Figure 11.23): 

dh dh 
Q = KA - = K27TrB -

dr dr 
(11.6) 
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<II FIGURE 11.21 
Distribution of stress In a confined aquifer. Pumping 
lowers the fluid pressure and Increases the effective 
stress. 

... FIGURE 11 .23 

<II FIGURE 11 .22 
Diagram showing parameters used 
In equation (11 .6). 

Cylinder illustrating radial flow of groundwater to well. 

This equation is similar to the form of Darcy's Law that we used previously, except the 
area used is the surface area of a cylinder and the hydraulic gradient is written in radial 
form. Equation (11.6) can now be written as an integral: 

l r1 dr 1/11 
Q- = 2'1TB dh 

r " 
(11.7) 
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If we then integrate between arbitrary values r and r11 which have heads of h and hv we 
obtain 

or 

r1 Q ln - = 27TKB(h1 - h) 
r 

27TKB(ht - h) 
Q = ln(rtfr) 

(11.8) 

(11.9) 

Asimilar equation can be derived for an unconfined aquifer. The only difference is that the 
height of the cylinder is a variable because the saturated thickness of the aquifer decreases 
as the cone of depression is formed. This equation can be stated as 

EXAMPLE 11.3 

7TK(hy - h2 ) 

Q = ln(rtfr) (11.10) 

A 3-m-thick confined aquifer is pumped at a rate of 1 L/s tmtil the cone of depression in the po­
tentiometric surface has reached equilibrium. The original potentiometric Sttrface was at an ele­
vation of 50 m. An observation well located 30 m from the pumping well has a drawdown of 1 m. 
If the hydraulic conduclivity of the aquifer is 10 d m/s and the dfameter of the pumping well is 
0.1 m, what l~ the drawdown in the potcntiometric surface at the well? 

So/11tion 

Using the radius of the well, rw, as the value of r, use equation (11.9): 

211'KB(h1 - liw) 
Q = ln(ri frw) 

~ 2(3.14)(10 <l m/s)(3 m)(49 m - hw) 0.001 m' /s == _...._......_. ___ .........__......._. ___ ___ 
ln(30 m/0.05 m) 

Solving for liw gives 

hw "' 45.7 m 

and the drawdown is equal to 

50 m - 45.7 m c:: 4.3 m 
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Sustainability of Groundwater Resources 
As part of the hydrologic cycle, the groundwater system in an area is in a condition of 
long-term balance between inputs and outputs prior to extraction of groundwater by hu­
mans for drinking water supply, industrial use, irrigation, or other purposes. Recharge 
comes primarily from infiltration of rain and melted snow through the unsaturated zone 
to the water table and from there into shallow and deep aquifers. A smaller component of 
recharge originates from infiltration from lakes, streams, and wetlands. Di<icharge occurs 
in springs and streams, as we have seen, and also into lakes, wetlands, and the ocean. Over 
a long period of time, excluding human interference or climatic change, recharge equals 
discharge. The surface-water and groundwater systems are intimately connected in this 
balance and additions or subtractions of water from one will cause changes in the other. 

Both natural changes and human activity can dfarupt this balance between groi.mdwater 
recharge and discharge. Droughts are one obvious example. With the sustained decreases 
in recharge that accompany droughts, water tables decline-and, because groundwater flow 
systems supply streams and lakes with water- stream flow decreases, wetlands dry up, and 
lakes shrink in size. Most of these changes are reversible, however, when the drought ends. 

Grotmdwater pumpage adds another form of discharge to the balance between 
recharge and discharge. Water is pumped for many purposes and some of it is returned to 
the aquifer, but in most cases pumpage results in a net loss of water from the groundwater 
flow systems. Because the hydrologic system is now thrown out of its natural condition of 
balance, the responses include declining water levels and declining discharge to surface­
water bodies. The consequences of these responses are not good-they include increased 
costs for pumping, loss of wildlife habitat as discharge is reduced, and ultimately a reduc­
tion or loss of the resource. 

An excellent example of a situation in which current levels of groundwater extraction 
will most likely not be sustainable on a long-term basis is the High Plains aquifer, a shal­
low, mostly unconfined aquifer that occurs throughout much of the Great Plains region of 
the United States (Figure 11.24). The High Plains aquifer has been extensively p1umped to 
support irrigated farming in this region since the agricultural disaster ca11sed by the 1930s 
drought (Figure ll.25c). The development of irrigation has progressed to such an extent 
that annual groundwater withdrawal<; now exceed the annual recharge to the aquifer by 2 
to 200 times. The result is a steady decline in water levels. These declines exceed 100 ft in 
some areas. In effect, the water is being "mined" like any other nonrenewable resource. On 
a short-term basis, the effect of water-table declines is to increase costs because of the 
greater pumping lift required. On a long-term basis, however, parts of the High Plains 
aquifer will be in serious trt)Uble within the next 20 years. The point may be reached where 
irrigated farming will no longer be possible in some areas. This will have dire conse­
quences for the economy of the affecil:ed areas. 

Figure 11.24 shows the drop in water tables throughout the aquifer and the decreases 
in saturated thickness. The changes in the groundwater budget are also significant 
(Figure ll.25a, b). Prior to development, recharge and dLqcharge were in balance at 24 
million cubic feet per day (cfd). Since development began, the budget has changed dra­
matically. Not all of the 830 million cfd pumped is lost to plant use. Some of it is returned 
to the aquifer as recharge and irrigation return flow. Thus, the sum of natural and artifi­
cial recharge has increased from 24 million cfd to 510 million cfd. Natural discharge has 
been reduced to 10 million dd. The remaining 330 million cfd, which is consumed by 
plants, is lost forever from aquifer storage. 

Most aquifer systems under pumpage eventually reach a new balance between recharge 
and discharge and water levels stabilize at a lower level under pumping conditions. The 
High Plains aquifer is one of the best-known examples of long-term disequilibrium in a re­
gional aquifer system because water table levels continue to decline. 
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Case In Point 11 .1 
Groundwater Recharge, Discharge, and Withdrawals 
In Long Island, New York 

The effects of groundwater pumpage and other human activities on various components of 
the groundwater flow system are well illustrated by the Long Island, New York, aquifer sys­
tem. The aquifer system is composed of permeable glacial deposits overlying bedrock that 
does not serve as an aquifer (Figure 11.26). The aqi1ifers, which include both unconfined and 
confined or semiconfined aquifers where aquitards are present, are prolific ground water 
producers. Because of the relatively low elevation of the island and the humid climate, the 
water table is close to the surface. Groundwater is derived from precipitation and flows from 
recharge areas at higher elevations in the interior of the island to the Atlantic Ocean, where it 



.... 

.A. FIGURE 11.26 

Groundwater Resources 419 
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Long Island 

Model of Long Island, New York, groundwater flow system. Arrows with numbers refer to water­
budget quantities in Table 11 .1. Source: From W. M. Alley, T. E. Reilly, and 0. L. Franke, 1999, Sustainability 
of Ground.Water Resources, U.S. Geological Survey Circular 1186. 

mixes with seawater. Groundwater also discharges into streams that flow into the ocean. 
The linkage between groundwater levels and stream discharge is very obvious here 
(Figure 11.27)-when groundwater levels rise, stream discharge increases. The individual 
components of the hydrologic system are broken out in Table 11.1. 

Human modification to the natural hydrologic system on Long Island was minimal 
for the first several centuries after European settlement when the island had a rural, agri­
cultural character. Individual homes and farms had shallow wells and septic systems, so 
wastewater was returned to the aquifer. As long as the population density was low, these 
activities had little impact. In the first half of the 20th century, however, explosive popula­
tion growth forced changes in the use and management of water resources. Contamination 
of the shallow aquifers by septic systems and agricultural and industrial chemicals led to 
the abandonment of individual domestic wells in favor of deeper municipal wells. Effects 
on groundwater levels were still minor, however, because of the predominance of domes­
tic wastewater systems. 

The major disruption of the natural system occurred in the 1950s, with the con­
struction of a large-scale municipal sewage treatment system to replace the individual 
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Correlation of water levels in three wells and stream flow in three streams in Nassau County, Long Is­
land, New York, between 1940 and 1950. Close correspondence Indicates that the groundwater flow 
system Is closely coupled to surface water. Source: From W. M. Alley, T. E. Reilly, and 0. L. Franke, 1999, 
Sustalnablllty of Ground· Water Resources, U.S. Geological Survey Circular 1186. 
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Table 11.1 Components of Water Budget for Total Hydrologic System (top) 
and for Groundwater Flow Systems (bottom) for Conditions Prior 
to Development 

Overall Predevelopment Water-Budget Analysis 

Inflow to Long Island Hydrologic System Cubic Feet per Second 

1. Precipitation 2,475 

Outflow from Long Island Hydrologic System 

2. Evapotranspiration of precipitation 1,175 
3. Groundwater dL~charge to sea 725 
4. Streamflow discharge to sea 525 
5. Evapotranspiration of groundwater 25 
6. Spring flow 25 --

Tota 1 outflow 2,475 

Groundwater Predevelopment Water-Budget Analysis 

Inflow to Long Island Groundwater System Cubic Feet per Second 

7. Groundwater recharge 1,275 

Outflow from Long Island Groundwater System 

8. Groundwater dL~charge to streams 500 
9. Groundwater discharge to sea 725 

10. Evapotranspiration of grow1dwater 25 
11. Spring flow 25 

Tota'! outflow 1,275 

Source: W. M. Alley, T. E. Reilly, and 0. L. Franke, 1999, Sustainability of Ground-Water Resources, 
U.S. Geological Survey Circular 1186. 

household systems. Wastewater that had been previously returned to the aquifer via sep­
tic systems was now treated and discharged to the ocean. Although the water quality in 
the aquifer was much improved by this new approach, it had a drastic effect on aquifer 
water levels. Water levels in Nassau County, which was extensively sewered, dropped 
significantly (Figure 11.28) to establish a new state of equilibrium because of the large 
amount of water that was pumped from the aquifer and discharged to the ocean. 

Although this consequence was not extremely detrimental in itself, as in any system, a 
change to one part affects every other part of the system, and this change had unintended ef­
fects. As could have been predicted from Figure 11.27, the decline in groundwater levels led to 
a decline in groundwater discharge to streams. As a result, the headwaters of many of the 
streams dried up and no longer flowed during dry periods of the year. Another consequence 
was related to the loss of groundwater discharge to the ocean. The position of the interface be­
tween freshwater and saltwater represents a state of equilibrium between the force of the 
groundwater flowing toward the ocean and the seawater. When the groundwater levels de­
clined, seawater advanced inland, a process known as seawater intrusion. There are many 
coastal areas in the world where sea-level intrusion is a major problem, because groundwater 
supply wells located near the coast become saltier and in some cases have to be abandoned. 
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• FIGURE 11 .28 
Response of water levels in shallow wells to sewering of Nassau County, New York. After construction 
of the sewage treatment system, sewage effluent is discharged to the ocean, replacing the older 
method of individual domestic septic systems. 5oun:e: From W. M. Alley, T. E. Reilly, and 0. l. Franke, 1 999, 
Sustainability of Ground-Water Resoun:es, U.S. Geological Survey Circular 11 86. 
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Geologic Setting of Aquifers 
Aquifers occur in vastly different geological settings, making exploration for groundwater 
challenging. For example, the United States has been divided into 15 groundwater regions, 
each of which contains aq1.1ifers with common geological conditions (Fig1.1re 11.29). Some 
of the most important aqttifers occur in all1.1vial valleys, which are ttnderlain by thick de­
posits of sand and gravel. The distribtttion of these aq1.1ifers in the United States is shown 
in Figure 11.30. Thfa aquifer type is not included as a region in Figure 11.29 because many 
of the other groundwater regions contain all1.1vial va lleys. The Mississippi Valley typifies 
this aquifer type (Figure 11.31). Thick deposits of coarse sand and gravel were deposited 
during the Pleistocene, when the valley served as a major glacial meltwater cha.nnel from 
glaciers that terminated in the upper Midwest. Sand and gravel aquifer units are interbed­
ded with s ilt and clay aquitards deposited during interglacial periods such as the Holocene. 
In some parts of the MissL<>sippi Valley, aquifers also occur in sedimentary bedrock under­
lying the alluvial valleys. 

In regions where structural deformation has produced alternating mountain ranges 
and valleys by movement along faults, alluvial basin aquifers are present (Figure 11.32). The 
alluvium is deposited by streams eroding the uplifted mountain blocks. In arid regions, al­
luvial basin aquifers may provide an excellent supply of grotmdwater, although ground­
water withdrawals during development of the aquifers commonly exceeds recharge and 
problems such as land subsidence (Chapter 10) result. Ephemeral streams, which are above 
the water table and therefore lose water to infiltration (losing streams), are most common 
in arid alluvial basins, although some do receive groundwater discharge (gaining streams). 

The relatively low-relief glaciated terrain of the Glaciated Central region contains a va­
riety of aquifer types (Figure 11.33). Deposits of continental glaciers (Chapter 16) contain 
statigraphically complex sequences of low permeability till deposited directly by the gla­
cier itself, interbedded with permeable meltwater stream (outwash) or laCttstrine sediment. 
These units constitute aquifers. Over the course of multiple glaciations, alluvium-filled val­
leys are buried by deposits of yo1.1nger glaciations. Because there may be little or no sur­
face expression of these valleys, they are known as buried vallei;s, and they may contain 
extremely productive aquifers. Glacial deposits in the Glaciated Central region range from 
0 to hundlreds of meters in thickness. Paleozoic rock formations underlying the glacial de­
posits also contain aquifers. Sandstone and limestone are the most productive rock types. 
Several deep sedimentary basins, where Paleozoic rock units accumulated in an area of 
crustal subsidence, underlie glacial deposits in the Glaciated Central region. Although 
deep sedimentary rock formations may be permeable, their formation waters are often too 
saline for drinking-water resources. 

The problem of saltwater intrusion in coastal aquifers was mentioned in the context of 
aquifers on Long Island, New York. The aquifers throughout the Atlantic and Gulf Coastal 
Plain region (Figure 11.29) are characterized by a zone of interface between fresh ground­
water and saline grotmdwater derived from the ocean (Figure 11.34). The sediments that 
contain these aquifers are poorly lithified marine sandls, clays, and limestones ranging from 
Jurassic to present in age. Bach aquifer has a diffu_qe interface between fresh and salty water 
that has migrated inland in the aquifer from the coast. The depth to the interface can be es­
timated by an approach called the Ghyben-Herzberg relation., which states that the depth 
below sea level of the interface at any point inland from the shore L<> equal to 40 times the el­
evation of the water table above sea level at that point. Thus, if the water table is 2 m 
above sea level, the saltwater-freshwater interface would lie 80 m below sea level. When the 
aquifers are developed by pumping, the lowering of the water table causes the upward and 
landward encroachment of the saline groundwater. In the example, if pumping from wells 
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A FIGURE 11.30 
Distribution of alluvial valley aquifers In the United States. Source: From R. C. Heath, 1984, Ground-Water 
Regions of the United States, U.S. Geological Survey Water Supply Paper 2242. 

in a coastal community lowered the water table by 1 m, the saltwater-freshwater interface 
would rise to an elevation of -40 m (40 m below sea level). Increasing salinity of drinking 
water can therefore be a serious problem for coastal cities that depend upon coastal-plain 
aquifers for their water supply. 

Many rock types either have a low initial hydraulic conductivity because of their fine 
grain size or have a greatly reduced porosity because of cementing. These rock.q may also 
function as aquifers, however, if they are fractured. Even shales can yield high quantities 
of groundwater if the network of joints, faults, and other fractures is dense, closely spaced, 
and interconnected. Coals also sometimes constitute aquifers through the development of 
such fracture permeabilitt;. Fractures are also important in carbonate rocks, because it is 
along these cracks that water circulation and, therefo:re, dissolution of the soluble calcium 
carbonate proceeds. One important aspect of groundwater production from fractured 
rock.q is the problem of intersecting the fractures with a well screen. Well yields vary great­
ly in fractured rocks, depending on the number, size, and orientation of fractures in con­
tact with the screen. 

Igneous and metamorphic rocks, with several exceptions, are dense, interlocking ag­
gregates of crystals with low initial porosity and permeability. Fracturing Lq the only mech­
anism that allows significant production from wells. The Piedmont Blue Ridge region is a 
good example of an area dependent upon fractured-rock aquifers in igneous and meta­
morphic rocks (Figure 11.35). The fractured bedrock lies beneath the regolith, which is a 
mantle of soil produced by in-place weathering of bedrock and downslope movement of 
weathered materials. The likelihood of drilling a productive well in this terrain is depend­
ent upon the presence of fractures and fracture networks that are sufficiently interconnected 



A FIGURE 11.31 
Model of alluvial valley aquifer occurrence in the Mississippi Valley. Sourre: From R. C. Heath, 
1984, Ground.Water Regions of the United Stoles, U.S. Geological Survey Water Supply Paper 2242. 
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! FIGURE 11.32 
Block diagram of alluvial basin aqutter, common in areas where thick alluvial deposits fill 
basins between fault-block mountains. Source: From R. C. Heath, 1984, Ground-Water Regions of 
the United States, U.S. Geological Survey Water Supply Paper 2242. 



! FIGURE 11.33 
Occurrence of aquifers in the Glaciated Central region. DeeJ>er sedimentary rock units may 
contain water that is too salty for the drinking-water supply. Source: From R. C. Heath, 1984, 
Ground-Water Regions of the United States, U.S. Geol09kal Suivey Water Supply Paper 2242. 
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& FIGURE 11.34 
Aquifer occurrence in the Atlantic and Gulf Coastal Plain region. The interface between fresh 
and saline water is located at a variable distance inland from the shore, dependent upon the 
elevation of the water table above sea level. Pumpage from these aquifers, which lowers the 
water table, will cause the interface to move farther inland, which is known as sea-water in· 
trusion. Source: From R. C. He<1th1 1984, Ground-Water Regions of the United States, U.S. GeologiUJI 
Survey Water Supp~ Paper 2242. 



.l FIGURE 11.35 
Fractured-rock aquifers of the Piedmont Blue Ridge groundwater region. The rocks include 
igneous and metamorphic units with low primary porosity and permeability. Source: From 
R. C. Heath, 1984, Ground-Water Regions of the United Stoles, U.S. Geological Survey Water Supply 
Paper 2242. 
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to supply groundwater to the well. The most productive wells are sited where major frac­
tures inte.rsect. 

Although most igneous and metamorphic rocks have low permeabilities, an exception 
to this gen eralization are lava flows with vesicular texh1re; these rocks may be very porous 
and highly permeable. The Columbia Lava Plateau groundwater region (Figure 11.29) is 
characterized by thick sequences of nearly horizontal lava flows stacked upon each other 
(Figure 11.36). The main source of porosity and permeability is formed by vesicular zones 
caused by gas escape during cooling at the tops of the flows. Therefore, groundwater ex­
ploration is commonly focused on contacts between flows. A sequence of lava flows may 
contain aquifers at the flow contacts, separated by aquitards formed by the main body of 
the lava flows. 

The occurrence of groundwater in carbonate-rock terrains differs from that in almost 
every other type of geological setting. In addition, tlhese aquifers are similar to the Allu­
vial Valley region in that they occur in many of the other groundwater regions shown in 
Figure 11.29, including the Glaciated and Nonglaciated Central regions, the Southeast 
Coastal Plain region, and others. The unique hyd.rogeological properties of these regions 
owe their origin to the solution of limestone and dolomite by surface and groundwater. 
Following the exposure of carbonate rocks at or near the surface, the landscape under­
goes a gradual transition in which the surface runoff and drainage of water is replaced by 
subsurface drainage. The unique topography that characterizes such areas is known as 
karst. A common form of karst topography associated with the surface exposure of nearly 

Older mnuntiain.J 

• FIGURE 11.36 
Aquifer occurrence In the Columbia Lava Plateau region. Highest permeability occurs at flow contacts 
because of the vesicular texture of the upper part of each flow produced during cooling. Source: From 
R. C. Heath, 1984, Ground-Water Regions of the United States, U.S. Geological Survey Water Supply Paper 2242. 
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<II FIGURE 11.37 
Portion of topographic 
map of the Mitchell Plain 
(portion of the U.S. Geo­
logical Survey Corydon 
West 7.5 min Quadrangle), 
southern Indiana. Each de­
pression is a sinkhole on 
the karst plain. 

flat-lying beds of limestone is shown in Figure 11.37. The land surface consists of a mosaic 
of shallow, circular depressions called sinklloles, which make up a sinkhole plain. Except 
during short periods following heavy precipitation, there may be no surface runoff on a 
sinkhole plain. Variations of the topography shown in Figure 11.37 occur when limestone 
is overlain by beds of nonsoluble rock types. 

Groundwater movement in karst aquifers has distinct aspects of recharge, flow, and 
discharge. In early stages of karst development, subsurface hydrology is similar to that of 
other aquifers. Groundwater movement is slow and follows minute cracks and joints 
within the rock. This condition is known as a diffuse flow system (Figure 11.38). Over time, 
flow paths grow unequally by solution so that flow becomes concentrated in s·ubsurface 
conduits to form a mixed flow system (Figure 11.38), which retains some aspects of the dif­
fuse system. Recharge becomes increasingly concentrated in point sources such as sink­
holes and swallets, which are solution or collapse openings along stream channels through 
which surface streams lose flow to subsurface drainages. With further evolution, the flow 
system becomes a true conduit flow system, in which most recharge, flow, and discharge 
occur in well-defined subsurface conduits. Conduits may lie above or below the water table, 
if a water table can even be defined in such a flow system. Discharge occurs in springs of 



... FIGURE 11.38 
Cross sections showing diffuse, mixed, and conduit 
groundwater flow systems. Heavy black lines are 
cave passages. Flow systems evolve over time from 
diffuse to conduit. Source: From J. F. Quinlan and 
R. 0 . Ewers, 1986, Groundwater flow in limestone ter­
ranes: strategy, rationale, and procedure for reliable, 
efficient monitoring of groundwater quality in karst 
areas, in Groundwoter Flow In the Mammoth Cave Area, 
Kentucky, with Emphasis on Prindples, Contaminant Dis­
persal, Instrumentation for Monitoring Water Quality, and 
Other Methods of Study, National Water Well Association. 
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various sizes and types. Large springs that discharge subsurface drainage to surface 
streams are called rises. Tracing the movement of groundwater in a conduit flow system is 
exceedingly complex. A common method involves injecting fluorescent dyes at recharge 
points and monitoring possible discharge points for the emergence of the dye. 

An idealized cross section of a conduit flow system in the Mammoth Cave region of 
Kenh1cky is shown in Figure 11.39. Groundwater flows from recharge areas in the south­
east to a discharge point in the northwest (Turnhole Spring), even though the surface to­
pography is higher in the northwest! Notice that conduit flow is above the potentiometric 
surface toward the recharge end of the flow system and below the potentiometric surface 
throughoi.1t much of the downgradient area to the northwest. The strong control exerted 
by bedding on conduit location and orientation in these gently dipping rocks is apparent 
from the diagram. 

Caves are simply large abandoned conduits formed by groundwater flow. Abandoned 
conduits are sometimes enlarged by roof collapse to form larger subsurface openings 
called rooms. Studies of major cave systems have shown that their evolution is quite com­
plex and requires hundreds of thoi.1sands or even miJJions of years to achieve their ci.irrent 
stage of development. Distinct levels of cave conduits can sometimes be related to episodes 
of landscape erosion, glacial cycles, or other geologic events. 
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Cross section showing groundwater flow in the conduit flow system in the Mammoth Cave region . 
Source: From ). F. Quinlan and R. 0. Ewers, 1986 Groundwater flow in limestone terranes: strategy, rationale, 
and procedure for reliable, efficient monitoring of groundwater quality in karst areas, in Groundwater Flow in the 
Mammoth Cave Area, Kentucky, with Emphasis on Principles, Contaminant Dispersal, Instrumentation for Monitoring 
Water Quality, and Other Methods of Study, National Water Well Association. 

Case In Point 11.2 
Groundwater Supply from a Karst Aquifer 

The Edwards aquifer in Texas (Figure 11.40) is certainly one of the most important aquifers in 
the United States. In the San Antonio region (Figure 11.40), the aquifer supplies nearly all the 
municipal, domestic, and agricultural water needs. Within this area, San Antonio alone, the 
10th-largest city in the United States, has a population of approximately 1 million. Because 
there are no other sources of water in the area, the U.S. Environmental Protection Agency 
(EPA) has designated the Edwards aquifer as a Sole Source Aquifer. 

Three major hydrological divisions nf the aquifer are recognized: the catchment area, 
the recharge area, and the artesian area (Figure 11.41). In the catchment area, surface 
streams carry water southward to the recharge area. The recharge zone coincides with a 
fault zone, the Balcones fault zone, and a steep topographic escarpment (Figure 11.42). 
Karst topography has developed in the recharge zone, and streams that collect water 
from the catchment area lose water to the groundwater flow system as they flow down 
the escarpment (Figure 11.43). Dams have been built on streams in the recharge area to 
enhance recharge to the aquifer. Some of these dams are designed to trap floodwater only, 
for recharge purposes, and do not contain a year-round reservoir. Nah1ral discharge from 
the aquifer includes several large springs located near the base of the Balcones escarp­
ment. The largest of these springs, Comal Springs, is located near the town of New Braun­
fels (Figures 11.40, 11.41). With an average discharge of 8000 L/s, Comal Springs is the 
largest spring in Texas. 

In the recharge area, the aquifer is under unconfined conditions. South of the recharge 
area, in the Gulf coastal plain, the aquifer dips below younger formations and becomes 
confined to form the artesian area of the aquifer (Figure 11.41). Major withdrawals from 
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.A FIGURE 11.42 
Cross section of Edwards aquifer, showing components of flow system. Source: From C. R. Burchett, P. L. 
Rethman, and C. W. Boning, 1986, The EdWards Aquifer, Extremely Productive, But .... U.S. Geological Survey . 

.. FIGURE 11.43 
Sinkhole In recharge 
area of Edwards aquifer. 
Source: Photo courte.sy of 
the author. 

wells are made in this area for the city of San Antonio and smaller communities. Poros­
ity and permeability in the confined area are very high due to the effects of the solution 
of the limestone. The southern boundary of the aquifer is a zone known as the "Bad 
Water Line" (Figure 11.41). This line represents a change in water quality rather than a 



... FIGURE 11 .44 
Effects of pumping from Edwards aquifer 
on d ischarge at Comal Springs. Source: 
From C. R. Burchett, P. l. Rcttman, and C. W. 
Boning, 19B6 The Edwards Aquifer, Extremely 
Productive, But .... U.S. Geological Survey. 
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termination of the aquifer rocks. Groundwater south of the Bad Water Line is too min­
eralized for drinking purposes. One concern of water managers is that overpumping of 
the aquifer will cause mineralized water from the bad water zone to migrate up-dip 
into supply wells for the city of San Antonio. This would cause serious problems for the 
metropolitan area. 

Although the Edwards aquifer is a prolific source of groundwater, droughts in the re­
gion can cause significant depletion of the water supply. One consequence of drought con­
ditions is that flow to Comal Springs declines (Figure 11.44) as a result of decreased 
recharge and increased pumpage from the aquifer. Flow of the spring actually ceased for a 
short time in 1956. Maintenance of flow at Comal Springs is a hlgh priority because the 
park containing the springs is a valued scenic and recreational area. 

Groundwater Quality 
Quality, or chemical composition of groundwater is as important as quantity in terms of 
groundwater supply. The most productive aquifer in the world will be useless if the water 
is highly mineralized or contains chemical compounds that make the water unsafe for 
drinking. 

Groundwater almost always contains a hlgher dissolved mineral content than surface 
water. The minerals dissolved in groundwater, measured as total dissolved solids (TDS), are 
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Table 11.2 Classification of Groundwater Quality Based on TDS 

Water type 

Fresh 
Brackish 
Saline 
Brine 

Total dissolved solids (TDS) mg!L 

0- 1000 
1000- 10,000 

10,000-100,000 
>100,000 

derived from chemical reactions between the water and the soil and rock along its flow 
path from the point of infiltration to the point of sampling. All minerals and amorphous 
solids are soluble to some extent in water, despite great variations in the degree of solubil­
ity and the rates of dissolution. Minerals that originally precipitated from water, such as 
haBte, gypsum, calcite, and dolomite, are most easily dissolved by circulating groundwa­
ter. The cementing agents of sedimentary rock, including calcium carbonate and silica, 
that originally precipitated from groundwater can return to solution as chemical condi­
tions change through geologic time. A classification of water quality based on TDS ls given 
in Table 11.2. 

We have already considered one of the most important components of the groundwa­
ter chemical system, the weathering reactions that characterize the soil zone (Chapter 9). 
There, the COrcharged infiltrating water dissolves some minerals and reacts with others 
to produce clays. In the process, silica, bicarbonate, sulfate, and some cations may reach 
the water table during recharge. In the aquifer, additional chemical processes may modify 
the composition of the initial recharge. 

Ultimately, the chemical compounds and concentrations in groundwater at any point in 
the flow system are determined by the type of solid material.; it has encountered along the 
way. A water sample taken from an aquifer in limestone and dolomite will contain high con­
centrations of calcium, magnesium, and bicarbonate. The calcium and magnesium ions im­
part a condition called hardness to the water. Hard water, although not harmful to drink (and 
perhaps even beneficial to health), produces several undesirable effects, such as scale on 
plumbing fixtures and boilers and a lack of soap suds. Waters in contact with gypsum will be 
rich in sulfate. Sedimentary basins containing highly soluble rocks will yield groundwater 
with very high concentrations of sodium and chloride. Iron is another parameter of concern 
for reasons other than health. Iron concentrations above 0.3 mg/L will produce stains and 
solid precipitates on plumbing and clothing. The relative proportions of inorganic elements, 
ions, and compounds are listed in Table 11.3. In terms of concentration, various combina­
tions of a small number of major constituents dominate groundwater quality. 

Concentration Units 
The most commonly encountered concentrations are mass concentrations. Laboratory analy­
ses of groundwater usually report concentrations in mg/L, which means the mass of the 
solute in milligrams per liter of solution. For dilute groundwaters that fall within the fresh 
category in Table 11.2, milligrams per liter are numerically equal to parts per million (ppm) 
because a liter of water has a mass of 106 milligrams. As groundwater becomes progres­
sively more mineralized, this approximate equality becomes less accurate. Molar concentra­
tions are expressed as moles per liter or millimoles per liter, in which a mole is the gram 
molecular weight of a solute in a liter of solution. Normal concentrations, such as equiva­
lents per liter (EPL), are derived by multiplying the molarity by the valence of the solute 
species. All three systems of concentration units are used in some situations. 
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Table 11 .3 Classification of Dissolved Inorganic Constituents in Groundwater 

Bicarbonate 
Calcium 
Chloride 

Boron 
Carbonate 
Filuoride 

Aluminum 
Antimony 
Arsenic 
Barium 
Beryllium 
Bismuth 
Bromide 
Cadmium 
Cobalt 
Copper 
Gallium 
Germanium 
Gold 
Indium 

Major constituents (>5 mg/L) 

Magnesium 
Silica 

Minor constituents (0.01-10.0 mg/L) 

Iron 
Nitrate 

Trace constituents (<0.1 mg/L) 

Iodide 
lanthanum 
lead 
lithium 
Manganese 
Molybdenum 
Nickel 
Niobium 
Phosphate 
Platinum 
RacUtun 
Rubidium 
Rutheni tuTI 
Scandium 

Sodium 
Sulfate 

Potassium 
Strontium 

Selenium 
Silver 
Thallium 
Thorium 
'Jin 
'litanium 
Tungsten 
Uranium 
VanacUum 
Ytterbium 
Zinc 
Zirconium 

Sou1re: From R. A. Freeze and]. A. Cherry, Groundwater, e 1979 by Prentice Hall, Inc., Englewood Cliffs, N.J. 

Conversion of tmits is often necessary. To convert mg/L to molar concentrations, the 
following formula is used: 

moles mg/L (ppm) 
(11.11) 

L 1000 X formula weight 

It follows that 

mg moles L (ppm) = -L- X 1000 X formula weight (11.12) 

EXAMPLE 11.4 

A water sample from an aquifer contains 60 mg/L calcium. What are the molar and normal con­
centrations? 

Sol11tio11 

Since calcium has an atomic weight of 40 g/mole, then 

moles 60 mg/L moles 
- L - = 1000 X 40 = O.OOlS - L-
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In solution, dissolved calcium is dominated by the calcium ion with a valence of +2. Therefore, 

equivalents moles 
L = o.ots-L- x 2 = 0.003 EPL 

Graphical Displays of Groundwater Quality 
Groundwater concentrations can be plotted on several types of diagrams in order to create 
a visual image of water quality. This is particularly useful when comparing multiple 
water-quality analyses or looking for trends in an aquifer. The Stiff gmph (Figure 11.45) is 
constructed by plotting certain concentrations on horizontal axes. The units used, equiva­
lents per million, are numerically equal to equivalents per liter. Each geometric figure rep­
resents one water analysis. With practice, water-quality changes are apparent at a glance. 
The five Stiff diagrams in Figure 11.45, for example, represent samples taken along a ground­
water flow path in which part of the aquifer has been contaminated. The figures at the top 
and bottom have the same shape and represent the natural water quality. The three figures 
between show the constituents affected by the contamination, as well as the changes in 
concentration. 

Another type of graph is the Piper diagram (Figure 11.46), which contains two triangles 
and a diamond. Cations are plotted as a point on the left triangle and anions on the right. 
The values are calcttlated as percentages of cations or anions in equivalents per liter. For 
example, each apex of the cation triangle represents 100% calcium, magnesium, or sodium 
plus potassium. Waters that contain mixtures of the three plot somewhere in the center of 
the diagram. If a water plots near one of the apices, the water can then be classified as cal­
cium, magnesium, or sodium plus potassium type. The same procedure is followed in 
plotting and classifying the anions. Each water analysis is then represented by one point 
on the cation triangle and one point on the anion triangle. These points can be projected 

Stiff graph 

Na +K ~-.--.-~-+-~~~~ct 

Ca HC03 
Mg S04 
Fe C03 

5 

26 20 15 10 6 0 6 10 16 20 25 
C3tlons Anions 

Equivalents per million (epml 

<II FIGURE 11 .45 
Stiff diagrams. The sequence from top to bottom 
shows changes in water quality caused by contam­
ination from a waste-disposal site. 



... FIGURE 11.46 
Piper diagram. Each water analysis 
Includes one point In the cation tri­
angle and ·one point in the anion tri­
angle. These points are projected 
into the diamond to form one point 
where lines intersect. 

If, -Ca 
Cations 
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onto the diamond along lines parallel to the slt)ping lines shown (Figure 11.46). A pt)int on 
the diamond is plotted where the two lines intersect. Many groundwater analyses can be 
plotted on a Piper diagram. Clusters or linear trends will sometimes provide information 
on chemical processes operating in the aquifer. 

Chemical Evolutlon 
Systematic changes in groundwater quality are sometimes observed in groundwater flow 
systems. The changes, which can be called chemicaT evolution of groundwater, are most 
prevalent in flow systems that penetrate deep into thick sedimentary rock sequences. A 
gradual increase in TDS is the most common trend along deep flow paths. Along with 
higher TDS, dominant ions change with distance in the direction of flow. In the recharge 
area, bicarbonate (HC03) is usually the dominant anion. As the groundwater moves 
deeper along the flow path, it is more likely to encounter evaporite-bearing rocks such as 
gypsum and halite. An idealized evolutionary sequence would proceed from bicarbonate 
to sulfate to chloride as dominant anions. Evolutionary trends in cations are not as well de­
veloped because of ion exchange and other chemical processes. Figure 11.47 shows the 
possible relationships between water quality and flow systems. The left side of the dia­
gram has a uniformly sloping surface that yields bicarbonate-type waters in the upper left 
corner of the cross section, sulfate-type waters appear in the center, and chloride-type wa­
ters are beneath the discharge area. This schematic is based on the assumption that the ap­
propriate rock types are present to supply the anions shown. On the right is a cross section 
with a hilly, or hummocky, land surface profile. This situation tends to produce an abun­
dance of local flow systems (Figure 11.9), which involve recharge at individual topograph­
ic highs and discharge at adjacent topographic lows. The local flow systems dominate the 
shallow region of the cross section and commonly contain only bicarbonate-type gr01.md­
water. Flow is relatively rapid in the local flow systems and any salts that may have been 
present are flushed out of the system. The longer intermediate and regional flow systems 
differ in water quality from the local system..q. Regional flow systems begin at the highest 
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Regional 
"!charge 

Ares 

.. ......._ , __ .. . 
- Direction of ground·w Ater flow 

Q~ Zone of high transmi~slvlty 

.A. FIGURE 11.47 
Chemical evolution of groundwater in sedimentary basins. The left side has a uniformly sloping water 
table and a predominance of regional flow. The right side has a hummocky water table and local, in­
termediate, and regional flow systems. Source: Modified from J. T6th, Proceedings, First Canadian/American 
Conference on Hydrogeology. 

recharge area (at the upper right-hand corner of the cross section) and follow deep paths to 
the lowest discharge point at the center of the diagram. Intermediate systems are recharged 
at intermediate topographic highs but descend lower than the local flow systems. Water 
quality is bicarbonate-type in the intermediate and regional systems, but evolves to sul­
fate- and chloride-types with distance along the flow path. Flow velocities are extremely 
slow in these deep systems and salts are not flushed out. TDS can reach the brine level 
(Table 11.2) in deep basins, and residence times on the order of millions of years are possi­
ble. Some of the water in these deep formations may even have originated as seawater 
trapped within the sediments during deposition. 

Groundwater and Construction 
In contrast to hydrogeologists who devote their careers to finding and developing ground­
water resources, engineers involved in construction of dams, hinnels, buildings, .and high­
ways spend much of their time trying to control or dispose of groundwater. 

Dams illustrate the potential problems of groundwater movement, or seepage, quite 
well. Dams can be designed to prevent internal seepage, as in the case of masonry dams, 
or, as in the case of earth dams, to illow controlled seepage through the embankment at a 
safe rate. In the former case, excessive seepage beneath or around the dam is the major 
concern. Because the impoundment of the reservoir behind the dam increases the head 
within the groundwater flow system, extremely high fluid pressures decrease the stability 
of the dam by generating uplift pressures on the base of the structure or by causing inter­
nal erosion, or piping, of material near the downstream toe of the dam, thus tending to un­
dermine it. Most dam failures have resulted from inadequate control of groundwater 
seepage through and beneath the structure. The St. Francis Dam (Case in Point 6.1) and the 
Teton Dam (Case in Point 11.3) are examples. 

Groundwater seepage beneath and through dams is studied by constructing flow nets of 
the type shown in Figure 11.48. From the flow net, seepage pressure and gradient can be cal­
culated so that the dam design can be modified if necessary. Seepage control beneath dams 
is sometimes accomplished by injection of cement grout under high pressure into closely 



... FIGURE 11.48 
Flow nets showing groundwater flow systems beneath Impermeable ma­
sonry dam (a) and through permeable earth dam (b). Source: From R. A. 
Freeze and J. A. Cherry, Groundwater, © 1979 by Prentice Hall, Inc., Englewood 
Cliffs, N.J. 

... FIGURE 11.49 
Dewatering by well points 
to lower the water table 
below the base of an exca­
vation and prevent exces­
sive Inflow of water into 
the excavation. 

r 
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(8) 

(b) 

spaced boreholes before the dam is constructed (Case in Point 8.1). After the grout penetrates 
cracks and joints in the rock, it sets up, providing a barrier to groundwater seepage. Various 
design measures are also incorporated in permeable earth dams for seepage control. 

Groundwater inflow into tunnels and excavations often presents difficult engineering 
problems. In tunneling through rock, workers often suddenly encounter water in joints, 
fractures, or fault zones. Many lives are lost because of tunnel flooding when water under 
high pressure unexpectedly bursts into the hinnel. Seepage into excavations often leads to 
slumping and sliding of the walls of the cut. In Chapter 13 we will consider the importance 
of groundwater in landslide phenomena of all types. If seepage into an excavation is de­
termined to be undesirably rapid, dewaterin.g techniques can be applied. One method, as 
shown in Figure 11.49, is to in.qtall a system of shallow pumping wellq, or well points, 
around the excavation to lower the water table until the project can be completed. 

Case In Point 11 .3 
Failure of the Teton Dam 

The failure of the Teton Dam in 1976 has proved to be one of the most costly dam failures 
in history. Constructed on the Teton River in southern Idaho, the dam was designed to 
provi.de water for irrigation and also to function as a flood control facility. The reservoir 
impounded by the dam was 17 miles long and had a capacity of 200,000 acre-feet. Con­
struction of the dam was completed in 1975, and filling of the reservoir began in the fall 
of that year. On June 5, 1976, before reservoir filling was complete, the dam failed with 
very little warning, sending a flood wave down the Teton River. The first indications of 
problems were found on June 3, when two small seeps were detected 1000 and 1500 feet 
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A FIGURE 11.50 
Increase in flow from the leak near the right abutment about 10:30 AM. Dozers were lost in the pit 
about this time. Source: From U.S. Dept. of Interior, 1977, Foi/ure of Teton Dam, U.S. Government Printing Office. 

A FIGURE 11.51 
Breach of the crest of the dam about 11 :55 A.M ., causing a great increase in the discharge rate. Com­
plete failure came minutes after. Source: From U.S. Dept. of Interior, 1977, Foi/ure of Teton Dam, U.S. Govern­
ment Printing Office. 
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downstream from the dam. On June 4, another small seep was found 150 feet down­
stream of the right abutment, but as the day ended, no serious leaks were evident. The 
next morning, the first workers to arrive at the dam found small leaks at the toe of the 
right abutment and about halfway up the downstream face. As the morning progressed, 
the situation quickly became critical. About 10:30 A.M., the higher leak suddenly began 
to flt)W at a much greater rate follt)wing the collapse of a portion of the surface of the 
dam into a void below (Figure 11.50). Bulldozers were sent over the dam to push rock 
into the hole in an attempt to stop the leak. Instead, the flow grew stronger and at 11:30, 
the dozers slid into the hole and were washed dlownstream. Luckily, the operators were 
able to escape. The now-growing hole progressed quickly up the face of the dam toward 
the crest, and at 11:55, the crest was breached and total failure began (Figure 11.51). In 

IC) 

5140 

.6. FIGURE 11 .52 
Progressive failure of the dam by the enlarging area of seepage. Cross-ruled area and arrows show 
the location of seepage and piping. Sinkhole formation and collapse of the surface shown In (e). The 
black area represents material collapsed from above. Zone 1: silt core of dam; Zone 2: coarser alluvial 
cover. Source: From U.S. Dept. of Interior, 1977, Fa/lure of Teton Dam, U.S. Government Printing Office. 
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only 5 hours, the reservoir was completely emptied, releasing a diqcharge to the river below 
equal to the Mississippi River in flood. 

The consequences of the dam failure included the loss of 11 lives and the displacement 
of 25,000 people from their homes due to the effects of the flooding. The monetary costs of 
the disaster were staggering. The $86 million cost of the dam, which was not rebuilt, was 
only the beginning. Damage claims paid by the U.S. Bureau of Reclamation were in the 
neighborhood of $400 million. 

Ilow could a dam designed and built with methods used many times in the past fail 
before it was filled for the first time? To answer this question, we must examine the geolo­
gy of the site and the design of the dam. 

The dam was constructed in an area of Late Cenozoic rhyolite welded ash-flow tuffs. 
These volcanic pyroclastic materials, which were thoroi.1ghly studied prior to design, were 
known to be highly fractured and jointed. Extensive grouting was carried out prior to con­
struction, particularly in a cutoff trench excavated into the rhyolite tuff beneath the dam 
(Pigure 11.52). The dam was designed as a zoned earth-fill embankment, with a core (Zone 1) 
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of compacted silt derived from windblown deposits nearby. The selection of this nonplas­
tic material may have contributed to the failure. Coarser alluvium (Zone 2) was emplaced 
over the core to protect it from surface erosion. 

Although the exact cause of failure may never be known, the sequence of events illus­
trated in Figure 11.52 is a plausible explanation for the failure. The hypothesis includes the 
supposition that the Zone 1 material in the core of the dam was subject to a certain amount 
of cracking during settlement of the embankment. A more plastic core material would not 
have been susceptible to cracking. The result of the cracking would be to create preferential 
pathways for water movement. Figure 11.52a shows seepage through the fractured rock be­
neath the dam as well as through the Zone 1 soil in the cutoff trench. Because of the high hy­
draulic gradient.o; caused by the reservoir behind the dam, Zone 1 soil at the contact with 
bedrock downstream from the cutoff trench began to be eroded by piping. The danger of a 
situation such as this is that removal of soil concentrates more flow in the zone of piping, 
leading to still more groundwater flow. This situation is illustrated in Figures 11.52c and 
11.52d, where the zone of piping eventually breaks through Zone 2 soil, leading to the for­
mation of sinkholes and collapse on both the upstream and downstream faces of the dam. 
After thiq point, failure is inevitable, as more and more of the core is washed away. Among 
the lessons learned from the Teton Dam failure is that even more thorough geologic investi­
gations of dam sites are necessary prior to and during design and construction of these crit­
ical structures. 

Summary and Conclusions 
Groundwater Lq a vital resource; development a.nd management of these resources are the 
keys to any major expansion of our water supplies in the future. Groundwater flow from 
recharge areas to discharge areas is governed by the parameters of Darcy's Law: aquifer 
cross-sectional area, hydraulic gradient, and hydraulic conductivity. Recharge involves the 
downward movement of water through the unsahU"ated zone to the water table. The water 
table is recognized as the level at which fluid pressure is equal to atmospheric pressure. 

Geologic materials with high hydraulic conductivity are known as aquifers. Uncon­
fined aquifers lie directly beneath the unsahU"ated zone and are bounded above by the 
water table. Confined aquifers, on the other hand, can occur at considerable depths. The 
conditions required for development of confined aquifers include confining aquitards 
both above and below. Water levels in wells penetrating confined aquifers rise to the po­
tentiometric surface and can rise above the land surface in flowing artesian wells. 

Pumping of wells creates a cone of depression im either the water table or in the po­
tentiometric surface. Excessive pumping can lead to steadily dropping water levels and 
depletion of the resource. 

Aquifers are common in surficial sediments, which are especially thick in tectonic val­
leys and coastal plains. Glacial deposits contain important unconfined aquifers in alluvial 
outwash sediments and buried-valley deposits. Aquifers in rocks often are located within 
fractured and jointed zones. 

Groundwater quality depends upon the composition of rocks or soils with which the 
water comes in contact. Water analyses can be displayed on Stiff and Piper diagrams to aid 
in the classification of groimdwater and in making comparisons with other analyses. 
Groundwater chemically evolves by increases in TDS and changes in major ion content. 
These evolutionary changes are most evident in intermediate or regional flow systems. 
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Construction activities often req1L1ire groundwater control. Uncontrolled groundwater 
seepage threatens the stability of dams and leads to hazardous conditions in tunnels and 
excavations. Dewatering methods may be necessary for completion of the project. 

Problems 
1. For what rea~ons would you need to use Darcy's 

Law in th e field rather than in the laboratory? 

2. Flow occurs through a sand-filled pipe with a cross­
sectional area of 60 on2. If KL~ 10 9 cm/s and the 
gradient is O.Ql, what is the discharge from the pipe? 

3. Water seeps verlically downward from the bottom 
of a lake through a uniform material to an aquifer 
below. The discharge is 0.005 ft3/s through a 1 ft2 

area of the lake bottom. The lake is SO ft deep and 
the elevations shown on the diagram arc given in 
feet above sea level. What is the hydraulic conduc­
tivity of the material between the lake and the 
aquifer? Assume there is no horizontal flow in the 
aquifer. (Hin/: The hydraulic head at the lake bottom 
is equal to the elevation of the lake.) 

4. The bottoms of piezometers A and B are on the same 
flow line and 1000 m apart. The bottom of piezomc­
ter A is at 130 m and its water level is at 160 m. TI1e 
bottom of piezometer Bis at 100 m and the water 
level is 150 m. What is the hydraulic gradient? 

5. Why isn't the water table defined as the upper limit 
of the saturated zone? 

6. Is it correct to say that groundwater flows parallel to 
the water table? Why or why not? 

7. What is an aquifer? Why aren't all saturated rocks 
and soils considered to be aquifers? 

8 . How do confined and w1confined aquifers differ in 
their response to pumping? 

9. A well drilled into an artesian aquifer is 30 m deep. 
TI1e fluid pressure in the aquifer is 392 kPa. Will the 
well be a flowing well? 

10. The water table of a saturated, uncortfined aquifer 
coincides with the la nd surface. TI1e aquifer is 52 ft 
thick and the material has a unit wet weigh t of 
135 lb/fr~. What is the effective stress at the base of 
the aquifer? 

11. What factors control the amount of groundwater 
recharge? 

12. What rock units or sediments constitu te the most 
productive aquifers in your area? How docs ground­
water impact the economy of the region? 

13. How do groundwater flow systems in karst aquifers 
differ from those il1 other aqulfers? 

14. What would be the chemical characteristics of 
groundwater from a limestone aquifer? 

15. Water analyses follow for samples from two wells in 
different areas. Calculate the molarity a nd nom1ality 
of each constituent, and p lot them on Stiff and Piper 
diagrams. 

lou (mglL) Well A We/lB 

Hco- 311 159 3 
soa- 17.8 1902 

NO~ 0.34 7 
K+ 0.65 41 
Na+ 2.26 574 
Mg+ 22.4 171 
Pe (total) 0.95 

16. Why is groundwater sometimes a problem at con­
struction s ites? How can the problems be solved? 
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CHAPTER 

Subsurface 
Contamination 
and Remediation 

Contamination of soil and water is a problem common to all human so­
cieties. Surface-water contamination probably has been recognized 

throughout the history of civilization. Jn industrialized countries, treatment 
of surface water for drinking became common in the late 19th century and 
health problems linked to impure drinking water are now rare. Less devel­
oped countries, however, are still faced with a Jack of safe drinking water. 

During the past several decades, a new problem has come to light: 
contamination of the subsurface. This problem is much more serious in 
developed countries because of their history of industrialization and the 
wide range of chemicals that have been introduced, either by accident or 
by design, to the underground environment. Much of the damage was 
caused by ignorance rather than intentionally. We simply did not compre­
hend the degree to which contaminants could migrate beneath the land 
surface or the difficulty we would encounter in tracing and removing 
them after discovery. 

The response to subsurface contamination in the United States, as in many 
other countries, has been a massive effort to define the extent of contamina­
tion and to remediate the subsurface-starting with the most contaminated 
sites. This environmental campaign has been driven by governmental regu­
lations dealing with waste handling and disposal, as well as with many 
other potentially contaminating activities. Billions of dollars have been spent 
on these efforts by the private sector and all levels of government. Although 
much remains to be done, many of the most hazardous sites have been par­
tially or totally cleaned up. 
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Sources of Subsurface Contamination 
The range of activities that cause subsurface contamination is much larger than most engi­
neers and scientists would have guessed even a few years ago. A representative listing in 
Table 12.1 is divided into categories based on whether the source of the contamination 
originates on the land surface, within the unsaturated zone, or below the water table. Sev­
eral of these activities are ilhlstrated in Figure 12.1. 

Subsurface Contamination from the Land Surface 
Contamination derived from land-surface activities includes a variety of common practices 
and occurrences. Although contamination of rivers and other surface-water bodies is not 
the primary focus of this chapter, the linkages between groundwater and surface water de­
scribed in Chapter 11 make it likely that contamination of one will lead to contamination of 

Table 12.1 Sources of Groundwater Contamination 

Groundwater Quality Problems That Originate on the Land Surface 

1. Infiltration of contaminated surface water 
2. Land disposa 1 of solid and liquid waste materials 
3. Stockpiles, tailings, and spoil 
4. Dumps 
5. Salt spreading on roads 
6. Animal feedlots 
7. Fertilizers and pesticides 
8. Accidental spills 
9. Particulate matter from airborne sources 

10. Composting of leaves and other yard wastes 

Groundwater Quality Problems That Originate Above the Water Table 

1. Septic tanks, cesspool~, and privies 
2. Surface impoundments 
3. Land fills 
4. Waste disposal in excavations 
5. Leakage from underground storage tanks 
6. Leakage from underground pipelines 
7. Artificial recharge 
8. Sumps and dry wells 
9. Graveyards 

Groundwater Quality Problems That Originate Below the Water Table 
1. Waste disposal in wet excavations 
2. Agricultural drainage wells and canals 
3. Well disposal of wastes 
4. Underground storage 
5. Secondary recovery 
6. Mines 
7. Exploratory wells and test holes 
8. Abandoned well~ 
9. Water-supply wells 

10. Groundwater development 

Source: Modified from U.S. EPA, 1990, Ground Water, Volume 1: Ground Water and Contamination. 
EPA/625/6-90/016a. 
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Aquifar tsolino watorJ 

A FIGURE 12.1 
Major sources and processes causing subs.urface contamination. Source: From C. W. Fetter, Contaminant 
Hydrogeology,@ 1993 by Macmillan Publishing Company. Reprinted with permission. 

Contaminated 
stream 

<Iii FIGURE 12.2 
Contamination of a well by Induced infiltration 
from a stream. 

the other. Infiltration of contaminate-d surface water may take place when shallow water­
supply wells draw water from an alluvial aquifer adjacent to a stream (Figure 12.2). The 
cone of depression imposed by pumping the well or well field creates a gradient on the 
water table directed toward the well. In fact, wells are deliberately installed near streams 
and rivers in order to induce recharge from the stream and to provide high yields with 
low drawdowns. Contamination of the well field can occur if the stream is polluted. An 
example of this was documented at Lincoln, Nebraska, where shallow municipal water­
supply wells are sited in an alluvial valley aquifer adjacent to the Platte River. Figure 12.3 
shows the arrival in the Platte River of a large concentration peak of atrazine, a widely 
used preemergent herbicide for com. Peaks of this type in streams are common after ap­
plication of the herbicide in the spring. Wells near the river showed the same peaks in 
concentration, slightly delayed in arrival because of traMport frt1m the stream bed through 
the aquifer to the well. 

Land disposal or stockpiling of wastes or materials is a common practice. Liquid or 
solid wastes from sewage treatment plants, food processing companies, and other sources 
are applied to agricultural lands, golf courses, and other areas to serve as fertilizer and 
irrigation. The objective is to allow chemical and biological processes in the soil, along 
with plant uptake, to break down the waste products into harmless substances. Although 
the concept may be generally successful, if any of the wastes are water soluble and mobile, 
they are typically carried into the subsurface. A problem may arise if the fields are under­
lain by shallow aquifers. 
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Variations i n atrazlne concentrations with time in the Platte River near Lincoln, Nebraska and in wells 
located close to the river. Source: From D. Duncan, D. T. Peterson, T. R. Shepard, and J. D. Carr, 1991, 
Atrazine used as a tracer of Induced recharge, Ground Water Monitoring Review, 11:144-150, reprinted by per­
mission by the National Ground Water Association. 
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Stockpiles include substances suich as road salt, which is highly soluble in water and 
which may enter the subsurface easily. Dumps could contain a wide variety of potential 
contaminants. One recent regulatory trend is to exclude leaves and yard wastes from land­
fills in order to save landfill space. An alternative for these materials is large-scale surface 
composting. Because these leaves a11e collected from yards and streets, they may contain 
unwanted substances, such as animal wastes and petroleum contaminants. 

Uncontrolled dumping is prohibited in most industrialized countries today, but 
old dumps may still constitute a threat of subsurface contamination. The spreading of 
salt on highways is a widespread practice in northern climates. In addition to causing 
deterioration of bridges, automobi]es, and the roadway itself, the salt quickly leaches 
below the land surface. Figure 12.4 shows the steady rise in chloride, an ion derived 
from salt, in three city wells in a m1L1nicipal well field in Kalamazoo, Michigan. The in­
creases correlate with increases in the amount of salt applied to the city streets during 
the time period . 

Fertilizers and pesticides yield several different types of contaminants. Nitrogen 
fertilizers are applied to stimulate plant growth, but often in greater quantities than 
plants can utilize at the time of application. Nitrate, the most common chemical form of 
these fertili zers, can be easily leached below the plant root zone by rainfall or irriga­
tion. Once it moves below the root zone, it usually continues downward to the water 
table. Worldwide fertilizer applications increased dramatically in the last half of the 
20th century to meet the needs of the growing population. Jn many areas, these rising 
application rates were accompanied by rising nitrate concentrations in groundwater 
(Figi.1re 12.5). Most pesticides and herbicides are not as mobile as nitrate, but they are 
toxic at much lower concentrations. The subsurface mobility of these compounds is 
strongly related to the characteristics of the unsaturated and saturated zones. In some 
karst aquifers, for example, a high percentage of domestic wells in agricultural areas 
have detectable concentrations of pesticides and herbicides. Fertilizers and pesticides, 
along with road salt and land application of wastes, are known as 11011point sources, be­
cause they are applied to large surface areas. The regulatory and remedial strategies for 
nonpoint-source contaminants are therefore different than for point sources of wastes, 
such as landfills. 
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Chloride concentrations In three 
wells (1, 2, and 3) In municipal well 
field In Kalamazoo, Michigan. Source: 
Data from Kalamazoo Dept. of Public 
Utilities. 
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... FIGURE 12.5 
Fertilizer use (solid line) and 
median nitrate concentra­
tion In gro·undwater (shad­
ed boxes) in the eastern 
San Joaquin Valley, Califor­
nia. Source: From U.S. Geolog­
ical Survey Circular 1225. 
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Accidental spills, which occur at manufach1ring plants and on roads and railroads, 
are disturbingly common. Containment and cleanup are relatively effective if initiated 
soon after the spill, but if the spill Lq discovered Jong afterward, the extent of migration of 
the pollutant can be great. One of the best documented spills was a pipeline rupture in 
Bemidji, Minnesota. The pipeline, carrying crude oil, ruptured in 1979. Before the rupture 
could be repaired, 10,700 barrels of oil were released on and just below the land surface. 
About a fourth of the oil remained in the subsurface after cleanup. As the oil gradually 
migrated through the unsaturated zone to the water table (Figure 12.6) it formed a pool at 
the top of the capillary fringe. Oil, being less dense than water, is classified as a "floater" 
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USGS Fact Sheet 084-98. 
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because it accumulates at the top of the water table rather than sinking into the saturated 
zone. Even though most of the compounds making up cn1de oil are not very soluble, a 
dissolved plume of the more soluble compounds formed and moved downgradient with­
in the groundwater flow system. DL.,tinct geochemical zones developed in the plume 
(Figure 12.6) as a result of biochemical reactions between the oil components, water, and 
aquifer solids. Most of these reactions involved microorganisms such as bacteria. The 
U.S. Geological Survey has used the Bemidji oil spill site as a natural laboratory to study 
the physical and chemical behavior of oil in the subsurface. 

Particulate matter from airborne sources is thought to be minor compared with some 
pollutants from other sources of contamination, but it can be very serious in localized 
areas. Examples include the accumulation of heavy metals around smelters and exhaust 
fumes that are associated with auto emissions in urban areas. 

Subsurface Contamination Sources In the Unsaturated Zone 
Contamination originating in the iinsaturated zone includes some of the most common 
types. Shallow burial of wastes, which was mostly unregulated before the 1970s, has 
been the most common method of disposal of most solid waste for many years. Experi­
ence has shown that the leaching of these wastes from the unsaturated zone to the satu­
rated zone has been very common. In the United States, solid wastes are now separated 
for disposal into generally inert materials, municipal and household wastes, and haz­
ardous wastes. Disposal in landfills of the latter type, in what are known as secured land­
fills, is subject to the most stringent regulations and requirements, including detailed site 
investigations, engineered leachate barriers, and regular monitoring of the unsaturated 
and saturated zones (Figure 12.7). Sanitary landfills, the type still used for municipal 
waste, can be designed in several ways (Figure 12.8). All designs include the construc­
tion of cells of compacted refuse with layers of soil added to minimize contaminant 
movement and to limit the infiltration of water (Figure 12.9). The current trend is toward 
greater isolation of these wastes by the use of impermeable liners and covers. Addition­
al design components may include leachate collection systems in the secured landfills 
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Types of sanitary landfills include (a) the trench method, (b) the area method, and 
(c) the slope method. 

(Figure 12.7), in which any leachate produced in the landfills is drained to a sump on one 
corner and then pumped to the surface for treatment. Some engineers and scientists 
have criticized these "dry tombs," however, because of the likelihood that even thick, 
plastic liners will tear or rupture at some time in the future. Thus, by sealing the cells 
and excluding water, we may be only delaying the eventual failure of the liners and sub­
sequent contamination. 

Old landfills continue to cause subsurface contamination in the United States, where 
there may be as many as 100,000 active and inactive sites. The Norman, Oklahoma landfill 
is a closed landfill that has produced a large leachate plume (Figure 12.10) that is moving 
toward the Canadian River under the influence of the groundwater gradient. The plume 
contains many inorganic and organic species. The distribution of nonvolatile dissolved or­
ganic carbon, which is a general indicator of the organic ct1mpounds in the landfill, is 



458 Chapter 12 Subsurface Contamination and Remediation 

35• 10•30• 

35• 10•15• 

Norman 
1 .. dfill 

• 
Approxim11te extent or 

leach;:ile plume 

• ~<fonitmina well 
A-A· Cn>1U1 J1ectinn (l"igurc 12.11) 
0 100 meten 
~ 

9'r26'45" 97'26".10" 

• 

<II FIGURE 12.9 
Photo of a waste cell 
being filled in a landfill 
of the area type In 
southwestern Michigan. 
Source: Photo courtesy of 
the author. 

<II FIGURE 12.10 
Extent of the groundwater con­
taminant plume fromi the Nor­
man, Oklahoma landfill. Source: 
From S. C. Christenson, and I. M. 
Cozzarelli, U.S. Geological Survey 
Fact Sheet FS-040-03 . 

shown along a cross-sectional view of the plume in Figure 12.11. Groundwater users with 
wells downgradient from landfills of this type must be protected from contaminated ground­
water in the plume, either by cleanup of the plume, abandonment of the well in favor of al­
ternative water sources, or both. 

Surface impoundments (Case in Point 12.1) are used for storage and disposal of liquid 
wastes. Although they are now strictly regulated, in the past seepage from the base of the 



... FIGURE 12.11 
Cross section of the Norman, 
Oklahoma, landfill contaminant 
plume along line A-A' showing 
concentrations of nonvolatile or­
ganic carbon, a constituent 
leached from the organic waste in 
the landfill. Location of cross sec­
tion shown In Figure 12.10. Con­
centration Is expressed In 
millimoles per liter. Source: From 
5. C. Christenson, and I. M. Cozzarelli, 
U.S. Geological Survey Fact Sheet FS-
040-03. 
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impoundments was extremely common and many examples of extensive subsurface con­
tamination are known. 

Septic systems, including leach fields and dry wells, are used for disposal of house­
hold liquid waste in unsewered rural and suburban locations. Waste solids are retained in 
a septic tank (Figure 12.12) and liquids are discharged to a leach field or dry well, which is 
simply a large buried container of some type with holes in the sides, to promote infiltra­
tion of the liquid into the soil. The original premise of these systems was that the move­
ment of the waste liquid through the soil would renovate the water quality and serve as a 
treatment mechanism. Although some treatment does occur, depending on soil type and 
other conditions, contaminants are known to reach groundwater with a high frequency. 
Septic systems that are installed in un.quitable sites, where, for example, soilq are imper­
meable or bedrock is close to the surface, tend to back up through the soils to the ground 
surface, creating an unsanitary situation. These systems are said to have "failed." In reali­
ty, the successful systems, with higher leaching capacity, are as much or more of a long­
term environmental threat because of their impacts on groundwater. 

The number of underground storage tanks (USTs) in the United States containing 
petroleum fuels or other hazardous liquids is currently estimated by the U.S. Environ­
mental Protection Agency at about 680,000. This number is far fewer than were present 
prior to the EPA regulatory program that went into effect in 1988. The new standards 
required by this program included (1) tank replacement with a tank of improved per­
formance standards; (2) closure with corrective action, if needed; or (3) an approved 
upgrade to the existing system. New tanks are composed of fiberglass-reinforced plas­
tic or other corrosion-resistant designs. Numerous tank excavations have shown that 
corrosion and leakage were widespread among older tanks, most of which were con­
structed of steel. At the end of 2003, the total number of releases that had occurred from 
USTs either through leaks in the tank or connecting piping or by spills and overfills oc­
curring during refueling stood at 439,385. Progress under the EPA regulatory program 
has been significant, with 303,120 cleanups of these releases completed by the end of 
2003. Although this still leaves a backlog of more than 130,000 releases to be remediat­
ed, this number will decline, as the rate of detection of new releases is much lower than 
at the start of the program. 

Other sources of po.llution in the unsaturated zone are less common but may cause 
serious problems when they occur. Leakage from underground pipelines, such as the 
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A. FIGURE 12.12 
Design of a domestic septic system. Waste solids are captured in the septic tank and liquid effluent 
is discharged to the leach, or drain, field. Infiltration through the unsaturated zone is assumed to re­
move contaminants, although nitrates commonly reach the groundwater table in areas of coarse­
grained soils. Source: From N. C. Brady and R. R. Weil, The Nature and Properties of Soil, 13th ecil., 11' 2002 
by Prentice Hall, Inc., Upper Saddle River, N.J. 

Bemidji, Minnesota, pipeline rupture, is less common than leakage from undergmund 
tanks, but the amount of petroleum or other chemicals discharged from a pipeline leak 
is commonly very large. 

Artificial recharge refers to practices such as the discharge of urban storm sewers into 
pits designed for disposal of the water and/or aquifer recharge. This water comes in con­
tact with a variety of hazardous and nonhazardous compounds during runoff from roads, 
driveways, and parking lots. Even graveyards are a potential source of contamination. Of 
concern here are biological and chemical contaminants. For example, in the late 1800s and 
early 1900s, arsenic in very high concentrations was used as an embalming fluid. 

Subsurface Contamination Sources In the Saturated Zone 
Many practices involving the saturated zone can lead to direct contamination of ground­
water without passage through the unsaturated zone. A common activity of the past, for 
example, was to use abandoned excavations associated with mines and gravel produc­
tion for waste disposal. If the abandoned excavation was deeper than the water table, the 
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emplaced waste materials became saturated as the water table rose to partially fill the ex­
cavation. Waste materials would therefore be in cLirect contact with the groundwater 
flow system. 

Agricultural drainage wells and canals may involve such practices as draining con­
taminated shallow groundwater to deeper aquifers or inducing the upward flow of highly 
mineralized water as the water table is lowered by drainage. Canals excavated along coastal 
areas may lead to the inflow and infiltration of saltwater during tidal fluctuations. 

Disposal of hazardous chemicals in wells was based on injection-well technology 
developed in the oil industry. There, it has been traditionally used as a means of dis­
posing of brines produced with the oil, thereby overcoming the problems encountered 
with the disposal of brines in surface impoundments. The chemical industry adopted 
the method as a cheaper alternative than wastewater treatment or surface disposal. Dis­
posal, or injection, wells are commonly hundreds to thousands of meters deep (Figure 12.13). 
Favorable conditions occur where a permeable zone containing nonpotable water is 
overlain by one or more aquitards to prevent upward migration of the waste into us­
able aquifers. Problems occur due to failure of the well casing or the sealing material 
around the casing, which may allow contaminants to move out of the target horizon. 
Other pathways for contaminants include fractures produced in the protecting aquitard 
caused by high injection pressures or by abandoned, unplugged, or poorly plugged 
wells that may have penetrated the aquitard. Abandoned test holes, which are com­
monly drilled in both petroleum and mineral exploration, can also facilitate migration 
of contaminants in the subsi1rface. 

Mines, even withoi1t the addition of wastes, can be environmental problems. The in­
troduction of oxygen to anoxic zones in the subsurface can cause undesirable reactions 
with minerals leading to the production of toxic leachates. Sulfide minerals, which occur 
both in coal-bearing rocks and in metallic ores, are commonly the culprits. Oxidation of 
sulfides will produce sulfuric acid, and the leachates formed in this manner are corrosive 
and highly mineralized. Migration out of the mines leads to degradation of both ground­
water and surface water. One potential effect of a decrease in pH is the mobilization of 
toxic metals, which are more soluble in acid solutions than in neutral or basic waters. 

Water-supply wells themselves can sometimes be a source of contamination. Prob­
lems are most commonly linked to poor well construction. If the annulus (the part of the 
well bore outside the casing) is not properly sealed, contaminants from surface or sub­
surface sources have a direct vertical pathway to the aquifer. Flooding is a good exam­
ple of how contaminated surface water could be brought into contact with the top of a 
well. The main water-treatment plant for Des Moines, Iowa, was shut down during the 
summer floods of 1993 when floodwaters inundated the municipal wells. Groundwater 
development can lead to problems when pumping Jowers the water table or potentio­
metric surface to such a degree that water from an undesirable source begins to migrate 
toward the well. The poor-quality water may be drawn through an aquitard from a dif­
ferent aquifer, from an offshore source by subsurface migration of seawater, or from 
other possible locations. 

The number and diversity of activities and practices that lead to groundwater contam­
ination is a serious concern for environmental regulators and water managers. Through ad­
ditional research into these processes, we will be able to minimize their effects in the future. 

Environmental Regulations 
Oi1r environmental experience over the past few decades has made it clear that industrial­
and waste-disposal practices must be strictly regulated to prevent future contamination, 
and cleanups of past contamination sites must contini1e to reduce risks to humans and the 
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Design features of a hazardous-waste disposal well. Source: From C. A. Wentz, Hazardous Waste Manage­
ment, © 1989 by McGraw-Hill, New York. 

environment. Several of the most important environmental laws dealing with subsurface 
contamination in the United States are summarized subsequently. Regulations based on 
these laws are administered by the U.S. Environmental Protection Agency (EPA). Other 
countries have similar agencies. 
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Clean Water Act (CWA) 
Originally passed in 1972 as the Federal Water Pollution Control Act Amendments and 
amended in 1977, the bill that became known as the Clean Water Act (CWA) was designed to 
improve treatment of wastewater discharge to the environment. Although most wastewater 
is discharged to surface-water bodies, we have already seen how contaminated surface water 
can impact groundwater. Wastewater treatment is described in terms of three possible phas­
es: prirnari;, seconda·n;, and tertian;. Primary treatment involves physical processes such as 
screening and settling. Floating and suspended solids are removed in several steps. Primary 
treatment results in the accumulation of sludge, which requires further treatment and dispos­
al. Prior to the Clean Water Act, which requires secondary treatment of wastewater, primary 
treatment was the only type utilized in many comml111lities. 

Remaining in wastewater after primary treatment are many undesirable substances, 
including both organics and inorganics. The organic content of wastewater is character­
ized by the Biochemical Oxygen. Demand (BOD), which is a measure of the amount of oxy­
gen required by aerobic microorganisms to break down the organic compounds to less 
harmful substances such as carbon dioxide. The purpose of secondary treatment is to re­
move at least 85% of the BOD. At this level of treatment, normal municipal wastewater can 
be discharged to a surface-water body. Although there are several technologies used for 
secondary treatment, the most basic and inexpensive is the waste-stabilization lagoon, which 
simply is a surface impoundment in which the wastewater is contained until BOD re­
moval is complete. Treatment is based on the exchange of carbon dioxide and oxygen be­
tween bacteria and algae (Figure 12.14). The bacteria (both aerobic and anaerobic species 
are present in some lagoons) break down the BOD to carbon dioxide, which promotes the 
growth of algae. The algae give off oxygen in return, to sustain the population of bacteria. 
Waste-stabilization lagoons are effective if they operate as designed. A problem arises, 
however, if the bottom of the impoundment is permeable enough to allow significant 
seepage downward toward the water table. Examples of groundwater contamination from 
this sih1ation have been described in the literature. 
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A variety of chemical methods can be used in tertiary treatment. If necessary, very 
high quality water can be produced. 

Safe Drinking Water Act (SOWA) 
Public drinking-water-supply systems were regulated by the Safe Drinking Water Act of 
1974 and its amendments passed in 1986. One reason that this law is important is that it 
established drinking-water standards for public supplies. These standards are based on 
the potential health risks of various waterborne substances. For cancer risk, for example, 
the standards are based on rodent exposure sh1dies that are extrapolated to human be­
ings. The methods assume a lifetime exposure to the water. The risk level used by the EPA 
is 10-6

. This means that the concentration of a particular carcinogen must be less than a 
level that would cause one additional cancer death in 1 million people. The methods used 
to arrive at these levels are extremely conservative and have generated controversy in the 
scientific community. 

Three types of standards are reported: maximum contaminant-level goals (MCLGs), 
maximum contaminant levels (MCLs), and secondary maximum contaminant levels 
(SMCLs). The maximum contaminant-level goals are nonenforceable standards set at the 
most conservative levels with respect to adverse health effects. All carcinogens, for exam­
ple, have MCLGs of zero. The maximum contaminant levels are the concentrations that 
must be met for water-supply systems, and the secondary maximum contaminant levels 
are nonenforceable standards set for aesthetic reasons. SMCLs include constihients such as 
iron and hardness, which may cause taste, staining, or scale problems bi1t do not pose a 
known health risk. 

Regulated contaminants are divided into four categories: organic chemicals, inor­
ganic chemicals, microbiological contaminants, and radionuclides. The organic category, 
which contains by far the largest number of compounds, is further subdivided into synthetic 
organic chemicals, triltalomethanes, and volatile organic chemicals. Synthetic organics in­
clude pesticides and herbicides along with certain industrial chemicals. Trihalomethanes 
comprise a group of compounds that are formed during the dis infection of drinking 
water by the reaction between chlorine and organic compounds. It is somewhat dis­
heartening to learn that carcinogenic compounds are being produced even in the treat­
ment of drinking water. Volatile organics are compounds that readily vaporize at room 
temperature. 

The number of chemicals regulated under the SDWA has increased drastically in the 
past few years. A number of municipal water systems have detected contamination that 
was not previously known simply by testing for these compounds. An abbreviated list of 
drinking-water standards is given in Table 12.2. 

Resource Conservation and Recovery Act (RCRA) 
The Resource Conservation and Recovery Act was enacted in 1976 to regi1late the genera­
tion, transportation, storage, and disposal of hazardous wastes. The act created a system 
for tracking hazardous wastes from "cradle-to-grave," which is based on a manHest pro­
duced by the waste generator at the time it leaves the facility. This manifest contains infor­
mation about the amount and type of waste, as well as identifies all companies involved in 
the transportation and ultimate disposal of the waste (Figure 12.15). With respect to disposal 
of hazardous waste, RCRA deals only with sites that are currently active. Amendments to 
RCRA in 1984 expanded its scope to include, among other components, the regulation of 
underground storage tanks (UST.q). Under RCRA, the classification of a waste as hazardous 
is based on specific criteria. A test known as the Toxicity Characteristic Leaching Procedure 
(TCLP) includes a list of 39 organic and inorganic compounds. If a threshold value of any of 
these is exceeded, the waste is cla.qsified as hazardous and is therefore subject to RCRA. 
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Table 12.2 Selected Drinking-Water Standard 

Chemical MCLG (µg!L} MCL (µg!L} SMCL (µg/L) 

SyntheNc organic chemicals 
Alachlor 0 2 
Aldicarb 1 3 
Atrazine 3 3 
Benzene 0 5 
Benzoln Jpyrene 0 0.2 
Butylbenzyl ph thalate 100 100 
Carbofuran 40 40 
Ca rbontetrach loride 0 5 
Chlomdame 0 2 
Chrysene 0 0.2 
Dibromochloropropane (DBCP) 0 0.2 
o-Dichlorobenzene 600 600 10 
p-Dichlombenzene 75 75 5 
1,2-Dichloroethane 0 5 
1,1-Dichloroethylene 7 7 
cis-1,2-Dichloroethylene 70 70 
trans-1,2-Dichloroethylcne 100 100 
1,2-Dichloropropane 0 5 
2A-Dichlorophenoxyacetic acid (2A-D) 70 70 
Di(ethylhexyl)phthalate 0 6 
Ethylbenzene 700 700 30 
Ethylene dibromide (EDB) 0 0.05 
Hexachlorobenzene 0 1 
Lindane 0.2 0.2 
Methoxyduor 40 40 
Methylene chloride 0 5 
PCBs as decachlorobiphenol 0 0.5 
Styrene 100 100 10 
2;3,7,8-TCDD (dioxin) 0 5 x 110 8 

Tetrachloroethylene 0 5 
1,2A-Tric hlorobenzene 70 70 
1,1,2-Trichloroethane 3 5 
Trichloroethylene (TCE) 0 5 
1,1,1-Trichloroethane 200 200 
Toluene 1000 1000 40 
Toxaphene 0 3 
2-(2,4,5-'T'tichlorophenoxy)-propionic 50 50 

acid (2,4,5-TP, or Silvex) 
Vinyl chloride 0 2 
Xylcnes (total) 10,000 10,000 20 
l11orga11ic cliemicals 
Aluminum 50-200 
Antimony 6 6 
Arsenic 50 50 
Asbestos (fibers per liter) 7 x 106 7 x 106 

Barium 2000 2000 
Beryllium 4 4 
Cadmium 5 5 
Chloride 250,000 

(Continued) 
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Table 12.2 (Continued) 

Chemical MCLG (µg!L) MCL (µg!L) SMCL (µg/L) 

Chromium 100 100 
Copper 1,300 1,300 
Cyanide 200 200 
Fluoride 4,000 4,000 2,000 
Iron 300 
Lead 0 lS 
Manganese SOi-200 
Mercury 2 2 
Nickel 100 100 
Nitrate (as N) 10,000 10,000 
Nitrite (as N) 1,000 1,000 

pH 6.S- 8.S 
(pH units) 

Selenium so so 
Silver 100 
Sulfote 250,000 
Total dissolved solids S00,000 
Zinc 5,000 
Microbiological pnrnmeters 
Giardia lamblia Oorganisms 
Legionella 0 organisms 
Hcterotrophic bacteria 0 organisms 
Viruses 0 organisms 
Rndionuc/ides 
Radium226 0 20 pCi/L 
Radium228 0 20 pCi/L 
Radon 222 0 300 pCi/l 
Uranium 0 20µg/L 

(30 pCi/l) 

Source: U.S. EPA. 

Among the many provisions of RCRA, the regulations of most relevance to subsurface 
contamination are those that apply to the final disposal of the waste. Each site undergoes an 
elaborate permit system that regulates the design of the facility as well as the groimdwater 
and other monitoring systems. Design components similar to those shown in Figure 12.7 are 
required. The groundwater monitoring system consists of monitor wells located both up­
gradient and downgradient of the facility (Figure 12.16). Thus if any constituents contained 
in the waste are detected in groundwater downgradient of the site, they can be compared 
with the upgradient concentrations to determine if a significant increase has occurred. Sta­
tistical procedures are specified to quantify whether or not the increase is "significant." 

Three phases of RCRA groundwater monitoring exist. Detection monitoring is the initial 
phase, which is carried out until a significant increase is documented. If this should happen, 
the owner/operator must begin a compliance phase of monitoring, which involves a more ex­
tensive hydrogeological investigation in order to determine the extent and severity of con­
tamination. Finally, a corrective action maybe required to remediate the contamination. When 
a dfaposal facility is closed, RCRA regulations do not end. The facility must submit a closure 
plan that includes continued monitor:ing for a period of time that usually lasts for 30 years. 
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RCRA manifest used for "cradle-to-grave" tracking of hazardous wastes. Source: From G. M. Masters, 
Introduction to Environmental Engineering and Science, © 1991 by Prentice Hall, Inc., Upper Saddle River, N.J. 

One of the most significant changes to the regulation of USTs under RCRA was the 
adoption in 1995 of new methods for assessing and comparing the risks of contaminated 
sites. This approach, called Risk-Based Corrective Action (RBCA) and pronounced "Rebecca," 
was necessary in order to deal with the large number of sites discovered tinder the UST 
program. RBCA involves a three-tier approach to assessing the risk of sites. A Tier-1 assess­
ment, the most qualitative, evaluates the receptors of the site contaminants (homes, schools, 
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streams, etc.), as well as the exposure pathways (drinking-water wells, vapor exposure, 
etc.). When these assessments are completed for a large number of sites, they can be com­
pared and ranked so that resources can be allocated to sites with the highest risks. Tier-2 
and Tier-3 assessments involve successively more complex and detailed investigations so 
that site-specific risks and exposures can be evaluated. Becaiise of the increasing costs with 
higher tiers, Tier-3 a.qsessments would only be conducted at the sites with highest risks. 

Comprehensive Environmental Response, Compensation, 
and Llabllltles Act (CERCLA) 
CERCLA, better known as Superfimd, was enacted in 1980 to handle the problem of aban­
doned hazardous-waste-dL<>posal facilities along with emergency releases of hazardous 
materials. The term Superfund refers to a provision in the act to create a fund to initiate 
cleanup of high-priority sites until the liable private parties coiild be identified. The act 
was reauthorized in 1986 by the Superfond Amendments and Reauthorization Act 
(SARA), which expanded the funds available for cleanup. The trust fund itself is derived 
from environmental taxes of various types on corporations. 

Known sites of contamination are included on a rank-ordered list called the National 
Priority List (NPL). The ranking is based on the characteristics and toxicity of the contami­
nants, the risk factors created for nearby residents, and other factors. Funds allocated for 
investigation and cleanup are then prioritized according to the NPL. Once a site is listed 
on the NPL, a complex series of steps is set in motion (Figure 12.17). The first phase in­
volves the completion of a Remedial Investigation/Feasibility Study (RI/FS) to assess the con­
tamination problem and evaluate remediation alternatives. These are extensive site 
investigations including installation and sampling of many monitor weJJs. Additional 
steps include the Record of Decision, which reports the remedial alternative selected, the 
Remedial Design, and the Remedial Action, which is the actual cleaniip procedure. This 
process can take up to 5 years or more before the Remedial Action is even started, and 
decades for the completion of the cleanup if a large volume of aquifer is contaminated and 
groi.mdwater must be pumped and treated. 

As the technical procedure is put into action, the EPA is also pursuing a legal strategy 
to identify the Potentially Responsible Parties (PRPs) and force them to pay for the costs of 
cleanup. PRPs can incliide past or present t1wners of the site, as well as generators and 
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transporters of the waste. If the PRPs (sometimes there are many of them) refuse to partic­
ipate in the cleanup, the EPA can legally collect more than 3 times the costs of the project. 
These amounts are not trivial as it L<l not unusual for remedial costs to reach tens of mil­
lions of dollars. The legal complexities of these operations have raised criticisms that the 
Superfund program spends an inordinate amount on legal costs as compared with the 
amount actually spent on cleanup. 

Subsurface Fate and Transport of Contaminants 
The movement of contaminants through the subsurface environment, which is known as 
mass transport, takes place by many complex and somewhat poorly understood processes. 
Because of the complexities of these phenomena, our discussion will serve only as a brief 
introduction to thfa important topic. 

The most basic distinction to make with regard to mass transport mechanisms is the dif­
ference between aqueous and nonaqueous phases. Aqueous-phase transport occurs when the 
contaminant is diqsolved in water, whereas nonaqueous-phase transport refers to the move­
ment of a contaminant in a phase that is immiscible with water. Nonaqueous-phase liquids, or 
NAPLs (rhymes with "apples"), include petroleum products and other organic fluids that are 
spilled or leaked into the subsurface. The presence of NAPLs introduces additional complex­
ity in the description and prediction of transport of subsurface contaminants. Most of the dif­
ficulties come into play with mass transport through the unsaturated zone. Transport of 
NAPLs through the saturated zone is less common because it can only occur when the NAPL 
is denser than water. In this case, it is referred to as a DNAPL, a dense nonaqueous-phase liq­
uid. Petroleum products, among the most common nonaqueous-phase contaminants, are less 
dense than water and are therefore prevented from moving through the saturated zone as a 
distinct phase. These petroleum-derived fluids are known as LNAPLs, or light nonaqueous­
phase liquids. 

Aqueous-Phase Mass Transport 
From a physical standpoint, there is little difference between the transport of an aqueous so­
lution containing dissolved contaminants and the movement of pure water in the subsur­
face. Exceptions to this generalization include instances where there are large concentrations 
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of highly soluble compounds. When evaporite minerals dfasolve in water, for example, the 
aqueous solution can become significantly more dense than pure water because of the high 
solubility of these minerals. Density would then become an important factor in transport, in 
addition to the normal hydraulic gradients that we discussed in Chapter 11. Most contami­
nants, however, are much less soluble, and we can assume that the solutes do not have a sig­
nificant effect on the movement of the aqueous fluid. 

All inorganic and organic substances will dissolve in water to some extent. The range 
in solubility, however, is extremely large. The solution of minerals was discussed in sever­
al previous chapters. Minerals in the unsaturated zone will dissolve in water until a state 
of chemical equilibrium is reached, at which time solution of the mineral will cease. Inor­
ganic contaminants are no different. Leachate plumes in groundwater beneath landfills in 
which building materials such as drywall (which contains gypsum) were disposed of com­
monly contain high concentrations of calcium and sulfate . The solubility of heavy metals 
and other elements is highly dependent upon the geochemical conditions of the leaching 
solution, including the pH and the oxidation-reduction potential (redox potential). Iron, for ex­
ample, is much more soluble when the pH and red ox potential are low. In the unsaturated 
zone, the pH is commonly close to neutral and the redox potential is high due to the pres­
ence of oxygen from the atmosphere. Therefore, iron concentrations are usually low in 
well-aerated unsaturated-zone solutions. 

The subsurface behavior of organic compounds depends upon several physical prop­
erties. As with inorganics, the solubility of organic compounds varies over a wide range 
(Table 12.3). Solubility is an indication of the tendency of an organic compound to form an 
immiscible phase. Differences in solubility are due in part to the nature of chemical bonds 
in the compound. Compounds with a predominance of nonpolar, covalent bonds are less 
soluble in water, which L<i a strongly polar substance. These compounds are more likely to 
form a nonaqueous phase. 

Table 12.3 Properties of Common Groundwater Subsurface Contaminants 

Propcrty4 

Solubili ty, Hcnry'sb 
Compound Densi ty, g/mL mg!L Constant, atm Log10Kow 

Trichlorocthene 1.4 1,100 550 2.29 
Tetrachloroethene 1.63 200 1,100 2.88 
Chloroform 1.49 8,200 170 1.95 
Benzene 0.876 1,808 240 2.01 
Toluene 0.876 535 308 2.69 
1,2-Dichlorobenzene 1.305 145 90 3.38 
Phenol 1.07 93,000" 0.04 1.49 
1,1-Dichloroethene 1.013 250 1,400 0.73 
1,1,1-Trichloroethane 1.435 480 860 2.49 
Vinyl chloride gas 1,100 35,500 0.60 
Methyl ethyl ketone 0.805 260,000 1.5 0.26 
Acetone 0.79 1,000,000 1.0 - 0.24 
Ethylene dibromide 2.18 3,400 26 1.80 

Source: E. Bouwer, ). Mercer, M . Kavanaugh, and F. Digano, 1988, Coping with groundwater contamination, 
journal of the Water Pollution Control Federation, 60:1415-1423. 
•values for temperature of 20° to 25° C. 
bValues should be considered representative of literature data; wide ranges In values are common. 
c Depends on pH. 
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Another diagnostic property is called the octanol-water partition coefficient. Thiq quantity, 
K0.,, is expressed as 

K = Coe 
ow c 

tu 

(12.1) 

where Coe is the eqi.1ilibrium concentration of the compound in question dissolved in oc­
tanol and Cw is the equilibrium concentration in water. The higher the value of K0 w, which 
is usually expressed as a log value, the more likely it is to form a nonaqueous phase. Com­
pounds with high lt)g K0., values are known as hydrophobic compounds. 

The Henn/s constant is useful in predicting the tendency of an organic compound dis­
solved in water to volatilize into the gas phase. This is particularly important in the unsat­
urated zone, where organic vapors can collect and migrate separately from their tran.qport 
in the aqueous phase. Table 12.3 indicates, for example, that benzene is much more volatile 
than phenol. The differences in volatility between organic compounds have an important 
bearing upon the remedial method used. 

Unsaturated Zone Transport 
Because the majority of contaminants originate above the water table, we must first dLq­
cuss the movement of water (along with dLqsolved contaminants) through the unsaturated 
zone. In order to do this, we must expand upon the comments made about the unsaturat­
ed zone in Chapter 11. In that discussion, it was mentioned that the fluid pressure in un­
saturated zone water Lq less than atmospheric. These negative pressures, which hold the 
water against gravity by suction or tension, are known as the rnatric potential. The distribu­
tion of matric potential is shown in Figure 12.18, in which matric potential is plotted against 

... FIGURE 12.18 
Soil water retention curve and 
cla.ssification of soil moisture 
zones. Source: From S. A. Abdul, 
1988, Migration of petroleum prod­
ucts through sandy hydrogeologic 
systems, Ground Water Monitoring 
Review, 8, (no. 4):73-81 . 
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<II FIGURE 12.19 
Schematic diagram of a tenslometer. 

the percent saturation. At the water table, where the fluid pressure is equal to atmospher­
ic (matric potential = 0), the pores are saturated with water. Matric potential decreases 
above the water table, but within the capillary fringe, the pores remain saturated. Above 
the capiJlary fringe, the amount of water in pores decreases as the amount of air increases. 
This is known as the funicular zone. Water dominates pore volumes within this region 
(Figure 12.18). At some point the amount of water within the pores achieves a constant 
residual value as the matric potential decreases. In this region, called the pendu/ar zone, 
pore water is limited to pore necks and may form only a very thin continuous layer over 
the particle surfaces. The bulk of the pore space is occupied by air. 

The matric potential of the soil i.q measured by a device called a tensiometer (Figu re 12.19). 
The tensiometer consists of a tube with a porous cup on the end that is inserted into the soil 
The tube is totally filled with water and connected to a vacuum gauge at the top. Water is 
drawn out through the porous cup into the soil, creating a vacuum in the tube, which is meas­
ured by the gauge. Like flow in the saturated zone, flow in the unsaturated zone is controlled 
by the gradient of hydraulic head, which is the sum of the elevation head and the pressure 
head. The pressure head in the unsaturated zone i.q the matric potential, which is negative 
rather than positive, as it is below the water table. The direction of flow in the unsaturated 
zone can be determined by the installation of two adjacent tensiometers at different depths. 

EXAMPLE 12.1 

Tensiometer A, which is inserted to a depth of SO cm below the land surface, has a measured ma­
tric potential of - 100 cm. Tensiometer B, which is inserted at a depth of 70 cm, has a matric po­
tential of - SO cm. Is water moving upward or downward in the unsaturated zone? 

So/11tion 

Total head or potential is the sum of elevation head and matric potential. If we use the ground 
surface as our dahm1 and use depth for the elevation head, elevation head, z, is negative. The 
total head, Ii = tfl + z, for tcnsiometcr A is Ii = - 100 + (- SO) = - lSO cm. For tcnsiomctcr B, it is 



Subsurface Fate and Transport of Contaminants 473 

"1A • - 100 cm 'Its • - 50cm 

A 8 

70cm 

j 
Ii = - S·O + (- 70) = - 120 cm. Since the head at tensiomcter B (- 120 cm) is larger than the head 
at tensiometcr A (- 150 an), the flow is in the direction of B to A, or upward. 

When a substantial amount of rain falls to the surface, the infiltrating water flows into the 
pore spaces and increases the percent saturation. As a result the matric potential is increased 
(becomes less negative), and water moves downward through the soil. If the soil is homoge­
neous, th.e moisture will move downward as a slug, with a well defined wetting front 
(Figure 12.20). Any contaminants in solution would therefore move toward the water table at 
about the same rate. It ls more likely, however, that the soil ls not homogenous, but exhibits 
preferential flow. Preferential flow refers to the presence of more permeable pathways in the 
soil through which water and contaminants can move more rapidly than the wetting front. 
Preferential flow can follow macropores, which are large openings (such as root casts, animal 

.. FIGURE 12.20 
Contrast between unsaturated flow 
through (a) uniform soils w ith Isolat­
ed macropores and (b) fingering at 
a hydraulic conductivity boundary. 
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burrows, or shrinkage cracks), or it can occur through a process known as fingering 
(Figure 12.20), in which pathways of more subtle variation in permeability are exploited. Fin­
gering is commonly observed to occur at the contact between a fine-grained soil and a coarse­
grained soil beneath. The significance of preferential flow to mass transport is that it provides 
a very rapid journey for contaminants through the unsaturated zone to the water table. 

Saturated Zone Transport 
Once contaminants reach the water table, they travel in the direction of groundwater 
flow. If the contaminants originated as a point source, they move within the sah1rated 
zone as a coherent mass of degraded groundwater known as a contaminant, or leachate, 
plume (Figure 12.21). The direction of movement may be horizontal, vertical, or inclined, 
depending on the gradient of the flow system. If the contaminant plume is the approxi­
mate density of the groundwater, the major control on the direction of movement will be 
the hydraulic gradient; if the plume is significantly denser, however, it will have a down­
ward component of motion separate from the hydraulic gradient (Figure 12.22). 

The contaminant plume originating from discharge ponds from a sewage treatment 
plant at Otis Air Force Base on Cape Cod, Massachi1setts, is a good example of a low-density 
plume in a shallow sand and gravel aquifer (Figure 12.23). Groundwater flow is nearly 
horizontal in the aquifer and the contaminants form a narrow plume elongated downgra­
dient with very little vertical movement in the aquifer. Although the plume contains many 
different organic and inorganic constituents, the dimensions of the plume are well defined 
by boron concentrations (Figure 12.23). 

There are two physical mechanisms that control the movement of dissolved contami­
nants in a contaminant plume. Advection is the transport of contaminants by the bulk 
movement of the flowing water, in response to the hydraulic gradient. The rate of move­
ment of contaminants can be estimated by determining the average linear velocity of the 
groundwater. This velocity is described as average because of the nahtre of flow in porous 
media. Variation in size of the microscopic flow channels followed by individual particles 
of water leads to a difference in velocity, depending on which particular path a particle of 
water follows. Since it is not possible to determine the infinite variety of possible flow 
paths, an average velocity is used. When an average linear velocity is reported, it must be 
kept in mind that some groundwater, and therefore dissolved contaminants, will be trav­
eling along certain flow paths at higher velocities. The average linear velocity can be cal­
culated by the formula 

Woter ..... ---~ 
table 

A FIGURE 12.21 
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Water 
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(12.2) 

Control of leachate-plume movement by the hydraulic gradient. A well at A would not be contami­
nated because of the vertical component of groundwater motion in the flow system . 
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where 

ti is average linear velocity 
K is hydraulic conductivity 
n is the porosity of the aquifer 
dh/dl is the hydraulic gradient 

Hydrodynamic dispersion, the second physical transport mechanism, results in the 
spreading of the zone of contamination along the flow path. On a microscopic scale, 
several effects tend to move contaminants away from the center of mass of the plume 
(Figure 12.24). These effects include (a) higher flow rates in the center of a pore than 
along the margins, (b) more rapid flow through larger pores, and (c) lateral expansion 
of the contaminant because water molecules must flow aroimd aquifer grains. The 
overall effect of hydrodynamic dispersion is to spread the contaminant over a larger 
volume of aquifer, both in the direction of flow and laterally to the direction of flow. 
When the aquifer is heterogenous, that is, when it is composed of beds or laminae of 
different hydraulic condi1ctivity, even more spreading of the plume occurs. Figure 12.25 
illustrates an aquifer that has lenses of high hydraulic conductivity. The contaminant 
moves more rapidly through these lenses with hydrodynamic dispersion superim­
posed on this preferential flow. The plume is spread in the direction of flow by this 
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• FIGURE 12.23 
Cross sections oriented in direction of groundwater flow (A-A') and transverse to groundwater flow 
(B-B') and (C-C') in the contaminant plume at Otis Air Force Base, Massachusetts. Treated waste­
water is discharged to sand beds, from which it infiltrates to the water table and moves as a coherent 
plume In the aquifer. Contour lines represent equal concentrations of boron in m icrograms per liter. 
Source: From D. R. leBlanc, 1984, Sewage Plume in a Sand and Gravel Aquifer, Cape Cod, Massachusetts, U.S. 
Geological Survey Water-Supply Paper 2218. 

process. Despite the spreading effect of hydrodynamic dispersion, the influence is 
much less than the mixing caused by turbulent flow in a river. It is correct to think of 
leachate plumes moving in compact masses through aquifers, with relatively minor 
spreading caused by hydrodynamic dispersion and aquifer heterogeneity. The plume 
shown in Figure 12.23 is a good example. 

Because dispersion spreads a fixed mass of contaminant over a larger volume of 
aquifer, a reduction in contaminant concentration occurs. If the particular contaminant is 
very toxic at low concentrations, the dispersive tendency will have an undesirable result 
because more area is affected even though the concentration is decreased. 

The ultimate path of contaminants in groundwater can be predicted only by knowing 
the nature of the flow system. Water-table and potentiometric-surface contour maps will 
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... FIGURE 12.24 
Mechanisms of mechanical dispersion operating at the scale of Individual 
pores and grains. Source: From R. W. Gillham and]. A. Cherry, 1982, Contami­
nant movement In saturated geologic deposits, In Recent Trends In Geology, 
T. N. Narasimham, ed, Geologic Society of America Special Paper 189:31-62. 

... FIGURE 12.25 
More rapid flow of contaminants in thin lenses of 
high hydraulic conductivity. 
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give an indication of the horizontal component of movement. The importance of vertical 
components ls illustrated in Figure 12.21, where a contaminant source is added to a flow 
system. Well A will not be contaminated because it is too shallow, even though it is in the 
direction of flow of groundwater from the waste-disposal site. Contamination of a well 
can occur even when the natural gradient suggests that groundwater flow will carry con­
taminants away from the well. A pumping well located upgradient of a disposal site, like 
the one shown in Figure 12.26, can become contaminated because the cone of depression it 
creates reverses the natural gradient and induces movement of the contaminated water to­
ward the well. 

... FIGURE 12.26 
Contamination of an upgradient pump­
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Attenuation M echanisms 
As dissolved contaminants move through the unsaturated and saturated zones, a number 
of physical, chemical, and biologica] processes may alter the concentration of the solute. 
Chemical processes, including acid- base and oxidation-reduction reactions, can change 
the chemical species of the contaminant and in doing so, alter its mobility. 

Some important processes that decrease the concentration of contaminants in the 
subsurface, or attenuation mechanisms, are listed in Table 12.4. One of these, adsorption, is 
particularly important. Adsorption, the attraction of an ion to the surface of a solid par­
ticle in the unsaturated or saturated zones, is really a form of ion exchange. In order to 
maintain an overall neutral charge, the particles of clay and other substances that attract 
ions must release ions of the same charge. The most common reaction involves the ex­
change of cations. Contaminant cations are drawn to negatively charged particle sur­
faces in exchange for other cations released from the particle surface to the groundwater 
solution. Clays have the strongest ability to effect this exchange reaction, although other 
materials, including iron oxide coatings or particles, may also participate in adsorption 
reactions. Heavy-metal cations can be maintained at low dissolved concentrations by 
adsorption, although the pH of the solution is very important. Figure 12.27 shows that 
adsorption of each metal cation is controlled by a relatively narrow range of pH values. 
As the pH rises above the critical value, the environment changes from a condition 
where the metal is very mobile to a state where a high percentage of the metal is ad­
sorbed to metal oxides. 
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Table 12.4 Attenuation Mechanisms 

Hydrodynamic dispersion 
Adsorption-desorption reactions 
Acid-base reactions 
Solulion- precipitation reactions 
Oxidation- reduction reactions 
Microbial cell syn thesis 
Filtering, die-off, and adsorption of microorganisms 
Radioactive decay 
Biodegrada tion 

10 
pH 
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<II FIGURE 12.27 
Adsorption of m etals to metal-oxide surfaces as a 
function of pH. Source: From R. 0. James and T. W. 
Healy, 1972, journal of Col/old and Interface Science, 40. 
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Adsorption of nonpolar organics Lq controlled by solid organic matter in the aquifer. 
Even though only minor amounts of organics may be present, nonpolar dissolved organic 
molecules have a strong affinity for these substances. The log Kaw value for the compound 
is a good indication of its mobility in groundwater. The higher the log K0w, the less mobile 
the compound will be due to adsorption on solid organics. 

Biodegradation, the breakdown of organic compounds by microorganisms in the con­
taminant zone, is also important in the attenuation of organic contaminants. Here again, 
the chemical environment is very important in the process. For example, aromatic com­
pounds such as benzene, toluene, and xylene, which are common components of gasoline, 
dissolve in water but can be actively broken down to carbon dioxide under oxidizing con­
ditions. These conditions are most common in the unsaturated zone. Biodegradation of the 
aromatics is much slower in the saturated zone. Other contaminants, like the chlorinated 
solvents trichloroethene (TCE) and tetrachloroethene (also known as perchloroethene, or 
PCE), biodegrade more rapidly under reducing conditions. Therefore, these compounds 
are resistant to biodegradation in the unsaturated zone but do break down more readily 
below the water table. Study of a plume of chlorinated solvents near St. Joseph, Michigan, 
yielded evidence for biodegradation of trichloroethene to its daughter products dichloro­
ethene and vinyl chloride (Figure 12.28). Jn this instance, biodegradation is not a favorable 
outcome, because vinyl chloride is more toxic and more resistant to biodegradation than 
trichloroethene. 

Contaminants may also be removed from solution by chemical precipitation, radioac­
tive decay, and the die-off of microorganisms. Hydrodynamic dispersion is also an attenu­
ation mechanism because spreading of the contaminant reduces its concentration. 

.A. FIGURE 12.28 
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Distribution of chlorinated solvent compounds trichloroethene (TCE), dichloroethene (DCE), and vinyl 
chloride 0fC) in a plume at St. Joseph, Michigan. DCE and VC are produced by biodegradation of TCE. 
Source: From P. L. McCarty and J. T. Wilson, 1992, Natural anaerobic treatment of a TCE plume, St. Joseph, 
Michigan, NPL site, in Bloremediation of Hazardous Wastes, U.S. EPA, EPA/600/R-92/126, pp. 47- 50. 
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Case In Point 12.1 
Industrial Waste Disposal of a Shallow Aquifer 

Liquid chemical wastes were discharged to unlined surface impoundments at many locations 
in the paqt, The contaminants may move largely by aqueous-phase transport through the un­
saturated zone to the saturated zone, where they form a contaminant plume. Perlmutter and 
Lieber (1970) presented an early example of this type of contamination on Long Island, New 
York. During and after World War II, an aircraft factory discharged aluminum-plating wastes 
into the disposal ponds shown in Figure 12.29. Because the area is underlain by a highly per­
meable unconfined aquifer with a high water table, the wastes rapidly infiltrated downward 
to the water table. From this point, the waste formed a plume of contaminated groundwater 
about 1300 m long, 300 m wide, and 21 m thick. The gradual spreading resulting from hydro­
dynamic dispersion is evident on the map. Calculations indicated that the contaminated 
groundwater moves rapidly at an approximate rate of 165 m per year. Some of the co111.tami­
nated water discharges into Massapequa Creek in the southern part of the area. 

Figure 12.30 shows a subsurface cross section of the plume. It is apparent that contam­
ination is confined to the upper glacial aquifer and that movement is predominantly hori­
zontal. The contours on the cross section show the distribution of hexavalent chromium in 
1962. Ilexavalent chromium is a toxic metal with an MCL of only 0.05 mg/L. At the levels 
present in the aquifer, use of the water for drinking would pose a very serious health 
threat. In addition to chromium, the plume contained other toxic contaminants . 
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... FIGURE 1 2.29 
Map of part of Long Island, New York, show­
ing size and extent of plume of contaminated 
groundwater originating from disposal pits at 
a metal-plating facility. Source: From N. M. Perl­
mutter and M. Lieber, 1970, Disposal of Platlng 
Wastes and Sewage Contamination in Ground Water 
and Surface Water, South Farmingdale-Massapequa 
Area, Nassau County, New York, U.S. Geological 
Survey Water Supply Paper 1879-G. 
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• FIGURE 12.30 
Cross section A-A' (location shown on Figure 12-29) through the center of the contaminant plume. 
Contours show the concentrations of hexavalent chromium in milligrams per liter. Source: From N. M. 
Perlmutter and M. Lieber, 1970, Disposal of Plating Wastes arrd Sewage Contamination in Ground Water and Sur­
face Water, South Farmingdale-Massapequa Area, Nassau County, New York, U.S. Geological Survey Water Supply 
Paper 1879-G. 

Nonaqueous-Phase Mass Transport 
Unsaturated Zone Transport 
The movement of a NAPL through the unsaturated zone is a complex phenomenon be­
cause it involves three or more phases: the NAPL, water, and air. If part of the NAPL evap­
orates into the soil atmosphere, a fourth phase is present. Additionally, the NAPL, or 
certain compounds contained within it, can dissolve into the pore water contained in the 
unsaturated zone. The dLqcovery that spills and leaks have contaminated the subsurface 
on a routine basis has stimulated research into the properties and processes of flow 
through the unsaturated zone. 

The flow of a NAPL through an unsaturated porous medium follows the same basic prin­
ciples as does the flow of water. Below the level of saturation of the pores by the fluid, a cap­
illary suction is exerted upon the NAPL similar to that exerted upon water, except that the 
adhesion of most nonpolar organics to soil surfaces is less than the adhesion of water. NAPLs 
are also subject to a condition similar to water in the pendular zone (Figure 12.18). Here water 
is said to be at residual saturation because the percent saturation does not decrease with de­
creases in the matric potential (greater suction). As a N APL moves through the subsurface, it 
also must exceed the level of residual saturation prior to farther movement. This level of 
NAPL will remain in the soil after drainage of the mobile fraction. The residual saturation de­
pends upon the soil type (fable 12.5, where oil residual capacity is a measure of residual satu­
ration). Fine-grained soils have a much higher residual saturation than coarse-grained soils. 

The NAPL in a two- or three-phase unsaturated system is referred to as the nonwetting 
fluid, because water usually covers all solid surfaces within the medium. Water is known 
as the wetting fluid. The movement of a NAPL through a water-wet porous medium differs 
from movement through an initially dry medium. As a petroleum product, the nonwetting 
fluid, is released into the unsaturated zone, it begins to move downward under the influ­
ence of gravitational forces. These are resisted by capillary forces during the development 
of residual saturation. The NAPL may move downward as a distinct interface, although 
preferential flow is common. Jn order to progress through the medium, the NAPL must 
displace the existing pore fluids. ThLq is relatively easy in the pendular zone, where air­
filled pores are the norm. The rate of movement is largely a function of the vLqcosity of the 
NAPL, which can vary over a large range, and the grain size of the soil. Fine-grained soils 
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Table 12.S Oil Retention Capacities for Kerosene in Unsaturated Soils 

Oil Retention Capaci ty (R) 

Soil Type Um3 g/yd3 

Stone, coarse sand 5 1 
Gravel, coarse sand 8 2 
Coarse sand, medium sand 15 3 
Medirnn sand, fine sand 25 5 
Fine sand, silt 40 8 

Sou1Ce: CONCAWE, 1979, Protection of Groundwater from Oil Pollution, NTIS PB82-174608. 

tend to have a higher residual saturation of water and it is therefore more difficult to drive 
a NAPL through them. When the NAPL encounters the funicular zone, its rate of move­
ment slows, because pressure must be built up to overcome the resistance of the higher 
saturation percentage of water. 

Several methods are available for prediction of the depth of penetration of a NAPL 
into the unsaturated zone. For example, the equation 

lOOOV,,c 
D = J\RC (12.3) 

gives the approximate depth of penetration, D, in terms of V,,c; the volume of discharged 
NAPL in barrels (1 barrel = 42 gal); the area of infiltration, A; the oil-retention capacity M 

residual saturation, R (Table 12.5); and a correction factor, C, based on the viscosity of the 
NAPL (0.5 for gasoline to 2.0 for light fuel oil). 

As the downward-moving NAPL finally reaches the top of the capiUary fringe, a change 
in behavior occurs. If the source of the spill Lo; large enough to provide a relatively continu­
ous downward movement of product, and the product is an LNAPL (which would include 
gasoline, heating oil, kerosene, jet fuel, and aviation gas), the petroleum product begins to 
form a pool, or pancake, at the top of the capillary fringe (Figure 12.31). The layer is known as 

.A. FIGURE 12.31 
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free product because it is not held under capillary pressure and is free to migrate along the 
top of the capillary fringe in the direction of slope of the water table. The top of the layer of 
free product forms an oil table, because product below is under positive pressure. With suffi­
cient source, the pancake layer can actually depress the capillary fringe so that free product 
rests directly upon the water table. The layer of free product can remain in its subsurface po­
sition for a long period of time. Even after the source is terminated, a column of NAPL at a 
level of residual saturation will remain in the unsaturated zone above the free product. 

Several other transport processes occur once an LNAPL has reached the water table to 
form a free product layer. One serious problem is that the more soluble components of the 
hydrocarbon will dissolve and form a groundwater contaminant plume that moves down­
gradient {Figure 12.31), typically for a much longer distance than the extent of the free 
product. This is exactly what happened at the Bemidji oil pipeline rupture site (Figure 12.6). 
In gasoline, the dissolved contaminants include benzene, toluene, ethylbenzene, and xy­
lene. Together these are referred to as BTEX. Additional processes include volatilization of 
hydrocarbon vapors from the free product into the unsaturated zone above. These gases 
can migrate within the unsaturated zone into basements and pose explosion hazards. The 
discovery of free product in the unsaturated zone and/or BTEX plumes in groundwater 
has become all too common since the advent of the UST program initiated under RCRA. 
More likely than not, the comer gas station that has been in business for several decades has 
had or will have a petroleum product release of some type. 

Saturated Zone Transport 
Transport of NAPLs in the unsaturated zone is limited to DNAPLs, those products denser 
than water (Table 12.3). The most common compounds involved in DNAPLspills and leaks 
are the chlorinated hydrocarbons, synthetic compounds such as 1,1,1-trichloroethane, car­
bon tetrachloride, and tetrachloroethene. These compounds are very commonly used as 
solvents and degreasers in industry, among other uses. The dry cleaning industry is a very 
good example of an industry that uses compounds of this type. 

Migration of DNAPLs through the unsaturated zone is similar to the movement of 
LNAPLs. Once the residual saturation is exceeded, the product moves vertically downward 
to the water table. At that point, however, its behavior differs from that of LNAPLs. Although 
a layer of DNAPL may initially form at the top of the saturated zone, under sufficient pres­
sure, the pmdi1ct will penetrate the water table and sink becai1se of its higher density to the 
first layer of low-permeability material in the aquifer (Figure 12.32). The DNAPL will form a 
layer of free product on top of the low-permeability layer, and it can then migrate in the direc­
tion of slope of the layer. This direction is not necessarily in the direction of grt)undwater flow 
and, in fact, can be in the opposite direction if the low-permeability layer happens to slope 

... FIGURE 12.32 
Migration of DNAPL contaminants In 
the subsurface. Source: Diagram cour­
tesy of Stan Feenstra. 
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that way. Above the free product pool, the column through which the DNAPL moved retains 
product at residual sahrration. Like LNAPLs, DNAPLs may be somewhat soluble and will 
therefore form contaminant plumes (Figure 12.32). Because the hydrocarbon is dissolved at 
low levels, these plumes move under the hydraulic gradient and may not display density con­
trol. Locating DNAPL free product layers is extremely difficult, particularly if the surface 
source is unknown. Since the free product layer does not follow the hydraulic gradient, a de­
tailed knowledge of the substrrface geology must be developed by test drilling and other 
methods to track the movement of the free product layer. 

Case In Point 12.2 
The Lawrence Livermore National Laboratory (LLNL) Superfund Site 

The degree of complexity of Superfund projects can reach immense proportions, not only 
in terms of the hydrogeology of the site but also in terms of the site's history and contami­
nation. The Lawrence Livermore National Laboratory (LLNL) typifies the staggering task 
required in investigation and remediation of these sites (Thorpe et al., 1990). 

The LLNL is a weapons research laboratory located southeast of Oakland, Califor­
nia (Figure 12.33). The site encompasses about 800 acres, including the facility itself and a 
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Location of Lawrence Livermore National Laboratory. 
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buffer zone. The history of the site begins in World War II, when it was acquired by the 
U.S. Navy for use as an air station. Extensive repair and overhaul operations were con­
ducted until the end of the war. Numerous organic solvents were used in these operations 
and, as was common at that time, handling and disposal were haphazard. Large amounts 
of solvents were undoubtably released at this time. In 1951, the property was transferred 
to the Atomic Energy Commission (AEC) for use as a thermonuclear weapons design fa­
cility. Later, the site was passed on to successors of the AEC, including the Energy Re­
search and Development Agency and the Department of Energy. Weapons research 
continued under the management of the University of Califomia, along with nonmilitary 
research. Hazardous materials of many types were handled at the site during this era. 

Contamination was first detected in the early 1980s. An almost continuous series of 
hydrogeologic studies led to LLNL's inclusion on the NPL under the Superhtnd program 
in 1987. Volatile organic compounds (VOCs) were identified as the most serious contami­
nant.~, although a gasoline leak of 17,000 gallons over a 20-year period was documented 
for one portion of the site. Out of 130 possible sites for VOC releases, 14 were considered to 
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Contour map showing concentrations of total voes in groundwater at LLNL site, November 1991. 
Source: From F. Hoffman, 1993, Ground-water remediation using "smart pump and treat," Ground Water, 
31 :98-106. 
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be the most significant and were designated for further study. Hundreds of borings and 
monitor wells were installed. The purpose of the borings was to define the hydrogeologi­
cal setting of the site and to determine the subsurface distribution of contaminanlq. 

The LLNL is built upon several coalescing alluvial fans. The uppermost subsurface 
sediments beneath the si te are composed of a complex series of alluvial units, consisting of 
alternating beds of fine and coarse materials. The coarser sediments comprise channel fills, 
formed as stream channels repeatedly migrated across the growing alluvial fan. The sub­
surface stratigraphy creates a very complex pattern of migration for contaminants. Over­
all, contamination appears to be limited to several large, diffuse, and overlapping plumes. 
Total VOC concentrations are shown in Figure 12.34, and the ranges in concentration for 
the major contaminants are shown in Table 12.6. 

A sense of the vertical complexity of the site is given by Figure 12.35, which shows the 
generalized distribution of lenses of high hydraulic conductivity along one cross section. 
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.6. FIGURE 12.35 
Generalized cross section showing concentration of voes In high hydraulic conductivity lenses in 
alluvial sediments beneath LLNL. Source: From R. K. Thorpe, W. F. Isherwood, M. D. Dresden, and 
C. P. Webster-Scholten, 1990, CERCLA Remedial Investigations Repon for the LLNL Livermore Site, Lawrence 
Livermore National Laboratory. 
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Table 12.6 Summary of California State Action Levels and Maximum VOC 
Concentrations in Groundwater from LLNL Monitor Wells, 
June 15, 1988-June 15, 1989 

EPAMCL DHS MCL OHS Action Maximum LLNL 
voe (ppb) (ppb) Level (ppb) Concentration (ppb) 

PCE None 5 None 1800 
TCE 5 5 None 5200 
cis-1,2-DCE None None 6 
trans-1,2-DCE None None 10 22 
1,1-DCE 7 6 None 640 
1,1,1-TCA 200 200 None 20 
1,2-DCA None 0.5 None 200 
1,1-DCA None None 5 59 
Carbon tetrachloride 5 0.5 None 140 
Chloroform 100 None None 650 
Preon-113 None None 1200 950 

Source: From R. K. Thorpe, W. F. Isherwood, M. D. Dresden, and C. P. Webster-Scholten, 1990, CERCLA Remedial 
Investigations Repon for the LLNL Uvermore Site, Lawrence Livermore National Laboratory. 

High concentrations of VOCs occur within these zones. Figure 12.35 suggests the difficul­
ty of characterizing the three-dimensional distribution of contaminants. 

Remediation of the site will be based on a pump and treat approach (Hoffman, 1993) 
that will include source removal, reinjection of treated water, and dynamic management of 
the remedial system in order to minimize the time required for cleanup. 

Subsurface Contamination of Karst Aquifers 
In the previous discussion of contaminant transport in the unsaturated and saturated 
zones, a basic assumption was made about the subsurface materials: The volume of mate­
rial through which contaminants moved was considered to function as a granular porous 
medium, in which the flow of water and contaminants occurred through pores between 
closely packed solid particles. Preferential flow was. mentioned as a condition in which 
larger interconnected pores are present. In some geologic media, however, most pore flu­
ids move along linear discontinuities such as fract1.1res, joints, or faults, and the intergran­
ular flow is minor. 

A well-developed karst aquifer with conduit flow represents the end member of this 
type of flow. Surface drainage moves rapidly through the unsaturated zone to a com­
plex maze of subsurface conduits that may be partially or completely filled with water. 
Conduit flow is rapid, particularly during times of high precipitation. The consequences 
of this type of hydrological regime for contaminant movement are that surface contam­
inants move into the conduit flow system with very little opportunity for attenuation 
(Figure 12.36). In agricultural areas, contamination by pesticides and livestock waste is 
common. In unsewered suburban areas, septic-tank drainage moves rapidly downward 
through solution cavities. Cave explorers have documented direct seeps of septic-tank 
effluent into cave systems. Perhaps the worst circumstance, however, is the presence of 
a city directly over a karst aquifer system. Major sources of contamination include 
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.6. FIGURE 12.36 
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Schematic cross section showing contamination of a karst aquifer. Soun:e: From N. C. Crawford, 1986, 
Karst Hydrologic Problems Associated with Urban Development, National Water Well Association. 

storm water runoff that is discharged into the cave system and buried tanks that leak 
petroleum fuels and industrial chemicals (Figure 12.37). An example of some of the 
problems encountered by urban contamination of a karst aquifer is presented in Case in 
Point 12.3. 

Case In Point 12.3 
Subsurface Migration of Toxic and Explosive Fumes 
In Bowling Green, Kentucky 

Difficulties with subsurface contamination in Bowling Green, Kentucky, typify the prob­
lems that can arise with urban development over a karst aquifer (Crawford, 1986). The 
city partially overlies the Lost River groundwater basin, a karst aquifer system with well­
developed conduit flow (Figure 12.37). Figure 12.36 schematically illustrates the move­
ment of contaminants through the system. The focus of this Case in Point is the problem 
of NAPL contaminants that float on the surface of underground streams in cave and con­
duit passages. Numerous sources for NAPL contaminants derive from the more than 500 
buried tanks in the city. 

As the contaminants float on the cave stream surfaces, toxic and explosive fumes 
evaporate into the cave atmosphere. In itself, this condition poses a nontrivial explosion 
threat. Storm drainage wells in parking lots and along streets provide an open connection 
to the cave system. A discarded cigarette or other source could trigger an underground ex­
plosion that could progress along the cave system. Even more disturbing, perhaps, is the 
upward movement of fumes through solution cavities in the limestone to basements, 
where they present a serious health hazard. Although the presence of hazardous fumes in 
houses in Bowling Green had occurred several times in the past, the problem became so 
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.. FIGURE 12.38 
Photo of hazardous fume ventilation pipe at 
elementary school in Bowling Green, Kentucky. 
Source: Photo courtesy of the author. 

serious in the mid-1980s that the U.S. EPA initiated an emergency response in 1985 under 
the Superfund program. Fumes were reported in more than 50 homes, along with several 
schools and commercial buildings. Two elementary schools were partially evacuated on 
several occasions. The EPA investigation focused on the potential sources of contaminants 
and the mitigation of fumes in affected buildings. 

Excavations were made around the buildings with the highest levels of toxic fumes. In 
each case, a crevice was found to lead from the base of the surficial soils downward through 
the limestone to the polluted cave system. Ventilation pipes were cemented into the 
crevices to vent toxic fumes to the atmosphere (Figure 12.38). The ventilation system was 
completed by the installation of exhaust fans with explosion-proof motors. This method 
was successful in reducing levels of fumes inside the buildings to safe levels. 

Remediation 
Subsurface remediation is a branch of environmental engineering and science that became 
common and widespread only after the regulatory programs of CERCLA and RCRA came 
into effect. Since that time numerous technologies have become commercially available, 
and still others are in experimental phases. Large remediation projects have be.en imple­
mented at many Superfund sites as well as other sites of contamination. 

Source Control 
The most effective means of remediation is to control the source of the contamination by 
removal or treatment. As we have seen, soi1rces include landfills, impoundments, and 
buried tanks, among others. In the case of landfiUs and impoundments, the source is easy 
to locate. The remaining waste can be removed to a more secure site or treated. Liquid 
waste can be transported to a wastewater treatment plant. Evidence of a release from a 
buried tank is commonly detected when the tank is excavated for repair or replacement. 
Further source removal can be achieved by excavation of the soilq beneath the tank that 
contain petroleum product in residual saturation. If left in the unsaturated zone, residual 
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contaminants can slowly dissolve into infiltrating water that can continue to contaminate 
groundwater for long periods of time. The common practice is to conduct a soils investi­
gation including soil borings and lab examination of soil samples. The contaminated vol­
ume of soil can thus be delineated and subsequently excavated. Obviously, this is only 
cost-effective for small soil volumes. For larger spills or leaks, on-site excavation, treat­
ment, and replacement is becoming more common. 

Containment 
Once the contaminant has reached the water table, remediation becomes more difficult. 
Because of the flow of groundwater and the dispersion of the contaminant within the flow 
system, excavation of contaminated aquifer material is usually not feasible. One option for 
controlling the spread of the contaminant in the groundwater flow system is the slum; wall 
(Figure 12.39). A slurry wall is an impermeable barrier emplaced as viscous liquid (slurry) 
into a trench excavated around the contaminant source. This method is most practical 
when the aquifer is thin and close to the surface so that the depth of excavation can be lim­
ited. The wall must also be tied in to an impermeable formation at the base of the aquifer 
so that contaminants may not escape beneath the wall. If the wall is constructed complete­
ly around the source, well'> must be installed within the wall to prevent a rise in water 
table to the surface. The contaminated water pumped from the wells can then be treated 
and discharged. 

Pump and Treat 
One of the earliest used strategies for groundwater remediation is known as pump and 
treat. The method has several objectives. Pumping, from one or more well'>, can be used to 
alter or reverse the hydraulic gradient in order to hydraulically control the plume. For ex­
ample, an extraction well located near the source of contamination could reverse the hy­
draulic gradient due to its cone of depression, so that groundwater flow and contaminants 
move back toward the source rather than away from the source. Contaminants at an in­
dustrial site, if discovered soon enough after the release, for example, could be prevented 
from migration off-site, where they could potentially reach water-supply wells. 

If the contamination involves a layer of LNAPL free product at the top of the satu­
rated zone, special considerations are necessary. One common design utilizes a well that 
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.A. FIGURE 12.39 
Diagram of slurry wall used to contain a groundwatl!r contam ination plum@. 
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Dual pump system used to remediate petroleum product contamination. Deeper pump creates cone 
of depression, causing flow of free product to well. Upper pump removes free product. Soutce: From 
U.S. EPA, 1989. 

is screened over a large interval, imcluding the water table and a dual pump system 
(Figure 12.40). A standard submersible pump is installed at the base of the well to pump 
water and create a cone of depression and flow of free product toward the well. In the 
zone of free product, a product pump controlled by an indicator probe is used to remove 
the LNAPL. Under certain conditions, reuse of the product is even possible. 

Capture Zones 
The choice of a pump and treat strategy for groundwater cleanup is followed by an analy­
sis of the aquifer and plume in order to design a pumping well system that is capable of 
intercepting the entire plume, while at the same time minimizing the amount of clean 
aquifer water that is pumped to the treatment system. This process includes the delin­
eation of a capture zone, a region of flow that is intercepted by one or more wells pumping 
at a certain discharge rate. Other parameters that must be determined are the thickness of 
the aquifer and the rate of movement of groundwater in the aquifer. When these parame­
ters have been measured, a capture zone can be drawn (Figure 12.41). The flow lines in 
the aquifer bend toward the pumping well as they approach it. Downgradient of the 
pumping well, a groundwater divide is formed, which defines the limit of the area in 
which water is flowing in the opposite direction of the original gradient toward the well. 
The capture zone for a proposed system can be overlaid on a map of the plume at the 
same scale to test the design, as seen in Figure 12.42. The capture zone is inadequate for 
the plume shown in Figure 12.42a because some contaminant will escape around the mar­
gins of the capture zone. Possible solutions would be to increase the pumping rate of the 
well or to add one or more additional wells spaced along the y-axis to enlarge the dimen­
sions of the capture zone. Figure 12.42b mustrates a case in which the capture zone is too 
large for the plume. The system will be inefficient in this case because a large amount of 
uncontaminated water will be pumped along with the contaminated water. A lower 



... FIGURE 12.41 
Capture zone Imposed by pumping one or more 
wells along the y-axis. All water within the bound­
aries flows to the well. 

... FIGURE 12.42 
Relationship of capture zone to contaminant plume. 

----

(a) Capture zone is inadequate to capture the entire plume. 
(b) Capture zone Is too large and an unnecessary volume 
of clean water Is pumped through the treatment system. 
(c) Capture zone is correctly sized for the contaminant plume. 
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pumping rate could be used to remedy this problem. A well-designed capture zone is 
shown in Figure 12.42c-the lateral margins of the capture zone just surround the edges 
of the plume. 

Treatment Methods 
Numerous technologies are available for treatment of contaminated groundwater. Treat­
ment systems are commonly constructed at the site so that treated water can be discharged 
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to surface drainages or reinjected into the aquifer. At times, untreated water can be dis­
charged to a sanitary sewer and treated at the wastewater treatment plant. 

The most frequently encountered hazardous contaminants in groundwater are the 
volatile organics, which include the chlorinated solvent compounds as well as the BTEX 
compounds derived from petroleum products. The treatment method selected for a partic­
ttlar contaminant must be based on the chemical characteristics of the compound. Carbon 
adsorption is a method based on adsorption of the compound during flow of the contami­
nant through a canister containing a carbon medium, which is called granular activated mr­
bon (GAC). GAC has a very high surface area and is an effective absorbent for nonpolar, 
hydrophobic organics. The log Kaw value of the compound (Table 12.3) is an indication of 
this property. Carbon adsorption would be well suited for benzene, with a high log K0w, 

but wottld not work for acetone, which has a very low log Kaw· 
The volatile nature of VOCs is used in several methods of treatment, including air and 

steam stripping. In a typical system, contaminated water infiltrates downward through an 
air-stripping tower (Figure 12.43) while air is blown up through the tower. The tower is 
filled with a permeable packing material that causes agitation and turbulence of the water. 
This promotes separation of the volatiles from the water, and the air stream carries them 
out of the top of the tower where they can be released to the atmosphere if the concentra­
tions are low, or captured by GAC or other methods, if the concentrations are high. The fea­
sibility of air stripping can be predicted by the Henry's constant (Table 12.3). On the lower 
end of the range of Henry's constant values, steam can be used rather than air to strip the 
less volatile compounds. Specifications for these methods are shown in Figure 12.44. 

Limitations to Pump and Treat 
Pump and treat remedial systems are usefttl for control of contaminant plumes and re­
moval of some contaminants. Their main disadvantage, however, is that long periods of 
time are required for removal of certain organics from aquifers to the level'> required of 
safe drinking-water sta.ndards. The reason for this dilemma is that contaminants adsorb 
onto favorable aquifer materials during transport and sometimes also penetrate into re­
gions of lower hydraulic conductivity. When the high hydraulic gradients imposed by a 
pump and treat system take effect, the flow to the well is dominated by wate.r moving 
through the zones of highest hydraulic conductivity. Di<isolved contaminants contained in 
the pores of these zones are quickly flushed out, leading to a large initial decrease in con­
centrations measured from the pumping well and monitoring wells. These concentrations 
tend to level out, however, at low levels and may remain at those levels indefinitely. These 
remaining contaminants represent the adsorbed molecttles that are slowly released to the 
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.A. FIGURE 12.43 
Sch@matlc of air stripping tr@atm ent process for VOCs coupl@d with GAC fil ter for alr-quallty control. 
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groundwater moving toward the well. Estimates of pumping times of decades are not un­
common to achieve drinking-water standards for some contaminated groundwaters. The 
net result is that large amounts of money are required to remove minute quantities of con­
taminants. Alternative remedial methods that could achieve cleanup goals more rapidly 
are being actively sought. 

Bloremedlation 
Among the many promising techniques for aquifer remediation, l.tioremediation encompass­
es a wide variety of processes that may be used on a routine basis in the future. The basic 
premise ofbioremediation is to allow microorganisms to break down organic contaminants 
to harmless compounds such as carbon dioxide. As simple as this concept appears, there are 
many problems to overcome to ensure the success of this method. Bioremediation can be 
used in a pump and treat process, in which the water is treated aboveground, or it can be 
used in the subsurface, which is known as in-situ bioremediation. Microorganisms native to 
the environment may be used or appropriate microorganisms can be introduced into the 
environment to do the work. When natural microbial communities are utilized to biode­
grade the waste, the process is called natural attenuation. Selection of natural attenuation as 
a remedial method is becoming more and more common for sites that do not pose high risks 
to potential water users, to surface-water bodies, or to other receptors. Natural attenuation 
is much cheaper than active remediation, but the plume must be continually monitored to 
ensure that concentrations are decreasing and that the plume is stable or shrinking instead 
of expanding. Source removal is usually stipulated priior to adoption of natural attenuation. 

Bioremediation usually involves an oxidation reaction, in which an organic substrate 
donates electrons during oxidation to electron acceptors such as oxygen. Other nutrients are 
alqo required for the proliferation of the microorganisms. Petroleum hydrocarbons serve as 
excellent substrates and natural bioremediation occurs to some extent at nearly all contami­
nant sites. A lack of electron acceptors is the i.1sual problem that prevents the rapid and com­
plete breakdown of the compounds. Attempts to stimulate the organisms by providing 
electron acceptors and nutrients are called enhanced bioremediation. A schematic of this process 
is shown in Figure 12.45. Water pumped from the contaminant plume is reinjected into the 
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Schematic diagram of enhanced bioremediatlon system. Groundwater pumped from an ex.traction 
well is recycled through the contaminant source after addition of oxygen and nutrients. Oxygen is 
also pumped directly to the contaminant plume. Source: From EPA, 1989, Seminar on Site Characterization 
for Subsurface Remediations, CERl-89-224. 

aquifer after addition of oxygen and nutrients. Oxygen is also injected directly into the sub­
surface in order to accelerate the process. 

Contaminant plumes that contain only low levels of toxic chlorinated compounds 
pose a somewhat different problem. The concentrations of organics are so low that they 
cannot support the growth of an active population of microorganisms. One solution in this 
case is to add both the electron donor and the electron acceptor to the plume. Methane is a 
commonly used electron donor. The objective of this technique is to stimulate a population 
of microorganisms large enough to break down the trace-level organics along with the 
added electron donor. This process is called cometabolism. 

There are many technical problems in bioremediation, which include dispensing the 
appropriate microorganisms as well as all the other compounds and conditions necessary 
for the process to be successful at the proper location in the subsurface. Active interdisci­
plinary research involving microbiologists, organic chemists, environmental engineers, 
and hydrogeologists will almost certainly yield significant advances in this field in the 
next several decades. 

Summary and Conclusions 
Subsurface contamination is the environmental frontier. Until the 1960s, almost all efforts 
were focused on surface-water contamination. During the 1960s and 1970s, however, the 
increasing rate of accidental detections of groundwater contamination gradually raised an 
awareness that subsurface contamination was an extremely serious problem. The sources 
of contamination were foimd to be numerous and diverse. Some point sources, such as 
landfills and industrial waste impoundments, were obvious suspects for contaminations. 
Others, however, including nonpoint-source contamination by agricultural activities and 



septic systems, buried storage tanks, and well injections, were largely overlooked in terms 
of the magnih1de of subsurface contamination that they could cause. 

These revelations led to a series of unprecedented federal laws and regulations, in­
cluding the Clean Water Act (CWA), the Safe Drinking Water Act (SDWA), the Compre­
hensive Environmental Response and Liability Act {CERCLA), or "Superfund," and the 
Resource Conservation and Recovery Act (RCRA). The net effect of these acts was to initi­
ate a massive program to prevent future contamination and to characterize and remediate 
existing and past sites of contamination. 

The subsurface transport of contaminants can be divided into aqueous-phase and 
nonaqueous-phase processes. The presence of most contaminant sources above the water 
table requires an understanding of movement of water through the unsaturated zone. Flu­
ids are held in this zone by the matric potential of the soil, opposing gravitational forces 
that tend to cause downward movement. Both inorganic and organic compounds dissolve 
in unsaturated zone fluids and migrate downward to the water table. At that point, trans­
port is controlled by the hydraulic gradient, and the dissolved contaminants move in the 
direction of groundwater flow. 

Dissolved contaminants are attenuated in the unsaturated and saturated zones by phys­
ical, chemical, and biological mechanisms, including hydrodynamic dispersion, adsorption, 
chemical reaction, and biodegradation. Common adsorbents include clay particles and 
metal oxides for inorganic cations, and organic solids for dissolved organic contaminants. 

Nonaqueous-phase transport Lq typically observed beneath leaking underground 
tanks and spills of various compounds. LNAPLcompounds will migrate downward to the 
top of the capillary fringe, where they spread out laterally in a pool of free product, which 
then migrates in the direction of slope of the water table. The unsaturated zone retains 
these fluids at a level of residual saturation for long periods of time. Volatilization can dL<i­
perse hazardous vapors throughout the unsaturated zone. DNA PL compounds sink to the 
base of the aquifer and can form free product pools there. Migration will occur by controls 
other than the hydraulic gradient. 

Karst aquifers present a unique set of conditions relative to contamination. Migration 
is much more rapid through the large conduits in both the unsaturated and saturated 
zones. Hazardous fumes accumulate in caves and migrate up through the unsaturated 
zone to cause environmental and health problems. 

Remediation technologies have led to varying degrees of success. Source control or re­
moval is the most effective measure. Pump and treat strategies can control the contami­
nant plume but are inordinately slow in removing low concentrations of toxic organics 
from contaminant plumes. Bioremediation is perhaps the most likely approach to yield fu­
ture successes in the rapid and effective remediation of contaminant plumes. 

Problems 

Problems 497 

1. Give two specific examples of nonpoint sources 
of contamination. 

2. What are the differences between sanitary and 
secured landfills? 

4. What conditions must be met in order to install 
hazardous-waste injection wells? How ,can these 
wells fail? 

3. Why arc successfully operating seplic systems a 
threat to groundwater qualily? What contaminants 
would you expect to find in groundwater from these 
systems? 

5. What types of sites do RCRA and CERCLA regulate? 

6. Outline the steps that arc taken to clean up sites un­
der CERCLA. 

7. Arrange the following chemical~ in order of (a) de­
creasing tendency to volatilize from the water table 
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and (b) increasing tendency to sorb onto solid or­
ganic ma.terials in an aquifer: (1) benzene, (2) phe­
nol, (3) vinyl chloride. 

8. A tensiometer installed to a depth of 60 an reads 
- 200 an. An adjacent tensiometer is 150 cm deep 
and reads - 100 cm. Which way is the soil moisture 
moving? 

9. Discuss ways in which solutions can move down­
ward in t:he w1saturated zone more rapidly than the 
average rate of movement. 

10. A nonrea.ctive contaminant is released from a la.ndfill 
into a sandy aquifer with K = 10 <l m/s, n "" 0.35, 
and a hydraulic gradient of 0.001. Neglecting disper­
sion, how many years will it take for the contaminant 
to reach a well located 2000 m downgradicn t along a 
flow line extending from the point of release on the 
water table? 

11. A monitor well 50 m from ;i waste lagoon first 
shows the presence of a nonreactive con ta1ninan t 
from the lagoon 10 months after waste is released 
in to the lagoon. If the lagoon in tersects the water 
table, the porosity of the aquifer L~ 0.3, and the hy­
draulic gradfont is 10 -3.5, what is the hydraulic con­
ductivity of the aquifer? Asswne dispersion is too 
small to be s ignificant. 

12. Discuss ways in which aqueous-phase contaminants 
can be attenuated during transport. 

13. Explain how the movement of NAPls differs from 
aqueous-phase transport both above and below the 
water table. 

14. What special problems of contaminant movement 
are noted in karst terrains? 

15. Discuss the advantages and disadvantages of pwnp 
a.nd LTeat remediation systems. 
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CHAPTER 

Mass Movement 
and Slope Stability 

M ass movement is the collective name for a variety of processes involv­
ing the downslope motion of soil and rock materials under the influ­

ence of gravity. Damages resulting from such movements have been 
estimated to exceed $3 billion per year in the United States. An even 
greater cost is the loss of life that commonly accompanies major slope 
movements. Prevention of damage from slope movements reqi1ires recog­
nition and avoidance of potentially unstable slopes. Where construction 
takes place on slopes, a detailed geologic investigation coupled with a 
thorough engineering analysis of the stability of rocks and soils that un­
derlie the slope must be the initial phase of the project. Table 13.l is a com­
pilation of some of the largest and most damaging mass movements 
between 1960 and 1998. 

Types of Slope Movements 
Mass movements are classified according to the type of movement and the 
type of slope material involved (Figiire 13.1). Slope materials are divided into 
bedrock, soil composed of predominantly coarse particles (debris), and soil 
composed of predominantly fine clasts (earth). Six types of movement are 
utilized in the classification. Each slope movement, therefore, is given a two­
part name that relates the type of movement and the type of material. Many 
slope movements cannot be assigned to a single process and thus must be in­
cluded in the "complex" category, an indication that more than one type of 
movement has occurred. 

Missing from the classification is any indication of the velocity of 
movement. Within each category, rates can range from imperceptibly slow 
to freight-train velocities (Figure 13.2). The velocity classes defined in 
Figure 13.2 are significant in that they can be shown to relate to the 



Table 13.1 Major Catastrophic Mass Movements of the Late 20th Century 

Vol of Material 
Country (State/ Name and Triggering m~ Except 

Year Province) Types Proress Where Noted Impact Comments 

1962 Peru (Ancash) Nevados m 13 x HP 4-5000 killed; much of Major debris avalanche fnim 
Huascaran village of Rnnrahirca Nevados Huascaran; 
debris avalanche destroyed average velocity 170 km/hr 

1963 Italy (Friuli· Vaiont m 250x106 2000 killed; city of High-velocity nickslide 
Venezia-Griulia) Reservoir umgarone badly into Vniont Reservoir 

rockslide damaged; total damages: caused 100-m waves to 
US$200 million (1963 $) overtop Vaiont Dam 

1964 United. Stutes 1964 Alaska Prince William ??? Estimated US$280 million Major landslide damage 
(Alaska) landslides Sound (1964 $)damages in cities of Anchorage, 

Earthquake Valdez, Whittier, Seward 
M =9.4 

1965 China (Yunnan) Rockslide ??? 450 x 106 Four villages; 444 dead Occurred at "high speed" 
1966 Brazil (Rio Rio de Janeiro Heavy rain ??? 1000 dead from landslides Many landslides 

de Janeiro) slides, avalanches, and floods in Rio de Janeiro 
debris/ mud flows and environs 

1967 Brazil (Serra Serra das Araras Heavy rain ??? 1700 dead from Many landslides in 
das Araras) slides, avalanches, landslides and floods mountains SW of 

debris/ mud flows Rio de Janeiro 
1970 Peru (Ancash) Nevados Huascaran Earthquake 30-50x106 18,000 dead; town Debris avalanche from 

debris avalanche M =7.7 of Yun gay destroyed; same peak as in 1962; 
Ranrahirca partially attained average 
destroyed velocity of 280 km/hr 

1974 Peru Mayunmarca Rainfall? l6 x 109 Mayunmarca village Debris avalanche with 
(Huancavelica) rockslide-debris River destroyed, 450 killed; failure average velocity of 

avalanche erosion? of 150-m-high landslide 140 km/hr dammed 
dam c.aused major Mantaro River 

2.8x109 
downstream flooding 

1980 United. States Mount St. Helens Eruption of World's largest historic Evacuation saved lives; began 
(Washington) nickslide-<lebris Mount landslide; only 5-10 as rockslide; deteriorated 

avalanche St. Helens killed, but major into 23-km-long debris 
desbuction of homes, avalanche with average 
highways, etc.; major velocity of 125 km/hr; 
debris flow; deaths low surface remobilized into 
bt'<:ause of evacuation 95-km·long debris flow 

(Continued) 
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Table 13.1 (Continued) 

Vol of Material 
Country (State/ Nameand Triggering m2 Except 

Year Province) Types Process Where Noted 

198.3 United S!iites Thistle debris slide Snowrnelt and 21 x 106 

(Utah) heavy rain 

198.3 China (Gansu) Si!leshan landslide ??? 35 x 106 

19&5 Colombia (Tolima) Nevado de! Ruiz Eruption of ??? 
debris flows Neva do 

delRuiz 

1986 Papua, New Bairam an Bairaman 200 x 106 

Guinea (East rockslide-debris earthquake 
New Britain) avalanche M = 7.1 

1987 Ecuador (Napo) Reventador Reventador 75-110 x let 
landslides earthquakes 

M = 6.1 
and 6.9 

1994 Col<>mbia (Cauca) Paez landslides Paez 250 km2 

earthquake, 
M = 6.4 

1998 Honduras, Hurricane Mitch Hurricane 
Guatemala, flooding/ Mitch 
Nicaragua, landslides/ 
El Salvador debris flows 

Source: U.S. Geological Survey, National Landslide Information Center; /cndslides.usgs.gov. 

Impact Comments 

Destroyed major railroad Toti!l losses: US$600 
and highways; dammed million (198.3 $)-50% 
Spani~h Fork flooding direct losf.eS, 50% 
town of Thistle; no deaths indirect losses 

237 dead; buried four villages; Loess landslide 
filled two reservoirs 

Four towns and villages Death toll unnecessarily 
destroyed; flow in valley large because hazard 
of l<lgunillas River killed warnings not passed 
more than 20,000 in city of to res.idents 
Annero. 

Village of Bairaman Debris avalanche formed 
destroyed by debris 210-m-high dam that 
flow from breached impounded SO-million m3 

landslide dam; evacuation lake; dam failed, causing 
prevented casui!lties; huge 100-m-deep debris flow-
effed on local landscape flood downstream 

1000 killed; many km of Land sliding mainly in 
trans-Ecuadorian oil saturated, residual soils on 
pipeline and highway steep slopes; thousands of 
destroyed; total losses: thin slides remobilized into 
US$1 billion (1987 $) debris flows in tnlmlary 

and main drainages. 
Several villages partially Thousands of thin, residual-

destroyed by landslides; soil slides on steep slopes 
271 dead; 1700 missing; turned into damaging 
158 injured; 12,000 debris flows in tributary 
displaced and main drainages 

Approximately 10,000 people 180-mile per hour winds 
killed in the flooding and affected Honduras 
landslides, which occurred primarily. Torrential rains 
throughout the region. occurred, al the rate of 
Casilas volcano in Nicaragua 4 in. per hr. Large landslides 
experienced large debris in Tegucigalpa and 
flows. Impossible to else11•here. 
differentiate deaths from 
landslides from deaths 
due to flooding. 
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Type of meterlel 

Type of movement Engineering soils 
Bedrock -

Predominantly coarse : Predomin"ntly line 

Falla Rock fall Dobrls fall I Earrh fall 

Topples Rock topple Debris topplo I Eurth tOpplo 

Rotetlonel 
Few 

Rock slump Debris slump : Earth slump 

Slides 
units Rock block slldo Oebrls block slide : Earth block slide 

Translational ----Many Rock slide Debris slide 1 Earth slide 
units I 

Latera I spreads Rock sprood Debris spreod ~ Eonh spread 

Flows 
Rock f low Debris flow I Earth flow 
(deep treep) (soil creep) 

Complex Combination of two or more principal types of movement 

A FIGURE 13.1 
Classification of slope movements. Source: From D. J. Varnes, 1978, Slope movement types and processes, 
in Landslides: Analysis and Control, R. L. Schuster and R. J. Krizek, eds., TRB Special Report 1 76, Transportation 
Research Board, National Research Council, Washington, D.C. 

... FIGURE 1 3.2 
Velocity scale for slope movements. Source: 
From D. M. Cruden and D. ]. Varnes, 1996, 
Landslide types and processes, In Landslides: In­
vestigation and Mitigation, A. K. Turner and 
R. L. Schuster, eds., TRB Special Report 247, 
Transportation Research Board, National Re­
search Council, Washington, D.C. 

Velocity 
class Description 

7 Extremely 
rapid 

6 Very rapid 

--
5 Rapid 

4 Moderute 

3 Slow 

2 Very slow 

1 Extremely 
slow 

--

Velocity 
(mm/sec) 

5 x HP 

5 x 10-1 

5 x 10-1 

Typical 
velocity 

5 m/sec 

3m/min 

1.!I mlhr 

13 m/month 

1.6 m/year 

16 mm/year 
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Table 13.2 Relative Level of Destructiveness for Slope Movements 
of Each Velocity Class 

l andslide 
Velocity Class 

7 

6 
5 
4 
3 

2 
1 

Probable Destructive Significance 

Catastrophe of major violence; buildings destroyed by impact of displaced 
material; many deaths; escape unlikely 

Some lives lost; velocity too great to permit all persons to escape 
Esc;;ipe evacuation possible; structures, possessions, and equipment destroyed 
Some temporary and insensitive structures can be temporarily maintained 
Remedial construclion can be undertaken during movement; insensitive 

structures can be maiI1tained with frequent maintenance work if total 
movement is not la rge during a particular acceleration phase 

Some permanent structures undamaged by movement 
Imperceptible without instruments; construction possible with precautions 

Source: D. M. Cruden and D. J. Varnes, 1996, Landslide types and processes, in Landslides: Investigation and 
Mitigation, A. K. Turner and R. l. Schuster, eds., TRB Special Report 247, Transportation Research Board, 
National Research Council, Washington, D.C. 

amount and type of damage from slope movements (Table 13.2). The boundary be­
tween velocity classes 7 and 6, 5 m/s, or about the velocity a person can run, is impor­
tant in that class 7 events usually involve total loss of life, whereas survivors are 
common in class 6 movements. 

Falls and Topples 
When a mass of rock, debris, or soil separates from a steeply sloping surface and rapidly 
moves downslope by free fall, bounding, or rolling, the movement is termed a fall. These 
phenomena range from massive bodies of rock on mountain peaks set in motion by 
earthquakes (Figure 13.3) to small blocks of soil that fall down a river bank when lateral 
erosion by the stream undercuts the bank to the point where the overhanging section col­
lapses. Hazards are greatest in narrow mountain valleys with steep rock walls. Residen­
tial construction in areas of rock fall hazard has accompanied population growth in the 
Rocky Mountains, primarily associated with recreational development. The resort town 
of Vail, Colorado, provides an excellent example. Development had encroached into haz­
ardous areas prior to adoption of hazard mapping and zoning. Figure 13.4a shows the 
slope geology of a rock fall area near a ski resort. Nearly vertical cliffs form at the outcrop 
of resistant formations near the top of the 300-m-high slope. Rock falls are generated by 
weathering processes, including freeze and thaw. Rock slabs that break off from the 
upper limestone cliff gain momentum by rolling down the upper shale acceleration zone 
and are launched into the air over the vertical sandstone ledge below. Rocks from both 
source areas accelerate on the steep slope below the sandstone ledge and come to rest in 
the runout zone, where houses are located (Figure 13.4b). After a falling mass of rock be­
comes detached from the slope, its behavior upon impact depends upon the amount of 
slope. At slope angles between 76° and 45°, bouncing predominates; at angles below 45°, 
rolling is more common. 

A topple is a rotational movement that occurs as a block of material pivots forward 
about a fixed point near the base of the block (Figure 13.5). Topples develop in rock or 
cohesive-soil slopes divided into blocks by vertical fractures or joints oriented parallel 
to the slope face. Horizontal discontinuities, such as bedding, may affect the process if 
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.A. FIGURE 13.3 
Damage to town of Friuli, Italy, from a rock fall caused by an earthquake in 1976. Source: Photo cour­
tesy of Mario Panizza. 

differential erosion allows a more resistant column of overlying rock to be undermined 
(Figure 13.6). The thin slabs of material are pushed outward by lateral forces exerted by 
adjacent material or by water freezing and expanding in the cracks. If the base of the slab 
is fixed, the lateral forces cause an overturning moment on the slab, and a topple may 
occur. The gradual pivoting motion prior to final failure may take a long period of time. 

Slides 
One of the most common types of movement is sliding- that is, shearing displacement be­
tween two masses of material along a surface or within a thin zone of failure. The bask dif­
ference between slides and flows is that slides initially move as a unit with little or no 
deformation within the sliding mass, whereas flows are thoroughly deformed internally 
during movement. 

Slide types are further divided by the nature of the failure surface (Figure 13.7). Fail­
ure surfaces are often curved or circular. These slides., or slumps, are very common in soils 
or rocks of low shear strength (Figure 13.7). The rotational movement of the slump mass 
or block may result in a significant tilt of the upper s urface of the moving block, or head, 
backward toward the exposed upper part of the failure plane, which is called the scarp 
(Figt.tre 13.7). Trees, telephone poles, and other objects on top of the sliding blocks are also 
tilted by the rotational movement (Figure 13.8). Slumps can attain truly immense propor­
tions. Recent mapping of the seafloor aroi.md the island of Hawaii, for example, has shown 
that huge sli.1mps extend from the coasts out onto the seafloor for more than 100 km. Major 
fault scarps on land, some with more than 700-m displacement, are actually the head 
scarps of the gigantic submarine slumps (Figure 13.9). 
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runout '"""~~~­z.one 

• FIGURE 13.4 
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Rockfall source area 
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Diagram (a) and photo (b) of slope in Vail, Colorado, that produces rock falls. Source: From B. K. Stover, 
1988, Booth Creek Rockfall Hazard Area, In Field Trip Guidebook, Geological Society of America. Source: Photo 
courtesy of the author. 

If failure surfaces are planar rather than curved, the resulting movement is a translational 
slide (Figure 13.7). Rock block slides, consisting of the motion of a mass of rock that remains 
in a small number of blocks, can be distinguished from rockslides (Figure 13.10), which are 
composed of multiple rock fragments of various sizes. The actual configuration of the slide 
mass usuaUy is determined by joints and planes of foliation or bedding. The most haz­
ardous situation occurs when predominant planes of weakness dip in the same dir-ecti.on 
as the slope. A disastrous slide that a t least began with translational movement localized 



... FIGURE 1 3.5 
Topples occurring In jointed bedrock. Source: Modified 
from D. J. Varnes, 1978, Slope movement types and process­
es, in Landslides: Analysis and Control, R. L. Schuster and R. J. 
Krizek, eds., TRB Special Report 1 76, Transportation Research 
Board, National Research Council, Washington, D.C. 

... FIGURE 1 3.6 
Column of rock begin­
ning to pivot down­
slope. A topple will 
eventually occur. Petri­
fied Forest National Park, 
Arizona. Soorce: Photo 
courtesy of the author. 
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along planes of weakness dipping toward the center of a valley occurred in the Italian 
Alps in 1963. During the slide, 270 million cubic meters of rock and soil traveled at ave­
locity as high as 30 m/s (velocity class 7) into a reservoir impounded by Vaiont Dam, the 
world's highest thin-arch dam (267 m) (Figure 13.11). Slow movements of the southern 
wall of the gorge (creep) were detected during filling of the reservoir, indicating that in­
creases in pore pressure in the dipping rocks were destabilizing the slope. A smaller land­
slide occurred during the initial fill ing of the reservoir in 1960. Three years later, while the 
site engineers were still trying to control the creep by gradually filling and drawing down 
the reservoir, the catastrophic slide broke loose from the hillside. The slide filled the reser­
voir for a distance of 2 km and generated a huge wave of water that overtopped the dam 
by 245 m and flooded the valley below. Nearly 3000 people were killed by a wall of water 
as much as 70 m high. The destruction would have been even greater had the dam not re­
mained intact during the tremendous stress placed upon it. A major factor in the Vaiont 
slide was the presence of planes of weakness in the valley wall rocks dipping toward the 
valley floor (Figure 13.llb). These planes included bedding planes in the sedimentary rock 
units at the site, as well as fractures produced by unloading of the rocks in the slopes­
frach1res similar to those caused by exfoliation. 
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(a) 

(b) 

(c) 

(d) 

A. FIGURE 13.7 
Types of slides. (a) Rotational rockslide (rock slump). (b) Rotational earth slide (earth slump). 
(c) Translational rockslide (upper part is rock block slide). (d) Debris slide. (e) Translational earth slide. 
Source: Modified from D. M. Cruden and D. J. Varnes, 1996, Landslide types and processes, in Landslides: Inves­
tigation and Mitigation, A. K. Turner and R. L. Schuster, eds., TRB Special Report 247, Transportation Research 
Board, National Research Council, Washington, D.C. 

Debris slides (Figure 13.7) are common on slopes where bedrock is overlain by col ­
luviurn, a mixture of residual and transported soil slowly moving downslope under the 
influence of gravity (Figure 13.12). The failure plane in these sih1ations is either the in­
terface between less-weathered bedrock and the debris above or a plane within the de­
bris. The common association of excess pore-water pressure and slope movement is 
recognized in this type of setting. The effect of increased pore-water pressure is to pro­
duce a buoyant force acting i1pward on the slide mass, thus decreasing the nah1ral sta­
bility of the slope. In addition, heavy rainfall can increase the weight of the potential 
slide mass by saturating the upper part of the debris and creating a perched water table 
within the slope debris. The role of water will be examined in more detail later in thLq 
discussion. 

A type of translational slide that caused major damage in Anchorage, Alaska, during the 
1964 earthquake is illustrated in Figure 13.13. Translational movement was initiated above a 
plane in the weak Bootlegger Cove clay (Figure 13.7e). Here the triggering mechanfam was 
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.A. FIGURE 13.8 
Telephone poles tilted by the rotational movement of a slump located in northern Idaho. Source: Photo 
courtesy of the author . 

... FIGURE 13.9 
Island of Hawaii showing huge sub­
marine slumps (stippled pattern). 
Contours are water depth in kilome­
ters. Faults on land (shown by fine 
lines with ball on downdropped 
side) are scarps of slumps. Source: 
From J. G. Moore and R. K. Mark, 1992, 
Morphology of the island of Hawaii, 
GSA Today, 2:257-262. 
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.A. FIGURE 13.10 
The scar of a rockslide near Lake Tahoe that occurred in granitic igneous rocks. Source: Photo courtesy 
of the author. 

the violent ground shaking by a majtn earthquake, although the subsurface materials creat­
ed a potentially unstable situation. 

Lateral Spreads 
The slow-to-rapid lateral extensional movements of rock or soil masses are known as 
lateral ~preads. Liquefaction and flowage of a weak soil layer within a slope is the cause of 
most lateral spreads in the debris and earth categories of the slope-movement classifica­
tion. The stronger material above the failure is rafted along without intense deformation, 
although it may be broken into blocks that can subside or rotate as the spread progresses 
(Figure 13.14). The most susceptible materials are sensitive clays (Chapter 10), like the 
Bootlegger Cove clay in Anchorage. These clays exhibit the tendency to instantaneously 
lose shear strength upon rearrangement of the clay particles (remolding). 

The danger of quick clays (clays with the highest sensitivity values) has been proven 
by many spreading failures in such places as the St. Lawrence River valley and the fjords 
of Scandinavia, in addition to the Anchorage region. A hypothesis for the mechanism of 
failure of the clays in these areas is based on their common geologic histories. When gla­
ciers advanced to coastal regions, the crust was depressed under the great weight of the 
continental ice sheets. Offshore marine clays deposited during these times were later raised 
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(a) M ap of Vaiont Reservoir area showing extent of the landslide of October 1 963. Black dots show 
the locations of villages in the flooded area. (b) Cross section of the valley showing the structure and 
stratigraphy of the slide area. Soun:e: Modified from G. A. Kiersch, 1964, Vaiont Reservoir disaster, Civil Engi­
neering, 34:32- 39. 

above sea level by the slow, but continuous, rebound of the crust after the glaciers re­
treated. Because of their origin, the clays were originally deposited with a flocculated 
structure (Figure 13.15). After the clay deposits became exposed to nonmarine conditions, 
the salty pore water was gradually displaced by fresher water derived from rainfall and 
snowmelt. This freshwater then began to leach away the salt ions that provided the bonds 
between particles or to cause geochemical reactions that weakened the particle bonds. By 
this process a very unstable sih.1ation is created. In its flocculated state, the clay has sig­
nificant shear strength. However, after leaching or geochemical changes, the clay fabric 
can be instantaneously changed from a flocculated state to a dispersed state. The dis­
persed clay has only a fraction of the shear strength it previously possessed and will be­
have as a liquid, with the ability to fl ow on extremely low slope angles. Thus lateral 
spreads a.re generated. 

Earthquakes often provide the shock that induces the sudden liquefaction of quick 
clays. Oilier possible causes are construction blasting and the vibrations caused by the 
movement of heavy equipment. Once a lateral spread is initiated, buildings, and every­
thing else on the land surface, are rafted along above the flowing clay with the more co­
herent surficial material. A good example of this type of movement is the lateral spread 
that occurred in Nicolet, Quebec, in 1955 (Figure 13.16). The costs of this event were three 
lives Jost and several millions of dollars in pmperty damage. 
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<II FIGURE 13.12 
Shallow debris slide near 
Monterey, Cal ifornla, 
resulting from the 
severe winter storms 
of 1982-1983. Source: 
G. F. Wieczorek; photo 
courtesy of U.S. Geological 
Survey. 

The lateral spreads just described involve the rapid flowage of earth material<>. They are 
assigned to a separate category in the classification because of their predominantly lateral 
motion and because of the thick blocks of surficial material that are passively transported 
along above the flowing day like boxes on a conveyor belt. There is really a complete tran­
sition from earth slides like the Anchorage slope failure, where remolding of sensitive clay 
occurred in very thin zones within more competent clay; to lateral spreads, where the zone 
of flowage is thicker; to certain types of rapid earth flows, where the entire mass of sedi­
ment is flowing. It is this latter type of movement to which we now turn our attention. 

Flows 
Flows are complex physical phenomena. Flows of various types of rock and soiil may ex­
hibit viscous or plastic behavior, as well as variations and combinations of both. Velocities 
of flows span the entire velocity class scale and densities are also highly variable, reaching 
80% by weight. High-density flows are able to transport boi.1lders that are many meters in 
diameter, creating the potential for great destructiveness. The overriding criterion in dis­
tinguishing flows from slides is that flow must involve continuous internal deformation of 
the moving material. 
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.6. FIGURE 13.13 
A complex translational slide In the Tumagaln Heights area of Anchorage, Alaska, resulting from the 
1964 earthquake. Notice that some of the houses remained nearly intact during the predominantly 
lateral movement. A block model of the slide is shown in Figure 13.7e. Source: W. R. Hansen; photo 
courtesy of 1u.s. Geological Survey. 

Firm clay 

Solt clay with water·bMring 
silt and sand layers 

.6. FIGURE 13.14 
A lateral spread Involves the rapid outward movement of blocks of firm material because of the lique­
faction and flowage in weaker material below. Source: From D. J. Varnes, 1978, Slope movement types and 
processes, in Landslides: Analysis and Control, R. L. Schuster and R. J. Krizek, eds., TRS Special Report 1 76, Trans­
portation Research Board, National Research Council, Washington, D.C. 
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• FIGURE 13.16 

<II FIGURE 1 3.15 
Scanning electron micro­
scope Image of flocculated 
fabric of Bootlegger Cove 
clay, which liquefied in the 
Anchorage earthquake. 
Source: From R. G. Updike 
et al., 1988, Geologic and 
Geotechnical Conditions Adja­
cent to the Turnagaln Heights 
Landslide, Anchorage, Alaska, 
U.S. Geological Survey Bulletin 
181 7. 

Aerial view of the Nicolet, Quebec, lateral spread of 1955. Bui ldings and trees were rafted along 
Jn an upright position. Source: Henry Laliberte; photo courtesy of Governement du Quebec, Ministere 
de l'Environnement. 
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When a flow travels at velocities at the slow end of the velocity scale, the process is 
called creep. Creep may occur in rock or surficial debris. In rock, creeplike flow can be a 
very slow, steady process, persisting over long periods of time. Alternatively, slow creep 
may accelerate to the point where a dramatic failure results, as happened in the Vaiont 
Reservoir slide. Instruments can be installed in vertical bore holes to measure downslope 
movement; it can also be observed by the displacement of trees or fences. Creep had been 
monitored in the slopes above the Vaiont Reservoir preceding the main slide. The rapid ac­
celeration of the movement alerted officials to the impending disaster. Unfortunately, des­
perate attempts to draw down the reservoir were too late to avert the slide. 

A common type of creep is often observed within weathered bedrock and soil on steep 
slopes (Figure 13.17). Thi5 process displays a pronounced seasonal variation characterized 
by expansion of soil materials perpendicular to the slope (Figure 13.18). The expansion, pri­
marily due to freezing or swelling caused by increases in water content, is only the first 
phase of the movement. When either thawing or shrinkage takes place, the movement is 
vertically downward under the controlling influence of gravity. Thus, during each cycle of 
expansion and contraction the soil undergoes a small downslope component of movement. 

The more rapid examples of flow phenomena are variously termed debris, e11rth, or 
mud flows. These processes involve the rapid to very rapid flow of materials down steep 
slopes (Figi1re 13.19). The similarity in process among the fl ow of debris, lava, and glacial 

.A. FIGURE 13.17 
Creep In weathered bedrock, Maryland. The Initially vertical beds at the top of the exposure have 
been tilted by slow downslope movement. Source: G. W. Stose; photo courtesy of U.S. Geological Survey . 

.. FIGURE 1 3.18 
Creep is often a seasonal process In which freezing or 
swelling causes movement of particles perpendicular to 

the slope. Upon thawing or shrinkage, vertical move­
ment results in a net downslope component of motion. 



516 Chapter 13 Mass Movement and Slope Stability 

<II FIGURE 1 3.19 
An earth flow that 
occurred In 1953 In 
Okanogan County, 
Washington. The flow 
lasted 7 minutes and 
destroyed a house. The 
source of the flow is the 
hill In the background. 
Source: F. 0 . Jones; photo 
courtesy of U.S. Geological 
Survey. 

ice is reflected in the production of similar landforms by all three flow phenomena. Like 
glacial ice and lava, debris and earth flows follow channels, spread out to form lobate toes 
when not confined to channels (Figure 13.19), and develop conspicuous lateral ridges along 
the sides of the channels (Figure 13.20). 

Basal shear surface 

<II FIGURE 1 3.20 
Morphology and features of an earth 
flow. Source: From D. K. Keefer and 
A. M. Johnson, 1983, Eanh Flows: Mor­
phology, Mobilization, and Movement, 
U.S. Geological Survey Professional 
Paper 1264. 



... FIGURE 1 3.21 
Cross section of channelized debris flow showing the development of a 
nondeforming plug at the center of the flow. 
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Many observations of debris flows have confirmed that the flows have a high water 
content, and thus are highly fluid, yet can transport boulders and other large objects many 
times the size of anything that even the fastest rivers can move. While in transit, debris 
flows treat boulders and other surficial objects with remarkable care. For example, large 
boulders that apparently have been transported intact within a debris flow have broken 
apart along fractures by weathering processes within a relatively short time period after 
deposition by the flow. These observations require careful analysis to determine the me­
chanical nah1re of debris-flow processes. 

The visual similarity of rivers and rapid debris flows seems to suggest a similar flow 
mechanism. Thinking in these terms, we could consider debris flows simply to be rivers of 
high-density, highly viscous fluid in which boulders are supported by turbulent eddies (ran­
dom velocity fluctuations) in the flow. Laboratory tests have shown, however, that dense 
debris flows are laminITT' rather than turbulent, and laminar flow lacks high-velocity turbu­
lent eddies (Chapter 14). As an alternative, plastic behavior could be called upon to ex­
plain the concentration of boulders near the tops of the flow masses. Plastic flow could 
prevent the sinking of boulders into the center of the flow by the strength of the support­
ing flow material. An ideal plastic, however, would accelerate infinitely once the yield 
strength has been exceeded. A reasonable composite model combines elements of plastic 
flow and laminar viscous flow. This type of behavior is the type exhibited by a Bingham 
substance (Chapter 7). It seems to best fit the observations of debris flows and debris-flow 
deposits with respect to their ability to transport boulders in a laminar flow regime. 

A further implication of the flow of a Bingham material is the existence of a rigid 
"plug" near the center of the channel and at the top of the flow (Fig1.ire 13.21). This plug is 
rafted along as a nondeforming unit in the debris flow because the shear stress within the 
plug is less tha.n the strength of the material. 

Case In Point 13.1 
La Conchita Callfornla Debris Flows 

La Conchita, California, became a major media event in January 2005 when exceptionally 
heavy rains caused a steep slope behind the town to fail, mobilizing a devastating debris 
flow that swept through the town, burying about 15 houses and killing at least 10 residents 
(Figu:re 13.22). Tragic as it was, this event was not a surprise to geologists who had studied 
the area. In fact, a smaller flow of the same type occurred in 1995, similarly triggered by 
heavy rains, and destroyed 9 homes, although no lives were lost (Figure 13.23). A retaining 
wall was built after that event in an attempt to mitigate future damages. The 2005 event 
was actually a remobilization of the 1995 debris mass. 

The geologic setting of La Conchita includes a set of conditions that make the location 
of the town extremely unfortunate (Figure 13.24). The city lies upon a narrow marine ter­
race between the Pacific Ocean and a steep mountain front. The California coast is tecton­
ically active in many areas and the La Conchita area is crossed by an active fault and is 
being uplifted relative to sea level. The terrace serving as the site of the city Lq a Holocene 
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... FIGURE 1 3.22 
Debris flow of fanuary 1 0, 2005 in La Conchi­
ta, California. Heavy rains caused remobiliza­
tion of a flow that occurred 1 0 years earlier 
(Figure 1 3.23). Ten lives were lost in this 
sudden and rapid event. Source: From AP Wide 
World Photos . 

... FIGURE 1 3.23 
Landslide of March 3, 1995, which destroyed 
9 houses in La Conchita, California. Source: 
Compliments of U.S. Geological Survey. 

feature formed by the uplift. The mountain front was steepened by wave erosion prior to 
the most recent uplift. Geologic mapping of the area has shown for decades that the site is 
very dangerous. An older, much larger landslide along the slope lies directly behind La 
ConchHa. It is this area that has failed in the two recent events, and will most likely fail 
again when heavy rainfall again drenches the area. 
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Now that the hazard potential is known without any doubt, decision makers must 
agree on a course of action. The safest solution would be to relocate the entire town to a less 
hazardous site. Many residents would strongly object to this solution and compensation for 
residents for the loss of their property would be extremely expensive given the cost of 
coastal California real estate. One alternative would be an engineering approach to attempt 
to protect the town by retaining walls, cutting benches or terraces into the slope, slope 
drainage, or other means. This would alqo be extremely costly. The least viable response 
would be to do nothing at all and wait for the next debris flow to impact the town. 

Complex Slope M ovements 
Slope failures in nahtre that involve a single type of movement are probably the exception 
rather than the rule. A very common occurrence is the initiation of a slope movement as a 
slide, followed by conversion to a fl ow during the course of the event. A slump-earth flow, 
for example, is illustrated in Figure 13.25. Topographic features resulting from the slump 
include a main scarp, separating the crown from the hea.d, as well as one or more minor scarps. 
Beyond the main body in the downslope direction the lobate toe indicates that the dominant 
type of movement in this section is flowage. Transverse ridges in bands parallel to the toe 
cross the earth flow. The La Conchita debris flows may have been this type of a movement. 

Some of the greatest natural disa.qters associated with slope failures have resulted from 
complex slope movements that began as mck falls or rockslides and then transformed into 
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Nomencla1ure 

Main scarp- A St86p surfaco on tho undisturbod ground around the Flank - The side of the landslide. 
periphery of thu slide, cuusud by tho movement ol slide material Crown-The material that is still in place, practically undlsplaced 
away from undisturbed ground. The projec tion of the scarp and adjacont to tl1o to tile 111!Jhest parts of tho m81n scarp. 
surface under the displnced mnteri al becomes the surface of Original ground surface - The slope that existed before the 
rupture. movement which is being considered took pluce. If this is the 

Minor scarp-A steep surface on the displaced material produced surface of an older landslide, that tact should be stated. 
by dlfferentlal movements within the slldlnu mass. Loft and right - Compass directions are praferable in describing a 

Head - The upper perts of the slide materiel along the contact slide, but if right and left are used they refer to the slide as v iewed 
between the displaced material and the main scarp, from the crown. 

Top - The hlighest point of contact between the displaced material Surface of soparotoon - Thc surfoce separating displaced moterlal 
and the moin scarp. from stable material but not known to have been o surface on 

Toe of surface of rupture-The intersection (sometimes buriedl which !allure occurred. 
between the lower part of the surface of rupture and the orlglnel Displaced material - The material that has moved away from its 
ground suoloce. original position on the slope. It may bo in a deformed or 

Toe - The margin of displaced materiel most distant from the main undeformed state. 
scarp, Zone of depletion - The areo within which the displaced material 

Tip - Tho point on the toe most distont f rom the top of the slide. lies below the original ground surface. 
Foot - That portion of the displaced material that lies downslope Zone of accumulation-The area within which tile displaced 

from tho too ol the surface of rupture. material l ios above the orlglnal goound sur face. 
Main body - That port of the displaced material that overlies the 

surface o f rupture between the main scarp and toe of the sur face 
rupture. 

.6. FIGURE 13.25 
Diagram of a slump-earth flow. Source: From D. J. Varnes, 1978, Slope movement types and pro~sses, in 
Landslides: Analysis and Control, R. L. Schuster and R. J. Krizek, eds., TRB Special Report 176, Transportation 
Research Board, National Research Council. 

rapid debris flows, or avalanches, along their downslope paths. Particularly deadly exam­
ples of these events originated from the glacier-mantled Peruvian peak Nevados Huas­
caran in 1962 and 1970 (Fig1.1re 13.26). The first avalanche traveled 14 km in 5 minutes and 
buried the village of Ranrahirca, kiUing 3500 residents in the process. An even larger ava­
lanche swept down the mountain in 1970, overtopping a ridge too high for the 1962 ava­
lanche, and devastated the town of Yungay. More than 18,000 lives were lost on this tragic 



... FIGURE 1 3.26 
Aerial view of Nevados 
Huascaran area, Peru. 
Rock avalanches in 1 962 
and 1970 buried the vil­
lages of Yungay and Ran­
rahirca, kill ing thousands 
of people. Soun:e: Photo 
courtesy of U.S. Geological 
Survey. 
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day. Unfortunately, rock avalanches are also common in the United States and Canada 
in the Rocky and Cordilleran Mountain ranges. The Madison Canyon "slide" of 1959 
(Figure 13.27), which was triggered by an earthquake, created a lake as it flowed across 
a valley and blocked the Madison River. A lake quickly developed in the valley behind 
the debris dam, raising fears that the rapid rise of water level would soon cause a cata­
strophic failure of the natural dam. Quick work by the U.S. Army Corps of Engineers, 
which excavated an emergency spillway through the debris, prevented the dam from 
failing and causing massive floods downstream. 

The mechanics of movement of rock avalanches have been debated by geologists in 
recent years. One theory, which was widely accepted in the 1960s and 1970s, attributed 
the mass movements to a sliding mechanism (Shreve, 1968). According to this hypothesis, 
the mass moves as a relatively intact block that slides above a thin layer of compressed air. 
The compressed air would sufficiently lower the coefficient of friction to allow the great 
runout distances observed in these movements (Figure 13.28b). A sliding mechanism was 
invoked to explain the observation that the stratigraphic distribution of rock types in the 
mass of material at the base of the slope was identical with the distribution of rock types in 
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<II FIGURE 1 3.28 

<II FIGURE 1 3.27 
The Madison Canyon 
"slide." Actually a rock 
avalanche, this devastat­
ing slope movement 
blocked the Madison 
River to form a lake and 
buried a campground at 
the base of the valley on 
the side opposite the av­
alanche. Source: Photo 
courtesy of the author. 

Possible flow mechanisms of rock avalanches: (a) A 
block of rock on a steep mountain slope is suddenly 
launched into motion by an earthquake or other trig­
gering factor. (b) Travel of the debris by sliding on a 
layer of compressed air. Initial stratigraphic order within 
the moving mass Is preserved. (c) Movement of the av­
alanche by grain flow. After suspension of blocks in the 
air, motion and stratigraphic order are maintained by 
inertial collisions between trailing blocks and those frag­
ments ahead of them. Acoustic fluidization is .similar to 
(c) except that rocks are closer together. 

the source area of the avalanche high upon the mountain. In other words, the mass ap­
peared to have moved without extensive internal disruption. This stratigraphic order 
within the moving mass could be explained if the mass moved as an intact block (Figure 
13.28b). Stratigraphic order would not be preserved in a viscous flow because the material 
near the top of the flow moves faster than material near the base. Thorough mixing of rock 
types would therefore be expected in viscous flow. 
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An alternative hypothesis was later put forth (even though it was first suggested in the 
1880s by SwL<>s geologL<>t Albert I Ieim) to explain the problem of stratigraphic order. In this 
type of flow, called grain flow, solid grains dispersed throughout the avalanche achieve the 
ability to flow without being carried along by a flowing viscous fluid (Hsu, 1975). Al­
though both water and compressed air may be involved in the flow, their presence is not 
necessary for the flow to occur. This is best illustrated by the identification of giant rock av­
alanches on the Moon and Mars, bodies without an earthlike atmosphere or water. As grains 
collide in a grain flow, they transfer momentum to grains ahead of them (Figure 13.28c) and 
therefore do not pass their counterparts in the direction of flow. Thus, stratigraphic order 
of rock types will be preserved in a grain flow. This model seems to fit evidence observed 
in rock avalanches better than the compressed-air hypothesis because of the topographic 
form of the deposits. Rock-avalanche deposits have the physical appearance of flow, in­
cluding lobate toes and transverse flow ridges. 

Still another hypothesis suggests a process called acoustic fluidization for the mobility of 
rock avalanches (Melosh, 1987). The process is similar to grain flow, except that the particles 
are in closer contact and are fluidized by the propagation of elastic (acoustic) waves rather 
than by collisions. The elastic waves, which are similar to seismic waves, are generated as 
the mass of debris initially moves over an irregular surface. As the waves propagate 
through the flowing mass, they transmit pressure in the same way as particle collisions. 

Controversy over the mechanics of movement of rock avalanches is likely to continue 
because none of the hypotheses just described has yet been proven. 

Case In Point 13.2 
The Frank Slide, Southwestern Alberta 

One of the best known North American examples of a rock avalanche occurred in 1903 in 
the Canadian Rockies near the mining town of Frank, Alberta. The avalanche started sud­
denly when a 30 million m3 mass of rock broke loose from Turtle Mountain and flowed 
across the valley below (Figure 13.29). In all, an area of 3 km2 was buried in rock debris to 
a depth of 14 m. The entire event took only 100 seconds. Part of the town of Frank was 

... FIGURE 13.29 
Photo of Frank "slide." 
Whitlsh area at the base 
of the slope is the area of 
deposition of rubble 
from the rock avalanche. 
Source: Photo courtesy of 
C. B. Beaty. 
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100 meter• 
1---i 

<II FIGURE 1 3.30 
Cross section of Turtle Moun­
tain, Alberta, showing condi­
tions before and after the rock 
avalanche. Source: From D. M. 
Cruden and C. B. Beaty, 1987, 
The Frank Slide, southwestern Al­
berta, Geological Society of America 
Centennial Field Guide-Rocky 
Mountain Section. 

destroyed and 70 people were killed. The entrance to a coal mine near the base of the slope 
was buried, but miners trapped below the debris were able to dig their way out. 

It is likely that the structure of Turtle Mountain played an important role in the launching 
of the avalanche. The crest of the mountaitn forms the core of a large anticline (Figure 13.30). 
Thus, on the eastern side, beds of limestone were steeply dipping in the same direction as the 
slope of the mountain. Fractures near the region of maximi.1m curvature of the anticline could 
also have been important in facilitating weathering processes that may have weakened the 
rock mass. The triggering event is not known, but freeze and thaw may have been involved. 
The avalanches occurred on a very cold spring morning following several weeks of warm, 
wet weather. These conditions would have caused freezing of meltwater from the heavy 
snowpack on the mountain. 

All the mechanisms di<icussed in the preceding section have been used to explain the 
mechanics of movement of the Frank slide. The appearance of the debris (Figure 13.29) is 
strongly suggestive of some type of flow. The lobate form of the rubble has been described 
as resembling a sack of flour spilled onto the ground. Further research into the cause and 
mechanics of the Frank slide and other rock avalanches may yet yield an accurate under­
standing of these awe-inspiring natural processes. As mountainous areas become more and 
more developed, the ability to predict the locations and the effects of rock avalanches will 
achieve great importance. 

Causes of Slope Movements 
Determining the cause of a slope movement may be more difficult than it appears. Rarely 
is there a single cause; in most cases, although there may be an obvious triggering mecha­
nism, the interaction of many variables controls the initiation of a slope movement. 

A basic approach to evaluating slope stability in terms of simple sliding mechanisms is 
to identify the forces tending to cause movement, or driving forces, and those that tend to 
resist failure, or resisting forces. The ratio of the resisting forces to the driving forces is a 
quantitative indication of stability known as the safety factor. Thus, 

L resisting forces 
Safety factor (S.F.) = L d . . f nv1ng orces 

(13.1) 
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The greater the safety factor, the less likely the slope is to fail. The minimum value of the 
safety factor is 1 because below thi<> value the driving forces are greater than the resisting 
forces, and the slide will be in progress. When the safety factor is exactly 1, the slope is in 
a state of incipient failure and any increase in driving forces or decrease in resisting forces 
will serve to trigger the movement. 

Geologic Setting of Slopes 
Before considering factors that effect changes in the safety factor of a slope, it is worthwhile 
to identify some of the conditions that render a slope susceptible to mass movement. The 
slope angle, for example, plays an important role in establishing the initial ratio of resisting 
forces to driving forces. This can be illustrated by analyzing the forces acting on a block of 
rock resting upon a slope (Figure 13.31a). The weight of rock mass, W, acting vertically 
downward can be resolved into a force acting parallel to the slope in the downslope dll-ec­
tion, W sin fl, and a force acting normal to the slope, W cos 9. Opposing the block's tenden­
cy to slide down the slope is the frictional force F, which is dependent upon the normal force 
and the coefficient of friction(µ.) between the rock and the slope, so that F = µ.(W cos H). 
As the slope angle increases (Figure 13.31b), the force acting downslope increases and the 
normal force decreases. When the force acting downslope, or driving force, equals the fric­
tional resisting force, motion of the block is incipient. 

The lithology of the materials composing the slope is probably the most important 
component of the slope-stability problem. Geologic materials of low strength or materials 
that tend to weather to materials of low strength present the greatest hazard. Included in 
this group are clays, shales, certain volcanic tuffs, and rocks containing soft platy minerals 
such as mica. Clays, and other rocks and soils that contain days, are particularly notorious 
for their association with slope failures. Clays have an initially low strength and tend to 
become even weaker with increases in water content. The ability of clays to absorb water 
and swell can lead to a significant loss in strength by the materials on a slope. 

A special type of slope failure occurs in clays that are classified as overconsolidated. 
Overconsolidated clays have been subjected to large overburden loads during their geo­
logic history. Under these loads, clays become denser by compaction and expul<>ion of 
pore water. When overburden pressures are eased, either by erosion of overlying materials 

µ - Co~ftlclan1 of frlclion 
F ~ µ (Wcoa8l 

(al 

A. FIGURE 13.31 
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Forces acting on a block of rock tending to slide downslope. In (a) the weight of the block is resolved 
into a downslope force (W sin /J) and a normal force (W cos 9). Downslope movement is opposed by 
the frictional force, F, which is equal to the coefficient of friction times the normal force. The same 
block is more likely to slide on a steeper slope (b) because the downslope force is greater and the 
normal force is less than In (a). 
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Peak strength 

Normal stress lol 

<II FIGURE 1 3.32 
In overconsolldated clays, the residual strength-the 
resistance to failure along existing fissures In the 
clay- is less than the peak strength. The peak 
strength is the resistance to failure obtained by tests 
on nonfissured, massive samples of clay. 

or by excavation, the compacted clays tend to expand and, in the process, develop a net­
work of fractuies, or fissures. The clay is then classified as overconsolidated because it cur­
rently supports a lower weight of overburden than it has at some time in its geologic past. 
The effect of these fi.qsures is to lower the strength of the clay along the discontinuities. 
When small samples are taken for lab strength tests, they are frequently trimmed from in­
tact blocks of clay between the fissures. The strength values obtained from these tests, de­
scribed as the peak strength, give a misleading estimate of the strength of the clay mass, 
because mass movements on the slope are initiated by shear failure along the fissures. The 
strength mobilized along these discontinuities, the residual strength, is significantly lower 
than the strength measured from intact samples (Figure 13.32). There are numerous exam­
ples of excavated slopes such as road and railway cuts that have failed because the slope 
angle was designed using the peak instead of the residual strength. 

In rock slopes a situation similar to that with overconsolidated clays exists, because it 
L<> the discontinuities in the rock that control the stability of the rock mass. Discontinuities 
along which strength is reduced are common in almost every type of rock. In sedimentary 
rocks, bedding planes constitute significant planes of weakness within the rock mass. In 
terms of slope stability, the orientation of the planes is critical. Bedding that dips in the 
same direction as the slope and at about the same amount is the most dangerous sih1ation 
(Case in Point 6.1 and 13.1). Roadcuts and other excavations can decrease the stability of 
rock slopes by increasing the stress or decreasing strength along bedding planes in several 
different ways. 

Planes of weakness other than bedding that are present in all rock types include joints 
and faults. Careful preliminary studies of slopes are necessary to determine the spacing, 
width, and orientation of these fractures. 

Influence of Water 
Water is just as important as type and attitude of slope materials as a major contrQlling fac­
tor in the occurrence of mass movements. Its importance can be seen in the fact that most 
rapid mass movements occur during and after periods of heavy rainfall. 

Water can interact with slope materials in several different ways. An obvious result of 
the addition of water to a slope is an increase in the weight of a potential sHding block. With 
reference to Figme 13.31, the effect of the addition of water is to increase both the downslope 
force, W sin fJ, and the normal force, W cos fJ. Although these changes will not drastically 
alter the safety factor of the slope, the water has a totally different effect on the normal force 



... FIGURE 1 3.33 
Effect of pore water on slope movements. 
Rainfall causes a rise In the water table and 
Increases pore pressure (P + 6.P) through­
out the subsurface. The stresses on a poten­
tial failure plane show the magnitude of 
effective stress (u,). Strength (S) is propor­
tional to effective stress. After rainfall 
(right), effective stress decreases because of 
the lncreas.e In pore p ressure. The strength 
of the soil along the potential failure plane 
Is therefore lower. 

Before rainfall 
"am "1 - P 
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than was suggested previously. To understand this relationship, we must recall the effective 
stress equation presented in Chapter 11. In Figi.1re 13.33, the stresses are shown on a potential 
failure plane within the slope material. Because the fluid pressure acts upward against the 
soil and rock load above the failure plane, the effective stress equation can be rearranged as 

<Te= <Tr - p (13.2) 

to show the amount of load borne by the soil particles. The name effective stre.ss is appro­
priate because it determines the frictional resistance to sliding that could be mobilized by 
the soil particles along a potential failure plane. 

Figi.1re 13.33 illustrates the application of the effective stress equation to sliding-type 
slope movements. The fluid pressure is determined by the thickness of the saturated zone 
above the failure plane. So when the fluid pressure increases, as it would when the water 
table rises in response to heavy rainfall, the effective stress equation indicates that the ef­
fective stress will decrease. The rise in water table has therefore decreased the effective nor­
mal stress (er,) resisting sliding movement along the failure plane. 

When effective stress is inserted into the Mohr-Coulomb equation for shear strength, 
the equation becomes 

S = C + <Te tan </> (13.3) 

It is obvious from equations (13.2) and (13.3) that the shear strength of a material wm de­
crease when the fluid pressure increases. 

Anoth er way to think of the effect of flu.id pressure on sliding is to compare the process 
with the ibuoyant force exerted on an object submerged in water. Ju.st as the submerged 
weight of any object is less than its weight in air, the effective weight of soil particles sub­
merged by a water table rise will be less than their unsaturated weight. Thus, the resisting 
forces on the failure plane are decreased and the safety factor is reduced because the driv­
ing forces are unchanged or even increased by the weight of the water added to the soil. 

Debris slides and flows in the steep hillslopes of California provide an excellent ex­
ample of the relationship between rainfall, pore pressure, and slope failures. Regionally, 
extensive slope failures have occurred during winters with exceptionally high rainfall, in­
cluding the winters of 1968-Q9, 1982-83, and 2004-05. The most serious fai lure-generating 
events consist of periods of very intense rain occurring within a wet period. For example 
a 32-hour period of intense rainfall in 1982 triggered 18,000 debris flows in the San Fran­
cisco Bay region. Figure 13.34 shows cumulative rainfall records for gauges in the San 
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Cumulative rainfall records from rain gauges In the Santa Monica and San Gabriel Mountains In 
southern California. Dots represent times of debris flows. These occurred during periods of Intense 
rainfall when the cumulative curves steepened. Source: Modified from R. H. Campbell, 1975, Soil Slips, De­
bris Flows, and Rainstorms in the Santo Monico Mountains and Vicinity, Southern California, U.S. Geological Survey 
Professional Paper 851. 

Gabriel and Santa Monica Mountains in southern California in 1969, along with the times 
of debris flows. All of the debris flows took place where the cumulative rainfall curves 
steepen, indicating periods of very intense precipitation. 

A problem encountered with reservoirs provides an interesting application of the rela­
tionship of pore pressure and mass movements (Figure 13.35). The water table in the slopes 
adjacent to a reservoir rises and falls to adjust to the water level in the impoundment. When 

Reservoir 

Lateral.---., 4 Potential failuro 
support - plane 

181 

Original lovof 

(bl 

Wotcr table 
does not drop as Quickly 

as rosorvolr level 

... FIGURE 1 3.35 
Reservoir bank failure due to rapid draw­
down of reservoir level. When the reservoir 
is drawn down (b), lateral support provided 
by the water is lost. Pore pressure in the 
slope remains high because the water table 
adjusts to its new level more slowly than the 
reservoir. These conditions combine to 
cause slope failure. 
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the water table rises, the decrease in resisting forces is offset by the lateral support exerted 
by water in the reservoir on the reservoir banks (Figure 13.35a). If the water level in the 
reservoir is rapidly lowered, perhaps in anticipation of a flood that must be contained or 
partially contained in the reservoir, the lateral support provided by the water is removed. 
The water table in the adjacent slopes is much slower to respond, and the high pore pres­
sures now tend to cause slumping of bank material into the reservoir (Figure 13.35b ). 

Processes That Reduce the Safety Factor 
A natural or constructed slope exists under a certain ratio of resisting and driving forces 
(the safety factor) at any particular time. Many processes, however, acting over long or 
short periods of time, may decrease the slope's safety factor. Recognition and identifica­
tion of these processes are necessary for the prediction of slope instability. In Table 13.3 
processes are grouped into those that increase the shear stress on a failure plane and those 
that reduce shear strength within the materials on a slope. 

One of the most common ways to increase the shear stress on a potential failure plane 
is to remove material from the base of the slope. As shown in Figure 13.36, construction of 
the roadcut has removed material from an area where the failure plane L<i nearly horizon­
tal or even curving upward. Material in this part of the potential slide mass acts against 

Table 13.3 Processes Causing Changes in the Safety Factor 

Processes that cause increased shear sLTess 
1. Removal of lateral support 

a. Erosion by rivers 
b. Previous slope movements sudi as slwnp~ that create new slopes 
c. Human modifications of slopes such as cuts, pits, canals, open-pit mines 

.2. Addition of weight to the slope (surcharge) 
a. Accwnulation of rain and snow 
b. Increase in vegetation 
c. Construclion of fill 
d. Stockpiling of ore, tailings (mine wastes), and other wastes 
e. Weight of buildings and other strucl'ltres 
f. Weight of water from leaking pipelines, sewers, canals, and reservoirs 

3. Earthquakes 
4. Regional ti1 ting 
5. Removal of underlying support 

a. Undercutting by rivers and waves 
b. Construclion of underground mines and tunnel~ 
c. Swelling of days 

Processes that reduce shear strength 
1. Physica 1 and diem ica l weathering processes 

a. Softening of fissured days 
b. Physical disintegration of granular rocks such as granite or sandstone 

by frost action or thermal expansion 
c. Swelling of days accompanied by loss of cohesion 
d. Drying of clays resulting in cracks tha t allow rap id infilLTation of water 
e. Dissolution of cement 

.2. Increases in fluid pressure within soil 
3. Miscellanemt~ 

a. Weakening due to progressive creep 
b. Actions of tree roots and burrowing animals 
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<II FIGURE 1 3.36 
Stability of the slope shown In (a) Is decreased by re­
moval of material from the base of the slope and by 
steepening the slope (b). 

movement by resisting the tendency for rotational sliding. When the material is removed, 
the driving forces on the remainder of the slide mass are increased. In addition, the de­
crease in area of the failure plane after the excavation results in less shear strength devel­
oped along the plane. In this way, the resisting forces have been decreased. The combination 
of the increased shear stress and the decreased shear strength significantly lowers the safe­
ty factor of the slope. 

The effect of surcharge (overloading) applied upslope from the line of action of the cen­
ter of gravity of the sliding mass is to increase the rotational tendency of the mass. Sur­
charge loads introduced by humans, including mine wastes and construction fill, frequently 
initiate slope failures (Figure 13.37). 

Processes that decrease the resistance to failure, with the exception of increases in fluid 
pressure, are usually long-term phenomena. These changes gradually modify the stability of 
the slope for many years prior to movement. The safety factor is then lowered to the point 
where a sudden triggering mechanism- an earthquake (Figure 13.38) or unusually wet peri­
od, for example-rapidly equalizes the driving forces and resisting forces, causing failure. 

The large number of factors affecting both the driving and resisting forces supports 
the statement made earlier concerning the complexity of mass movements. Investiga­
tions of mass movements made after the fact as well as those aimed at predicting stabili ty 

<II FIGURE 13.37 
Slumping of surface 
mine spoils Into a newly 
excavated m ine pit was 
caused by piling too 
much spoil material at 
the edge of the pit. 
Source: Photo courtesy of 
the author. 
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.A. FIGURE 13.38 
A huge debris avalanche covering part of Sherman glacier, Alaska. The avalanche was triggered by 
the 1964 earthquake. Source: Austin Post; photo courtesy of U.S. Geological Survey. 

relationships must not overlook any of the long- or short-term geologic and human influ­
ences on slopes. 

Slope Stability Analysis and Design 
The most important step preceding the construction of any engineering project that will 
alter or interact in any way with a slope is to determine the stability of the slope, both in its 
natural state as well as in its altered state after completion of the project. Embankments, 
earth dams, and other constnicted slopes must likewLqe be designed with slope stability in 
mind. We must begin our dL<>cussion of stability analysis, therefore, with some comments 
about the existing state of stability of natural slopes in and near the area of excavation. 

Recognition of Unstable Slopes 
Areas of p otential slope instability are most easily defined if evidence exists for previous 
slope movements. These areas can be delineated and evaluated by preliminary geologic 
studies. Several techniques can be used. First, all existing geologic reports of an area 
should be examined. Some geologic maps are specifically made for the purpose of identi­
fying hazardous areas (Figure 13.39). Other maps show existing slope movements or the 
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Explanntion of Map Units 

Areas least susceptible to IMdsliding. Very low 5mall londsl1des have formed 
in those areas. Formation of large landslides is possible but unhkoly. exr.ept 
during earthquakes. Slopes gene1Mly less thnn 15%, but may include small 
areas of stcop slopos that could have higher suscephb11ity Includes some 
areas with 30% to more th an 70% s1011es 11\at seem to be underlain by stable rock 
units. Additional slope stability problems; some of the areas may be more 
susceptible to landsliding II they are over lnln hy thlr,k duposrts of soil. 
slopewash, 01 ravlno Jill, RC>Ckfalls rnay also occur on steep slopes. Also 
includes areas along creeks. rivers, aloughs, and lakes that may fail by land· 
sliding during earthquakes. If area Is ad1acent to area wrth hrgller s11scep1r 
b1hty, a lttndshde may e1,c1oach into thu luua, or the area 1nev iaU HJ 
1m1dshdc undercuts it , such as the flat area ad1acent to sea cliffs . 

Low suscoptibihty to landsl iding. Several small landslides have formed In 
these areas and some of these have caused extensive df:imRgft 10 hornos ond rottdN 
A tow Iorgo tundshdos 111uy occur. Stopos vory from 5 15% for unsteblo rock 
units to more then 70% for rock units that seem to be stable. The statements 
about odditional slopo stobility prObloms mentioned in I above also apply 1n this catego1y. 

MOd&rato suscotHllJlhty to l<inctslidino Muny small la11tlslidos hovo lo•n•od in 
these areas and several of t hese have caused extensive dernoge to homos Md 
roads. Some large landslides likely. Slopes gonorelly greater thon 30% but 
includes some slopes 1 s .. 3Q% in areas underlain by uns111ihln 1o<:k un11s. So•i I 
fo1 Rddition11l slope ftlAh1lhy flrohlf!rns. 

Moderatel y high suscepttbility to 1andsl1dtng. Slopes ell g1eoter then 30%. 
These ereos ere mostly In .,ndovelopod parts o f tho County. Soverol IM90 
landslides likely. Soo 1 lor additional slope stebtltty problems. 

HiQh susccp11b1hty to tandslidinQ. Slopes all Q1ca1cr man 30%. Many large 
end smell landslides may form. These ereas ere mostly In undeveloped parts ot 
the Countv. See I for additional slopo stability p1oblems. 

Very high susceptibility to landsliding. Slopes all greeter then 30%. 
Development o t meny largo end smell landslides is likely. Slopes all groater 
than 30%. The areas are mainly in undeveloped parts of the County . See I 
for additional slope M•billty prohlems. 

Hlg~est susceptibility to landsliding. Consists of landslide and poulblo 
landslide deposits. No small lnndslide deposilS arc shown. Some of these 
areas may be relatively s1able and suitable tor development. whereas otnors 
aro uctlvo ond coush)(J do1nuoo to 1oods. houses. ;ind othur cult111ol ltHuur6s 

Definitions: Large landslide - more then 500 ft in maxrmum dimension 
Smell landslide 50 to 500 It in maximum dimension 

(b) 

A portion of a landsllde-susceptlbillty map for San Mateo County, California. Source: From E. E. Brabb, 
f.. H. Pampeyan, and M. G. Bonilla, 1972, Landslide Susceptibility in San Mateo County, California. U.S. Geological 
Survey Miscellaneous Field Studies Map MF-360. 
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distribution of rock and surfidal material types that are known to be associated with 
slope movements. 

If more detailed studies of the project area are needed, these should be initiated by analy­
sis of topographic maps and aerial photographs. Air photos are invaluable for the analysis 
and interpretation of landforms related to mass movements. Recognizable features include 
scarps, slump shoulders, and disrupted drainage patterns. Hummocky topography-a ran­
dom pattern of hills and depressions containing ponds or wetlands- is a good indicator 
of recent slump or flow activity. Deposits of flows occur as lobate or tongue-shaped land­
forms in association with such other features as lateral levees and transverse flow ridges. 
Other relevant slope conditions, including fracture and joint patterns, the locations of 
springs and seeps, and the oversteepening of slopes by rivers and waves, can be noted on 
air photos. 

Field studies complete the site investigation. Detailed geologic maps of the area can be 
made by examining rock and soil exposures and plotting data on topographic base maps. 
Subsurface information is frequently needed for evaluation and design. Some types of data 
can be obtained using surface geophysical techniques like seismic refraction and earth re­
sistivity. In seismic refraction, seismic energy is generated near land surface using ham­
mers or explosions. Seismic waves are refracted from harder layers of rock or soil at depth 
back to the surface, where they are recorded and analyzed to calculate the depth of the sub­
surface layer. Earth resistivity is a technique based on the variable resistance of subsurface 
materials to an electrical current passed through the ground. The most accurate method 
available for obtaining subsurface data (and also the most expensive) is test drilling. There 
are many methods and types of equipment that can be used for various subsurface condi­
tions. Samples taken during drilling are useful not onJy for determining the dfatribution of 
soil and rock units but also for conducting lab tests to characterize the properties of the ma­
terials. For slope-stability analysis, the shear strength of the soil, including its lateral and 
vertical variations, is a necessary type of data. After test holes have been drilled, piezome­
ters can be installed for monitoring groundwater conditions. 

Stablllty Analysis 
The methods used for analyzing stability are based on finding the safety factor for a par­
ticular slope movement. For soil slopes composed of uniform, cohesive clays, rotational 
slump is considered to be the dominant failure mechanism. Successive circular failure sur­
faces are evaluated in order to determine the potential failure surface with the lowest safe­
ty factor. If this failure surface, the critical circle, has a safety factor near 1.0, the slope is 
considered to be unstable and must be redesigned or modified. Several trial surfaces and 
their computed safety factors are shown in Figure 13.40. 

One of the most basic methods of calculating the safety factor for circular failure sur­
faces is shown in Figure 13.41. The safety factor for the indicated failure surface is ex­
pressed a.s the ratio of the resisting moments to the driving moments about the center of 
rotation, point 0. Each cross section of the slope, such as the one illustrated, can be ana­
lyzed separately by treating the failure surface as a line rather than as a plane. The resist­
ing moment is the product of the soil shear strength, S, which resists downslope 
movement of the mass, times the length, L, of the failure circle, times the moment arm, R, 
about the center of rotation. The driving moment is expressed as the weight, W, of the 
slump mass acting through its center of gravity times its moment arm, X, about the center 
of rotation. The safety factor for this particular slump would then be 

L resisting moments SLR 
S.F. = -------

L driving moments WX 
(13.4) 
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.i. FIGURE 13.40 
Slope-stability analysis of a proposed earth dam. The factor of safety is calculated for each trial arc. 
Centers of the arcs are plotted above the dam. Trial arcs 2 and 7 are the critical arcs. Soun:e: From 
Flood Control Burlington Dam, Design Memo, No. 2, U.S. Army Corps of Engineers, 1978. 

f-x-J 
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$ .F. = ""Wj( 

I 

<II FIGURE 13.41 
The Swedish circle method gives the safety 
factor of a slope for a particular failure 
plane as the ratlo of the resisting moment 
(SLR) to the driving moment (WX). 

Higher or lower values of safety factors will be obtained by considering different slope an­
gles and different trial surfaces. More sophisticated methods of analysis are used in most 
slope-stability shtdies, and slope-stability computer programs make the rapid evaluation 
of many trial surfaces possible. The most commonly used methods of slope analysis di­
vide the potential failure area above the failure surface into vertical slices. Forces acting on 
each slice are calculated and summed for the entire mass. This approach can account for 
variations in stratigraphy and strength properties of the materials. 

The analysis of rock slopes first requires a detailed examination of the discontinui ties 
in the rock mass, because failures will be controlled by the spacing and geometry of these 
planes of weakness. The difficulty of determining an exact failure mechanism in these 
slopes, because of the complexity of the discontinuities, makes slope-stability analyses of 
rock slopes considerably less accurate than many soil-slope analyses. 
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A cut made during the construction of a highway was made with the geometry shown. Soon after 
construction, the slope failed by rotational slump. TI1e soil in the slope is a uniform saturated clay 
with unit weight (density) of 1.75 Mg/ m3. Test drilling showed that the fo il u.re surface approxi­
mates a circular arc, AB, with a radius of 20 m. TI1e angle formed by radii connecting the ends of 
the failure surface is 80°. Using a reconstruction of the original profi le and the failure circle, the 
center of gravity (C) of the slump area was located as sh0Wl1. The area was found to be 102.3 m2, 

and the· moment arm, X, about the center of the circle was 4.38 m. Estimate the shear strength of 
the soil at the time of failure. 
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To apply Eq. (13-4), we must determine the weight of soil involved in the slump and the length of 
the failure arc, l... The mass of a volume of soil with the known cross-sectional area and a depth of 
1 m measured perpendicular to the page is 

1.75 Mg/m3 X 102.3 m2 X 1 m = 179 Mg 

TI1e weigh t of this volume of soil is 

179 Mg X 9.81 m/s2 = 1756 kN 

TI1e length of the foil ure arc can be determined using the propcrlics of a circle. Since angle AOB is 
80°, the fraction of a semicircle is 80/180 = 0.44. If the perimeter of a semicircle is 1'TR, the length 
of arc AB is 0.44 1'TR, or 

0.44 x 3.14 x 20 Ill = 27.63 Ill 

At the time of fa ilure, the safety factor must have declined to a value of 1.0. Therefore, from equa­
tion (13-4), 

and 

SLR 
1.0 = wx 

WX 1.0 X 1756 kN X 4.38 m 2 
5 "' l.O LR "" 27.63 m X 20 m X 1 m "" 13·9 kN/m 

The 1 m in the denomina tor is the width of the uni t dep th of the cross section. Thi~ shear­
strength value is equivalent to the cohesion measured in an undrained test (Chapter 10). It can 
only be used in the field for estimates of slope stability while w1draincd conditions arc approxi­
mated in the slope. 
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Preventative and Remedial Measures 
Prevention of slope failures is possible in a small percentage of cases in which slope 
movement preceding a massive failure is observed. Because expensive monitoring pro­
grams are necessary to detect such precursor activity, prevention is really only likely in 
areas that are known to be susceptible to slides or flows and also have the potential to 
cause major property losses or human casualities. Slope-monitoring systems most com­
monly include piezometers to measure groundwater levels so that pore-pressure changes 
can be assessed and inclinometers to measure direct movement of the unstable mass of 
rock or soil. Inclinometers consist of a special casing installed in a borehole that pene­
trates actual or potential failure planes (Figure 13.42). Inclinometer casing differs from 
well casing in that it contains two sets of grooves for sensors lowered into the casing via 
guide wheels that travel along the grooves. Sensors can be lowered into the casing peri­
odically to take measurements or permanently installed at various intervals into the 
casing. With the latter method, movement can be remotely monitored on a continuous 
basis. Inclinometer sensors are usually installed in pairs to measure inclination of the 
casing with depth in two perpendicular directions, as the casing is displaced by the mov­
ing soil mass. As shown in Figure 13.42, the electronic signals transmitted by the sensors 
can be converted to a record of lateral movement vs. depth in the casing. These data are 
extremely useful in locating failure planes in the subsurface. 

Slope failures can be exceptionally expensive. The 1983 Thistle, Utah, debris slide 
(Figure 13.43), probably the most costly mass movement in U.S. history, severed U.S. High­
ways 6/50 and 89 as well as the main transcontinental line of the Denver and Rio Grande West­
ern Railroad. The direct costs have been estimated at $344 million (in 2000 U.S. dollars), 
including the cost to construct a railroad tunnel to bypass the slide. The slide also dammed 
the Spanish Pork River, creating a lake that submerged the town of Thistle. In addition to the 
direct costs involving reconstruction, indirect costs of the event associated with lost revenues 
from the railroad and highways probably reached several hundred million additional dollars. 

Once a slope fails, remediation is necessary unless the area can be abandoned and all 
structures relocated. In addition to reconstn1ction of highways, buildings, etc., the slopes 
must be stabilized to prevent a reoccurrence of the event. The engineering approaches are 
similar to those applied to stabilize slopes before they fail. The methods are the opposite of 
processes that tend to increase the driving forces and decrease the resisting forces of the slope. 

The most common method of reducing the driving forces is to reduce the mass of ma­
terial acting to cause downslope movement above a failure plane. This can be done by flat­
tening the slope (decreasing the slope angle) or by excavating material from the u pper part 
of the slope (Figure 13.44). For rock s lopes, hazardous blocks of rock bounded by joints or 
bedding planes can be blasted and removed to decrease the possibility of rockslides at a 
later date. Highway cuts are often benched to decrease the potential damage from rock falls 
or rockslides (Figure 13.44b). 

The resisting forces of a slope can be increased in several ways. Since one of the most im­
portant processes that reduces resisting forces is the increase in pore-water pressure, dewater­
ing, or the drainage of a slope, constit1J1tes one of the most effective mechanisms for increasing 
resisting forces. Drainage includes both controlling the surface-water movement across a slope 
as well as decreasing the internal water within a slope. Surface water and shallow subsurface 
water can be directed from the slope by drainage ditches and interceptor drains (Figure 13.45). 
Deeper drainage devices can also be installed. Horizontal drains (Figure 13.45) bring water to 
the slope face, where it can be safely removed from the slope. An alternative method of deep 
internal drainage is the use of wells that are continually or intermittently pumped. 

In addition to the beneficial effect of drainage, resisting forces can also be increased by 
the construction of various types of walls or fills at the base of the slope (Figure 13.46). 
Among several types of retaining walls used, walls composed of piles are particularly useful 
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A. FIGURE 13.43 
Aerial view of the Thistle, Utah debris slide and the lake formed by damming of the Spanish Fork 
River. Source: Courtesy U.S. Geological Survey. 
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... FIGURE 1 3.44 
Techniques for increasing slope stability include 
(a) decreasing the slope angle and (b) bench­
ing the slope. 

... FIGURE 1 3.45 
Various methods of drainage control and 
dewatering used to increase stabil ity. 



... FIGURE 1 3.46 
Cylinder-pile retaining wall constructed at 
base of slope to prevent failure. 
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for resisting failure along planes located below the base of the slope (Figure 13.46). Close­
ly spaced piles made of timber, concrete, or other materials anchor the unstable material 
above the failure surface to more stable beds of rock or soil below. 

Where more space is available, buttress or counterweight fills can be emplaced at the 
base of the slope (Figure 13.47). The fills should be composed of rock or soils with good 
strength and drainage characteristics. The use of counterweight fills is sometimes called 
"loading the toe." Increases or decreases of mass can therefore be used to stabilize slopes. 
Removal of slope material from the upper part of the slope and addition of suitable fill to 
the lower part of the slope produces a more desirable safety factor. 

Stabilization of rock slopes is often accomplished us ing rock bolts (Figure 13.48). These can 
be installed in either a tensioned or untensioned state. Tensioned rock bolts are used on a slope in 
which blocks have already shown some separation along joint planes. To install the rock bolt, 
it Lq placed in a bore hole and anchored at the diqtal (far) end with resin or concrete. Then an 
anchor plate is installed over the bolt on the rock face and tension is applied to the anchored 
bolt with a hydraulic jack. When tensioned rock bolts are positioned at lower angles than per­
pendicular to the potential failure surface, they increase the resisting forces of the rock mass . 

.6. FIGURE 13.47 
Rock buttress constructed at base of unstable slope. Source: From D. 5. Gedney and W. G. Weber, 1978, 
Design and construction of soil slopes, in Landslides: Analysis and Control, R. L Schuster and R. J. Krizek, eds., 
TRB Special Report 176, National Research Council. 
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_.. FIGURE 13.48 

(u) Stabillzution of polentiully 
unstable block with tension"tl 
rock bol l~ 

Stabilization of slopes by tensioned (a) and untensloned (b) rock bolts. Tensioned rock bol ts are 
used when a potential failure plane Is already present, whereas untensloned rock bolts are selected 
for prerelnforcement of a slope near a planned excavation. Source: From D. C. Wyllie and N. I. Norrlsh, 
1996, Stabilization of rock slopes, in Landslide5: lnve5tigation and Mitigation, A. K. Turner and R. L Schuster, 
eds., TRB Special Report 247, National Research Council. 

Untensioned rock bolts are used to stabilize a rock slope prior to excavation of a road­
cut or other excavation. This is called prereinforcement because the bolts are installed prior 
to excavation, when stresses change and the rock mass relaxes (expands) toward the open­
ing. The annulus of the borehole surrounding the bolt is grouted with cement, but tension 
is not applied. 

Case In Point 13.3 
Landslide Remediation 

The costs necessary to stabilize an unstable slope can be very high, particularly when the 
slope movement affects a highly developed area. Cincinnati, Ohio, is a city with serious 
slope-stability problems, which result from the presence of weak surficial materials along 
the steep sides of the Ohio River valley. The bedrock beneath the city includes shales that 
weather to form an unstable mantle of colluvium up to 15 m thick. Colluvium is a slope 
deposit created by the gradual weathering and slow downslope movement of debris de­
rived from bedrock. The strength of the clay-rich colluvium is much lower than the shale 
from which it originates. 

During preliminary construction of interchanges for an interstate highway, excava­
tions in colluvium were made at the base of a hill known as Mount Adams. Slowly moving 
slides soon developed in the colluvium upslope from the excavation, damaging numerous 
buildings, streets, and utilities. In an attempt to stabilize the hillside, a 300-m-long retain­
ing wall was constructed at the base of the slope (Figure 13.49). 



~ FIGURE 13.49 
Cylinder-pile retaining 
wall un der construction at 
the base of Mount Adams 
in Cincinnati, Ohio. Source: 
Photo courtesy of the author. 

~ FIGURE 13.50 
Cross section of the retaining wall showing the sup­
porting tiebacks anchored In the tunnel excavated in 
bedrock. Source: From R. W. Fleming, A. M. Johnson, and 
). E. Hough, 1981, Engineering Geology of the Cincinnati Area, 
American Geological Institute. 
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The retaining wall utilizes a unique design involving cylinder piles and tiebacks to a 
tunnel constn1cted deep beneath the hill (Figure 13.50). Most of the cylinder piles in the 
wall are 2.1 m in diameter and are located on 2.4-m centers. The piles, which are construct­
ed of reinforced concrete, extend to depths of more than 20 m, well into bedrock beneath 
the colluvium. Additional support i.q provided by high-strength wire tiebacks that are an­
chored in a tunnel that runs parallel to the retaining wall. The $22 million total cost of the 
wall, which was completed in 1982, was shared between the federal government and the 
city. The retaining-wall project was at that time the most expensive landslide-stabilization 
project in the United States. 

Summary and Conclusions 
Mass movements include falls, topples, slides, lateral spreads, and flows. Combinations of 
more than one process are common. Rotational slides (slumps) have a circular failure sur­
face and occur in slopes underlain by materials with low shear strength . Translational 
slides in rock or debris have a planar failure surface that often occurs at the contact of 
bedrock with overlying unconsolidated material. Processes involving liquefaction and 
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flow of a zone within a slope composed of quick day, accompanied by transport of more 
competent material above, like packages on a conveyor belt, are called lateral spreads. 
Flows- slope movements with internal deformation- are mechanically complex. Earth 
and debris flows approximate the behavior of a Bingham substance, a combination of vis­
cous and plastic flow that is laminar and can tran.qport large boulders within a plug of con­
stant velocity at the center of the channel. Catastrophic rock avalanches may create a fluid 
composed of rock fragments, a phenomenon known as grain flow. 

Determining the causes of specific slope movements involves the evaluation of a large 
number of interacting variables. Slopes that are intrinsically susceptible to mass move­
ments contain materials with low shear strength. Clays are commonly involved; quick and 
overconsolidated clays present special problems. Failures of rock slopes are controlled by 
planes of weakness within the rock. 

Slope stability can be described as a ratio of resisting forces to driving forces. Removal 
of lateral support, addition of weight, and earthquakes tend to increase the driving forces, 
whereas increases in pore pressure and various weathering processes decrease the resist­
ing forces. If these processes can be identified by preliminary geologic investigations, var­
ious design and construction procedures can be used to counteract potential declines in 
the safety factor or actually to increase the safety factor of the slope. 

A better understanding of slope practices can help prevent loss of life and property, in 
addition to minimizing the long-term costs of engineering projects. 

Problems 
1. On what parameters is the classification of mass 

movemen ts based? 

2. Describe the surface features of a slump. 

3. What conditions are conducive to the development 
of debris slides? 

4. How can lateral spreads move long distances with­
out excessive deformation of the blocks involved in 
the movement? 

S. What is the basic mechanical difference between 
slides and flows? 

6. A detached 3000-m~ block of rock rests on a rock slope 
of 30°. The pomsi Ly of the rock mass is 10% and the 
specific gravity of the rock minerals is 2.65. The coeffi­
cient of friction is 0.15. Calculate the driving and re­

sisting fo:rces acting on the block. Is the block stable? 

7. Why can the movement of a debris flow be ex­
plained by the deformation of a Bingham substance? 

8. Identify and explain the major hypotheses put forth 
for the movement of catastrophic rockslide and de­
brl~ avalanches? 

9. What is meant by grain flow? 

10. How does the safety factor measure the stability of a 
slope? 

11. Explain why slope movements are commonly pre­
ceded by a decrease in effective stress. 

12. TI1e total stress on a potential failure plane within a 
soil mass on a slope is 1650 lb/ft2 and the .fluid pres­
sure is 312 lb/ft2. TI1e cohesion of the soil is 
1000 lb/fr and the angle of internal friction is 28°. 
If the water table ri~es by 2 ft, what is the change in 
strength along the failure plane? 

13. What arc overconsolidated clays? 

14. A potential failure surface within a slope is shown 
next. TI1e failure surface is a circular arc with a radius 
of 30 ft, and the angle formed by radii connecting the 
ends of the failure surface L~ 110°. TI1e weight of the 
potential slump block is 43,000 lb per foot of depth 
perpendicular to the cross section, and it acts 
th rough a center of gravity that is offset from the 



center of the failure circle by 10 ft. If the shear 
strength of the soil is 400 lb/ ft2, what is the safety 
factor for this potential fail ure surface? 

15. What are the specific objectives of remedial actions 
after a slope fail ure ha~ taken place? 
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16. How does stabilization of rock slopes differ from 
stablization of soil slopes? 

17. In what situation would tensioned rock bolts be in­
stalled instead of untensioned rock bolfrs? 
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CHAPTER 

Rivers 

Throughout history, rivers have played a crucial role in human develop­
ment. These veins and arteries of civilization have served as transporta­

tion routes, borders for political divisions, and sources of water for drinking, 
industry, farming, and waste disposal since the earliest days of human exis­
tence. But along with their benefits, the practical problems associated with 
living near rivers- flooding, bridge construction, pollution, and so forth­
have been with us equally as long. One might suppose that our intimate as­
sociation with rivers would have led to the ability to harness the benefits of 
rivers, while avoiding the hazards and drawbacks of river life. On the con­
trary, flood damages in the United States have increased during the past few 
decades despite the construction of flood-control projects on an unprece­
dented scale in the 20th century. The devastating floods along the Mississip­
pi River and its tributaries in 1993 and the flood of the Red River of the 
North in North Dakota, Minnesota, and Manitoba in 1997 are prime exam­
ples. The lesson of th.ese events is clear: Our ability to control geologic 
processes is limited. In the future we must use our growing understanding 
of rivers to find alternatives to traditional solutions. 

River Basin Hydrology and Morphology 
The Drainage Basin 
A river by itself is only one component of the hydrologic cycle. The potential 
energy possessed by water that falls as rain and snow on the continents has 
the capacity to accomplish a great deal of work during its return flow to the 
ocean. We have already considered the fraction of this water that moves 
through the subsurface; now we must examine the water that traveLq on the 
surface of the earth. The work done by surface water is truly immense. Over 
millions of years, continents are gradually worn down by rivers along with 
other weathering and erosional processes and are transported to the sea as 
small particles and dissolved constituents. 

A useful approach to the study of river, or fluvial, systems is based on the 
concept of a drainage basin (Figure 14.1). A drainage basin is an area containing 
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"' FIGURE 14.1 
The Mississippi River drainage basin, which covers most of the central United States. Source: From R. K. 
Matthews, Dynamic Stratigraphy, 2nd ed.,© 1984 by Prentice Hall, Inc., Upper Saddle River, N.J. 

an integrated network of stream segments that join together to form successively larger 
streams until one channel carries the entire surface flow out of the basin at its outlet. The 
outlet of the Mississippi Basin is, therefore, the point where the river discharges into the 
Gulf of Mexico. Within the Mississippi Basin, however, many smaller basins can be de­
fined. The Missouri Basin, for example, consists of the areas drained by the Missouri River 
and all its tributaries upstream from its confluence with the Mississippi River. The bound­
aries of river basins are drainage divides (Figure 14.1), because they separate adjacent basins. 
Drainage divides, which are usually ridges or other topographically high areas, also sepa­
rate tributary streams within a drainage basin. Thus a river basin can be thought of as a 
well-defined area bounded on all sides by divides and within which all streams and rivers 
contribute to the flow of the main, or tnmk, stream that leaves the basin. 

Stream Patterns 
Numerous analyses of the spatial arrangement of streams in drainage basins have shown 
that stream networks conform to a small number of stream patterns (Figure 14.2). Specific 
stream pattern.q develop in response to the initial topography of a.n area and the distribu­
tion of rock types of varying erosional resi..qtance. Dendritic patterns are characteristic of 
moderate slopes and soil and n1cks of fairly uniform resistance to stream erosion. These 
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A FIGURE 14.2 
Common drainage patterns. Soun:e: From A D. Howard, 1967, Drainage analysis in geologic interpretation, 
American Association of Petroleum Geologists Bulletin, 51 :2246-2259. Used by permission of the American Associ­
ation of Petroleum Geologists. 

same rock types can develop a parallel pattern on steeper slopes. A different pattern results 
when the rock i1nits are arranged in linear bands of alternating weak and strong Htholo­
gies. Rocks with a low resistance to erosion are preferentially exploited by streams, so that, 
in a trellis pattern, larger streams occupy zones of nonresistant rocks, while small, short 
stream segments drain the resistant, topographically higher beds. Folded sedimentary 
rock sequences commonly display trellis stream patterns. Rectangular patterns are charac­
teristic of rocks of uniform resistance cut by perpendicular (orthogonal) joint sets. Streams 
preferentially occupy joint traces because of the lowered resLqtance caused by fracturing 
and weathering along the joints. The final major stream pattern, radial, develops on isolat­
ed topographic uplands; volcanoes, domes, and buttes may display radial drainage. 

Stream Order and Drainage Density 
The stream pattern is only one aspect of the stream networks that occupy drainage basins. 
Early researchers of drainage basin relationships devised a system of ordering stream seg­
ments within a drainage basin (Figwe 14.3). The system consists of progressively higher 
order numbers, starting from the small streams near the drainage divides to the larger 
streams at the center of the basin. First-order streams are defined as those stream segments 

Order 
no. 

1 
2 
3 
4 

streams 

25 
6 
2 
1 

<II FIGURE 14.3 
Strahler's method of determining stream order. 
Soun:e: From A. N. Strahler, 1957, Quantitative analysis of 
watershed geomorphology, Transactions, American Geophysi· 
cal Union. Used by permission of the American Geophysical 
Union. 



... FIGURE 14.4 
Relationship of stream order 
to other parameters In the 
Susquehanna River drainage 
basin. With increasing 
stream order, the number of 
streams decreases, whereas 
the drainage basin area and 
stream length increase. 
Source: From L. M. Brush, Jr., 
1961, Drainage Basins, Chan­
nels, and Flow Characteristics of 
Selected Streams in Central Penn­
sylvania, U.S. Geological Survey 
Professional Paper 282-F. 
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with no tributaries. When two first-order stream segments join, a second-order stream is 
formed. The resulting stream ordering system is useful because of the consistent propor­
tional relationships between stream order and other basin characteristics. For example, 
Figure 14.4 indicates that stream order is proportional to the logarithm of the number of 
stream segments, the length of stream segments, and the drainage basin area. These rela­
tionships, showing that the number of stream segments decreases and the length of stream 
segments increases with increasing stream order, are common enough to be considered 
empirical laws of drainage networks. In a similar fashion, the area of a particular drainage 
basin is directly proportional to stream order. 

Anoth er important relationship in drainage basins is the drainage density. This param­
eter is defined as the total length of all stream segments divided by the area of the basin; it 
is therefore a measure of the number of stream channels per unit area of a drainage basin. 
Drainage density is extremely important because it influences the conveyance of water 
through the stream network during floods and lesser runoff events. Drainage density is 
controlled by the interaction between climate and geology. The geologic factors include 
the permeability of the rocks and soils at the basin surface. High-permeability materials 
usually have high infiltration capacities. The more rain or snowmelt that infiltrates, the 
less is available for surface runoff. A low-density, or coarse-texture, drainage basin is the re­
sult (Figure 14.5). Low infiltration capacity, on the other hand, causes more surface runoff. 
More drainage channels are eroded and a high-density, or fine-texture, drainage basin de­
velops. CJimate influences drainage density by controlling the amount and type of vegeta­
tion present. The heavy vegetation cover of humid climatic regions increases infiltration 
relative to the barren slopes of an arid or semi-arid region, where overland flow Lq much 
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<II FIGURE 14.5 
Stream drainage In a portion of Grand Forks County, 
North Dakota. The area of coarse texture is underlain 
by sand with high permeability. The area of fine texture 
is a slope underlain by material with low permeability. 
Source: From D. E. Hansen and J. Kume, 1970, Geology and 
Ground Water Resources of Grand Forks County, No.rth Dakota, 
North Dakota Geological Survey Bulletin 53, Part 1. 

more intense. The importance of drainage density lies in the percentage of rain that travels 
as overland flow versus that which infiltrates into the subsurface. A fine-texture drainage 
basin can transmit more water throi1gh the stream channels at a faster rate. Severe and fre­
quent floods can be the result. 

The Hydrologlc Budget 
One important reason for establishing the concept of a drainage basin is to develop a 
quantitative accounting system for water in the basin. The hydrologic budget of a watershed 
relates the quantity of water supplied to the basin through precipitation to the qi.1antity of 
water leaving the basin. Assuming that there are no groundwater inflows or outflows from 
a basin and that the equality refers to a long-term average, the hydrologic budget equation 
can be expressed as 

P=Q+E (14.1) 

where P represents precipitation, Q is the runoff, and E is the evapotranspiration. The 
runoff term in the equation includes both the surface runoff from the basin and the ground­
water component of nrnoff, which is the base flow of the streams in the basin (Chapter 11). 
Since precipitation and runoff can be measured fairly accurately, evapotranspiration is 
usually calculated as the difference between precipitation and runoff. 

One of the major objectives of engineering hydrology is the prediction of the amount 
of flow in a river that will result from a particular precipitation event. This information, 
which is needed for the design of bridges, dams, and flood-control structures, can be ob­
tained only through an understanding of the processes operating in the drainage basin. 
The geology, topography, climate, and vegetation interact to produce a specific network of 
streams in a drainage basin. These factors also control the movement of water from a par­
ticular storm through the basin. 

Development of Drainage Networks 
Similar statistical relation.qhips between variables in drainage basins throughout the world 
prove that rivers erode the valleys in which they flow over long periods of time. One of the 



... FIGURE 14.6 
Focusing of overland flow at the heads of first. 
order tributaries. Headward erosion Is the result. 
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major processes in the development of drainage networks is headward erosion. AU streams 
exhibit the tendency to extend their channels in a headward, or upstream, direction. If 
streams a re followed upstream to the point where firs t-order tributary channels just begin, 
the process of headward erosion can best be observed. The channel frequently ends on a 
hillslope with a concave profile (Figure 14.6). This part of the channel collects converging 
overland flow from three sides of the slopes above during heavy rainfall events. Conse­
quently, erosion is intense at this point and the channel is extended upslope. As streams 
erode headward on both sides of a drainage divide, the drainage divide is gradually low­
ered in elevation. 

Head ward erosion is related to the process of stream capture. Streams erode headward 
at different rates because of the erosional resistance of the rocks or sediments they are 
flowing over or because one stream has a steeper slope tha.n another and therefore deep­
en.q its channel at a greater rate. As a stream is actively eroding its channel headward, it 
may intersect another stream (Figure 14.7). Because of it.q greater slope and energy, the first 
stream may divert, or capture, the second stream and all its tributaries above the point of 
intersection. The river that has lost its upstream sections Lq said to have been beheaded. It is 

... FIGURE 14.7 
An example of stream capture in Virginia. Headward 
erosion by a tributary of the Shenandoah River cap­
tured the upper part of Beaverdam Creek. Source: From 
T. L. McKnight, Physical Geography: A Landscape 
Appreciation, IC> 1984 by Prentice Hall, Inc., Upper Saddle 
River, N.J. 
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<II FIGURE 14.8 
A waterfall formed by erosion of 
a weak formation underlying a 
more resistant formation. Source: 
From S. Judson, M. E. Kauffman, 
and L D. Leet, Physical Geology, 7th 
ed., c:> 1987 by Prentice Hall, Inc., 
Upper Saddle River, N.J. 

left with a much smaller discharge and drainage basin than it had prior to the capture. 
Drainage basins can by stream capture become larger or smaller throi1gh geologic time. 

If a stream is actively downcutting and deepening its valley, it may encounter contacts 
between rock types of very different erosional resistance. These conditions can lead to the 
formation of a waterfall, particularly if a more resistant rock is underlain by a less resL<itant 
rock. As shown in Figure 14.8, the underlying nonresistant rocks are rapidly erodled, there­
by removing underlying support for the resistant rocks. Eventually, the resistant rocks col­
lapse to restore a more stable slope profile. This process is continuous and, with time, the 
waterfall migrates upstream, while maintaining its form. Niagara Falls L<i a classic example 
of the process (Figure 14.9) . 

.6. FIGURE 14.9 
N iagara Falls, a waterfall formed in the manner suggested by Figure 14.8. Horseshoe Falls is in the 
foreground. The smaller falls In the background on the right side of the gorge is the American Falls. 
Source: ). R. Balsley; photo courtesy of U.S. Geological Survey. 



Case In Point 14.1 
Retreat of Niagara Falls 

River Basin Hydrology and Morphology 551 

As one of the scenic wonders of North America, Niagara Falls has been studied by geologists 
for more than 150 years. The Niagara River (Figure 14.10), which is unusually short for its 
discharge, begins at the northeast end of Lake !Erie, where it carries the overflow from 
Lake Erie and the upper Great Lakes to Lake Ontario. Thereafter, the flow proceeds through 
the St. Lawrence River valley and into the North Atlantic Ocean. From its beginning at Lake 
Erie, the Niagara descends in elevation 23 m to Niagara Falls, where it drops vertically 51 m. 
From the base of the falls, it then descends another 23 min a deep gorge to Lake Ontario. 

Water diversions for hydroelectric power generation have decreased the flow of the 
river over the falls to aboi1t 50% of its natural mean discharge of 5721 mo/s during day­
light hours. After tourist viewing hours are over, flow over the falls is decreased even htr­
ther to about one quarter of its nah1ral amount. The falls are divided into the American 
Falls and the much larger Horseshoe Falls on the Canadian side (Figure 14.9). More than 
90% of the flow descends over the Horseshoe Falls. 

The existence of Niagara Falls is due to the Niagara Escarpment, a steep topograph­
ic escarpment that separates the Lake Ontario and Lake Erie basins (Figure 14.10). The 
escarpment is capped by the resistant Lockport Formation of Silurian age. This dense 
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(a) Location of Niagara Falls. (b) Cross section through the western end of Lake Ontario and the east­
ern end of the Lake Erie basin. Source: Modified from P. E. Calkin and P. J. Barnett, 1990, Glacial geology of 
the eastern Lake Erle Basin, In Quaternary Environs of lakes Erie and Ontario, D. I. McKenzie, ed., Escart Press, 
Waterloo, Ont. 
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dolomite is directly underlain by less resistant shales of the Rochester Formation, which is 
part of the unit labeled as the Clinton Shale in Figure 14.10. 

The cutting of the Niagara Gorge began during the last retreat of the Pleistocene gla­
ciers about 12,000 years ago. At that time, meltwater from the ice sheet produced greater 
discharge through the Niagara River and the lower gorge was rapidly cut by headwa rd re­
treat of Niagara FalJs from the Niagara escarpment at a rate of approximately 1.6 m/yr. 
Meltwater flow decreased about 10,000 years ago and the rate of retreat of the falJs was con­
sequently lower. The upper gorge, which is about 3700 m long was cut at an approximate 
rate of 1 m/yr. Since the 17th century, the retreat of the fall<> has been measured by repeated 
surveys. Successive positions of the Horseshoe FalJs are shown in Figure 14.11. The actual 
rate of recession may be very irregular. Several relict crest lines are shown in Figure 14.11 
from the time that the position of the I Iorseshoe Palls was in the vicinity of the American 
PalJs. A horizontal arch spanning the gorge was probably the most stable form of cross sec­
tion. During the time that an arch existed, the rate of retreat was relatively low. Separation 
of the falls about 600 years ago was initiated by the formation of a notch (Figure 14.11), 
which greatly accelerated the rate of retreat. As a result, Horseshoe Falls separated from the 
American Palls and has since retreated at a much greater rate due to its higher proportion of 
the total discharge. 

The specific processes that contribute to retreat of the falls include weakening due to 
wetting and drying of the Rochester shale, freeze and thaw, and penetration of water into 
joints in the Lockport Dolomite, causing elevated hydrostatic pressures at depth. The 
more rapid erosion of the Rochester shale produces an overhang of Lockport dolomite. 
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.A. FIGURE 14.12 
Failure mechanisms, American Falls. Source: From American Falls International Board, 1974, Preservation and 
Enhancement of the American Falls at Niagara, Final Report. 

The a.ctual failures occur as large rock fallo; when the overhang finally collapses. Two large 
rock falls at the American Fa Us are shown in Figure 14.12. On the left, the 1931 rock fall oc­
curred by gradual undermining of the dolomite by erosion of the shale beneath. When the 
overhanging block of dolomite was unable to support itself, it collapsed. The 1954 rock fall 
(Figure 14.12, right), however, involved horizontal shearing within the shale. Hydrostatic 
pressure (hydraulic head), which increases with depth in joints and fractures as shown in 
the diagram, may have contributed to this failure. 

Huge dolomite blocks from rock falls at the American Falls accumulate as taJu.q at the 
base of the American Falfa because the relatively low discharge is insufficient to rapidly 
erode and transport them. No such accumulations are found at the base of the powerful 
Horseshoe Falfa, however, because rock fall debris is quickly pulverized and carried away 
by the larger current flows. 

Stream Hydraulics 
Flow Types 
We are all famiHar with the variety of flow conditions that exist in river channels. Al­
though the rapid rush of water down a boulder-filled mountain stream channel appears 
very different from the sluggish, almost imperceptible, movement of a winding coastal­
plain river, the flow conditions in all rivers are the balance between the gravitational driv­
ing forces and the resistance of the stream channel and the flowing water itself. 1Wo basic 
flow conditions can be defined by considering the flow paths of individual water particles. 
At low velocities, the parallel flow paths of adjacent particles constitute laminar flow. 
Figure 14.13 illustrates laminar flow using streamlines, which are imaginary lines parallel 
to the velocity vectors of representative water particles. Resistance to flow under laminar 
conditions is generated by viscous interaction between particles within the flow. 

As velocity increases, the parallel laminar flow paths can no longer be maintained. In­
stead, random velocity fluctuations in all directions arise within the flow. These perturba­
tions of flow are called turbulence and the resulting flow Lq turbulent fl()W. Turbulence 
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<II FIGURE 14.13 
Laminar Laminar and turbulent flow. 

flow 

Turbulent 
flow 

generates additional resistance by these secondary motions, initiating a component of vis­
cosity called eddy viscositt;. 

A dimensionless number called the Reynolds mmtbe-r (Re) is used to distinguish laminar 
from turbulent flow. Its definition is 

where 

Re = PwVR 
µ, 

Pru is the density of water 
v is velocity 
µ, is dynamic viscosity 
R is the hydraulic radius of the channel 

(14.2) 

Hydraulic radius, R, is a geometric property of the river channel defined as the cross-sec­
tional area of the channel, A, divided by the wetted perimeter, P: 

A 
R = ­p (14.3) 

In many natural channels, cross-sectional area can be approximated by the product of 
width and depth (Figure 14.14) and the wetted perimeter as P = W + 2D. The boundary 
between laminar and turbulent flow <>ccurs within the Reynolds number range of 500-750. 
In nature, laminar flow usually occurs in groundwater flow systems, and even the slowest 
of rivers fall into the range of turbulent flow. 

A second dimensionless numbeir used to characterize the flow of rivers is the F-roude 
number (F-r): 

v 
Fr= --

VgD 
(14.4) 

in which vis stream velocity, g is the acceleration of gravity, and D is depth of flow. Froude 
number values are used to classify flow into categories defined as subcritical (Fr< 1), 

P = W+2D 

A= W x D 
A 

R • /J 

<II FIGURE 14.14 
Hydraulic geometry of a natural stream channel. 
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critical (Fr~ 1), and supercritical or rapid (Fr > 1). Since velocities of natural streams 
rarely exceed several meters per second, examination of equation (14.4) indicates that only 
shallow, high-velocity streams can achieve critical or supercritical flow. Gravelly mountain 
streams occasionally meet these criteria. 

Froude numbers can also be used to predict the type of bedform that will develop on a 
stream bottom composed of loose, cohesionless sediment such as sand. Bedforms include 
wavelike accumulations of bed material that form in response to the frictional drag exert­
ed by the flowing water on the particles lying on the streambed. The continued flow of 
water over the bedforms erodes, deposits, and transports sand, so that the entire train of 
sand waves migrates across the bed, usually in a downstream direction, while maintaining 
its wavelike form. Figure 14.15 illustrates that, with gradually increasing flow velocities 
and Froude numbers, bedforms progress through a sequence of ripples, dunes, plane-bed 
conditions, and antidunes. Ripples are small bedforms less than 60 cm in length from 
trough to trough, whereas dunes and antidunes are Larger bedforms that usually range in 
size from 60 cm to several meters in length. Antidunes migrate in an upstream direction 
because particles are eroded from the downstream side of one antidune and deposited on 
the upstream side of the adjacent bedform. 
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Sequence of bedforms associated w ith increasing flow velocities and Froude numbers. Froude num­
ber is less than 1 for diagrams (a) through (c), approximately 1 for diagrams (d) and (e), and greater 
than 1 for diagrams (f) through (h). Source: From D. B. Simons and E. V. Richardson, 1966, Resistance to 
Flow In Alluvial Channels, U.S. Geological Survey Professional Paper 422-J. 
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Discharge and Velocity 
The amount of water moving past a certain point in a channel in a given amount of time is 
a very important characteristic of flow. This quantity, known as discharge, is measured per­
pendicular to the direction of flow. The usual units of measurement for discharge are cubic 
meters per second. Plow is considered to be either steady or unsteady, depending on whether 
discharge is constant or variable with time at a certain point. Uniform flow exists when the 
water depth is constant along a stream course and the slope of the water surfac.e is equal 
and parallel to the slope of the bed. Even though steady, uniform flow L'l never truly pres­
ent in a natural river, this assumption is often made for short periods of time so that uni­
form flow equations can be used. 

The velocity of a stream at any point in the channel is determined by the slope of 
the channel and the dL'ltance from the point in the flow to the sides or bed of the chan­
nel. The influence of the bed on velocity is shown in Figure 14.16. There is a very thin 
layer of water adjacent to the bed in which the water velocity is zero. The variation in 
velocity with vertical distance above the bed is shown in Figure 14.16a. The channel 
sides exert a similar influence on velocity (Figure 14.16b). These two effects are com­
bined in Figure 14.16c, which shows contours of relative velocity (lines connecting 
points with an equal fraction of the maximum velocity). It is dear that the maximum 
velocity occurs at the water surface in the middle of the channel. The mean velocity of 
the stream (v) occurs somewhere below the water surface in the middle of the channel. 
It is sometimes assumed that the velocity at six-tenths of the depth as measured down­
ward from the water surface in the middle of the stream is the mean velocity of the 
cross section. If this velocity can be measured or estimated, it is possible to determine 
the discharge of the river at a point using the formula 

Q =Av (14.5) 

where Q is the discharge in cubic meters per second, A is the cross-sectional area in square 
meters, and vis the mean velocity in meters per second. 
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<II FIGURE 14.16 
Velocity distribution in a river channel. 
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Other commonly used flow formulas can be derived by equating the driving forces of 
streamflow (gravity) with the resisting forces (channel boundaries) and solving for the re­
sulting velocity. For example, the Chezy formula, 

v = c\/Rs (14.6) 

expresses the velocity (v) in terms of the hydraulic radius (R), the slope (S), and a constant 
(C). The Manning equation (for SI units), 

'ii = .!. Rz;351;2 
n 

(14.7) 

is a similar approach, although it includes a paramete·r n, which describes the roughness of 
the streambed. A value for Manning's n, which typically ranges from 0.01 to 0.07, can be 
chosen from published descriptions of channels that consider variation in grain size of 
channel-bottom material, vegetation along the stream banks, and other factors. Both the 
Manning and Chezy formulas are used for natural streams even though they assume uni­
form flow. 

EXAMPLE 14.1 

During a flood, the water depth at a sl'ream station was 2 m. The slope of the water-surface pro­
file was 0.005 and the Manning's n value was 0.05. Ti the channel cross section can be approxi­
mated as a rectangle with a width of 20 m, what was the discharge? 

Solution 

From equation (14.3), 

A (20m X2m) 
R = p = ( O ) = 1.7 m 2 m ~ 4m 

Mean velocity can be obtained from the Manning equation: 

1 1 
ii = -R213s112 = --(1.7)213(0.005)112 = 2 m/s 

ll (0.05) 

Using Equation (14.5), discharge is equal to 

Q = Av = (40 m2)(2 m/s) = RO m3/s 

Stream Sediment 
Part of the work that streams accomplish is the transportation of sediment produced by 
weathering and erosional processes. Over millions of years, entire mountain ranges are lev­
eled by these processes. In a particular reach of a stream, sediment can simply be transport­
ed by the stream. Alternatively, the stream, by the fore.es it exerts on its channel boundaries, 
can entrain particles from the channel sides and bottom into the flow, or it can deposit sedi­
ment that is being carried. In this way rivers can deepen or fill their channels over time. 

Entrainment 
Erosion of a stream's sides or bottom can be accomplished in several ways. If the bound­
ary material is composed of soluble rock such as limestone, solution by the stream is pos­
sible. In addition, the sediment carried by the stream can do erosional work. Particularly 
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in the case of large particles that slide and roll across the stream bottom, abrasion can 
occur. Laboratory experiments indicate that streams with a high sediment load are 
more erosive under some conditions than sediment-deficient streams. When farge par­
ticles are dropped to the stream bottom as a result of velocity fluctuations, the impact 
can be great enough to break off projecting fragments of the streambed material. 

Although streams may actively erode their channels by the preceding mechanisms, 
the process of entrainment usually ~efers to the ability of the river to pick up loose parti­
cles of material from the bed by the direct hydraulic action of flowing water. As the 
stream flows in its channel, the moving water exerts shearing forces upon the stationary 
bed. If these forces are larger than the gravitational forces tending to hold a particular 
particle on the stream bottom, the particle will be picked up off the bed and entrained 
into the flow. 

Flume experiments, in which river processes are simulated by the flow of water in 
long tanks, demonstrate that as the velocity increases, progressively larger particles are en­
trained from the bed. The Hjulstrom diagram, shown in Figure 14.17, relates water veloci­
ty and particle size. The dashed lines divide the areas into fields of erosion, transportation, 
and sedimentation. One important point shown by the diagram is that higher velocity ls 
required to entrain a particle of a given size than ls needed to transport the particle once it 
has entered the fl ow. Another aspect of the curves that initially may not seem logical is that 
the velocity needed for erosion increases as particle size decreases near the left side of the 
diagram. This effect can be explained by the properties of clay particles that fall in that size 
range. The cohesion between day particles leads to the entrainment of clay-partide aggre­
gates into the flow rather than individual clay particles. 

The relationship between velocity and particle size is often difficult to work with be­
cause of the variation of velocity in the channel. For a particle of a certain size, it is the flow 
velocity just above the bed, or the critical bed velocity, that must be large enough to move 
the particle. The relationship between the critical bed velocity and the mean velocity of the 
stream is not always clear. For these reasons, the relationship between particle size and 
critical shear stress is often used instead of velocity. The critical shear stress, Tc, or the shear 
stress just large enough to move a particle of a certain size, is expressed as 
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The Hjulstom diagram, 
relating stream velocity to 
particle size for conditions 
of erosion, transportatlon, 
and deposition. 



... FIGURE 14.18 
An empirical relationship between 
shear stress ( T) and particle size (D), 
using data from natural streams and 
canals. Source: Modified from V. R. 
Baker and D. F. Ritter, 1975, Compe­
tence of rivers to transport coarse bed­
ioad material, Geological Society of 
America Bulletin, 86:975-978. 
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S is the energy slope of the stream 

The energy slope can be approximated by the mean slope of the streambed and the hy­
draulic radius can be approximated by the stream depth for wide, relatively shallow 
streams. This approach presents fewer problems in application because hydraulic radius 
and slope can be measured more accurately than critical bed velocity. An empirical rela­
tionship between critical shear stress and particle size is shown in Figure 14.18 for data 
from natural streams and canals. 

Transportation 
The total amount of sediment a stream carries is known as its load. Sediment load can be 
divided into three types based on the process by which it is transported. 

Dissolved load is carried totally in solution by a stream. Much of the dissolved load of a 
stream is derived from the base flow-that is, the groundwater component of the total 
streamflow. During its relatively long residence time in the groundwater flow system, the 
base-flow component of streamflow chemically reacts with the solid materials it encoun­
ters through the various types of weathering processes. From these reactions it derives the 
dissolved load that it carries to the si1rface stream in a groundwater discharge area. The 
surface runoff component of a stream is generally lower in dissolved solids content be­
cause of its short travel time to the stream channel. 

Of the nondissolved lMd of a river, the smaller particles are carried as suspended load. 
This form of transport implies that particles are prevented from settling to the bottom of 
the stream by the movement of the water. The rate at which particles tend to fall through a 
static liquid column is known as the terminal velocity. ThL<> is a con...tant value that repre­
sents a balance between the opposing forces of gravity and viscous resistance by the fluid. 



560 Chapter 14 Rivers 

Susponded and dissolved load 

<II FIGURE 14.19 
Transportation of stream sediment Includes rolling 
and sliding of bed load, saltatlon of small bed-load 
particles, and suspended and dissolved load transport. 

Bed ~~n 
Loud .;.fi~,\.,,~· ,,;;, :f"ft·tt.;, .. :.:...~ .: .11 • ., ,(I. 

,' .q , '4 .J'A .r · .,e~f'l.; .. ft' 'fl t'- ' ,.,. "'·i 4»:t r'•'u .? · 1 • :., · 1 · 04 • 10 \ ; .! 1,., 0~,·0 

The equation relating these forces is known as Stokes' Law, from which the terminal veloc­
ity ( v1) can be stated (in SI units) as 

where 

v = ~D2 (Ps - Pw)g 
I 18 µ, 

D is particle diameter 
p8 and p,0 are the densities of the particle and fluid 

g is the acceleration of gravity 
µ, is the dynamic viscosity of the fluid 

(14.9) 

Stokes' Law indicates that the terminal velocity of a particle is proportional to the square 
of the particle diameter. For the particle to remain in suspension, an upward velocity 
greater than the terminal velocity must be imparted to it. Upward velocities are provided 
by turbulent eddies and other velocity fluctuations distributed throughout the stream. 
These turbulent effects are proportional to the mean velocity of the stream, so that the 
higher the stream velocity, the larger the particle size that can be carried in suspension. 

The final type of load is the fraction of the total load that generally remains in contact 
with the bed during transportation. Bed load includes the particles that are too large to be 
transported by suspension. These particles move by rolling or sliding along the bed or by 
a process known as saltation, in which turbulent eddies can temporarily lift a particle off 
the bed. When the eddy dissipates, tlhe particle can no longer be kept in suspension and is 
dropped to the bed (Figure 14.19). The particle thus moves downstream in a series of small 
jumps or bounces. 

Two general terms characterize the load transported by a stream. Competence refers to 
the largest particle that a stream can carry. It is a function of the velocity and shear stress 
exerted by the stream. Capacity is the total amount of sediment that a stream can carry by 
all mechanisms. Thus, mountain streams have high competence but low capacity, and 
large rivers like the lower Mississippi may have high capacity but low competence. 

Depositional Processes 
When the velocity of a stream decreases, particles begin to drop from suspension or cease 
movement along the streambed. Deposition of this type is usually a very temporary situa­
tion. Sediment is merely stored in the channel for short periods of time until the velocity 
increases again. Periodic fluctuations in stream velocity are common. 

More permanent deposition within and adjacent to a stream channel is also possible. 
When a river floods, for example, it overflows its channel and inundates the flat floodplain that 
adjoins the channel. Velocity drops significantly once water leaves the channel. Floodplains 
are characterized by parallel layers of fine-grained sediment deposited by successive floods. 

Climatic conditions or the existence of an excessive sediment supply can promote a 
gradual accumulation of sediment in a river valley. The nature of the dept1sits corresponds 
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to the particular type of channel pattern developed by the river. Channel patterns, which 
can be classified as straight, T11eandering, and braided, will be discussed in the next section. 

A different type of depositional control is provided by decreases in channel gradient 
(slope). Gradient and velocity decrease where a stream valley extends from a mountain 
range out onto a plain and when a river enters a body of standing water like the ocean or 
a lake. Continuot15 sediment deposition occurs at these locations. 

M eandering Streams 
The factors that control the type of channel pattern include the gradient of the channel, the 
type of material the channel is incising, and the type and amount of sediment that the river 
carries. Straight channels are not very common, although meandering streams can have 
straight segments. Meandering streams, the most common type, tend to develop in gently 
sloping areas with low sediment supply and a high percentage of cohesive sediment. The 
channel pattern also correlates with the cross-sectional shape of the channel (Figure 14.20), 
with meandering streams characterized by narrow, deep channels. 

The intensity of meandering is quantified by the use of the parameter called sinuosity, 
which L<i measured as the ratio of channel length to valley length. Sinuosity is apparently 
related to the type of material that composes the channel banks, the type of sediment load 
transported, and the gradient. The highly sinuous river shown in Figure 14.21 has a low 
gradient, is cut into sediment with a high percentage of silt and clay, and transports mostly 

... FIGURE 14.20 
Map and cross-sectional views of meander­
ing and braided streams. 

... FIGURE 14.21 
Vertical air photo of a 
meandering stream with 
high sinuosity In eastern 
North Dakota. Area 
shown by photo is 
approximately 3.5 km 
by 2 km. Source: Photo 
courtesy of the author. 

Moandorinu 
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<II FIGURE 14.22 
Meandering thalweg In a nearly straight channel. 

A A ' 

A A" 

fine-grained sediment as suspended load rather than bed load. Streams with the opposite 
characteristics have a much lower sinuosity. 

The tendency of a stream to meander appears to be a basic property of fluid flow, al­
though the factors that cause meandering are not totally understood . Even in a straight 
channel (Figitre 14.22), the thalweg, the deepest part of the channel, establishes a meander­
ing pattern. Straight excavated channels like canals or drainage ditches often erode their 
banks in order to develop a natural meandering pattern. 

The flow of water in a meandering channel is shown in Figure 14.23. The position of 
the thalweg impinges on the outside banks of the meanders just downstream from the 
point of maximum curvature. Because the thalweg follows the deepest part of the channel, 
it also represents the point of highest velocity in the channel. As a result of this higher ve­
locity, the meandering channel tends to be eroded on the outside bank of the meander to 
form a cut bnnk. A secondary pattern of circulation is also imposed upon the flow in the 
vicinity of meanders. In the cross section of the lower part of Figure 14.23, the secondary 
flow Lq shown to move across the channel toward the cut bank at the water surface and 
then back along the stream bottom. Because the water is also moving downstream, the re­
sulting overall motion resembles a corkscrew and is termed helical flow. On the inner bank 
of the meander, where the depth and velocity are less, deposition of the coarser fraction of 
stream sediment occurs. The resulting sediment accumulation is called a point ba'Y. 

This pattern of erosion and deposition of a meandering stream causes lateral migra­
tion of the channel meanders across the floodplain. The characteristic set of landforms and 
deposits associated with meandering rivers (Figure 14.24) records the sequence of events 

_;Tl}/)-·--· 
itoalwug -~ - --­ ,, 

<II FIGURE 14.23 
In a meandering channel, erosion oc­
curs on the outer sides, or cut banks, of 
meander bends. Point-bar deposition Is 
present on the inner bends. A second­
ary flow pattern superimposed on the 
downstream motion g ives the overall 
flow a helical circulation. 
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.6. FIGURE 14.24 
Landforms and deposits in a meandering stream depositional environment. Soun:e: From R. G. Walker 
and D. ]. Cant, 1984, Sandy fluvial systems, in, R. G. Walker (ed), Facies Models: Geosclence Canada Reprint 
Ser. 1, Fig. 1, p. 72, reprinted by permission of Geological Association of Canada. 

of recent geologic time. Many of the topographic features are related to the lateral migra­
tion of meanders. The continuous process of cut-bank erosion and point-bar deposition 
produces a series of parallel concentric ridges and swales (Figure 14.24). The ridges repre­
sent old point bars and therefore are composed of coarser sediment. The intervening 
swales are underlain by organic-rich, fine-grained sediment. The dominantly coarser sed­
iment in JPOint bars and active channels is classified as a lateral accreticm deposit, and the 
sediment deposited by floods that spread out over th,e floodplain is known as a vertical ac­
cretion deposit. Vertical accretion deposits are fine-grained because of the velocity decrease 
that accompanies flow out of the channel during floods onto the broad floodplain. The 
coarsest available sediment is deposited adjacent to the channel margins to form natural 
levees, as shown in Figure 14.25. Grain size decreases with distance from the channel. The 
areas behind the natural levees are often called backswamps because of their organic-rich, 
fine-grained sediment, high water table, and swampy vegetation. One exception to the 
deposition of fine-grained sediment on floodplains occurs when floodwater breaks 
through the natural levee and forms a crevasse splay as the water rushes out of the channel 
onto the floodplain and drops its coarsest sediment. Notice that the position of the thal­
weg under low-flow conditions is not necessarily the flood thalweg. Channels cut by high­
velocity flow across point bars are known as chutes. 

Lateral migration of meanders cannot occur indefinitely because rivers tend to main­
tain a relatively constant value of sinuosity. The pattern of erosion and deposition in a 

... FIGURE 14.25 
Natural levee deposits on a 
floodplain . Soun:e: From S. Judson, 
M. E. Kauffnnan, and L. D. Leet, 
Physical Geology, 7th ed., €1 1987 
by Prentice Hall, Inc., Upper Saddle 
River, N.J. 
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<II FIGURE 14.26 
Meander migration leading to abandonment 
and formation of an oxbow lake. Arrows show 
direction of cut-bank migration. 

meander leads to growth of the meander followed by its abandonment. After abandon­
ment, or meander cutoff, the old channel loop, now bypassed by the river, becomes an 
oxbow lake (Figures 14.26, 14.27, and 14.28). Figure 14.28(a) shows a recently abandoned 
meander and Figure 14.28(b) shows an oxbow lake. Eventually, the oxbow lake fills with 
highly organic silty and clayey sediments. These old channel fills, or elm; plugs, present 
foundation problems in construction because of the hi.gh compressibility of the sediment. 

The floodplain is so-named for a good reason, for stream discharge periodically ex­
ceeds the channel capacity and floodlwater flows out of the channel and onto the adjacent 
surfaces. Typically, streams attain bankfull flow every 1 to 2 years on the average. The 
floodplain is the river system's nah1ral storage area for the water and sediment available 

.6. FIGURE 14.27 
Topographic map of part of the White River floodplain in Arkansas, showing meander scrolls and an 
oxbow lake. The river will soon form another meander cutoff in the upper right part of the map. 
Source: Augusta SW Quadrangle, Arkansas, U.S. Geological Survey, 7.5-mlnute series. 



... FIGURE 14.28 
(a) Recently abandoned m eander along mean­
dering stream . (b) Oxbow lake formed In an 
abandoned meander. (Red River, southern M ani­
toba.) Source: Photos by Greg Brooks. Reproduced 
with the permission of the Minister of Public Works 
and Government Services Canada, 2005, and cour­
tesy of Natural Resources Canada, Geological Survey 
of Canada. 
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(a) 

(b) 

when the discharge exceeds ba.nkfull flow. The complex distribution of sediments in the 
alluvial valley of a meandering stream presents many engineering problems because 
floodplains often are highly developed. Engineering problems arise both in the control of 
the periodic floods that inundate these areas and in the construction attempted on flood­
plains. High water tables frequently pose troublesome conditions. In addition, the rapid 
lateral and vertical variation in sediment type requires a great deal of site investigation 
and soil testing for foundation design. The engineering properties associated with specific 
fluvial landforms and deposits are listed in Table 14.]. 

Braided Streams 
Streams that flow in broad, shallow channels of low sinuosity and consist of multiple sub­
channels separated by islands or bars are called braided streams (Figures 14.20 and 14.29). 
The channel pattern within a braided stream-where subchannels continually divide and 
recombin.e around obstacles in the main channel-can be referred to as anastomosing. The 
anastomosing channel network of a braided stream forms in response to a different set of 
controlling variables from those associated with meandering streams. Conditions that 
favor the formation of braided streams include an abundant source of coarse-grained 
sediment, a high gradient, and cohesionless, nonresistant sediment in the channel banks. 
The cross-sectional profile that develops under these conditions is broad and shallow 
(Figure 14.29). In a broad, shallow stream, higher velocities are closer to the streambed, 
and transport of coarse particles is facilitated. 

The formation of braids involves the deposition of bars of sediment within the channel. 
A bar is a large-scale bedform. Once initiated, bars grow and migrate downstream because 
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Table 14.1 Engineering Properties of Alluvial Deposits 
in the Lower Mississippi Valley 

NatUJ"al 
Soil Texture Water 

(USC Content Liquid Plasticity 
Environment Classification) (Percent) Limit Index 

Natural levee Clays (CL) 25-35 30-45 15-25 
Silts (ML) 15-35 Nonplaslic NP-5 

(NP)-35 
Point bar Silts (ML) 25-45 30-45 10-25 

(ridges) and silty 
sands (SM) 

Abandoned Clays (CL 30-95 30- 100 10-65 
channel and CH) 

Backswamp Clays (CH) 25-70 40- 115 25-100 
Swamp Organic 110-265 135-200 100-165 

clay (OH) 
Marsh Peat (Pt) 160-465 250-500 150-400 
Lacustrinc Clay(CH) 45-165 85-115 65-95 
Beach Sand (SP) Saturated NP NP 

Angle of 
Internal 

Cohesion Friction 
(lb/ft2

) (Degrees) 

360- 1200 0 
180-700 10-35 

0-850 25-35 

300-1200 0 

400-2500 0 
Very low 

Very low 
75-150 0 

0 30 

Source: From C. R. Kolb and W. G. Shoc.kley, 1957, Mississippi Valley geology, journal of Soil Mechanics and 
Foundations, 83 (no. SM3): 1-14. Used by permission of the American Society of Civil E.ngineers . 

.i. FIGURE 14.29 
A braided stream in Alaska. Source: T. L. Pewe; photo c.ourtesy of U.S. Geological Survey. 
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sediment is transported over the bar and then deposited on the downstream end, where the 
depth increases. As the bar grows, it occupies more of the channel cross-sectional area that 
was previously available for water. As a result, the stream must erode its banks laterally to 
enlarge the channel to maintain a sufficient capacity for the discharge (Figure 14.30). As the 
discharge drops from a period of very high flow when much of the bed load was in trans­
portation, previously deposited bars are dissected by erosion and the sediment is redistrib­
uted through the system. The channel pattern in a braided stream constantly changes with 
fluctuations in discharge. 
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Development and modification of braid bars in a flume channel. Note changes in cross section dur­
ing flow period. Source: From L. 8. Leopold and M. G. Wolman, 1957, River Channel Patterns, U.S. Geological 
Survey Professional Paper 282-8. 
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Alluvial Fans 
If the gradient of a stream suddenly decreases, equations (14.6) and (14.7) indicate that the 
velocity will decrease if other channel parameters remain the same. A river responds to a de­
crease in velocity by depositing the coarser fraction of its sediment load. A good example of 
a gradient decrease is the point where a stream emerges from a steep :mountain front onto 
the floor of the adjacent basin. The stream gradient and velocity are suddenly decreased and 
sediment is deposited to form a hemiconical landform called an alluvial fan (Figure 14.31). 
The velocity decrease Lq also partly caused by the increase in width of the channel on the fan 
surface. The width can increase to the point where flow is no longer channelized but instead 
moves as a thin layer across a broad surface. This type of flow is known as sheet flow. If the 
fan surface is permeable, water rapidly infiltrates into the fan, and overland flow ceases. 

Alluvial-fan deposits are quite variable (Figure 14.31). A major factor Lq the water to 
sediment (w/s) ratio of the floods that flow over the fan surface. If thew /s ratio is high, 
strearnflow dominates and the deposits consist of coarse-grained, relatively well-sorted 
bars, channel fillq, and sheets of sand-ito-boulder-size material. Extremely coarse, well-sorted 
gravels are known as sieve deposits because the material is so coarse and lacking in sand and 
finer-size material that water can flow through them rather than over them (Figure 14.32). 
As the w Is ratio decreases, the flows become debris flows, which deposit raised levees 
along the channel sides (Figure 14.31). Alluvial fans range from dominantly streamflow to 
dominantly debris-flow types with intermediate mixture of the two types common. 

Alluvial fans are best developed where recent faulting has produced steep mountain 
fronts with adjacent basins (Figure 14.33). Arid climatic conditions, where flow in drainage 
networks occurs mainly during infrequent rainfall events of large magnitude, also facilitate 

A FIGURE 14.31 

Key 

~ 
L:..:.J 

Debris· fl'ow 
lobes 

~ 

~ 
Debris·fl'ow 

levee deposits 

~ 
Stream-flow 

channel deposits 

D 
Stream-flood & old 
channel deposits 

Schematic diagram of an alluvial fan showing different types of deposits on the fan surface. Source: 
Modified from D. R. Spearing, 1974, Summary sheet of sedlmentory deposits, Mc-8; Sheet 1, Fig. 1-C. Geological 
Society of America. 



... FIGURE 14.32 
Sieve deposits In alluvial fan at 
mouth of Wadi Isla, South Sinai, 
Egypt. Source: Photo courtesy of the 
author. 

_. FIGURE 14.33 
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Alluvial fans in Death Valley National M onument, California. Source: H. E. Malde; photo courtesy of U.S. 
Geological Survey. 

the deposition of alluvial fans. The hemiconical shape of some alluvial fans makes them 
easily recognizable on topographic maps. 

Deltas 
Where a river enters a lake or the sea, a delta- the coastal counterpart of an alluvial fan- is 
constructed. Deposition occurs in a delta because the river current slows and eventually dis­
sipates as it moves progressively offshore. The gradual reduction in velocity is reflected in 
the distribution of sediment types in a delta, with deposition of coarse bed-load materials in 
the vicinity of the mouth of a river. As the river deposits its sediment load, the delta extends 
or progrades in a seaward direction. 

Deltaic environments are highly variable. Marine deltas are influenced by the fluvial 
input of water and sediment, the wave energy imparted to the coastline, and tidal currents. 
The relative importance of one of these three factors determines the form and depositional 
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A FIGURE 14.34 

l ('lj')Af:t 

1..,1/ hnd~• 
Foreset 

Idealized sedimentation in a delta, including topset, foreset, and bottomset beds. Source: From S. Jud­
son, M . E. Kauffman, and L. D. Leet, Phys/ca/ Geology, 7th ed., I!:> 1987 by Prentice Hall, Inc., Upper Saddle 
River, N.J. 

processes of the delta, leading to a classification of deltas as river-dominated, wave-dominated, 
and tide-dominated deltas. A basic type of delta sedimentation recognized by G. K. Gilbert 
more than 100 years ago is shown in Figure 14.34. This type of delta is most common in 
lakes. As the delta is gradually constructed, the river extends across accumulating delta 
sediments to a slope called the foreset slope. Coarse sediments are deposited on the foreset 
slope in long, dippingfareset beds (Figures 14.34 and 14.35). Progradation (offshore migra­
tion) of the delta results from the continual accumulation of foreset beds. Beyond the fore­
set slope, slow-moving currents carry the finer fractions of the river's suspended load 
across the lake floor, where they are eventually deposited in nearly horizontal beds called 
bottomset beds. As the river extends its channel across the prograding delta to the foreset 
slope, it deposits horizontal beds called topset beds. 

As a river approaches a delta, the single main channel divides repeatedly into a net­
work of distributan; channels, in which sediments are transported across the delta 
(Figure 14.36). Distributary channels are maintained by natural levees that project slight­
ly above the delta surface. Sediment is conveyed through the distributary channels un­
less a break in the natural levee is present. These breaks, called crevasses, allow the 
diversion of water and sediment through the natural levee to a lateral position between 
distributary channels. The minidelta that is deposited as water flows through the cre­
vasse is called a crevasse splay. 

Sediment is deposited within a particular distributary network for a certain period of 
time. Eventually, that network becomes raiqed in elevation because of sediment accumulation . 

... FIGURE 14. 35 
Exposure of dipping 
deltaic foreset overlain by 
nearly horizontal topset 
beds In a glaclom arlne 
delta in Maine. The delta 
was formed near the 
coastline from meltwater 
and sediment from a re­
treating glacier. Post­
g lacial isostatic rebound 
raised the delta above 
sea level. Source: Photo 
courtesy of the author. 



... FIGURE 14.36 
In a delta, the trunk stream branches Into d lstrlbu­
tarles. When dlstributaries are breached, crevasse­
splay sediments are deposited. 
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Evolution of the M ississippi delta by the growth and abandonment of delta lobes. Source: From J. P. Morgan, 
1970, Deltas-a r~ume, journal of Geologic Education, 18, National Association of Geology Teachers. 

The river will then abandon the active part of the delta in preference for an adjacent part of the 
delta with a steeper gradient. The Mississippi River delta is a good example of this process. 
Over the past 5000 years, active sedimentation has successively deposited seven major lobes 
(Figure 14.37). 
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Case In Point 14.2 
Future Shift of the Mississippi River? 

The history of the Mississippi River delta indicates that the position of the river at any partic­
ular time is a transient situation. As a river and its distributary system build up a delta lobe by 
sediment deposition on natural levees, crevasse splays, and in backswamps, the delta lobe 
gradually becomes higher in elevation than adjacent, inactive parts of the delta. The river fi­
nally reacts by rapidly changing its course to begin deposition of a new lobe of the delta. 

Over the course of the past several c.enh1ries, both natural and human changes Ito the 
lower Mississippi River made it evident that the river began a shift of course to one of its 
distributaries, the Atchafalaya River (Chen, 1983). In doing so, the river would folJow a 
steeper and more direct path to the Gulf of Mexico, a distance of 142 miles down the 
Atchafalaya versus 335 miles along the current channel of the Mississippi. If such a diver­
sion occurred, the Atchafalaya (Figure 14.38) would become the main channel of the Mis­
sissippi and the current channel would become a dLqtributary with a greatly reduced flow. 
The consequences of such a shift wouJd be disastrous to the Louisiana cities of New Or­
leans and Baton Rouge because of the 1oss of shipping trade and also freshwater. The 
greatly reduced flow of the main channel of the Mississippi would not provide the cities 
with a sufficient supply of freshwater, and, in fact, saltwater from the Gulf of Mexico 
wouJd move up the river channel. Saltwater encroachment would occur because the Mis­
sL'>sippi channel bottom Lq below sea level for more than 100 km upriver from Baton 
Rouge. Dramatic changes would also occur in the Atchafalaya Basin. The town of Morgan 
City, already a flood-prone area, would be flooded out of existence. 

Between 1850 and 1950, the percentage of flow of the MissLqsippi that entered the 
Atchafalaya diqtributary increased from less than 10% to 30%. To prevent a channel shift, 
which was predicted to occur as early as 1990, the U.S. Army Corps of Engineers construct­
ed the Old River Control Structure (ORCS) in the 1950s, including the Low Sill Structure and 
the Overbank Stnichire, at the head of the newly excavated Outflow Channel (Figttre 14.39) 
near the head of the Atchafalaya to maintain 70% of the flow down the main channel. In 
1973, a large flood partially undermined the Low Sill Structure, which nearly failed. If it had 
collapsed, the river probably would have shifted catastrophically and could not have been 
restored to its prior condition. As a result, the Low Sill Structure was repaired and a new in­
flow channel containing the $219 million Auxiliary Control Structure was added to preserve 
the ability of the ORCS to block the channel shift into the Atchafalaya . 
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... FIGURE 14.38 
Map of Louisiana showing the Mississippi River and the 
Atchafalaya River, the valley to which the Mississippi 
may shift its course. 
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•FIGURE 14.39 
Map of the Old River area showing the location of components of the Old River Control Structure, 
which together act to prevent the Mississippi from shifting to a new main channel down the 
Atchafalaya River. 

Thus the stage is set for a continuing struggle between the Mississippi River and the 
U.S. Army Corps of Engineers. As the present course of the Mi5sissippi becomes more and 
more unstable with respect to a course to a different part of the delta, more and more ex­
tensive (and expensive) control measures will be required. Only time will reveal the out­
come of this situation. 

Equilibrium in River Systems 
The Graded Stream 
River systems provide the primary means by which continents elevated to great heights by 
tectonic processes are gradually worn down to low-relief plains projecting only slightly 
above sea level. Throughout this process, rivers transport sediment from the topographi­
cally high areas of continents to the ocean. Along the way, stream channels progressively 
grow in size to accommodate the larger discharge supplied by the addition of tributary 
streams carrying the flow from drainage basins of lower stream order. Many studies of 
river systems have indicated that sediment grain size decreases in a downstream direction. 
The sediment transported by a stream ranges from large boulders in mountainous areas to 
silt and clay at the river 's mouth. The slope, or gradient, of a stream also decreases progres­
sively in the downstream direction. The change in gradient of a stream from headwaters to 
mouth is known as the longitudinal profile. As shown in Figure 14.40, longitudinal profiles 
have a characteristic concave shape. Base level is the elevation that the downstream segment 
of the curve asymptotically approaches. Sea level is the ultimate base level for all streams, 
although temporary base levels may be established by lakes or reservoirs at intermediate 
positions along a stream's course. 
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<II FIGURE 14.40 
Idealized longitudinal profile of a 
stream. The gradient decreases as 
the stream approaches base level. 

It is generally accepted that the concave longihtdinal profiles of most stream.o; repre­
sent a state of equilibrium in the river system. Under this assumption the longitudinal pro­
file of a river adjusts to provide the veloci ty necessary to transport the sediment supplied 
to the channel. An equilibrium, or graded, stream tends to maintain its profile for a period 
of time during which there are no drastic changes in the prevailing climatic o.r tectonic 
conditions affecting the basin. Although the idea of equilibrium in stream systems has 
merit, it is now known that the interactions between the numerous variables controlling 
the dLo;charge, sediment load, and profile of rivers are complex. For example, the velocity 
of a river actually increases in the downstream direction despite the decrease in slope evi­
dent in the longih1dinal profile. 

Causes and Effects of Dlsequlllbrlum 
The concept of equilibrium must be considered in terms of the period of time over which it 
is proposed. The graded stream represents equilibrium during some intermediate-length 
period of time (tens to hundreds of years), during which the slope and channel characteris­
tics are adjusted to the discharge and sediment load suppHed to the channel segment. There 
are many factors that tend to disturb the fragile balance that may exist. 

Tectonic activity can be a major cause of disequilibrium in stream systems. An exam­
ple of tectonic initiation of disequilibrium is shown in Figure 14.41. A fault has down­
dropped part of a stream valley in relation to the upstream reach. The response of the 
stream to this disturbance is to reestablish an equilibrium condition. By erosion and down­
cutting upstream from the fault, and by deposition downstream from the fault, the stream 
can eventually develop a new equilibrium profile. Gradient is not the only variable that 
can be adjusted, however. Channel characteristics such as width and depth may also be al­
tered. Other tectonic influences on river equilibriitm involve changes in base level. If a 

<II FIGURE 14.41 
Alteration of a stream profile after fault displace­
ment. The stream reestablishes a smooth, con­
cave profile by erosion above the fault and 
deposition downstream. 
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coastal region Lq uplifted so that the elevation of sea level relative to that particular coast­
line drops, streams must steepen their gradients in the vicinity of the coast in order to ad­
just to the changing conditions. 

Climatic change is of vital importance to stream equilibrium. The climate in a drainage 
basin, along with the geology, controls the discharge and sediment load supplied to a river 
system. Increases or decreases in precipitation within a drainage basin, aside from short­
term variations, will cause changes in vegetation and! will also cause the streams to adjust 
their gradient and channel characteristics. The extreme manifestation of climatic change­
an advance of a glacier into the drainage basin-can lead to drainage system disruptions 
that persist for thousands of years after the glacier has retreated. The Missouri River and 
many of its tributaries, for example, flowed northward to Hudson Bay before the Pleis­
tocene Epoch. The southward advance of glaciers blocked and diverted the course of the 
Missouri into the Mississippi River drainage basin. 

Stream Terraces 
One of the best types of evidence available for inferring past changes in river system equi­
librium is the existence of stream terraces, which are remnants of former floodplains that 
stand abnve modern floodplains in stream valleys. Terraces attest to a former state of equi­
librium that was abandoned during a period of erosional instability. Figure 14.42 illus­
trates the general morphology of terraces. Terraces may be paired or unpaired, depending 
upon whether corresponding surfaces at the same elevation exist on opposite sides of the 
valley. Morphologically, the terrace consists of a flat surface, the tread, bordered by a slope 
called the scarp. Multiple terraces are common in many valleys (Figure 14.43). 

In terms of genetic processes, terraces consist of two types. During the formation of an 
erosional terrace (Figure 14.44), stream downcutting is dominant. Possible explanations for 
downcutting could include tectonic or climatic factors. The origin of depositional terraces in­
cludes a time interval in which the stream fills its valley with sediments. This period of 
aggradation can be caused by decreases in discharge, increases in sediment load, or changes 
in base level. A frequent cause of aggradation in north ern latitudes was the abundant sed­
iment load supplied to the stream system by Pleistoc.ene glaciers. Following the period of 
aggradation, a stream must then erode its channel to form a depositional terrace. The sud­
den decrease in sediment load accompanying the retreat of a glacier or other climatic fac­
tors can lead to the incision of a previously deposited valley fill. 

Human Interaction w ith Equilibrium 
The changes in equilibrium we have considered thus far have not included those that 
are primarily induced by human activity. Among these, the most important examples 
are changes in river systems brought about by land-use changes in the drainage basin . 

... FIGURE 14.42 
Morphology of river terraces. 
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_. FIGURE 14.43 
Multiple river terraces In the M adison River valley, Montana. Source: Photo courtesy of the author . 
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... FIGURE 14.44 
Differences between erosional and depositional ter­
races. Depositional terraces are underlain by thick 
deposits of alluvium. 

The increased sediment yield caused by the conversion of natural areas to ag:ricultural 
production and urban zones was discussed in Chapter 9 and illustrated in Figure 9.21. 
The consequences of increased sediment yield in a drajnage basin can be severe. Sedi­
ment is temporarily stored in river channels, causing a decrease in channel capacity, 
which in turn resi1lts in more frequent and damaging flooding. The effect of the artifi­
cial drainage network in a city (storm sewers) is to supply more water to river channelq 
in a shorter time, as compared with rivers in nonurbanized areas. The magnitude of 



... FIGURE 14.45 
Construction or removal of reser­
voirs causes streams to adjust 
their gradients in order to 
approach a new condition of 
equilibrium. Source: From S. Judson, 
M. E. Kauffman, and L. D. Leet, 
Physical Geology, 7th ed.,© 1987 
by Prentice Hall, Inc., Upper Saddle 
River, N.J. 
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flooding from a given rainstorm is also increased in an urbanized area. The river's re­
sponse to greater sediment load, as well as greater discharge, is to enlarge its channel to 
accommodate the increased flow. Serious bank erosion may result, with floodplain 
landowners sustaining property losses. 

Another class of human adjustments to equilibrium includes such engineering works 
as dams and levees that seek to control the river for such purposes as flood protection, 
water supply, power supply, and recreation. Reservoirs interrupt the longitudinal profile 
of streams by establishing temporary base levels. Figure 14.45 shows some of the effects. 
The sediment load of the stream is dropped as it flows into the reservoir. The decrease in 
gradient causes aggradation upstream from the impoundment as well, as the stream at­
tempts to reconstruct an equilibrium profile utilizing the reservoir as base level. The out­
flow from the reservoir, having deposited its sediment load, is likely to erode as it flows 
down the remainder of the river channel and thus dissipate energy available for sediment 
transport. Dams along the Missouri and other rivers have required extensive downstream 
bank-stabilization projects to limit loss of floodplain area by bank erosion. 

Flood-control projects often involve alterations to river channels. These may include 
levees and other structures to contain the flow within the channel so that flooding will be 
minimized. Alternatively, the channel may be enlarged, or its gradient steepened, in order 
to convey floodwater at a greater discharge or higher velocity through a particular reach. 
Unfortunately, these changes often are answered by undesirable and costly adjustments 
by the river system. Levees may decrease flooding along one reach of the channel, but be­
cause natural floodplain storage of water is decreased, they may aggravate the down­
stream flood problem. The increase in channel size or gradient for attempted control of the 
river is called channelization. This diqturbance of the river's equilibrium is propagated both 
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upstream and downstream from the channelized reach. An interesting example docu­
mented by Daniels (1960) is the Willow River in Iowa. After artificial straightening of the 
channel for flood-control purposes, the gradient was increased to the point at which the 
river began to incise its channel. Evenh1ally, the destabilized channel was twice as wide 
and deep as its original size. Changes of this type are transmitted upstream in a river sys­
tem. Tributary downcutting following channelization can lead to the destruction of farm­
land throughout the basin. 

Case In Point 14.3 
Arroyo Cutting In the American Southwest 

The most significant geomorphic change in the semi-arid Colorado Plateau region of the 
American Southwest in the past cenhtry has been the rapid and extensive entrenchment of 
streams in alluvial reaches to form deep valleys, or arr01;os. The process was well document­
ed because it caused great hardship among the ranchers and farmers that had just recently 
settled the area in the mid-19th century. A prime example of arroyo cutting is the history of 
Kanab Arroyo (Webb et al., 1992), a tributary of the Colorado River located in southem Utah 
and northern Arizona (Figure 14.46). 

Kanab Creek, and its tributary Johnson Wash, alternate between reaches that flow in 
bedrock canyons and reaches that flow across thick alluvial deposits (Figure 14.46). The 
small town of Kanab, Utah, which was settled in the 1860s, lies along an alluvial reach of 
Kanab Creek. At the time of settlement, the stream flowed in shallow channels that the set­
tlers could literally step across. The topography along the stream consisted of broad mead­
ows with a rich cover of natural grasses. The water table was only about 1 m below land 
surface and watering holes for stock could be created easily by digging a shallow hole. In 
places, drainage ditches had to be dug in order to drain the land to cut grasses for hay. The 
conditions were ideal for grazing, and cattle and sheep were quickly introduced to the area. 

Beginning in 1882, a series of unusually large floods caused drastic changes in Kanab 
Creek. By 1885, the channel, which was several meters deep only a few years before, had 
been downcut to a depth of 18 m and a width of 21 m. A series of dams was built along 
the valley to supply domestic and irrigation needs for water, but these all failed in subse­
quent floods. By 1900, the arroyo had reached its current dimensions, 25 m deep and 
80- 120 m wide (Figt1re 14.47). A similar sequence of events has occurred on other streams 
in the Southwest. Erosion was so severe in places that towns were abandoned. Bedrock 
reaches of the streams, however, were only slightly altered, in contrast to the extreme 
changes in the alluvial reaches. 

The question that now must be answered is, what was the cause of this remarkable 
disequilibrium in Kanab Creek and other streams? A hypothesis that has been put forth 
several times is that overgrazing and other agricultural practices caused a decrease in veg­
etation and an increase in soil erosion. This explanation is attractive because the entrench­
ment began soon after settlement and agriculture were introduced. Other evidence, 
however, leads to a different conclusion. Analysis of climatic data from stations in the 
Southwest with long-time records suggests that precipitation in the 1880s and subsequent 
decades was unusually high. This may have been related to an anomalous El Nino event, 
a condition in the Pacific Ocean that alters weather patterns over broad areas. The causes 
for arroyo cutting could therefore have been climatic changes on a global or hemispheric 
scale. Additional supporting evidence comes from studies of the alluvial sediments in the 
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Map of the Kanab Creek drainage basin. Source: From R. H. Webb, S. S. Smith, and V. A. S. McCord, 1992, 
Arroyr> cutting at Kanab Creek, Kanab, Utah, in Paleoflood Hydrology of the Southern Colorado Plateau: Field Trip 
Guidebook, J. Martinez-Goytre and W. M. Phil lips, eds., Arizona laboratory for Paleohydrological and Hydrocli­
matological Analysis, University of Arizona, Tucson, Ariz. 

walls of the arroyos. These studies, using radiocarbon dating of organic matter, have doc­
umented cycles of arroyo cutting and filling events dating back several thousand years, 
long before the impacts of grazing occurred. 

The final verdict on the cause of arroyo cutting is still not known. The case for natural 
climatic cycles is becoming stronger, but it is alqo possible that the effects were accentuated 
or localized by agriculture, dam building, and other human interferences with the complex 
fluvial system. 
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.A. FIGURE 14.47 
Appearance of Kanab Arroyo In 1992. The arroyo Is about 25 m deep and 80-120 m wide. Source: 
Photo courtesy of the author. 

Flooding 
Flooding is the most serious hazard posed by river processes (Figure 14.48). In 1972, 238 
people were killed by flooding in Rapid City, South Dakota. During the same year, flood­
ing in the eastern United States caused by precipitation from Hurricane Agnes claimed 113 
lives and resulted in more than $3 billion in property damage. More recently, the residents 
of towns along the Red River of the North, which forms the border between North Dakota 
and Minnesota, suffered through the worst flood on record in 1997. Particularly hard hit 
by this flood were the towns of Grand Forks, North Dakota, and East Grand Porks, Min­
nesota, which adjoin each other on opposite sides of the river. At the time of the crest of the 
flood, the national media were focused on these towns, as protective dikes were over­
topped, flooding most of the area of the cities. About 55,000 people were forced to evacu­
ate their homes and 11,000 homes and businesses were damaged in Grand Porks. Damage 
from the flood was estimated at $2 bi11ion (1999 dollars), but remarkably no Jives were lost. 

I 
... FIGURE 14.48 
Flooding periodically 
damages structures built 
on unprotected flood­
plains. Source: i>hoto cour­
tesy of the author. 
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.6. FIGURE 14.49 
The U.S. portion of the Red River drainage basin. Shaded area Is the portion of drainage basin that 
contributes water to the river upstream from Grand Forks. Source: From ). A. LeFever, ). P. Bluemle, and 
R. P. Waldkirch 1999, Flooding in the Grand Forks-fast Grand Forks North Dakota and Minnesota Area, North 
Dakota Geological Survey Education Series 25. 

The U.S. portion of the north-flowing Red River drainage basin is shown in Figure 14.49. 
The Canadian problems with this river will be discussed later. Citizens of the region who 
live in the floodplain are used to periodic flooding-in fact, a series of permanent dikes lines 
the channel through all major towns and some of the rural areas. When a flood comes along 
bigger than anything ever recorded, however, there is very little that can be done about it. 
The causes of flMds are complex and highly variable from river to river. The Red River cuts 
through a very flat ancient lake plain underlain by very clayey soils. Therefore, there is a 
high proportion of ninoff relative to infiltration. Cities are vulnerable because there is no 
high ground on which to build. The north-flowing orientation of the river is also significant. 
Spring melting occurs earlier in southe.m headwaters of the basin. As a rising flood wave 
moves north, ice jams often exacerbate the flooding. Finally, seasonal factors are also very 
important in producing a flood. Rainfall was abnormally high in the fall preceding the win­
ter of 1978-1979 in the Red River Basin, and winter snowfall was 2 or 3 times the normal 
amount, with the last of eight major snowstorms occurring in April, just before a rapid tem­
perature rL<>e and thaw. 

Flooding 581 
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The Red River of the North flood of 1997 illustrates the dilemma of flood hazards: 
How can we predict how large floods will be, how often they will occur, and what kind of 
protective measures we need? The lessons learned from many floods suggest that we can 
protect ourselves against moderate events, but when extreme events occur (which will in­
variably happen over time), there Lq little that we can do other than get out of the way. 

Flooding typifies many hazardous geologic processes in that the obstacles to mitigat­
ing the threat to human life and property are largely psychological rather than of a hydro­
logic or engineering nature. The public perception of floods is that they are "acts of God" 
that are impossible to predict or explain. People are reluctant to relocate their homes and 
businesses out of flood-prone areas because of events that they believe may never happen 
in their lifetimes. In reality, the magnitude and frequency of floods can usually be predict­
ed with some degree of certainty, at least on a statistical basis. In addition, flood -prone 
areas can be accurately identified and mapped. In fact, floodplain maps exist for most de­
veloped areas in the United States. 

Flood Magnitude 
Flood magnitude can be mea.qured as the elevation to which a river rises during a flood, but 
more commonly it is reported as the maximum discharge of the stream during the event. 
Changes in river height, or stage, are measured by continuous-recording gauges installed 
along streams throughout most developed countries (Figure 14.50). At each gauging sta­
tion, measurements are made of cross-sectional area and stream velocity through the range 
of possible stages. Through the use of equation (14.5), a rating curve can be constructed for 
each station relating river stage to discharge. With the rating curve and the stage measure­
ment made during a flood, a stream h ydrograph can be made to show the relationship be­
tween discharge and time (Figure 14.51). A stage height discharge curve for the Red River 
at Grand Forks, North Dakota, is shown in Figure 14.52a and a stage height hydrograph is 
shown in Figure 14.52b. The peak discharge for the 1997 flood was measured at 136,900 cfs. 
This discharge actually occurred prior to the maximum stage height, at a stage height 52.21 
feet above datum, because the river was still confined by the dikes at the time of peak dis­
charge and therefore flowing faster. When the flood overtopped the dikes, the velocity and 
therefore discharge decreased so that at its maximum stage height of 54.4 ft, its discharge 
was 114,000 cfs. A view of downtown Grand Forks is shown in Figure 14.53. 

<II FIGURE 14.50 
Streamflow gauging sta­
tion. Source: B. W. Thom­
sen; photo courtesy of U.S. 
Geological Survey. 
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(a) Hydrograph of river stage versus time during 
tal 

a flood. (b) A rating curve for a gauging station. 21 

(c) A hydrograph showing discharge versus time -constructed from (a) and (b). .. 
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Variables that control the magnitude of a flood can be divided into two types: tran­
sient factors that depend on the meteorological conditions, and permanent factors that 
deal with the hydrology and geology of the drainag·e basin. There are a large number of 
meteorological conditions that must be considered. If the flood is caused by a rainfall 
event, the factors include the size, direction, and rate of movement of the storm; the in­
tensity, duration, and location of the rain; and the moisture conditions prevailing in the 
soil before the storm. If the flood is caused by a snowmelt event, transient factors include 
amount of snow, rate of melting, and the soil-moisture conditions. Permanent controls 
within a basin include type and distribution of vegetation, topography, type of soil and 
rock at the surface, and type of drainage network pr·esent in the basin. From the number 
of factors involved, it is easy to understand why it is so difficult to predict the magnitude 
of a particular flood so that safety precautions can be taken. The most basic method of 
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<II FIGURE 14.52 
(a) Rating curve for the Red River at 
Grand Forks, North Dakota. Notice 
that flood stage is reached at an el­
evation of 28 ft above the datum 
and the 1997 flood reached a crest 
height of 54.4 ft. The discharge as­
sociated with this crest height is ac­
tually slightly lower than tthe peak 
d ischarge, which occurred p rior to 
the crest w hen the river was still 
confined by its levees. When the 
flood overtopped the levees, the ve­
locity and d ischarge declined . 
(b) Stage height hydrograph for the 
1997 flood. Source: From J. A. LeFever, 
). P. Bluemle, and R. P. Waldklrch, 1999, 
Flooding In the Grand Forks- East Grand 
F<irks Nonh Dakota and Minnesota Area, 
North Dakota Geological Survey Educa­
tion Serles 25. 

predicting the peak d ischarge from a particular rainfall event is by use of equations such 
as the Rational Equation, which can be stated as 

Q = CIA (14.10) 

where Q is peak discharge in cubic feet per second, C is a runoff coefficient whose values are 
given in Table 14.2, 1 is the rainfa ll intensity in inches per hour, and A is basin area in acres. 



... FIGURE 14.53 
Aerial view of downtown Grand Forks, 
N orth Dakota, looking eastward toward 
East Grand Forks, Minnesota, during the 
1997 flood. Bridges at center of view show 
the normal size of the river channel. 
Source: Photo courtesy of North Dakota Geo­
logical Survey. 

Table 14_2 Values of C (Runoff Coefficient) for the Rational Equation 

c 
0.1- 0.3 
0.1- 0.5 
0.3- 0.6 
0.5-0.8 
0.5-0.9 
0.7-0.95 
0.9-0.99 

0.0 

Land Cover or Land Use 

Forest 
Grasslands 
Row crops, p lowed ground 
Bare ground, s mooth 
Suburban lands 
Urban land~ 
Water body, fulll 
Water body, empty 

Source: From C. C. Mathewson, Engineering Geology, Cl 1981 by Charles E. Merrill Publishing Co., 
Columbus, Ohio. 

Flood Frequency 
Perhaps as important as predicting the magnitude of a flood generated by a particular pre­
cipitation event is the problem of predicting the frequency of large floods. Because it is im­
possible to predict when a flood of a certain magnitude will occur, the only alternative is to 
attempt to determine the probability of a particular flood within a given year. A general re­
lationship that seems to hold tme is that the magnitude of natural processes is inversely 
proportional to the probability of their occurrence. Thus, the larger the flood under con­
sideration, the less likely it is to happen in a particular amount of time. 

Another way of defining frequency is in terms of recurrence interval (R.I.), which is the 
average period of time between floods of a certain magnitude. It is related to probability 
through the following relationship: 

1 
- = R.I. 
p 

(14.11) 

Thus, if a flood has a probability (p) of 0.01 of occurring in a single year, its reci1rrence in­
terval is 100 years. It cannot be overemphasized that the reci1rrence interval refers to a sta­
tistical average over a long period of time. A town that experiences a 100-year flood has 
the same risk of a similar flood in every following year. 
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Flood-frequency curves are established from gauging-station records to show the rela­
tionship between magnitude and frequency. A basic way of constructing these diagrams is 
to plot magnitude expressed as discharge or stage height versus recurrence interval for the 
maximum discharge for each year of the historical record. An example for the Red River of 
the North at Grand Forks is shown in Figure 14.54. Recurrence interval (R.l.) L'> established 
by ranking each yearly discharge from highest to lowest and using the relationship 

N + 1 
R.I. = M (14.12) 

where N is the number of years of record and Mis the magnitude rank. This method can 
be successful only after many years of record are available. For example, the gage at 
Grand Forks has 117 years of record . Therefore, the 1979 fl ood, which was the largest 
historical fl ood, has a recurrence interval of 118 years. Flood-frequency curves can be ex­
trapolated to predict larger fl oods than have been historically recorded. The Grand 
Forks record has been extrapolated in Figure 14.54 to a recurrence interval of 500 years, 
thought to represent the flood that would occur if the most favorable conditions for 
flooding for all possible factors happened simultaneously. This hypothetical fl ood, 
which would have a stage height of 61 feet, is considered the worst flood that could pos­
sibly happen at Grand Forks. Various statistical methods are available for fitting points 
on a flood-freqi1ency diagram and extrapolating the curve to higher-magnitude values. 
The greater the extrapolation, however, the more uncertain are the predicted fl ood mag­
nitudes and recurrence intervals. 



TI1e followiI1g table shows the five largest annual flood discharges for Seneca Creek at Dawson, 
Maryl<md, for the period 1928- 1958. Calculate the recurrence interval for the 1953 flood . 

Solution 

Year 

1956 
1933 
1953 
1928 
1958 

Discharge ( m3/s) 

427.7 
263.3 
207.6 
107.6 
103.1 

Rank Order 

1 
2 
3 
4 
5 

TI1e record contains 31 years of annual flood peaks. For the 1953 fl ood, 

Effect of Land-Use Changes 
The flood-frequency analysis presented involves the assumption that flood magnitudes 
are random samples from a population of possible events and that the underlying factors 
that cause floods do not change. As Case in Point 14.3 mu.strated, however, we know that 
yearly mean temperature and precipitation amounts can change throi1gh time, making 
floods more or less frequent and severe for a certain period of time. Land-use changes that 
have been mentioned also influence flood magnitude and frequency. Most important 
among possible land-use changes is urbanization. The cumulative effects of urbanization, 
including less infiltration and more rapid runoff, can alter a flood hydrograph in the man­
ner shown in Figure 14.55. The result Lq flooding of greater magnitude and shorter lag 
time. Sudh floods are termed flashy. The flood-frequency analysis made from nah1ral con­
ditions in the stream basin before urbanization may not accurately predict the magnitude­
frequency relationships after urbanization. 

Flood Control 
The unpredictability of floods and the great damages that they can cause present a major 
dilemma to society. How can we best protect our population against a nebulous and poor­
ly understood threat? In answer to this question there are basically two alternatives that 
can be considered. First, river systems can be controlled and regulated by means of chan­
nel improvements, levees, and dams. This is known as the structural approach. Second, land 
use on flood plaiM can be regulated by zoning ordinances so that flood -prone areas are 
not occupied by buildings susceptible to great damage during flooding. This alternative is 
known as the nonstructural approach. 

Until recently, the United States has chosen to combat floods through the struch1ral 
approach. Costa and Baker (1981) report that the federal government had spent more than 
$14 billion on flood control between 1936 and 1981. The advantage of the structural ap­
proach Lq that flood-control projects can offer protection against floods of a certain magni­
h1de (the design flow) if they are properly designed and constn1cted. In addition, they are 
politically attractive to legLqJators because they create jobs in a flood-prone area and are 
perceived by the public as a positive step toward solving the problem. Unfortunately, 
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Changes In a flood hydrograph after ur­
banization of a drainage basin. Source: After 
L. B. Leopold, 1968, Hydrology for Urban Land 
Planning, U.S. Geological Survey Circular 554. 

there are a number of disadvantages to flood-control struch1res. Most important, a flood 
greater than the magnihtde for whiclh the structure is designed can cause greater damage 
than would have occurred without th e structure. If a dam fails, for example, the resulting 
flood can assume catastrophic proportions. Most dam failures have been caused by inade­
quate site investigations or design relative to the geologic conditions at the site. The St. Fran­
cis and Teton Dam failures are prime examples. 

We have already discussed the potential effect of altering river channels by levees, 
channelization, or other projects. These projects change the nah1ral balance of th e stream 
and cause it to adjust other variables in the system. A final comment about stn1ch1ral 
measures is that they may actually encourage development of flood-prone areas. If people 
believe that there is no danger from floods, they will readily develop floodplains. This only 
increases the potential for loss and damage in the event of a rare flood of large magnitude. 

The nonstructural approach is an attempt to integrate geologic processes into land use 
and development. The method of flood protection in this approach is to delineate flood­
prone areas and restrict development in those areas to uses that are compatible with peri­
odic flooding. In urban areas, these uses include parks, golf courses, and other natural or 
open areas. In addition to flood protection, these zones enhance the aesthetic value of a 
river in a crowded urban setting. The costs for land acquisition for these uses may even be 



less in the long run than the costs of repeated flood damage. The limitations to thiq ap­
proach are that it requires the relocation of homes and businesses. This is considered by 
some to be an infringement of their right to live wherever they please. In highly developed 
areas, it may be possible to apply this approach only after a major flood has occurred. 

Case In Point 14.4 
Flooding and Land Use 

Flooding 589 

Two examples that illustrate differing approaches to flood control are provided by the 
cities of Winnipeg, Manitoba, and Rapid City, So11.1th Dakota. 

The city of Winnipeg, with a population of 650,000 compared to about 60,000 in 
Grand Porks and East Grand Forks, lies at the confluence of the Assiniboine River and the 
Red River of the North (Figure 14.56), both of which flood regularly. Winnipeg lies about 
225 km downstream from Grand Forks, North Dakota. The topographic setting of the city 
is similar to that of Grand Forks, lying within the same glacial lake basin. Large areas of 
the city were inundated by past floods because of the shallow valleys of the rivers and the 
low relief of the areas adjacent to the rivers. As in Grand Forks, most major floods in Win­
nipeg generally occur during the spring snowmelt. Snow depths and the rate of melting 
are critical factors in determining whether or not a flood will be forthcoming. After the 
devastating flood of 1950, the city government decided to construct a flood way to divert 
floodwaters from the Red River of the North around the city. An inlet control structure in 
the channel of the Red River consists of a gate that can be raised to block the flow of the 
river. Water then rises behind the structme and flows into the floodway. The artificial 
channel, constn1cted in 1966, has an average depth of 9 m, a maximum width of 18 m, 
and can carry a maximum discharge of 1700 m3/s (Figt.1re 14.57). The floodway, along with 
other structural and nonstructural flood-protection measures, had been successful in pre­
venting flood damage in the city in the years before 1997. About 2 weeks after the crest of 
the 1997 flood passed Grand Forks, it reached the Winnipeg flood way. Apprehension was 
widespread because the flood actually exceeded the design capacity of the floodway. 
With temporary diking, however, the flood way survived its greatest test and there was 

... FIGURE 14.56 
Map of the Winnipeg, Manitoba, area showing the location 
of the Red River floodway. 
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.6. FIGURE 14.57 
The Red River floodway. Sourre: Photo courtesy of the author. 

little damage in the city. Ilad it failed, the damage woi1ld have been many times what was 
experienced in Grand Forks. After the 1997 flood, the Province of Manitoba began plan­
ning for an expansion of the floodway to accommodate even larger floods. 

Rapid City, St)Uth Dakota, lies along Rapid Creek at the base of the Black Hills. On the 
night of June 9, 1972, heavy thunderstorms over the Black I Ulls dumped as much as 38 cm 
of rain in less than 6 h. The result was a 100-year flood that killed 238 people and cost 
$128 million in prnperty damage (Figure 14.58). In response to thi'\ event, the city adopt­
ed a nonstruch1ral plan for flood control (Rahn, 1984). The floodplain today consists of 
parks, nah1ral areas, golf courses, and other recreational-area developments. A few large 
commercial buildings were allowed to remain. The main objective was to remove private 

... FIGURE 14.58 
M ap of part of Rapid 
City, South Dakota, 
showing extent of 
flooding (dark area) 
June 9- 10, 1972. Source: 
From 0. ). Larimer, 1973, 
Floodofjune9-10, 1972, 
at Rapid Oty, South 
Dakota, U.S. Geological 
Survey Hydrologic I nvesti­
gations Atlas 511. 
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dwellings from the flood-prone area. As the mayor of Rapid City r~marked, "Anyone who 
sleeps on a floodplain is crazy." Unfortunately, outside of the city limits, areas along Rapid 
Creek that were devastated by the 1972 flood were rebuilt with the same type of structures 
in the same hazardous locations. New construction also has occurred in the floodplain. 
The "act of God" mentality is difficult to combat. 

Summary and Conclusions 
Individual rivers are components of an integrated stream network in a drainage basin. A 
str~am network develops a particular spatial stream pattern that is controlled by the geol­
ogy, soils, topography, climate, and vegetation in a drainage basin. The concept of stream 
order has led to quantitative analysis of the variables characterizing stream networks. A 
hydrologk budget can be established for a drainage basin as a whole. 

The flow of water in rivers can be studied using hydraulic parameters such a.s the 
Reynolds and Froude numbers. The Chezy and Manning equations relate the velocity of 
the stream to the gradient, channel shape, and b01.mdary roughness. The velocity and 
shear stress, in turn, control the entrainment and transportation of stream sediment. Sedi­
ment is transported as bed load, suspended load, and dissolved load until the velocity 
drops and deposition removes the suspended and bed load. Deposition and other stream 
characteristics depend on whether the river is meandering or braided. These stream types 
result in different sediment distributions and landforms. Alluvial fans and deltas develop 
at points of major change in gradient in stream systems, where much of the stream load is 
deposited in a valley or in an ocean or lake. 

All the geologic and climatic variables that control the discharge and sediment load in 
a stream can be considered as a system that can achieve a state of equilibrium when con­
sidered over a period of years. If natural or artificial changes in equilibrium are induced, 
the system attempts to reestablish an equilibrium condition. In this process many of the 
variables may be affected. Stream terraces constitute evidence that nah1ral changes in 
equilibrium have occurred. Urbanization, dams, and other human alterations to the sys­
tem may produce far-reaching changes to the channel and to the drainage basin. 

Flood ing is a natural, periodic process in river systems. Flood magnitude depends on a 
large number of geologic and climatic factors. Flood-frequency graphs show the inverse re­
lationship between flood magnitude and recurrence interval. The problem of flood control 
can be approached in two ways. A certain degree of protection can be achieved by the con­
stn1ction of dams, levees, and other projects. This method is called the structural approach. 
A better alternative in most cases is the nonstructural approach, whereby land use on flood 
plains is restricted to those uses that are most compatible with periodic inundation. 

Problems 
1. Why do hydrologL~ts use the drainage basin in the 

sludy of river systems? 

2. How is drainage density related to the geology of a 
drainage basin? 

3. How does stream capture modify river systems? 

4. If Niagara Palls maintains an average rate of head­
ward retreat of 1 m/yr, and the distance to the outlet 

of Lake Eric is 29 km, when will the fa Us reach la kc 
Erie? Based on Figure 14.lOb, what L~ tlitc eventual 
fate of lake Erie? 

5. How do the Reynolds and Froudc numbers charac­
terize flow in rivers? 

6. If the depth of a stream is 2 m, what must the veloc­
ity be to attain critical flow? 
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7. What factors determine the velocity of flow in a 
stream? 

8. A particular channel has a semicircular cross section 
with a radius of 5 m. If the slope is 10 3 and 
Manning's roughness coefficient is 0.04, what is the 
stream discharge? 

9. Describe the Lwo parameters that are used to predict 
entrainment of parl'icles as flow conditions change. 

10. A channel cross section has a hydraulic radius of 
1.6 m and a slope of 0.002. Calculate the critical 
shear stress exerted by the stream and the largest 
particle size that could be transported, ba.sed on 

Table 14.3 Annual Flood of the Red River at Grand Forks-East Grand Forks­
Highest Level Reached During Each Year 

Date level Date level Date level 

1882 48.00 1921 20.90 1960 28.88 
1883 42.20 1922 28.72 1961 9.75 
1884 31.10 1923 26.60 1962 34.45 
1885 23.10 1924 8.20 1963 21.23 
1886 20.60 1925 19.00 1964 22.71 
1887 16.30 1926 18.10 1965 44.92 
1888 29.50 1927 21.70 1966 45.55 
1889 12.00 1928 21.80 1967 37.50 
1890 10.60 1929 28.30 1968 20.03 
1891 17.70 1930 18.90 1969 45.69 
1892 33.40 1931 6.48 1970 34.42 
1893 45.50 1932 22.07 1971 27.86 
1894 26.90 1933 15.18 1972 38.73 
1895 9.90 1934 10.02 1973 27.32 
1896 32.00 1935 13.07 1974 40.25 
1897 50.20 1936 25.00 1975 43.30 
1898 15.00 1937 11.57 1976 34.58 
1899 20.90 1938 15.49 1977 8.71 
1900 13.20 1939 20.13 1978 45.73 
1901 26.30 1940 21.88 1979 48.81 
1902 26.00 1941 27.86 1980 31.01 
1903 28.00 1942 24.10 1981 14.68 
1904 40.65 194.1 38.16 1982 37.18 
1905 26.11 1944 19.79 1983 29.17 
1906 36.00 1945 32.00 1984 37.06 
1907 39.95 1946 3..1.23 1985 25.90 
1908 32.80 1947 40.71 1986 37.00 
1909 18.80 1948 41.68 1987 33.19 
1910 30.70 1949 29.11 1988 21.16 
1911 10.70 1950 45.61 1989 44.37 
1912 12.73 1951 33.52 1990 17.56 
1913 26.70 1952 3..'l60 1991 17.63 
1914 17.50 1953 24.63 1992 23.30 
1915 30.80 1954 18.63 1993 36.39 
1916 41.00 1955 26.17 1994 34.30 
1917 32.50 1956 32.43 1995 39.80 
1918 11.30 1957 24.67 1996 45.90 
1919 23.20 1958 16.03 1997 54.35 
1920 41.00 1959 16.10 1998 39.84 

Source: From J. A. LeFevre, ). P. Bluemle, and R. P. Waldkirch, 1999, Flooding in the Grand Forks-East Grand 
Forks North Dakota and Minnesota Area, North Dakota Geological Survey Education Serles 25. 



the relationship shown in Figure 14.18. (Figure 14.18 
uses units of kg1orce/m2; 1 kg/ = 9.8 N.) 

11. Describe the ways in which sediment is transported 
in streams. 

12. Compare and contrast braided and meandering 
stream systems. 

13. What arc the similarities and differences between 
deltas and alluvial fans? 

14. How can a stream be considered in a state of equilib­
rium when discharge, velocily, and other parameters 
are constantly changing? 

15. How do human activities affect equilibrium? 

16. TWo nearby drainage basins have areas of 5 acres. 
One basin is urbanized and the other basin is 
forested. Calculate the stream discharge from each 
basin for a 1 in./h rainfall. 
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17. Table 14.3 gives the annual flood record (stage height 
of highest event in each year) for Grand Forks, North 
Dakota for a 117-yr period. Rank order the 10 largest 
floods on record. When did the 10th largest flood oc­
cur and what is its recurrence interval? 

18. Based upon diagrams included in the chapter, what 
is the approximate recurrence interval of floods that 
just reach the flood stage at Grand Forks? What is 
the discharge of these floods? 

19. In the aftermath of the 1997 flood, local and federal 
agencies began to make plans for flood prevention 
in Grand Forks. What measures would you suggest 
to alleviate tl1is problem? Discuss tl1e piros and cons 
for each potential action. 
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CHAPTER 

Oceans and Coasts 

The importance of the oceans can be appreciated when we realize that 
more than 70% of the earth's surface is covered by water. The significance 

of the oceans, however, goes well beyond their areal extent. Life on the earth 
began in the ocean.q, Today, microscopic organisms in the sea form the base of 
the oceanic food chain, which supports the population of fish and other high­
er organisms in the oceans. This huge reservoir of food is desperately needed 
by the exponentially growing human population and we must ensure that 
fish populations are managed properly so they are sustainable in the future. 

As mentioned in Chapter 1, oceanic circulation is being increasingly rec­
ognized as a factor in climatic stability. Rapid and severe changes in the 
earth's climate- from greenhouse to icehouse flips and vice versa- are linked 
to fluctuations in deep circulation of the oceans. Evidence suggests that this 
circulation exists in two stable states that are separated by rapid global cli­
mate change. Under some scenarios, our current global warming trend could 
cause a partial shutdown of deep circulation and switch the earth's climate 
into a much colder state. 

In recent decades we have begun to tap the vast storehouse of mineral 
and energy resources in the oceans. Throughout geologic time the remains of 
tiny marine organisms have accumulated to form the earth's supplies of pe­
troleum. Exploration for petroleum is increasingly focused on deep offshore 
targets. The problems involved in the construction of offshore drilling plat­
forms and other stn1ctures make an understanding of the oceans a matter of 
practical importance. 

Coastlines, where the oceans and continents meet, are among the most 
dynamic areas of the earth. The combination of active geologic processes and 
dense development of coastal areas leads to a wide spectrum of engineering 
and environmental problems. The great devastation caused by the Indian 
Ocean ts11.1nami of 2004 is one sign that we must develop a better under­
standing of coastal processes and implement warning systems to prevent fu­
ture cata_qtrophes of this type. Environmental degradation of oceans and 
coasts Lq a more subtle, but gmwing threat. The recent occurrence of large oil 

595 



596 Chapter 15 Oceans and Coasts 

spills from tanker accidents has highlighted the need to understand the geologic, chemi­
cal, and biological interactions in coastal waters. 

The Ocean Basins 
Oceanic Circulation 
Large-scale motions of seawater are partly driven by prevailing winds over the sea sur­
face. Surface currents-the Gulf Stream, for example-travel long distances and transport 
huge quantities of water. Individual currents are actually parts of huge loops called gyres 
(Figure 15.1). These currents are important mechanisms for transferring heat, in the form 
of warm water, from the equatorial regions toward the poles. 

The oceans also undergo vertical circulation. When surface currents diverge, or flow 
away from a continent, deep water moves upward to replace the si1rface water. This move­
ment, known as upwelling (Figme 15.2), is of great economic importance because deep 
water is rich in nutrients. Organisms, including fish, proliferate in areas of upwelling. The 
opposite of upwelling is sinking. Vertical movement is also driven by density differences. 
Cold, saline polar water sinks and moves very slowly toward the equator. North Atlantic 
deep water is forced to flow over the even denser Antarctic bottom water (Figure 15.2). 
The global oceanic circulation of deep waters, known as thennohaline circulation, is closely 
linked to climate. In the Atlantic Ocean, warm surface currents flow north into the North 
Atlantic. Warm air masses, carrying moisture that evaporates from the warm surface cur­
rents, keep the northern midlatitudes, such as Europe, much warmer than they would be 
without these currents. As moisture is removed, however, the waters become more saline 
and denser, a process that is accentuated by cooling of the currents as they move north­
ward. Eventually, the surface waters become dense enough to sink to the bottom to form 
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Current movement in the oceans. Source: From S. Judson, M. E. Kauffman, and L. D. Leet, Physical Geology 
7th t!d., ti:> 1987 by Prnntict! Hall, Inc., Uppt!r Saddle Rlvt!r, N.J. 



... FIGURE 15.2 
(a) Upwelling caused by surface flow away 
from a continent. (b) Vertical distribution 
of selected water masses. 
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North Atlantic bottom water (Figure 15.2), which then flows southward toward the equa­
tor along the ocean floor. It is this large-scale, conveyor-like circulation that distributes 
heat from the equatorial regions and moderate climates in the midlatitudes. At times in the 
past, perhaps during periods of accelerated melting of midlatitude glaciers, cold, fresh wa­
ters spread over the North Atlantic Ocean, preventing the formation of North Atlantic bot­
tom waters. Thus, with the deep circulation conveyor belt shut down or weakened, the 
climate in the northern and midlatih1des became much colder. A fluctuation between these 
two states-a strong conveyor belt versus a weak one-is thought to be related to major 
climate changes during Quaternary time. Under the warm climatic conditions of the 
Holocene, the conveyor belt has been strong and steady. If, however, the climate continues 
upon its current warming trend, melting sea ice in the North Atlantic and glacial runoff 
from high-latihtde glaciers could conceivably weaken the conveyor belt and throw the 
earth's climate into a colder state. This is only one of many possible scenarios associated 
with global warming, but one that would have major implications for the human popula­
tion if it occurs. 

Topography 
The modem study of the oceans began with the voyage of the research vessel H.M.S. Cha/­
ltmger in 1872. Prior to this voyage, the ocean basins were assumed to be broad, featureless 
plains. Instead, the Challenger expeditions brought back evidence of huge submarine 
mountain ranges, deep trenches, and other topographic features. Detailed study of the 
ocean basins accelerated during and after World War II. This work has provided much of 
the evidence for plate tectonics. 

The topography of the ocean basins is dominated by midoceanic ridges (Figure 15.3). 
These ridges rival the size and extent of continental mountain ranges. At the crest of the 
midoceanic ridges lie the faulted rift valleys, where new oceanic crust is formed in the 
seafloor spreading process. 

The ocean bottom slopes downward away from the rugged midoceanic ridges into a 
region of more subdued relief containing abt;ssal hi/ls. The relatively high elevation of the 
midoceanic ridges is the result of volcanism and thermal expansion of the lithosphere; as 
newly formed crustal material moves away from the ridge crest it cools and subsides. Iso­
lated volcanic mountain.q, or seamounts, rise above th.e floor of the oceans in many places. 
Some seam()unts have flat tops rather than the typical conical shape of a volcano. Drilling 
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_. FIGURE 15.3 
Topographic features of the ocean basins. Notice the position and size of the midoceanic ridges. 
Source: Reproduced from the World Ocean Floor panorama by Bruce C. Heezen and Marie Tharp, e 1977 by 
Marie Tharp. 

of these flat-topped seamounts, termed guyots, has prodi1ced evidence to explain their 
emergence in the geologic past. The flat-topped form is attribi1ted to wave erosion near sea 
level. The present depth of guyots is an indication of the great amount of subsidence that 
has taken place. 

The greatest depths of the ocean basins are located at the trenches, long narrow troughs 
associated with subduction zones. Oceanic crust is pushed or dragged downward toward 
the mantle beneath these linear trough..q. 

The surface of the ocean bottom changes considerably in the vicinity of the continents. 
Rapid rates of deposition of continental sediment bury the landscape, producing abyssal 
plains of low relief. 

Oceanic Sedimentation 
Sediments deposited on the ocean floors beyond the influence of the continents, called 
pelagic sediments, consist of inorganic and organic types. The inorganic pelagic sediments 
are composed mostly of clay-size ( < 0.004 mm) particles of quartz, feldspar, clay, and other 
common rock-forming minerals. These particles are originally derived from the continents 
but can be transported great distances by ocean currents or winds because of their ex­
tremely small siz~. Large areas of the ocean floors are covered by red or brown muds com­
posed of the inorganic pelagic sediments. Sedimentation rates are very low, often less than 
1cmper1000 years. 

Organic sediments are al<io deposited on the ocean floor. These include the shells of mi­
croscopic organism.q living near the surface of the ocean, as well as fecal pellets and other or­
ganic remains. The shells secreted by organisms are composed of calcium carbonate or silica. 
The shell<i of organisms that secrete calcium carbonate, such as the one-celled foraminifera, 
are the most abundant in the oceans, although these shells are never found in sediments de­
posited below a water depth of approximately 4 km. The reason for thiq is that deeper waters 
tend to be undersaturated with respect to calcium carbonate, and therefore steadily dissolve 
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.A. FIGURE 15.4 
Carbonate compensation depth In the oceans. Source: From F. Press and R. Siever, Earth, 3rd ed., ie 1982 
by W. H. Freeman and Co., San Francisco. 

shells that fall to the bottom. The depth at which seawater becomes undersaturated is called 
the carbonate compensation depth. (Figure 15.4). Carbonate-rich foraminiferal oozes are common 
where the ocean bottom lies above this critical level. Radio/arian or diatom oozes are deposited 
where organisms that secrete siliceous shells are abundant. These sediments are not affected 
by the carbonate compensation depth. 

Continental Margins 
Topography 
The margins of the continents have several topographic divisions (Figure 15.5). Extending 
seaward from the coastline are gently sloping platforms called continental shelves. Conti­
nental shelves vary in width from less than 2 km to more than 1000 km. Although arbitrary 
depth limits have been used to define the extent of the shelves, the best method is to define 
the limit of the continental shelf as the point where the slope suddenly increases. A water­
depth range of 200 to 650 m will include a large percentage of the shelves. 

Continental shelves are correctly considered to be parts of the continents submerged 
by the present elevation of sea level. A variety of sediment types covers the shelves, al­
though the sediments were reworked and redistributed by waves and currents during the 
postglacial sea-level rise. Valleys called subrna·rine canyons cross the continental shelves. 
Most of these valleys are the offshore continuation of river valleys on land. Many subma­
rine canyons were cut across the continental shelves during Pleistocene time when rivers 
flowed across the exposed shelves. 

The economic value of the continental shelves is very great because of the fishing indus­
try that they sustain and the petroleum reserves that they overlie. Construction of offshore 

... FIGURE 15.5 
Topographic divisions of the 
continental margins. 
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drilling platforms on the continental shelves iq an engineering problem that requires de­
tailed knowledge of the distribution and engineering properties of shelf sediments. The plat­
forms must be designed to withstand the huge waves that are generated as storms pass over 
the continental shelves. Offshore platforms in the Gulf of Mexico were damaged by hurri­
canes in 2004 and 2005. 

The continental shelves terminate at the upper margins of the continental slopes. The 
most steeply sloping segments of the continental slopes average 70 m per kilometer in 
comparison to the mean value of about 2 m per kilometer for the slope angle of the 
shelves. Submarine canyons dissect the continental slopes, although these valleys could 
not have been eroded by rivers because the sea level has never dropped low enough to ex­
pose them. At the base of the continental slopes, the slope angle again decreases to a more 
gentle decline along the surface of the c011tinental rises. The continental rises gradually 
merge seaward with the flat abyssal plains of the ocean floors. 

Turbidity Currents 
The continental slopes and rises are blanketed by thick accumulations of continental sedi­
ment that was transported to the edg·e of the continental shelves by rivers and wave action 
during the recent geologic past. On the continental slopes these unconsolidated sediments 
are somewhat unstable at the greater slope angle found on that part of the continental 
margin. Slumps are common, sometimes triggered by earthquakes. 

When slope movements occur on the continental slope, a very important type of cur­
rent can be generated (Figure 15.6). The cttrrent consists of a dense cloud of suspended 
sediment that accelerates and flows rapidly downslope because it is more dense than the 
surrounding seawater. The name given to this type of flow is turb·idity current. When tur­
bidity currents flow out onto the continental rises, the velocity decreases because of the de­
crease in slope. Particles begin to drop out of sttspension in order of decreasing size as the 
current slows, so that graded bedding develops in the layer of sediment deposited by the 
turbidity current. 

Dramatic evidence for the existence of turbidity currents was provided when data were 
analyzed from the 1929 earthquake of the Grand Banks of Newfoundland. The data includ­
ed the times of breakage of submarine transatlantic telephone cables following the earth­
quake. Some of the cables were broken hours after the event, so the earthquake was ntled 
out as a direct cause. Cables were broiken sequentially with increasing distance from a point 
on the continental slope. The only reasonable explanation for this pattern of cable breakage 
is that the earthquake generated a powerful turbidity current that flowed down the conti­
nental slope at a velocity of 40 to 55 km/h, systematically breaking each cable it crossed 
along its path. 

Turbidity currents are important because they transport huge quantities of continental 
sediment onto the adjacent abyssal plains to form deep-sea fans (Figure 15.7). The submarine 

<II FIGURE 15.6 
~~::;:::=:=----------- Sea level Generation of a turbidi ty current 

by slumping In the sediments of 
the continental slope. 



.6. FIGURE 15.7 
M odel of a deep-sea fan deposited at the end of a submarine canyon that cuts both the continental 
shelf and continental slope. Turbidity currents can be generated both within the canyons and from 
slumps on the continental slope. Source: From H. G. Reading and M. Richards, 1994, Turbldlte systems In 
deep-water basin margins classified by grain size and feeder system, American Association of Petroleum Geologists 
Bulletin, 78:792- 822. 

canyons incised into the continental slopes are most likely eroded by these dense, sediment­
laden flows. Ancient sequences of marine sedimentary rocks exposed on land have now 
been interpreted to be the result of turbidity-current deposition (Chapter 5). These sequences 
of turbidites consist of alternating layers of sandstone or siltstone and shale (Figure 5.24). 
The coarse-grained beds display graded bedding and are interpreted to be deposits of tur­
bidity currents. The interbedded shales represent normal pelagic sedimentation between 
htrbidity currents. The wide distribution of these sedimentary sequences attests to the im­
portance of htrbidity currents in marine sedimentation along continental margins. 

Shorelines 
Waves 
Among the processes that shape our coastlines, those involving waves are probably the 
most important. The impingement of waves upon a shoreline governs coastal erosion, 
the formation of beaches, and the distribution of sediment in the shoreline environment. 
Coastal engineering and management therefore must be based on an understanding of 
wave processes. 

Generation and Movement 
The basic parameters used to describe wave motion are illustrated in Figure 15.8. Wave/engtlt 
is the distance between adjacent crests or trt1ughs. The amount of time between passage of 
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r Wavu length, L 

1 
<II FIGURE 15.8 
Definition of wavelength and wave height. 

successive crests relative to a fixed point is the wave period. The wave velocitt;, C, then, is sim­
ply the wavelength, L, divided by the period, T: 

L 
C=­

T 
(15.1) 

Although waves move through the water at a particular velocity, the water through which 
the waves propagate does not travel forward in the direction of wave movement. Instead, 
particles of water beneath a passing wave describe circular orbits with decreasing diame­
ters as depth increases below the surface (Figure 15.9). This pattern of motion can be ob­
served in the behavior of a cork bobbing in the water as waves pass beneath. When we 
speak of wave velocity, then, we ar·e referring to the velocity of the moving waveform 
rather than the water. Additional parameters needed to characterize wave movement are 
wave height-the vertical distance from trough to crest-and water depth. The relationship 
between water depth and wavelength is an important aspect of wave motion. 

Waves are produced by the transfer of energy from wind to the water surface. The 
amount of energy transferred, which is reflected in the size and period of the waves gen­
erated, is dependent on three parameters illustrated in Figure 15.10. The storm duration 

<II FIGURE 15.9 
The circular motion of water particles In waves In deep 
water. Source: After U.S. Hydrographlc Office Publication 
604, 1951. 

<II FIGURE 15.10 
Factors that determine the size and period of wind 
waves. Source: From P. D. Komar, Beoch Processes ond 
Sedimentation,© 1976 by Prentice Hall, Inc., Upper Saddle 
River, N.J. 



and wind speed are hinctions of the size and intensity of the storm. The fetch, the distance 
over which the wind blows, is a function of the storm and the body of water. Fetch is a lim­
iting factor for the generation of waves in small lakes and ponds. The generation of waves 
by storms at sea produces a complex group, or spectrum, of waves, with large variation in 
period. Under the influence of the generating storm, these sea waves are highly irregular. 
Individual wave crests are random summations of smaller waves of different periods. 

The amount of energy transferred to the water from the wind is a function of the wave 
period and the square of the wave height. Long-period waves, those with periods of 20 s 
or more, are generated only when wind speed, storm duration, and fetch are all at their 
maximum values. Wave heights of 30 m or more have been observed in the open ocean. As 
waves move out of the area of generation, wave groups of similar periods sort themselves 
out and the wave motion becomes more regular. These waves, which travel great distances 
from their area of generation, are termed swell. Although the equations that describe wave 
motion are fairly complex, simplifications can be made under certain conditions. For ex­
ample, in deep water-in which the depth is greater than one-half the wavelength-both 
wavelength and velocity can be expressed as functions of period. Thus 

gT2 
L = -

27T 
(15.2) 

where g is the acceleration of gravity. By substituting equation (15.2) into (15.1), wave ve­
locity can be expressed as a function of period: 

gT 
C =-

27T 
(15.3) 

After conversion to swell, wave groups of similar period travel forward until they en­
counter a coastline. Along this path the waves lose energy by several processes, including 
lateral spreading of the waves from the area affected by the storm to a large area of the 
open ocean. The potential coastal erosion or damage to structures depends upon the char­
acteristics of the waves originally generated by the storm and the changes to the wave 
groups that occur along their path to the coast. Charts are available for prediction of wave 
heights and periods from known storm characteristics. 

Breaking Waves 
A.q waves approach shore, they undergo a gradual transition from sinusoidal profiles with 
low, rounded crests to waves with sharp peaks and higher wave heights (Figure 15.11). 
This transitional process begins when the water depth decreases to about one-half the 
wavelength. As the waveform begins to interact with the bottom, the circular orbits of 
water particles (Figure 15.9) become compressed to elliptical shapes. The wavelength and 
the velocity both decrease, while the period remains the same. As the wavelength decreases, 

... FIGURE 15. 11 Deep water swell 
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.A. FIGURE 15.12 
Waves breaking on shore. Source: R. Dolan; photo courtesy of U.S. Geological Survey. 

the wave crest must build in order to maintain a constant mass of water within a single 
wavelength. The ratio of the wave height to wavelength, called wave ste,;pness, gradually 
increases until a critical value of stability is exceeded. This occurs when the steepness 
reaches a value of about~· At this point, the wave breaks (Figure 15.12) because it has be­
come too steep to maintain its shape. In addition, at the point of breakage the horizontal 
orbital velocity at the crest exceeds the velocity of the waveform, and the crest collapses 
ahead of the wave. 

Most breakers can be classified as either spilling breakers or plunging breakers 
(Figure 15.13). Spilling breakers, in which the crest collapses into bubbles and foam that 
rush down the shoreward face of the wave, occur over gently sloping bottoms. The plung­
ing breaker creates a spectacular visual effect as the crest curls outward and downward in 
front of the wave, forming a tunnel for a few seconds prior to total collapse of the wave. 

Spilling hrenkers 

Nearly h011,onw1 beach 

Plunging ~roakers 

Steep beach 

.. FIGURE 15.13 
Form of spilling and plunging breakers. Source: From 
P. D. Komar, Beach Processes and Sedimentation, Cl 1976 by 
Prentice Hall, Inc.., Upper Saddle River, N.J. 
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Refraction of wave crests approaching shore at an angle to become parallel with the beach. 

Wave Refraction 
The decrease in velocity experienced by waves as they enter shallow water results in a 
change in direction of the wave called wave refracticm. Along a straight shoreline in which 
the offshore bottom contours parallel the shore, wave refraction is evident when waves ap­
proach the coast at an angle (Figure 15.14). The pMtiion of a wave crest that reaches shal­
low water first begins to decrease in velocity compared with the portion of the same wave 
that has not yet reached shallow water. Consequently, the seaward part of the wave travels 
faster and the wave crest appears to bend, so that it becomes nearly parallel to the beach 
by the time it breaks. 

Wave refraction has an important influence on erosional and depositional processes 
affecting irregular coastlines (Figure 15.15). In a coastline composed of headlands, or 
points jutting out into the ocean between adjacent bays, the bottom contours often parallel 
the shoreline. In other words, waves approaching the shore first begin to interact with the 
bottom directly offshore from the headland because water is shallower there relative to the 
bay on either side. As shown in Figure 15.15, wave refraction tends to focus the wave rays 
(lines drawn perpendicular to wave crests) toward the headland. The spacing of the wave 
rays, which are equally spaced and parallel in open water, is an indication of the amount 
of wave energy expended against a particular part of the coastline. Close spacing in the 
vicinity of headlands indicates that wave energy is concentrated in those areas. The rate of 
shore erosion, therefore, is much greater on headlands than in adjacent bays. The low­
energy environment of bays, in fact, often results in net deposition of sediment there. This 
explains why headlands are commonly rocky and lack good beaches, whereas nearby bays 
contain broad expanses of sandy beaches. If the shoreline materials are nonresistant to ero­
sion, these processes tend to straighten out an initially irregular coast by erosion of head­
lands and deposition in bays. 

Tides 
In coastal areas, tides are a.n important factor in many processes. This is particularly true 
where the conditions and forces that influence tides combine to produce a large difference 
in elevation, or tidal range, between high and low tides. The Bay of Fundy between New 
Brunswick and Nova Scotia, for example, has a maximum tidal range of 16 m, the highest 
in the world (Figures 15.16). 
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<II FIGURE 15.15 
Concentration of wave energy 
on headlands of an Irregular 
shoreline. The energy of wave 
segments AB and CD Is distrib­
uted over a short distance at 
the headland, whereas the en­
ergy of segment BC is. dispersed 
over a long shoreline distance 
In the bay. Source: From S. Jud­
son, M . E. Kauffman, and L. D. 
Leet, Physical Geology, 7th ed., 
e 1987 by Prentice Hal l, Inc., 
Upper Saddle River, N.J. 

(b) 

Hopewell Rocks, Bay of Fundy at low (a) and high (b) tide. The tidal range here Is about 14 m. Source: 
Photo courtesy of Tourism New Brunswick, Canada. 



Although many factors influence tides, the dominant control is the gravitational at­
traction between the earth and the moon. In terms of Newton's law of gravitation, the net 
attractive force can be expressed as 

M111Me 
F = Ri G (15.4) 

The terms M111 and Me represent the masses of the moon and the earth, respectively, and R 
is the distance between the center of the earth and the moon. G is the universal gravitation 
constant. Although equation (15.4) represents the net attractive force between the earth 
and the moon, the attractive force between the moon and a unit of mass on the earth's sur­
face is slightly different from the net force because the distance, R, between the earth's sur­
face and the moon is not the same as the distance between the centers of the two bodfos. It 
is the difference between the total force of attraction and the local attractive force that is re­
sponsible for tides. 

If the earth were covered with a uniform layer of water over its surface, tidal forces 
would produce the effect shown in Figure 15.17. Two tidal bulges would be created. The 
bulge facing the moon would be generated because the water on the moon's side of the earth 
is attracted more than the earth as a whole. The bulge on the opposite side of the earth is 
produced in a similar way: The moon's attraction for water on the opposite side of the 
earth is less than its attraction for the main body oif the earth. As the earth rotates, the 
tidal bulges travel over the surface. A fixed point on the earth would therefore experi­
ence two high and two low tides in a little more than 24 h because the moon revolves 
around the earth in the same direction as the earth's rotation. It therefore takes an addi­
tional 50.47 min for the fixed point on the earth to "catch up" to its original position rel­
ative to the moon because the moon also has moved along its path around the earth 
during the day. 

A number of factors complicate this simplified explanation of tide-generating forces. 
One of these factors is the influence of the sun. Despite its huge mass, the sun's great dis­
tance from the earth lessens its effect upon the tides. The influence it does have, however, 
must be considered in terms of the positions of the three bodies. When the earth, the moon, 
and the sun are aligned (Figure 15.18), the size of the tidal bulge on the earth is maximized. 
These periodic high tides are called spring tides, although they have nothing to do with the 
seasons. When the sun and the moon are aligned at right angles with respect to the earth 
(Figure 15.18), the lower tides produced are called neap tides. 

These factors still do not explain the huge tidal ranges of the Bay of Fundy and other 
areas. For the reasons that cause these tides, we must consider the distribution of continents 
and ocean basins and the topography of bays and estuaries along the coastline. Because the 
earth is not covered by a uniform layer of water, tidal movements must occur in the confined 

... FIGURE 15.1 7 
Tidal bulge produced on opposite sides of 
the earth by the gravitational attraction of 
the moon. 
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_. FIGURE 15.18 
Origin of spring and neap tides. Source: From E. A. Hay and A. L. McAlester, Phys/co/ Geology: Principles and 
Perspectives, 2nd ed., Cl 1984 by Prentice Hall, Inc., Upper Saddle River, N.) . 
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... FIGURE 15.19 
Standing wave In an enclosed basin. 
Certain bays and estuaries experi­
ence very high tides due to resonant 
amplification when the natural peri­
od of the basin and the period of 
the tidal wave are similar. Source: 
From P. D. Komar, Beach Processes and 
Sedimentation, © 1976 by Prentice Hall, 
Inc., Upper Saddle River, N.). 

basins that contain the world's oceans. An ocean basin can be likened to a rectangular con­
tainer of water that is suddenly dfatwrbed by being li~ed at one end (Figure 15.19), forming 
a wave of water that moves toward the opposite side of the tank. When it reaches the side, it 
i~ reflected back toward its original side. The process continues and a standing wave called a 
seiche is generated as the wave moves back and forth across the tank. The period of the wave 
is determined by the length and depth of the tank. Jn other words, every container, including 
ocean basins, bays, and estuaries, has a characteristic natural period. As the earth rotates, 
tides move across ocean basins as long-period waves. If the period of a tidal wave (not to be 
confused with the misnamed "tidal waves" that cause great destruction along coasts) is sim­
ilar to the natural period of the basin in which it moves, resonance occurs and the wave is 
amplified. A process of this type takes place in bays such as the Bay of Fundy (Figure 15.20); 
the natural period of the bay is close to the tidal period, so a resonant standing wave moves 
back and forth across the bay. Other unique phenomena can be observed in bays with high 
tidal ranges. These include reversing waterfalls in rivers that drain into the bay such as one 
near St. John, New Brunswick (Figure 15.20). At low tide, the river drains into the bay with 
rapids forming over a steep section of the bedrock channel. At high tide, the huge tidal wave 
flowing into the bay reverses flow in the river and rapids form with water flowing upstream. 
As the tide rises, distinct wave fronts called tidal bores can be observed moving upstream in 
rivers and streams draining into the bay. Jn an irregular coast with many smaller bays and is­
lands like the Bay of Fundy, tides coming from different directions can converge to form a 
tidal whirlpool. One of these forms as tides flow around Campobello Island from two direc­
tions (Figure 15.20) and converge on the back side. As the tidal currents meet each other in 
the narrow channel between Campobello and Deer Islands, a whirlpool known as Old Sow 
is generated, and the spinning vortex is strong enough to draw boats into the center. Ac­
cording to local lMe, boats have been lost and people drowned in Old Sow. 
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.A. FIGURE 15.20 
Tidal ranges in the Bay of Fundy (lines crossing the bay show the maximum tidal range at that loca­
tion). Locations of Hopewell Rocks (Figure 15.16), St. John reversing waterfall, and Old Sow are shown. 
Arrows indicate directions of tidal waves that converge on the northwest side of Campobello Island. 

Longshore Currents 
Although wave refraction tends to change the direction of wave movement so that 
waves approach the shore more directly, an oblique approach angle is often observed 
(Figure 15.21). This movement results in a net flow of water, or longshore current, parallel 
to the shore. Longshore currents are apparent to swimmers in the surf zone who may 

... FIGURE 15.21 
Longshore current associated with waves approaching coast at 
an angle. 
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<II FIGURE 15.22 
A longshore current cell bounded by rip currents. 

Shorolinc 

suddenly realize that they have drifted along the shore for some distance from the point 
on the beach at which they swam out into the water. Rather than continuing indefinitely 
along the shore, longshore currents are often broken into cells (Figi.1re 15.22) that are 
bounded by rapidly moving currents flowing directly away from the beach in a seaward 
direction. These rip currents are dangerous because of their ability to carry swimmers out 
to sea. Many swimmers make the mistake of swimming directly against the rip cmrent 
toward shore. Instead, a person caught in a rip current should swim laterally, because 
rip currents are narrow zones that can be evaded by swim.ming along the shore for a 
short distance. Bottom topography can control the position of rip cmrents; for example, 
they often occur near the heads of submarine canyons. The direction and characteristics 
of incoming waves, however, can also influence the development of longshore cells. Rip 
currents have been observed on shores with a very regular bottom topography. 

One of the most important effects of longshore currents is the transportation of sand 
along the shore. This longsl1ore drift is the moveme.nt of sand in the shore zone by longshore 
currents. Transport actually occurs in a zig-zag fashion. Sediment Lq carried up the beach 
at the oblique angle of the approaching wave by the wave swash, but it is carried back to 
the water at right angles to the beach in the backwash. Thus there is a component of motion 
along the shore. The interaction of coastal structures with longshore drift is one of the most 
significant problems in coastal engineering. 

Coastal Morphology 
Coastlines are characterized by continuous change. The changes that occur present a great 
challenge to coastal engineers and managers because coastal processes can be rapid and 
powerful. In addition to the drastic changes that can be caused by a single damaging storm, 
long-term processes are also at work. These include worldwide changes in sea level or re­
gional changes in the elevation of the land relative to sea level caused by tectonic forces. A 
study of the geomorphology of a coast can frequently indicate the types of processes that 
are currently influencing the coast. 

Erosional Features 
Coastlines rapidly eroding under the relentless attack of wave erosion provide examples of 
steep wave-cut cliffs (Figure 15.23). The cliffs maintain steep slope angles as they retreat be­
cause they are undermined at their bases by wave erosion that removes support for the over­
lying material. A rock fall, slump, or other type of mass movement can occur when the safety 
factor of the slope decreases to a value of 1.0 (Figi.1re 15.24). The debris that accumulates at 



.6. FIGURE 15.23 
Wave-cut cliffs along the Oregon coast. A stack remains as an erosional remnant of the cliff. Source: 
J. S. Diller; photo courtesy of U.S. Geological Survey . 

... FIGURE 15.24 
A mass movement caused 
by coastal erosion. Source: 
J. T. McGiii; photo courtesy 
of U.S. Geological Survey. 

the base of the slope is further eroded and transported away from shore by wave action. The 
flat surface at the base of wave-cut cliffs beveled by wave erosion is called a wave-cut platfarn1 
(Figure 15.25). As the coastline retreats, resistant rock units may project out of the water as 
stacks or arches (Figures 15.16 and 15.23). Eventually, these remnants are also worn down and 
removed by wave erosion. 

Depositional Features 
In addition to erosional processes, shorelines undergo deposition from waves, wind, and 
longshore currents. The landforms that result from these processes are dominant along 
some coastlines. Some of these features are illustrated in Figure 15.26. A detailed discussion 
of the beach, probably the most important depositional landform, will be reserved for the 
following section. 
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.A FIGURE 15.25 
Wave-cut platform in Pleistocene carbonate reef rock, Puerto Rico. Source: C. A. Kaye; photo courtesy 
of U.S. Geological Survey. 

Bay 

'S'. Barrier 
Island 

... FIGURE 15.26 
Depositional landforms along 
coasts. 

The transportation of sand by longshore currents is responsible for the deposition of a 
spit (Figure 15.27), a thin strip of beach that extends from a point or head.land across the 
mouth of a bay or other coastal indentation. Frequently, the ends of spits curve inward to­
ward the bay, forming a hooked spit. The presence of an offshore island close to the shore 
creates a low-energy zone shoreward of the island that is somewhat protected from wave 
processes. A spit commonly forms in such a protected location, and when the spit connects 
the beach and the offshore island, it is given the name tombola (Figure 15.26). 

Most depositional coastlines are characterized by long, narrow islands that lie just off­
shore and trend parallel to the coast. Such barrier islands are common off the East and Gulf 
coasts of the United States (Figures 15.26 and 15.28). Periodic breaks in the barrier islands, 
or tidal inlets, allow tidal flow between the ocean and the narrow lagoons that lie between 
the barrier islands and the mainland. The origin of barrier islands has been a matter of 
considerable geologic debate. One of the most likely rece.nt hypotheses relates the forma­
tion of barrier islands to the recent rise in sea level accompanying the melting of Pleis­
tocene glaciers. Linear ridges may have been built along coastal plains by wave or wind 
processes and isolated as barrier islands when the low-lying areas shoreward of the ridges 
were flooded to form the lagoons. Once formed, barrier islands can migrate in response to 
changes in sea level and other factors. 



.A. FIGURE 15.27 
Spit built across a bay In Nova Scotia. Source: Photo courtesy of the author . 

... FIGURE 15.28 
Barrier islands off the North Carolina 
mainland. 
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Beaches 
The beach is the actual point of interaction between the sea and land. As such, its form ad­
justs constantly to the energy expended upon it by tides, wind, and waves. Because the 
term beach describes only the part of the shoreline that L<> exposed above the mean low tide 
position, we must expand our zone of interest to consider all the significant processes in the 
nearshore environment. The zone that includes the beach as well as the shallow offshore 
area is known as the littoral zone. Its subdivisions and landforms are shown in Figure 15.29. 
The offshore begins just at the breaker zone and extends seaward. The inshore describes the 
zone between the breaker zone and the lowest point on the beach exposed at low tide. The 
foreshore includes the area from the low tide point to the top of the berm crest, and the term 
backsl10re is applied to the remainder of the beach shoreward to a major topographic break 
such as a dune or sea cliff. The littoral profile includes one or more flat berms on the shore­
ward extent of the beach, the sloping beach face that is under constant wave action, and one 
or more longshore bars (Figure 15.30) and trouglts in the vicinity of the breaker zone. 

-- ·- Uttora1 lO•'e ---·- ·- - - ·--- --.--i 

- ·· ·Offshore - - · ·-·-· lnshooe-
Foreshore 

-.- - . -..... -eack.shorA·---

~-----------------------·------·-· .... ... . 

.A. FIGURE 15.29 
Topographic divisions of the beach profile. Source: From P. D. Komar, Beach Processes and Sedimentation, 
~ 1976 by Prentice Hall, Inc., Upper Saddle River, N.J. 

<II FIGURE 15.30 
Longshore bars (arrows) 
running parallel to the 
Lake Michigan shoreline. 
Source: Photo courtesy of 
the author. 
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.A. FIGURE 15.31 
The summer and winter beach profiles- the response of a beach to different energy conditions. Source: 
From P. D. Komar, Beoch Processes and Sedimentation, e 1976 by Prentice Hall, Inc., Upper Saddle River, N.J. 

The profile illustrated in Figure 15.29 is a very generalized representation. The beach, 
or littoral, profile is constantly changing in response to changing wave and tide condi­
tions. The beach must therefore be thought of as a dynamic system in which changes in 
wave inputs initiate responses that tend to establish a new condition of equilibrium under 
those particular wave conditions. The adjustments that take place in order to reach equi­
librium are changes in the beach profile. The size of the particles making up the beach is 
also an important factor in this process. 

An example of this system at work is the change in profile that occurs from the pre­
dominantly swell-wave condition that exists in summer to the influence of storm waves 
that are more common in winter. Figure 15.31 shows the profiles that develop under each 
of these conditions. The broad berm that characterizes the summer profile is a deposition­
al landform that is gradually built up by the onshore sand transport by swell waves. A 
berm is a very desirable attribute for a beach, not on]y because it provides wide expanses 
for sunbathers but because it protects the sea cliff or dunes from wave erosion. The pow­
erful storm waves of winter attack and erode the berm that was constructed during the 
summer. The sand that was incorporated into the berm is transported offshore and de­
posited as part of one or more longshore bars. Longshore bars are long, narrow, sub­
merged ridges of sand that develop in the vicinity of large breakers (Figure 15.30). Without 
the protection of the berm, storm waves are free to attack the sea cliff. Many beachfront 
property owners have learned about this dynamic system as they watched destructive 
storm waves pounding against the foundations of their houses. In the summer the process 
is again reversed: Gentle swell waves transport sand from the longshore bars up onto the 
beach to form a new berm. 

Another manifestation of equilibrium between form and process is the angle of slope 
of the beach face. This angle is related to the size of the incoming waves and the particle 
size and angularity of the beach material. Even though strong waves transport sand from 
a beach in the offshore direction, they also have the ability to transport large particles to­
ward the beach. Thus an exposed beach that is frequently subjected to strong waves is 
commonly composed of coarse particles. The movement of a wave onto the beach face is 
illustrated in Figure 15.32. Swash transports particles upslope until deposition when the 
velocity decreases. Before the reh1rn flow down the beach face in the backwash can occur, 
some of the water infiltrates into the beach face. More water infiltrates into the beach as the 
particle size increases. Because of this loss of water, the backwash tends to be weaker than 
the swash. In order for an equilibrium profile to develop, the same amount of sand must 
be transported down the beach slope as up. Backwash must be assisted by an additional 
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eackwosh 

lnfll1ra1ion 

<II FIGURE 15.32 
The stronger swash transports sediment up the 
beach face. Backwash Is weakened by lntiltratlon 
of water Into the beach. In order for an equilibri­
um profile to develop, equal amounts of sediment 
must be transported up and down the beach face. 
The coarser the particles, the steeper the beach 
slope angle must be. 

<II FIGURE 15.33 
A beach in Iceland com­
posed of large boulders 
because of the high wave 
energy. Source: Photo cour­
tesy of the author. 

force, namely, the downslope component of gravity. The larger the beach particles are, the 
steeper the slope must be, because of infiltration losses. Beaches composed of large parti­
cles, such as the beach illustrated in Figure 15.33, must therefore develop steeper slopes in 
order to establish an equilibrium state. 

Case In Point 15.1 
Where Not to Build a Swimming Pool 

Location of buildings in areas of active geologic processes usually leads to rapid destruc­
tion. The elaborate pool in Figure 15.34a extends too far out onto a beach along the Vir­
ginfa coastline. The movement of waves onto the beach adjacent to the structure is obvious 
in the photograph. Constn1ction of anything on a beach indicates a total lack of under­
standing of coastal processes. The tranquil waves of summertime become much more 
powerful and destructive in the winter. A storm of moderate intensity in 1979 demonstrat­
ed the foolishness of constructing such a project (Figure 15.34b). 



... FIGURE 15.34 
(a) A structure that ex­
tends out onto a beach 
is vulnerable to storm 
damage. (b) The same 
house after a storm of 
moderate intensity. 
Source: C. Alston; photos 
courtesy of Virginia Sea 
Grant at VIMS. 

Types of Coasts 
Classification of coasts is useful because the particular types of landforms present on a 
coast gives an indication of geologic processes that are currently active or have been sig­
nificant during the development of the coast. 

D!!positional coasts (Figure 15.26) are characterized by deltas, barrier islands, and other 
depositional features. Gently sloping coastal plains underlain by nonresistant materials 
favor the development of depositional coasts. The East and Gulf coasts of the United 
States are good examples of depositional coasts. 
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Glacial coasts are produced by glacial erosion of valleys that meet the coastline. Glacial 
valleys tend to have very steep walls and a U-shaped cross-sectional profile. Scouring of 
these valleys took place at a time when sea level was much lower than at present, so the 
valleys extend well below the present sea level. The postglacial rise in sea level drowned 
these glacial valleys, producing the long, narrow bays with steep valley sides called fjords. 
The coast of Norway is famous for the picturesque scenery of its fjords (Figure 15.35). 

Some coasts have been raised or uplifted relative to sea level. These emergent coasts can 
be produced in several ways. Tectonic uplift associated with faulting is an important mech­
anism. Parts of the California coast have a series of raised wave-cut platforms (Figure 15.36), 
indicating that the coast has been subjected to a succession of tectonic episodes. Each plat­
form represents a temporary period of stability. The La Conchita debris flows (Case in Point 
13.1) originate on a wave-cut cliff and flow onto the most recent raised wave-cut platform. 

Glaciated regions may also have emergent coastlines. In this instance, the mechanism 
producing emergence is isostatic rebound. The huge weight of a glacier several kilometers 

... FIGURE 15 .35 
The steep valley walls 
of the Norwegian fjords 
were produced by 
g lacial erosion. Sourre: 
Photo courtesy of Norwe­
gian Tourist Board. 



... FIGURE 15.36 
Wave-cut terraces on the 
west side of San 
Clemente island, Califor­
nia. Source: John S. Shelton. 

thick causes the rigid crust to sink slightly deeper into the plastic mantle of the earth. Iso­
static rebound is the readjustment of the crust after the glacier's retreat. The fact that 
glaciated regions are still rising relative to sea level 10,000 years after the last ice retreat 
demonstrates that iSt)Static rebound Lo; a very slow process. A series of beaches or other 
shoreline features above sea level is an indication of an emergent coastline produced by 
postglacial rebound. 

A final type of coastline is the biogenic coast, characterized by the presence of carbonate 
reef structures in the shallow offshore zone along the coast. Carbonate reefs are composed 
of the shells of living organisms called coral<> that grow in colonies, where individual or­
ganisms are connected to form a three-dimensional reef framework. Coral reefs are classi­
fied according to their position relative to the mainland. Reefs that actually connect with 
the shoreline are called fringing reefs. If the reef is separated from the coast by a lagoon, the 
name barrier reef is used. A circular reef without the presence of land is known as an atoll. 
More than 100 years ago, Charles Darwin provided a perceptive hypothesis for the origin of 
atoll5 that has been confirmed by deep-sea drilling ontly in the decades since World War II. 
Noting that most islands in the tropics of the Pacific Ocean were of volcanic origin, Darwin 
proposed that fringing reefs originally developed around these volcanoes (Figure 15.37). 
Gradual subsidence of the ocean crust caused the volcanoes to sink until only a small island 
remained surrounded by barrier reefs. Upward growth of the reef stn1cture is necessary to 
counteract the subsidence of the crust, because corals can live only in warm, shallow water. 
With continued subsidence, the eroded remnants of the volcano disappeared altogether, 
leaving only a circular atoll to mark its original position. 

Sea-Level Changes 
Far from being a static surface, the elevation of sea level has undergone major fluctuations 
in geologic time. One of the major causes for eustatic sea-level changes, those that are syn­
chronous throughout the world, is a change in the mass of the polar ice caps. When polar 
ice caps expand and advance into the rnidlatitudes, as they did repeatedly during the 
Pleistocene Epoch, sea level drops accordingly. During the last glaciation, sea level dropped 
approximately 100 m. While sea level was lowered, a greater area of the continental 
shelves was exposed than at present. Rivers eroded valleys across these broad coastal plains 
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<II FIGURE 15.37 
Evolution of atolls. (a) Fringing reefs form around an 
active volcano. (b) Reefs grow vertically upward to 
form barrier reefs as volcano subsides and is eroded. 
(c) Further subsidence leaves only reefs above sea 
level. (d) Map view of atoll. 

underlain by unconsolidated sediment. Later, as glaciers retreated and released huge vol­
umes of water to the oceans, the rising sea level inundated these newly formed valleys, 
creating estuaries. An irregular coastline in which estuaries extend ttp previous river val­
leys is sometimes referred to as a drowned coastline. Chesapeake Bay along the eastern 
coast of the United States is an example of an estuary that was formed by the drowning of 
a river valley during the postglacial sea-level rise. Rising sea levels related to our current 
episode of global warming are raising fears that low-lying coastal areas throughottt the 
world may be more frequently inundated during storms, cattsing major disruptions to the 
growing coastal population. The measttres being taken by Venice, Italy, to combat this 
problem are described later. 

Coastal Management 
Coastal Hazards 
Throughottt human history, a large percentage of the popttlation of coastal nations has 
chosen to reside along the coasts. Unfortunately, various coastal processes have produced 
events of extreme magnitude that have inflicted great disasters upon coastal popttlation 
centers. Today, the steady migration of the U.S. popttlation to the coasts of the "Sttnbelt" 
makes an understanding of coastal hazards even more important. 

Tropical cyclones are potentially destructive storm systems in which winds move around 
centers of low pressure in a circular fashion. In the Northern Hemisphere, wind circulation is 
counterclockwise around low-pressure ar~as. Regional names for intense tropical cyclones 



Coastal Management 621 

30 ·• 

211 

26 ... 

.A. FIGURE 15.38 
Map of hurricane landfalls along the Gulf Coast of Texas between 1850 and 1980. Source: From J. P. 
Giardino, P. E. Isett, and E. B. Fish, 1984, Impacts of Hurricane Allen on the Morphology of Padre Island, Texas, 
Environmental Geology and Water Sciences, 6:39-43. Used by permission of Springer-Verlag, Inc., New York. 

include hurricane, typhoon, and monsoon. These storms are generated over the ocean in the 
tropics and then migrate thousands of kilometers before they dissipate. In North and Central 
America, the Gulf Coast region is the prime land target of hurricanes. The map of part of this 
coastal area (Figure 15.38) indicates that the 20th-century distribution of storms was quite 
uniform. The storm season of 2004 was an unprecedented year for Florida, as four hurri­
canes passed over the state. Certain areas were impacted by hurricane-force winds 2 and 
even 3 times (Figure 15.39). Tropical cyclones are classified by the Saffir-Simpson hurricane 
scale (Table 15.1). 

The arrival of a hurricane at a particular coastline is preceded by a 1- to 1.5-m rise in 
water level called a forenmner. The forerunner is caused by swell waves produced by the 
storm in its generating area, as much as several thousand kilometers distant from the coast 
at the time of arrival of the abnormally high forerunner swells. 

Most damage from a tropical cyclone is produced by the storm surge, a rapid rise in water 
level generated by the winds of the storm as it approaches shore. The storm-surge ranges 
for various categories of storms are shown in Table 15.l. Because of the coun terclockwise 



622 Chapter 15 

Hurricane 
JI van 

Oceans and Coasts 

Hilby 
hurricane force 
wine.ls 

LJ Once 

n 1\vice 

Three limes 

.A. FIGURE 15.39 

Key 
West 
~'\) 

Hurricane 
Charley 

Hurricane 
Frances 

Distribution of hurricane-force winds experienced In Florida In the 2004 hurricane season. Source: 
National Weather Service. 

Table 15.1 Saffir-Simpson Hurricane Scale 

Category Pressure (mb) Winds (mph) Surge (ft) 

Depression <39 
Tropical storm 39- 73 
Hurricane 1 > 980 74-95 4-5 
Hurricane 2 965-980 96-110 6-8 
Hurricane 3 945-965 110-130 9- 12 
Hurricane 4 920-945 131- 155 13-18 
Hurricane 5 < 920 > 155 > 18 



... FIGURE 15.40 
A hurricane approaching 
shore In the Northern Hemi­
sphere will produce maxi­
mum storm surge to the right 
side of the storm center as 
viewed in the direction of 
movement of the storm. 
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Wind direction 

circulation of winds, the storm surge reaches its maximum to the right (north, in the north­
ern hemisphere) of the storm center, where the winds are blowing in the direction of the 
storm's movement (Figure 15.40). The actual rise in water level in a storm surge is also a 
function of the tides at the time the storm strikes the shore (Figure 15.41). Thus, the magni­
tude of storm damage on the shore depends on the time of day and month at which the 
maximum storm surge arrives. A rising trend in sea level will gradually lead to higher 
storm surges under the same storm and tidal conditions. Effects of the storm surge include 
flooding of low-lying coastal areas and intense wave erosion of beaches, dunes, sea cliffs, 
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Dependence of water-level rise In storm surge on tides and other factors. Source: From R. Dolan and 
H. Lins, 1985, The Outer Banks of North Carolina, U.S. Geological Survey Professional Paper 1177-B. 
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<II FIGURE 15.42 
Severe beach erosion 
along the Virgl nla coast­
line by a storm. Source: 
Scott Hardaway; photo 
courtesy of Virginia Sea 
Grant at VIMS. 

and any structures that happen to be in the way (Figure 15.42). Additional effects of hurri­
canes include wind damage to structl!.lres and coastal flooding from the intense rainfall that 
occurs as the storm moves onshore. Low-lying, highly populated coastal areas are most 
susceptible to loss of life from storm surges. A tragic example is the coast of Bangladesh, in 
which a large population lives on islands that rise only a few meters above sea level in the 
Ganges-Brahmaputra delta plain. The disproportionate loss of life in Banglahesh, com­
pared to other major storm surges, is shown in Table 15.2. The Galveston, Texas, storm 
surge of 1900 is the worst disaster of this type to occur in the United States. 

Barrier islands are particularly si1sceptible to damage from large storms. In the ab­
sence of human modification, barrier islands are commonly narrow, low-lying ridges. 
During large storms, water can flow over the island to the lagoon, thus dissipating the en­
ergy of the storm waves. The erosion that accompanies these washovers is often intense 
enough to cut new inlets through the islands. Severe damage is inflicted on roads, bridges, 
bi1ildings, and utilities in washover zones. An example of storm effects on barrier islands 
is shown in Figure 15.43. 

Table 15.2 Major Historical Storm Surges 

E.stimated 
Maximum Estimate of 

Date Shelf Region Surge Height Lives Lost 

November 1218 Zuider Zee (Dutch Unknown 100,000 
North Sea) 

October 1737 India and 12m 300,000 
Bangladesh 

1864 Bangladesh Unknown 100,000 
October 1876 Bangladesh 15m 100,000 
1897 Bangladesh Unknown 175,000 
Sep tern ber 1900 Galveston, Texas 4.5m 6000 

(Gulfof Mexico) 
Jan./Feb. 1953 Southern North Sea 3.0m 2000 
March, 1962 Atlantic Coast U.S.A. 2.0m 32 
November, 1970 Bangladesh 9.0m 500,000 



... FIGURE 15.43 
Washover damage near 
Cape Hatteras, North 
Carolina. Source: R. Dolan; 
photo courtesy of U.S. 
Geological Survey. 
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Perhaps the most dreaded coastal hazard is the tsunami. As the December 26, 2004 
tsunami in the Indian Ocean demonstrated, coastal areas throughout the world are vul­
nerable to these events. These waves, sometimes incorrectly referred to as tidal waves, 
have nothing to do with astronomical tides. The actual cause of the waves is the rapid dis­
placement of water by submarine earthquakes, volcanic eruptions, or submarine land­
slides. Because of their common association with earthquakes, they are called seismic sea 
waves or, from the Japanese term, tsunamis. Tsunamis move through the deep water of the 
ocean basins at velocities of several hundred meters per second. At these rates they can 
cross major oceans in a matter of hours. In deep water, tsunamis are barely detectable be­
cause their amplitudes reach only several meters. They are also characterized by wave­
lengths ranging from 150 to 250 km and periods of 10 to 60 min. When tsunamis encounter 
shallow water, however, they undergo the same transformations as wind waves. The wave 
height increases to the point where the run-up is alble to inundate nearshore areas and 
cause great damage (Figure 15.44). The 10 most damaging tsunamis in history are listed in 
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_. FIGURE 15.44 
An Acehnese woman and her child look around the rubble of their house In the tsunami-hit city of 
Banda Aceh, Jan 8, 2005. 
Source: (Cl BEAWIHARTA/Reuters/CORBIS) 

Table 15.3 Ten Most Destructive Tsunamis in History 

Year Location Estimated Deaths 

2004 Inclian. Ocean ' 300,000 
1782 S. China Sea 40,000 
1883 S. Java Sea 36,500 
1707 Tokaido-Nankaido, Japan 30,000 
1896 Sanriku, Japan 26,350 
1868 N.Chilc 25,674 
1792 SW Kyushu Island, Japan 15,030 
1771 Ryukyu Trench 13,486 
1976 Moro Gulf, Phillipil1es 8000 
1703 Tokaido·Kashima, Japan 5233 

Table 15.3. In the Pacific Ocean, a large destructive tsunami has an average return period 
of about 10 years. Smaller tsunamis happen several times per year in the Pacific. 

The great loss of life from the 2004 tsunami was unexpected. As indicated in Table 15.3, 
most tsunamis occur in the Pacific Ocean. The triggering event for the tsunami is officially 
known as the Sumatra-Andaman Islands earthquake, whose epicenter and aftershocks are 
shown in Figure 15.45. The magnitude of the event was 9.0, making it the fourth-largest 
earthquake since magnitude measurement began in 1899. The progress ion of the tsunami 
across the Indian Ocean is shown in Figure 15.45. Great loss of life occurred in Indonesia, 
Malaysia, Thailand, India, Sri Lanka, and on numerous small islands. Unlike the Pacific, 
which has a tsunami warning system, the countries bordering the Indian Ocean were total­
ly unprepared for a tsunami. If such a warning system had been in place, many lives could 
have been saved, especially in the western Indian Ocean. 
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• FIGURE 15.45 
Epicenter of the Sumatra-Andaman Islands earthquake of December 26, 2004 and the progression of 
the waves across the ocean. Time Is In hours. 

Case In Point 15.2 
"The Storm(s) of the Century" 

Early in the morning of September 22, 1989, Hurricane Hugo, a category 4 storm, made 
landfall near Charleston, South Carolina. The devastation it produced represented the most 
costly natural disaster in the history of the United States to that point. Three years later, a 
storm of similar magnitude, Hurricane Andrew, struck the coast of Florida (Figi.tre 15.46) 
and caused even greater damage. Andrew and Hugo still rank as the first and second most 
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• FIGURE 15.46 
Radar image of Hurricane Andrew approaching the coast of Florida. Source: Image courtesy 
of Harold Wanless. 

costly hurricanes in U.S. history. To put Andrew's magnitude of losses into perspective, 
the four hurricanes that hit Florida in 2004 combined may equal or slightly exceed An­
drew's damage. 

Despite a similar degree of destruction, the effects of Hugo and Andrew were quite 
different. For an explanation for the differences in these storms, we must examine the 
storms themselves, and the geology of the coastlines. The winds of both storms exceeded 
131 mph; gusts may have been significantly higher. Hugo's maximum storm surge was 
about 20 ft, while Andrew's surge was much less-in the range of 8 to 10 ft. Herein lie the 
major differences of the storms. Ilugo caused major damage to beaches by erosion and re­
deposition of sediment. Structures that happened to be within the zone of impact of the 
storm surge were damaged or destrt)yed. Andrew, on the other hand, caused most of its 
damage to stnictures inland as well as on the beach by winds. The geologic effects of An­
drew were therefore much less than Hugo's. 

There are several differences in the storm tracks of the two hurricanes that controlled 
their effects. Andrew crossed the Bahama platform prior to hitting the Florida coast. Some of 
the wave energy was di~sipated over this shallow carbonate shelf. In addition, the Florida 
coast itself is very flat at the point of the hurricane's landfall, a condition less conducive to the 
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.A FIGURE 15.47 
Storm track of Hurricane Hugo, September 1989. Line type indicates storm severity. 
Dots = depression; dashes = tropical storm; solid line = hurricane; ++ = extratropical cyclone. Source: 
From R. H. Willoughby and P. G. Nystrom, Jr., 1990, Some effects of Hurricane Hugo on shoreline landforms, 
South Carolina coast, Columbia, September 21-22, 1989, South Carolina Geology, 33:39-58. 

formation of large waves. Hugo's greater damage can be attributed to the longer fetch be­
tween Puerto Rico and South Carolina and the steeper South Carolina coastline. 

Hugo's stMm track is sht)Wn in Figure 15.47. Winds were distributed around the eye, 
which came ashore at Charleston, as shown in Figure 15.40. As a res111t, the maximum 
storm surge was north of the eye (Fig11re 15.48). Several barrier islands along the coast 
were heavily impacted. Hugo's most significant effect was beach erosion. Beach profiles 
were flattened and lowered by erosion of sand (Figure 15.49). The erosion extended land­
ward to natural dunes, which were truncated and steepened. Any structures that hap­
pened to be seaward of the natural dunes were weakened by removal of sand from 
around their pile foundations. Stn1ch1res that were located landward of forested ridges 
and higher in elevation sustained much less damage. Buildings near the shore were com­
monly protected by riprap consisting of large granite blocks. In some places, the riprap 
afforded some protection, but in others, 4- to 6-ft blocks were moved shoreward, and the 
buildings were destroyed. Damage was also sustained to roads and other stn1ctures 
(Fig11 re 15.50). Sand eroded from the beaches was deposited both offshore in offshore 
bars and landward to form washover fans and storm ridges. Normal waves and currents 
began to redistribute the sand as soon as the storm passed. A new inlet was cut in a nar­
row section of one barrier island as the storm surge, temporarily impounded landward of 
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_. FIGURE 15.49 

<II FIGURE 15.48 
Approximate storm-surge contours (ft) for 
Hurricane Hugo. Source: From R. H. Willoughby 
and P. G. Nystrom, Jr., 1990, Some effects of Hurri­
cane Hugo on shoreline landforms, South Carolina, 
Columbia, September 21 -22, 1989, South Carolina 
Geology, 33:39-58. 

Flat storm beach produced by erosion of sand and damage to buildings at Surfside Beach, near 
Charleston, S.C. by Hurricane Hugo. Source: From R.H. Willoughby and P. G. Nystrom, Jr., 1990, Some 
effects of Hurricane Hugo on shoreline landforms, South Carolina, Columbia, September 21-22, 1989, South 
Carolina Geology, 33:39-58. 

the island, escaped back to the sea. The inlet was subsequently filled by the U.S. Army Corps 
of Engineers. 

The damage by Hugo was predictable. Until development is tailored to the natural 
configuration of the shoreline and prevented on beaches, hurricanes will continue to take 
a terrible toll of life and property. 
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.6. FIGURE 15.50 
Destruction of road and damage to building foundations by Hurricane Hugo at northern Folly Island, 
S.C. Source: From R. W. Willoughby and P. G. Nystrom, fr., 1990, Some effects of Hurricane Hugo on shoreline 
landforms, South Carolina, Columbia, September 21-22, 1989, South Carolina Geology, 33:39-58. 

Coastal Engineering Structures 
Coastal engineering works date back to biblical times. Recently, attempts have been made 
to control and manage coastal processes on a larger scale. Some of these projects have 
failed because of a lack of understanding of coastal processes. Coastal systems tend at all 
times to establish a condition of equilibrium between form and process. Whenever nah1ral 
processes are interfered with, adjustments throughout the system are a result. These ad­
justments often take the form of undesirable erosion and deposition of sediment. 

Coastal engineering structures are designed to enhance or maintain navigation, to 
prevent erosion, or to promote deposition. Jetties are walls built perpendicular to the shore­
line in pairs at the mouths of inlets (Figure 15.51). Their purpose is to prevent blockage of 
the inlet by longshore drift. In doing so, they may prevent the movement of sand by long­
shore currents past the jetty. This will cause deposition of sand along the up-drift side of 
the jetty and erosion of sand from the down-drift side. Inlets serve as the location for the 
inflow and outflow of tidal currents. Therefore, the s ize and channel geometry imposed 
by jetties must be carefully designed to provide the proper velocity of tidal currents. If the 
channel opening is too large, deposition of sand and shoaling of the inlet channel occurs, 
and dredging is required to maintain the necessary channel depth. If the opening is too 
small, the high current velocity cai1ses scouring of the channel and potential undermining 
and failure of the jetties. 

... FIGURE 15.51 
Types of coastal engineer­
ing structures. 
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.6. FIGURE 15.52 
Patterns of erosion and deposition produced by the Santa Barbara breakwater. Source: After J. W. John­
son, 1975, The littoral drift problem at shoreline harbors, Journal of Waterways and Harbors Division, 83:1- 37, 
American Society of Civil Engineers. 

When adequate natural harbors are lacking, breakwaters can be constructed (Figure 15.51). 
Breakwaters provide protection from waves, but they also interact with the longshore drift in 
the same manner as jetties. A classic example of this interaction is the Santa Barbara, Califor­
nia, breakwater. As illustrated in Figure 15.52, enlargement of the beach on the up-drift side of 
the breakwater occurred until longshore currents were able to transport sand along the break­
water and deposit it directly into the harbor. Dredging was then required to maintain the har­
bor. At the same time that the deposition was occurring in the harbor, erosion of the beach 
was in progress on the down-drift side of the harbor. Eventually, shoreline dwellings were de­
stroyed by wave erosion because the sand source for the beaches had been eliminated. 

Detached breakwaters have also been constructed (Figure 15.53) in an attempt to pro­
vide protection from waves while at the same time allowing the passage of Jongsh ore drift. 
These structures usually fai l to achieve their purpose because the protected area behind 
the breakwater becomes a low-energy zone for the Jongshore drift, and sand deposition 
ensues at that site. 

Seawalls are structures built parallel to the shore to prevent erosion and slumping of sea 
cliffs or bluffs. Construction materials range from concrete to timber to riprap (Figure 15.54). 
Seawalls provide short-term protection against moderate events, but erosion continues on 
both sides of the protected zone. 

Groins (Figure 15.55) are walls bu ilt perpendicular to the beach for the purpose of trap­
ping sand from longshore drift. Although a beach can be considerably widened by the 

JL .. o.~.1ochod 
~kwater 

Sand 

<Oil FIGURE 15.53 
Construction of detached breakwaters usually results In sand depo­
sition between the structure and the shoreline. 



... FIGURE 15.54 
Tiered seawall designed 
to prevent erosion along 
the shore of Lake Michi­
gan. Source: Photo cour­
tesy of the author . 

... FIGURE 15.55 
Aerial view of groin field 
along the M aryland 
coast. Arrows show indi­
vidual groins In the fore­
ground. Source: R. Dolan; 
photo courtesy of U.S. Ge­
ological Survey. 
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construction of a groin, down-drift erosion is also induced. This may necessitate a series of 
groins along a particular segment of the coastline. 

One of the most ambitious coastal engineering projects in recent years is the Moses 
Project, a scheme to prevent the increasing amount of tidal flooding of Venice, Italy. The ori­
gin of this problem lies in the siting of the city on marshes in the Venice lagoon (Figure 15.56). 
The combination of subsidence of the city on these compressible sediments along with ris­
ing sea level has caused incr€asing impact of high tides upon the city. Settlement has 
amounted to 23 cm over the last 100 years and 50 high tides occurred in the period 1993-2002 
compared to just 5 between 1923 and 1932. An engineering solution to this problem was 
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<II FIGURE 15.56 
Conceptual design of Project Moses, in­
tended to close the Venice lagoon to high 
tides that cause damage to the city. 

conceived after a particularly severe tide in 1966. A decision was made that the buildings, 
monuments, and canals, perhaps Italy's greatest tourist attraction, must be saved from fur­
ther damage. After more than three decades of debate and planning, construction began in 
2003 on a series of gates at the mouths of tidal inlets through the barrier island enclosing 
the lagoon (Figure 15.56). The $7 billion project will include 78 water-filled steel gates that 
lie on the sea bottom under normal tidal conditions. Individually, the gates are from 5 m 
high to 28 m high. When high tides are predicted, compressed air forces the water out of 
the gates and they rise to the surface to form a barrier to the lagoon. Strong opposition to 
the project has arisen from environmentalists and the shipping industry, which is con­
cerned that ships will be prevented from entering the harbor. Like the Old River Control 
Structure on the Mississippi, the long-term success of this challenge to geological process­
es is questionable. 

lmpllcatlons for Coastal Development 
With an understanding of the natural processes occurring along a coastline, development 
that minimizes the potential for damage from hazardous processes can be implemented. 
Individual processes and the area that they may affect must be identified. When this is ac­
complished, znning regulations can be utilized to prevent development of particularly 
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hazardous areas. In some cases, development of marginal areas may be allowed if specific 
protective design criteria are met. In assessment of ri<>ks, however, the possibility of ex­
treme events must not be neglected. The magnitude and frequency of these occurrences is 
a major uncertainty in any risk analysiq. 

In evaluation of coastline processes, historical records are of invaluable assi<>tance. 
Maps and charts show changes in shoreline configuration during the period of record. Air 
photos are particularly useful in this respect. 

The lessons of past coastal management projects must not be lost when considering 
future plans. In the following Case in Point some of the problems of large-scale coastal 
management schemes are illustrated. 

Case In Point 15.3 
Human Interference with Coastal Processes 

The coast of North Carolina is a depositional coast with a nearly continual system of barri­
er islands (Figure 15.28). An illustrative comparison of altered and unaltered sections of 
these islands has been provided by Dolan, Godfrey, and Odum (1973). 

A typical profile of a barrier island in its natural state is shown in Figure 15.57a. This 
profile, consisting of a broad berm and low, irregular dunes, is adjusted to the impact of 
large storms. Wave energy is efficiently dissipated by frequent overwash over the low nat­
ural dunes. Salt-tolerant vegetation species well adapted to periodic overwash inhabit the 
dunes and overwaqh terraces behind the dunes. 

Although the barrier islands are well adjusted to extreme events that characterize their 
environment, frequent overwash is not compatible with human occitpation of the islands. 
To rectify this situation, nearly 1000 km of sand fence was constructed behind the beach 

l11I Natural bnniar i:;lnnd 

Mean ltttt levttl 

Mean •••level 

.A. FIGURE 15.57 
Cross-sectional profiles of barrier islands in their (a) natural state and (b) after construction of barrier 
dunes. Sourre: From R. Dolan and H. Lins, 1985, The Outer Banks of Nonh Carolina, U.S. Geological Survey Pro­
fessional Paper 11 77-8. 
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berm in the 1930s. The purpose of the fences was to trap sand, thereby creating a system of 
high, artificial barrier dunes to protect th.e islands from overwash. Non-salt-tolerant vege­
tation was introduced behind the dunes and fertilized in order to stabilize the dunes. 

These measures accomplished the short-term objective of making the islands safe for 
development. Unfortunately, the disturbance of the natural equilibrium state initiated se­
rious long-term changes in the beach profile. Figure 15.57b shows the altered profile 30 
years after construction of the artificial dunes. The major change has been the destruction 
of the original beach berm. The artificial barrier to wave overwash concentrated wave en­
ergy upon the beach. Beach widths decreased from an average of 150 m to less than 30 m. 
In some areas wave attack has removed the beaches altogether and has begun to destroy 
the artificial dune system. This process will continue in the future. When the artificial 
dune barrier is severed, overwash will again occur, only now roads and buildings located 
behind the dunes will be affected. The vegetation will die when flooded by saltwater. 

The attempted stabilization of the North Carolina barrier islands is an excellent exam­
ple of the effect of interference with coastal processes. The structures that were built be­
hind the dunes, which were intended to provide protection, are now increasingly 
threatened by large storms. The cost of maintaining the developed areas will include the 
cost of building even more extensive and expensive protective structures. 

Summary and Conclusions 
The oceans support a great quantity and diversity of living organisms. Life on land is af­
fected by the ocean's influence on climate. The circulation pattern of the ocean is com­
posed of large gyres driven by atmospheric circulations that assist in heat transfer between 
the poles and the equator. 

Ocean-basin floors have a varied topographic configuration. Midoceanic ridges slope 
downward through regions of abyssal hills to sediment-covered abyssal plains. Pelagic sed­
iments include inorganic muds as well as organic oozes composed of either calcium carbon­
ate or silica. Calcium carbonate oozes are absent below the carbonate compensation depth. 

The continental margins are covered with thick sedimentary sequences. The continen­
tal shelves slope gently seaward to a break in slope at the tops of the continental slopes. 
The continental slopes, along with the less steep continental rises, are characterized by tur­
bidity-current transport and deposition of sediment. 

The shoreline is a dynamic system in which the coastal landforms are adjusted to the 
waves, tides, and currents that interact with the nearshore sediments. The shoreline profile 
responds rapidly to changes affecting any component of the system. Waves begin as sea 
waves induced by storms over the ocean and travel toward the shoreline as more regular 
swell waves. As the circular orbits of wave motion begin to interact with the bottom, wave 
steepness increases until the waves become unstable and break. Although waves are re­
fracted by differences in water depth, the oblique approach of waves initiates the long­
shore currents that flow along the shoreline. The longshore drift of sand accompanying 
longshore currents is an important variable in the shoreline system. 

The action of waves, tides, and longshore currents controls the depositional and erosion­
al landforms that occur along a coastline. The beach responds quickly to changes in wave en­
ergy, developing different profiles under summer and winter conditions. Coastlines can be 
classified according to the dominant processes that have shaped their morphology. 

The dynamic nature of coa.qtal geologic processes makes coastal management difficult. 
The possibility of such extreme events as hurricanes and tsunamis is not always taken into 
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consideration in coastal development. Coastal engineering structures are utilized in an at­
tempt to control certain coastal processes, but the long-term effects of these structures 
often cause damage to the beach or coastline because there is often a lack of understanding 
of the way in which natural processes interact within the coastal system. 

Problems 

1. Give a general overview of the topography of the 
ocean basins. 

2. What is the catL~e and mode of LTavel of turbidity 
currents? 

3. Why do waves break? 

4. What effects cou Id wave refraction have upon shore­
line development? 

5. Why is there such a large tidal range from place to 
place and over time at a particular place? 

6. What are the engineering implications of longshore 
currents? 

7. Describe the typical beach profile and explain how it 
changes during the year. 

8. What are the hazards associated with tropical 
cyclones? 

9. If you were asked to design an artificial harbor, what 
types of geologic, hydrologic, and oceanographic 
data would you need to gather before design and 
construction begin? 
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CHAPTER 

Glaciers, Permafrost, 
and Deserts 

Extreme climates have such an important influence on modern geologic 
processes and surfkial deposits that they completely dominate large re­

gions of the earth. Climates of extreme cold lead to the formation of glaciers, 
when sufficient snowfall is present, and permafrost when the landscape is 
unglaciated. Although glaciers cunently cover only about 10% of ilie earth's 
land surface, more than 30% of the surface was buried by ice during the 
repeated advances of continental glaciers during the Pleistocene Epoch 
(Figure 16.1). The importance of glaciers, however, goes well beyond the 
areas that actually were glaciated. The modern drainage system in many 
nonglaciated parts of the United States owes its origin to glaciation. For ex­
ample, the evolution of the Mississippi Valley is intimately related to the ad­
vances and retreats of continental glaciers. During retreat, floods of rneltwater 
were funneled through the Mississippi Valley into the Gulf of Mexico. In ad­
dition, the modern Mississippi would be a much smaller stream without the 
contribution of water from the Missouri River, which flowed north to Hud­
son Bay before glaciation. The present valley of the Missouri was established 
by diversion of meltwater streams along the margin of the ice sheet. 

The great coastal cities of the world are dependent upon the current po­
sition of sea level for their economic exi<>tence. Any sustained climatic 
change involving advances or retreats of existing glaciers will either leave 
these ports high and dry or partially submerged. Currently, a rising trend in 
sea level is causing concern in many parts of the world. Most scientists be­
lieve that an increase in carbon dioxide and other gases in the atmosphere, 
caused by the burning of fossil fuels, will produce warmer conditions and 
even higher sea levels. 

The absence of water in large areas leads to a landscape that is equally 
distinctive as glaciated or permanently frozen terrain. The conditions that 
control the location of deserts on the earth were discussed in Chapter 2 and 



.6. FIGURE 16.1 
Extent of Pleistocene glaciations (darker areas) in the Northern Hemisphere. Soun:e: After E. Antevs, 
1929, Maps of rhe Plelsrocene Glac/arions, Geological Society of America Bulletin, 40:635. 

the distriibution of deserts is shown in Figure 2.44. Because of the lack of vegetation in 
desert regions, eolian processes assume a larger role than they do in other areas. Although 
rare, running water is extremely important in sculpting desert landscapes. The networks 
of dry vailleys, dry for the overwhelming majority of the time, are nowhere as impressive 
as in deserts, when seen from an airplane at 30,000 feet. When rains do come to the desert, 
often as h eavy thunderstorms, they create flash floods and severe geologic hazards. Be­
cause they cover such large areas of the earth, and because deserts contain huge accumu­
lations of petroleum and mineral resources, an understanding of these environments ls 
more important than ever. 

Glaciers 
Snowflakes fall to the earth in a variety of delicate, complex crystalline forms. On the 
ground, several processes begin to transform the new-fallen snow. Melting and sublima­
tion (the direct conversion of ice to water vapor) occur. Compaction by new layers of 
snow reduces the volume and increases the density of the underlying material. Gradual­
ly, snow is converted to firn, a denser granular substance. Above an elevation called the 
snow line, some of each winter's snow remains after the summer melting season. If the 
net gain in snowfall is significant over a period of years, a growing body of firn and 
snow may become a glacier. A glacier ls composed of an interlocking network of lee crys­
tals formed by additional compression and recrystallization of firn. Jn addition, a glacier 
is sufficiently massive to flow downslope under its own weight or to have previously 
moved in this manner. 

Glaciers 639 
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<II FIGURE 16.2 
Profile of a valley g lacier showing the 
components of its mass balance. 

As a glacier flows downslope from the area in which there is a net accumulation of mass, it 
experiences progressively warmer temperatures, which cause a net loss of mass. Thus a gla­
cier can be divided into two zones: a zone of accumulation and a zone of ablation (Figure 16.2). 
Ablation is a term that includes both melting and sublimation in the zone of net loss of mass. 
The boundary between the zones of accumulation and ablation is called the equilib-rium line. 

The mass balance of a glacier is the relationship between accumulation and ablation. This 
relationship determines the position of the glacier's tenninus or snout (Figure 16.2). When total 
accumulation exceeds total ablation, tlhe terminus advances; conversely, the terminus retreats 
when ablation is greater than accumulation. A condition of equilibrium, or exact balance be­
tween accumulation and ablation, is indicated by a stable terminus. It must be emphasized, 
however, that a glacier in equilibrium may be in continual motion even though the position of 
the terminus remains stable. In this situation, the loss in mass from the ablation area is exact­
ly compensated for by the downslope flowage from the zone of accumulation. 

Movement 
The flow of glaciers is a complex phenomenon involving a combination of several physical 
processes. One component of movement Lq derived from the visco-plastic internal defor­
mation of ice, or the tendency of ice to flow downslope under its own weight when a suf­
ficient thickness is achieved. Glacial flow involves elements of both viscous and plastic 
behavior (Chapter 7). A critical (yield) stress must be exceeded for a plastic material to de­
form. The yield stress for ice is about 100 kPa (1 bar). When glacier ice is subjected to this 
magnitude of stress, which can be imposed by the downslope component of the weight of 
the glacier, the ice will flow. 

The plastic flow of ice also contains an element of viscous behavior in which the flow 
velocity is proportional to the amount of shear stress. An equation called Glen's Flow Law 
approximates the visco-plastic flow of ice. This equation can be stated as 

'Y = AT'' (16.1) 

where 'Y is the strain rate or velocity of the ice, -r is the shear stress, and A and n are em­
pirical constants. The coefficient A is temperature dependent, and the value of n ranges 



... FIGURE 16.3 
Velocity profile of a glacier 
showing the movement of a 
g lacier by internal flow and 
basal sliding. 
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between 1.9 and 4.5. The shear stress at the base of a glacier is a function both of the sur­
face slope (not the slope of the bed) of the glacier and weight of the overlying ice. The re­
lationship can be written as 

T = Pig h Sin Ct (16.2) 

in which Pi is density of glacial ice, which is about 900 kg/m- 2, g is the acceleration of grav­
ity, h is the ice thickness, and a is the slope of the surface of the glacier. The shear stress is 
the amount of stress exerted by the glacier parallel to its bed as it flows downslope. This 
shear stress is opposed by friction between the bed and the glacial ice. Therefore, velocity is 
greatest at the ice surface and decreases toward the bed (Figure 16.3). The vertical velocity 
distribution is similar to that in a stream, although an important difference between glacier 
and stream flow, however, is that the flow of glacial ice is laminar rather than turbulent. The 
increase in velocity toward the surface of the ice seems to conflict with Glen's Flow Law, 
which indicates that strain rate should be higher near the base of the glacier because the 
weight of the overlying ice, and therefore the shear stress, is higher there. This incongruity 
can be explained if the glacier is thought of as a vertical sequence of parallel layers, each 
with an individual strain rate. The lowest layer in the stack would indeed have the highest 
strain rate because of the weight of the overlying layers of ice. Total velocity, however, 
would be the summation of the individual strain rates for all layers of ice in the stack. 
Therefore, although the lowest layer would have the highest individual velocity, each over­
lying layer would move at a rate determined by the sum of its own individual strain rate 
plus the cumulative strain rates of all layers beneath. Thus, velocity does increase from the 
base to th.e surface even though strain rate decreases in that direction. 

One complication of the flow process is caused by the brittle rupture of the upper por­
tion of the glacier. Because of the lower pressure near the surface of the glacier, the ice is 
brittle rather than plastic, and a network of vertical cracks called crevasses is commonly 
present (Figures 16.2 and 16.4), particularly where the glacier passes over a steeply sloping 
bedrock surface. 

A second major component of glacier movement, which may take place along with 
visco-plas tic flow, is basal sliding. The tendency of a glacier to slide as a block above its bed 
is dependent upon the thermal condition at the base of the ice. Because the thermal con­
ductivity of ice is low, a glacier several kilometers thick acts as an insulating blanket to trap 

Glaciers 641 



642 Chapter 1 6 Glaciers, Permafrost, and Deserts 

<II FIGURE 16.4 
Crevasses on the surface 
of the Columbia g lacier, 
Ala.ska . Source: M . R. Mell~r; 
photo courtesy of U.S. 
Geological Survey. 

geothermal heat that is constantly flowing upward toward land surface. Thfa heat may be 
sufficient to melt a small amount of ice at the base of the glacier. The melting point of ice is 
lowered as pressure increases, so ice will melt at a lower temperature at the base of a gla­
cier than at the surface. Thus glaciers may be divided into two major types: cold-based, 
which contain no water at their beds, and wet-based, which do contain basal water. Cold­
based glaciers are at a temperature below the pressure melting point of ice throughout 
their vertical profile and are therefore frozen to their beds. For this reason, cold-based gla­
ciers move by visco-plastic flow only. Wet-based glaciers, on the other hand, are in effect 
decoupled from their beds by the presence of water between the ice and the bed. These 
glaciers may therefore slide upon their beds. Frictional heat produced by sliding provides 
an additional basal heat source. Typical estimates of basal sliding rates range between 10% 
and 25% of the total velocity of the glacier. Glaciers whose movement is intermediate be­
tween wet-based and cold-based are common. These include glaciers that are frozen to 
their beds in some areas and unfroz,en in others. A common situation is to find a glacier 
unfrozen beneath its interior and frozen near its snout. 

A recent hypothesis provides another mechanism of glacier movement. When a gla­
cier is moving over a hard bed, such as shown in Figure 16.3, only internal flow and basal 
sliding can occur. However, many present and past glaciers moved over a soft, unconsoli­
dated bed composed of weathered rock, weak sedimentary rock, or older glacial sedi­
ments. If these materials are saturated and have high pore pressures, which is a common 
occurrence, their shear strength would be low enough to be deformed by the shear stress 
exerted by the glacier. Under these c:iircumstances, rather than sliding on its bed, deforma­
tion and flowing of the weak bed sediment is actually accounting for a significant compo­
nent of glacial velocity. The bed and the glacier are coupled under these conditions and the 
bed material is moving at some velocity, probably less than the total velocity of glacial 
movement. This concept, known as the deforming bed hypothesis, may have been important 
in many of the large Pleistocene glaciers, such as those in the Great Lakes region. 

An important aspect of glacial flow is the difference between accelerating and decelerat­
ing flow. Accelerating flow i..<i common above the equilibrium line, where ice is thickening, 
and decelerating flow occurs below the equilibrium line, where the ice i..<i either thinning or 



... FIGURE 16.5 
Flow lines converge In the 
accumulation area (accelerat­
ing flow) and diverge in the 
ablation zone (decelerating 
flow). Where flow lines curve 
upward near the terminus, 
sediment is brought to the 
g lacier surface and concen­
trated by ablation. 
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advancing upslope (Figure 16.5). A consequence of changes in flow velocity is that flow 
lines-imaginary lines oriented in the direction of movement at a particular point in the 
glacier- are not always parallel. Flow lines converge in the accumulation area toward the 
equilibrium line, which requires the flow to accelerate. Below the equilibrium line, the flow 
lines diverge as the flow decelerates. At glacier margins, where the ice is thin and flow is de­
celerating, flow lines are directed upward toward the ice surface instead of downward to­
ward the bed in the accumulation area. This may cause thrusting along shear planes within 
the ice of active ice over stagnant or more slowly moving ice at the margin. Decelerating flow 
also provides a mechanism for bringing rock and sediment eroded from the bed upward 
into the ice and for concentrating it at the glacier's margin. 

Erosion 
The amount of erosion accomplished by a glacier flowing over an area of land can vary 
from insignificant to the scouring of deep troughlike valleys. Variables that control glacial 
erosion are complex: They include the thermal condition of the glacier bed, the topogra­
phy and lithology of the bed material, and many others. The processes of erosion, however, 
are relatively few in number. 

The sliding movement of a wet-based glacier over a bedrock surface is unmistakably 
preserved by the polished and grooved bed evident after glacial retreat. Elongated grooves 
and other types of marks on a glaciated rock surface are an indication of glacial abrasion. 
The erosional marks vary from striations (Figure 16.6) on a single outcrop to grooves a meter 
or more in width and depth that can be traced for kilometers on the land surface. Abrasion 
is accomplished by rock fragments that are dragged along the bed rather than by the ice it­
self. Ice is weaker than rock and cannot scratch or gouge it. This crushing and grinding ac­
tion reduces the particle size of transported rock fragments. Striations are elongated 
parallel to the ice-flow direction and are excellent indicators of past glacial movement. 
Abrasion is not effective in cold-based glaciers because the ice is not sliding over its bed. 

Incorporation of large blocks of bedrock into the :ice is possible by a process known as 
plucking. Plucking is most prevalent in wet-based glaciers and occurs as the ice moves over 
bedrock obstacles that protrude above the surface of the bed (Figure 16.7). The process is 
controlled by the pressure distribution around the obstacle. On the up-glacier side, high 
pressures develop as the ice contacts the protrusion. If the pressure-melting temperature 
of the ice is reached, ice melts and the water flows around the obstacle to the region of 
lower pressure on the opposite side. Here the water refreezes around and within the joints 
and cracks of the rock. This weakens the rock mass, and larger fragments can be broken 
from the down-glacier rock faces and transported within the ice. Rock outcrnps subjected 
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.A FIGURE 16.6 
Striations on bedrock produced by glacial erosion, Isle Royale National Park, Michigan. Source: N. K. 
Huber; photo courtesy of U.S. Geological Survey. 
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<II FIGURE 16.7 
Plucking takes place when Ice flows over an 
Irregular rock outcrop with existing joints or 
fractures. Pressure melting on the upstream 
side of the obstacle and freezing of meltwater 
in the fractures on the downstream side make 
it easier for large blocks to be incorporated 
into the flowing ice. 

to both abrasion and plucking during glaciation frequently have a characteristic shape. In 
profile, this shape consists of a striated, gently sloping up-glacier- stoss- side, which ter­
minates at a rough, near-vertical, or /'ee, face formed by plucking on the down-glacier side. 
These asymmetric landforms are known as roches moutonnees (Figure 16.8). 

In the marginal area of a glacier, large-scale erosion of rock or sediment may occur by 
ice thrusting, particularly when this part of the glacier is frozen to its bed (Figure 16.9). 
Shearing of the rock or sediment takes place below the bed, mobilizing slabs of material up 
to tens of meters thick and kilometers in length. These blocks then are thrust upward into 
the ice along the shear planes that develop within decelerating flow zones. The ice-thrust 
blocks are transported and deposited as isolated hills or ridges marking the former ice 
margins. The stratigraphy within these deposits is extremely complex, because the ice­
thrust masses of rock or sediment are highly deformed by folding and faulting during ero­
sion and deposition (Figure 16.10). 

Deposition 
Drift is an umbrella term for all deposits associated with glaciers. These materials in­
clude sediment deposited directly by the ice itself as weU as sediment deposited on, with­
in, beneath, or in front of the ice by streams or in lakes. Glacial d.rift must be subdivided, 
however, to account for the various depositional processes and characteristics of the re­
si1lting sediment (Table 16.1). 



... FIGURE 16.8 
Roche mou tonnee, a 
g lacial landform pro­
duced by erosion and 
plucking in Jasper Na­
tional Park, Alberta. 
Glacial flow is from left 
to right. Plucking oc­
curred on the right-hand 
side of the outcrop. 
Source: Photo courtesy of 
the author . 

... FIGURE 16.9 
Ice thrusting takes place near 
the glacier terminus when the 
sediment or rock is frozen. 
Large slabs or blocks are carried 
up into the ice along shear 
planes oriented parallel to the 
diverging flow lines. 

_. FIGURE 16.10 

UnfrQten rnuterial 

Folds and faults in glacial sediment produced by thrusting, near Moose jaw, Saskatchewan. Contacts of 
a folded bed of clayey glacial sediment are shown with dashed lines. Source: Photo courtesy of the author. 
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Table 16.1 Types and Characteristics of Glacial Drift 

Till: Nonsorted, nonstratified sediment deposited by glacial ice at the base, from the interior, or 
from the top of a glacier. 

Basal (lodgement) Lill: Dense, compact till deposited at the base of a wet-based glacier. 
Ablation till: TIU deposited as debris accumulates on top of a glacier and is gradually lowered 

as the ice melts from beneath. Tends to be less dense than basal till and more variable in grain 
size and sorting. 

Tee-contact stratified drift: Drift sorted and stratified by meltwater in contact with glacial ice. 
Bedding disrupted by subsequent melting. 

Outwash: Coarse-grained sediment deposited by meltwater in front of a glacier in outwash 
plains or valley trains. 

Lacustrine sediment: Deposits of glacial lakes, mostly fine-grained and often varved. 
Coarse-grained deposits occur in fans and deltas associa ted with the lakes. 

Eolian sediment: Windblown sediment derived from other forms of drift. Very well sortedi 
grain size ranges from sand to silt (locss). 

Glacial-marine sediment: Mostly fine-grained, clay-rich sediment deposited by glaciers that 
advance to the coastline. Fine and coarse material dropped from calving ice and floating 
icebergs. 

Poorly sorted, nonstratified sediment deposited directly in contact with glacial ice is 
called till (Figure 16.11). The lack of sorting and stratification in till, which contains parti­
cles ranging in size from clay to boulders, usually makes it easy to differentiate from other 
sedimentary deposits. Till is the most common type of glacial drift; for example, it under­
lies most of the northern Midwest of the United States. 

Till can be classified according to its depositional process; the differences in physical 
properties among the various types of till make their recognition a matter of en.gineering 
significance. In general, till can be deposited at the base or from the surface of a glacier 
(Figttre 16.12). Basal, or lodgement, till is the name given to till deposited at the base of a gla­
cier. Wet-based, sliding glaciers frequently contain a layer of debris-rich ice just above 
the bed. Deposition of single particles or particle aggregates from this zone can occur if the 
frictional resistance to movement between the particles and the bed L'> greater than the 
shear stress exerted by the glacier. Melting of ice in the debris-rich zone is another impor­
tant component in the lodgement process. The resulting lodgement till is a very densely 
compacted material because of the great weight of the overlying glacier. When bed defor­
mation Lq occurring in soft-bed glaciers, the cessation of deformation and transport of the 
bed material constitutes the depositiion of another kind of basal till. Distinguishing basal 
tills formed by lodgement, meltout, and bed deformation is a very difficult task and re­
search continues on the processes that take place at the base of a glacier. 

Ablation till originates as debris brought to the glacier surface by thrusting or flow 
along the upward-trending flow Jines in the ablation area of the glacier (Figure 16.5). De­
bris is concentrated on the surface as the ice surface melts slowly downward. In the 
melting process, the debris is continually reworked by meltwater and mass movement 
(Figure 16.12). Debris flows are common, as the saturated, clay-rich sediment will flow 
down even gentle slopes. Deposition is not complete until all the underlying ice is melt­
ed. This depositional process results in a loosely compacted till that may be better sorted 
than basal till. These two types of till therefore have major differences in particle-size 
distribution, density, strength, and compressibility. 

During the summer, abundant meltwater is produced on the surface of a glacier, as it 
was in great quantities during the retreat of the continental ice sheets in past glaciations. 
This water moves toward the ice margin either on top of, within, or beneath the glacier. 



A. FIGURE 16.11 
Exposure of glacial till, Pierce County, Washington. Notice poor sorting and lack of stratification. 
Source: D. R. Crandell; photo courtesy of U.S. Geological Survey. 

~ FIGURE 16.12 
Deposition of (a) lodgement till and 
(b) ablation til l. In (a), particles trans­
ported near the base of the sliding ice 
are separated from the ice and added to 
the bed material below, because of fric­
tional resisitance to transport and pres­
sure melting. Ablation till (b) originates 
from sediment accumulated on the g la­
cier surface. It b@com es thlck@r and Is 
deposited as tf)e Ice melts from below. 

> 
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Tunnels within or beneath the glacier commonly convey meltwater to the terminus. Lakes 
on top of the ice or impounded against a glacier may also be present from time to time. The 
sediment deposited by these streams or in ponded water is known as ice-contact stratified 
drift. This material is highly variable in grain size, sorting, thickness, and areal extent. In 
surface exposures, ice-contact stratified drift often can be recognized by folding, faulting, 
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<II FIGURE 16.13 
M ap of g lacial Lake Agassiz at Its maximum extent. 
The dark areas are modern remnants of the lake. 
Source: From ). P. Bluemle, 1991, The Face of North Dakota, 
North Dakota Geological Survey Educational Series 21 . 

and other deformational structures produced during the melting of the glacier after depo­
sition of the sediment. Isolated bodies, lenses, or beds of ice-contact stratified drift may be 
buried or interbedded with till in a glacial sequence. Location of these deposits is relevant 
to excavation, foundation design, and the successfol siting of water wells. 

Once the meltwater from the glacier reaches the snout, it may either be ponded in 
proglacial lakes or flow along or away from the ice in meltwater streams. The sediment de­
posited in these environments is known as glaciolacustrine sediment and outwash, respective­
ly. When continental ice sheets retreated, large volumes of water were trapped in proglacial 
lakes. The largest of these in North America was Glacial Lake Agassiz (Figure 16.13). Glacio­
lacustrine sediment is mostly fine-grained, bedded silt and clay. Low strength and high com­
pressibility are characteristic of these sediments. Glaciolacustrine sediment is sometimes 
interpreted to be varved. Varves are thin, altemating laminations of clay and silt or sand 
(Figure 16.14). The dark-colored clay beds are thought to be deposited during the winter, 
when the lakes are ice covered; and the coarser, light-colored silt or sand beds are deposited 

<II FIGURE 16.14 
Varved g lacial lake de­
posits (light- and dark­
colored banded unit), 
Sanpoil Valley, Washing­
ton. The rock at center 
(arrow) was dropped from 
an Iceberg floa~l ng on the 
lake. Source: Photo courtesy 
of the author. 



... FIGURE 16.15 
Cross-bedded, coarse. 
grained outwash exposed 
In a gravel pit, north-cen­
tral North Dakota. Source: 
Photo courtesy of the author. 
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during the summer, when glacial meltwater carries more sediment into the lake. Each varve 
pair, or couplet, therefore implies one year's sedimentation in the lake. 

Glacial outwash (Fig1.1re 16.15) is alluvial sediment deposited by braided meltwater 
streams. Outwash is coarse-grained and may be quite thick in the valleys that carried melt­
water. Outwash is a good source of aggregate material for road construction, concrete, and 
other purposes. Outwash deposits are also highly permeable and may contain excellent 
aquifers. 

Eolian sediment and glaciomarine sediment are less common but may be extremely impor­
tant in some areas. Eolian sediment is derived from outwash and other types of glacial drift 
and then transported and deposited by wind. It is very well sorted and varies in grain size 
from sand to silt. Deposits of eolian silt are called loess. Loess has the unusual property (for 
nonlithified sediment) of forming stable vertical cuts. The stability is provided by bonds be­
tween clay particles composed of calcium carbonate, clay, or moi<iture. If these soils become 
saturated or subjected to excessive disturbance, the previously stable slopes may fail or com­
paction may result (Chapter 10). Glacial-marine sediment is deposited where glaciers termi­
nate at the ocean. Large blocks of ice calve off from the glacier and float away. As they melt, 
debris sinks to the sea floor and is deposited as glacial-marine sediment. This material i<> clay­
rich and stratified, but it also contains large particles that were incorporated into the ice. 

Types of Glaciers 
The major types of glaciers are shown in Table 16.2. lce sheets and ice caps are large expanses 
of ice that have a dome-shaped profile (Figure 16.16) with a much greater thickness near the 
center than at the edge. Ice builds up to such great thicknesses near the center of the dome 
that it completely buries the topography, including whole mountain ranges. Expansion and 
contraction of the dome is therefore not controlled by topography, but instead by the mass 

Table 16.2 Types of Glaciers 

Ice sheet~ and ice caps 
Ice fields 
Valley glaciers and outlet glaciers 
Cirque glaciers 
Tee shelves 
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<II FIGURE 16.16 
M ap and profile of the Antarctic Ice sheet. 

D 

balance of the ice sheet. The difference between an ice sheet and an ice cap is simply based on 
size. Ice sheets must be greater than 50,000 km2 in size. Only two ice sheets, the Antarctic and 
Greenland Ice Sheets, remain on the earth at the present time. During the Pleistocene Epoch, 
other ice sheets included the Laurentide, whkh was centered on Hudson Bay and covered 
most of Canada and the northern United States east of the Rocky Mountains. 

Ice fields are also very large, wide glaciers, but lack the dome-shaped profile of ice 
sheets and ice caps. Ice fields may have a gently undulating surface profile, and mountain 
peaks may project above the glacier (Figure 16.17). 

A FIGURE 16.17 
View from top of Wapta ice field, Alberta . Soun:e: Photo courtesy of the author. 



... FIGURE 16.18 
Network of valley glaciers 
near Mount M cKinley 
(Denali), Alaska. Source: 
Photo courtesy of Glenn 
Oliver. 
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Vallei; glaciers and outlet glaciers are long, narrow glaciers whose shape is controlled by 
the valley or trough in which they flow (Figure 16.18). Valley glaciers, also known as moun­
tain glaciers and alpine glaciers, flow downslope in narrow vaJJeys from high mountain 
peaks. 011.1tlet glaciers are similar in shape, but they begin at the edges of ice fields, ice 
sheets, or ice caps. The valley that contains an outlet glacier may extend back beneath the 
ice cap or ice sheet as a subglacial trough, producing a narrow zone of more rapid flow in 
the ice sheet called an ice stream. 

Common only in Antarctica, ice shelves are thin slabs of ice that extend beyond the 
coastline in bays and float over the denser saltwater, while maintaining a connection with 
glaciers on shore (Figure 16.16). 

Valley Glaciers 
Along with vanished ice sheets from past glaciations, modern valley glaciers are much 
more limited in size and extent than they were during the Pleistocene Epoch. Today, ex­
tensive valley glaciers develop only in high latitudes in areas of substantial precipitation. 
These glaciers form networks analogous to river systems, with tributary glaciers joining 
larger glaciers that occupy major valleys. 

A region that has contained valley glaciers can be recognized by characteristic land­
forms of both erosional and depositional origin. The most distinctive erosional landform is 
the shape of the glaciated valley itself. Glacial erosion modifies the cross-sectional profile 
of a valley from the V-shape common to valleys produced by stream erosion to a U-shape, 
characteristic of glaciated valleys (Figure 16.19). The U-shaped profile of glaciated valleys 
results in valley sides that are steeper than their counterparts in V-shaped stream valleys. 
Glaciated valleys are said to be oversteepened because the steep valley sides are prone to 
rock fall, rock slide, and other forms of mass wasting. These conditions may be hazardous 
for highway construction or other development in glaciated valleys. 

ln a glaciated mountainous area, valley glaciers extend, or once extended, downslope 
in all directions from the central region of highest elevation. ln addition to U-shaped val­
leys, other erosional landforms are characteristic of these areas. The bowl-shaped depres­
sion at the base of a mountain peak where glaciers form and begin to flow downvalley is 
called a cirque (Figure 16.20). If a glacier is confined by temperature or lack of precipitation to 
the cirque, it is known as a cirque glacier (Table 16.2). Due to erosion by the cirque glacier and 
the action of physical weathering processes such as freeze and thaw, cirques are gradually 
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<II FIGURE 16.19 
The U-shape of this val­
ley In Yosemite National 
Park indicates that It was 
once occupied by 
a valley glacier. Source: 
Photo courtesy of Dexter 
Perkins Ill. 

enlarged by headward erosion and deepened. Small lakes, or tarns, are comm.on in the 
scoured floors of cirques that formerly contained glacial ice. The narrow ridge that sepa­
rates two glaciated valleys often is quite steep and sharp. It is called an ar2te, a French 
wMd meaning "sharp edge." When a peak contains cirques on several sides, headward 
erosion in the cirques begins to modify the topography of the peak itself. A gap !Produced 
in a ridge by the headward erosion of glaciers in two cirques from opposite sides of the 
ridge is a c.o!. Where more than two glaciers erode headward at the base of a mountain 
peak, an isolated, sharply pointed pinnacle known as a horn is formed (Figure 16.20). The 
Matterhorn in the Alps of Switzerland is a horn. 

The rock and sediment eroded from the cirque and valley walLq by plucking and abra­
sion is transported downvalley toward the glacier terminus and is deposited as drift in 
several types of landforms. A ridge of drift deposited by the glacier at its point of maxi­
mum advance is called a terminal moraine (Figure 16.21). Terminal moraines are usually 
composed of till and ice-contact stratified drift and may be deposited by subglacial or ab­
lation processes. Frequently, meltwater emerges from the terminus in tunnels or from the 
glacier surface and deposits outwash in front of the glacier. These deposits are formed by 
braided fluvial systems because of the extremely high sediment load, and they may occu­
py the entire width of the valley bottom. In this case, the outwash deposit is known as a 
valletj train. Valley-train sediments are composed of coarse sand and gravel and decrease 
rapidly in grain size with distance from the glacier (Figure 14.29). As a valley glacier re­
treats, the terminal moraine may impound a proglacial lake (Figure 16.22). In addi tion, 
during a period of net retreat, the glacier terminus may stabilize or even readvance short 
distances. The result may be a series of concentric recessional moraines in a glaciated valley. 

A narrow ridge of drift is also deposited along the lateral edge of valley glaciers and of 
outlet glaciers against the valley wall. The elevation of these lateral moraines is an indica­
tion of the maximum elevation of a particular glacier in the valley (Figure 16.23). In a series 
of active, coalescing valley glaciers, the lateral moraines from glaciers in tributary valleys 
can be traced as longitudinal debris bands in the glacier in the main valley. These medial 
moraines (Figure 16.24) may or may not be preserved as ridges extending down the center 
of the valley after glacial retreat. 

Ice Sheets 
The distribution of dept1sits of Pleistocene glaciers in the Northern Hemisphere (Figure 16.1) 
indicates that huge ice sheets, also known as continental glaciers, were not limited to high 
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(a) 

(b) 

• FIGURE 16.20 
(a) Cirques and arl!tes In the Sierra Nevada M ountains, California. Source: F. E. Matthes; photo courtesy of 
U.S. Geological Survey. (b) Diagram of valley-glacier landforms. Source: From W. M. Davis, 1911, The Col­
orado Front Range, reproduced by permission from the Annals of the Association of American Geographers, 1: 57. 

latitudes. These immense glaciers flowed southward across the Canadian border into the 
United States (Figure 16.25). The largest ice sheet, the Laurentide, penetrated southward to 
the approximate positions of the Ohio and Missoi1ri Rivers. It was as much as 4 km thick at 
its center in the Hudson Bay region. 

The processes of erosion and deposition associated with continental ice sheets are 
similar to those of valJey glaciers, although they vary tremendously throughout the ex­
tent of the glaciated area. Landforms and deposits present in any particular area are the 
result of the characteristics of the topography, bedrock material, and the glacier-bed ther­
mal regime. For example, broad areas of the Canadian Shield, underlain by hard Precam­
brian igneous and metamorphic rockq, were subjected to relatively shallow erosion. Other 
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.A. FIGURE 16.21 
A terminal moraine (arrow) near Ennis, Montana, deposited by a valley g lacier emerging from the 
U-shaped valley in the background. Faint channel markings can be seen on the gently sloping out­
wash plain in front of the moraine. Source: Photo courtesy of the author. 

... FIGURE 16.22 
A small proglacial lake in 
southern Iceland im­
pounded between a re­
treating outlet glacier 
and its terminal moraine. 
Source: Photo courtesy of 
the author. 

regions, such as the basins of the Great Lakes, were deeply scoured into the bedrock, and 
deposits of glacial drift tens of meters to more than 100 meters thick blanket some parts 
of the plains of the United States and Canada. 

Deposits of both lodgement till and ablation till are common. Thick accumulations of 
ablation till are common in terminal moraines and in other areas of decelerating flow, 
where large amounts of sediment were sheared upward into the ice and concentrated at the 
glacier surface. The topography of ablati.on-till deposits is called humrnockt; (Figure 16.26) 
because it consists of alternating m1)unds (hummocks) and depressii1ns, filled with lakes 
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.A. FIGURE 16.23 
Lateral moraine (arrow) at edge of Athabasca glacier, Alberta. Source: Photo courtesy of the author . 

.A. FIGURE 16.24 
Medial moraines (M) in Ruth Glacier, Alaska. Source: Photo courtesy of Glenn Oliver. 

or swamps. Local relief can be as much as tens of meters in areas of thick ablation till. 
These deposits represent thick covers of sediment emplaced on top of stagnant glacial ice 
that slowly melted from beneath. 

Glacial meltwater deposits are concentrated in outwash plains, where braided fluvial 
systems transport sediment away from ice margins. Broad plains of outwash sediment 
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.A. FIGURE 16.25 
Extent of Pleistocene glaciation In the United States (darker area). Source: From R. F. Flint, 1945, G/ac/al 
Map of North America, Geological Society of America Special Paper 60. 

... FIGURE 16.26 
High-relief hummocky to­
pography In southern 
Saskatchewan resulting 
from deposition of thick 
ablation till. Source: Photo 
courtesy of the author. 

often contain abundant resources of shallow groundwater. Unfortunately, these uncon­
fined aquifers are highly susceptible to contamination. 

Several types of continental glacial landforms deserve special mention. Drumlins are 
streamlined hills produced by wet-based, sliding glaciers (Figure 16.27). These hills, which 
occur in groups or fields (Figure 16.28), are the subject of more research and debate than 
perhaps any other glacial landform. Characteristics include an asymmetrical "stream­
lined" shape elongated in the direction of glacier flow and a composition of till sometimes 
deposited over a core of bedrock. The controversy surrounding the origin of drumlins may 



... FIGURE 16.27 
A drumlin inear Morley, Alberta. 
Glacial flow from right to left. Source: 
Photo by Lionel Jackson. Reproduced 
with the permission of the Minister of 
Public Works and Government Services 
Canada, 2005 and courtesy of Natural 
Resources Canada, Geological Survey of 
Canada . 

... FIGURE 16.28 
Map of drumlins in northwestern Michi­
gan. Ice moved toward the south-south­
east. Soum~: From F. Leverett and F. B. 
Taylor, 1915, The Pleistocene of Indiana and 
Michigan and the History of the Great Lakes, 
U.S. Geological Survey Monograph 53. 

Types of Glac:iers 657 

o Norwood 

have aris·en because there probably are multiple origins for these landforms. Drumlins 
may be formed by erosion, deposition, or a combination of both. 

The origin of several glacial landforms is related to deposition of meltwater flowing 
within or beneath the ice. An esker (Figure 16.29) is a sinuoi1s ridge composed of poorly 
sorted sand and gravel. Eskers are formed by meltwater streams flowing in tunnels within 
or beneath a glacier. Because the stream channel is confined by ice walls and roof, the de­
posits remain as a raised mound after the ice melts. The sini1ous, meandering shape of es­
kers is sirnilar to subaerial stream channels. Kames are isolated, commonly conical hills of 
sand and gravel (Figure 16.30). One way in which kames are formed involves the flow of 
meltwater into a cavity in the ice similar to a sinkhole in karst topography. Gradually, the 
hole is filled by the stream deposits. 



658 Chapter 1 6 Glaciers, Permafrost, and Deserts 

.i. FIGURE 16.30 
A kame located in Erie County, N ew York. Source: Photo courtesy of the author. 

Case In Point 16.1 
Subsurface Complexity In Glacial Terrain 

<II FIGURE 16.29 
The Dahlen esker (ar­
rows) located In eastern 
North Dakota. Source: 
Photo courtesy of J. R. Reid . 

Complex glacial stratigraphy beneath deceptively simple glacial landforms can cause frus­
trating and expensive foundation problems. Boston's historic Beacon Hill was traditionally 
interpreted as a drumlin. Under this assumption, soils compnsed mainly of till with favor­
able conditions for foundations and excavations were predicted. The site investigations for 
several large mndem buildings, hnweve:r, revealed a much more cnmplicated subsurface 
stratigraphy (Kaye, 1976). One of these structures was a garage constructed near the south 
end of the cross section shown in Figure 16.31. Till was expected to be present for the entire 
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Cross .section of Beacon Hill showing the complex structure and stratigraphy. Ice advanced from the 
north and transported frozen slabs of bed sediment, which were emplaced by ice thrusting at the 
g lacier terminus near Beacon Hill. Source: From C. A. Kaye, 1976, Beacon hill end moraine, Boston: A new 
explanation of an important urban feature, in Urbon Geomorphology, D. A. Coates, ed., Geological Society of 
America Special Paper 174, pp. 1-20. 

13-m depth of the foundation excavation. Instead, subsurface folds containing gravel were 
encountered. Groundwater inflow from these gravels into the excavation required the in­
stallation of an expensive dewatering system and caused months of construction delay. 
The construction of a large office building on the north side of the hill was also affected by 
inadequate subsurface information. The building was designed to rest upon piles driven 
into dense till beneath a surficial bed of clay. When test piles were driven, the surficial clay 
was found to extend to a much greater depth than anticipated because of folding and fault­
ing of the section. The piles were driven 15 m beyond the predicted depth of the till unit 
with very little resistance to penetration. 

Data gathered from these and other projects indicated that Beacon Hill is not a drum­
lin composed mostly of till. The hill is stratigraphically and structurally complex. Beneath 
a surficial layer of till, north-dipping slabs of sand, gravel, clay, and till are stacked against 
each other like books standing tilted to one side on a bookshelf. The depositional units are 
separated by thrust faults, and beds are intensely folded in some parts of the hill. 

A reasonable explanation for the origin of Beacon Hill is that it consists t)f a series of 
individual thrust sheets emplaced by a glacier frozen to its bed near its termim1s. Under 
this hypothesis, slices of frozen bed sediment were sheared into the ice and transported as 
intact slabs to the ice margin. There, the blocks were thru.qt upward against other slabs of 
subglacial bed material. Therefore, the landform i.q a type of terminal moraine rather than 
a dn1mlin. Construction experience in this area exemplifies the necessity for detailed sub­
surface site investigations in glaciated terrain. 

Engineering in Glaciated Regions 
Glaciated regions present several problems relevant to construction and other types of land 
use. In general, these include problems associated with differences in engineering proper­
ties among various types of deposits, lateral and vertical variability in subsurface stratigra­
phy, and variations in depth to bedrock. Of major importance are differences in engineering 
properties among tiJl, glacial-lacustrine, glacial-marine, and outwash deposits. Glacial­
lacustrine deposits are clayey, compressible material'! with low shear strength. The role of 
these materials in the collapse of the Transcona, Manitoba, grain elevator was described in 



660 Chapter 16 Glaciers, Permafrost, and Deserts 

Chapter 10. The low bearing capacity of glacial-lake sediments may require piles or other 
deep foundation types for heavy stnictures. Piles are usually driven until they encounter a 
dense till or bedrock. Other engineering problems associated with glacial-lacustrine de­
posits include settlement, shallow water tables, shrink-swell behavior, and instability of nat­
ural or constructed slopes. Glacial-marine deposits are similar in texture to glacial-lacustrine 
sediments. The special slope-stability problems associated with these soils were discussed 
in Chapters 10 and 13. The Nicolet, Quebec slope failure (Figure 13.16) is an excellent ex­
ample of the construction hazards that must be considered. 

The geotechnical properties and behavior of till are dependent upon its mode of deposi­
tion. Lodgement tills become dense and overconsolidated under the load of the overlying 
glacier. As a result, they tend to have favorable strength and compressibility in comparison 
with ablation tills. On the negative side, lodgement ti.Us may be so dense that excavation 
may require ripping or blasting. An important characteristic of lodgement, and to some ex­
tent ablation tills, is that they are commonly observed to be jointed or fissured (Figure 16.32). 
In the case of lodgement tills, fissures may have been caused by unloading and rebound dur­
ing and after the retreat of the glacier. Shrinkage associated with drying after deposition is 
another possible cause of fissure formation . Fissures have several important effects upon the 
engineering properties of the soil mass. First, fissures weaken the material. This can be 
shown by comparing the results of strength tests on samples of two sizes from the same con­
struction site (Figure 16.33). The strength values measured from the larger samples are lower 
because of the greater number of fissures included in the sample. Fissures also influence the 
permeability of glacial deposits. Laboratory permeability tests conducted on small intact 
samples consistently yield lower permeability values than field tests because of the absence 
of fissures in the small lab samples. These discontinuities also provide preferred paths of 
movement for water through the deposit. A consequence of this condition is that tills may 
not be so favorable for waste-disposal sites as they may appear based on lab permeability 
tests on small samples. The presence of iqoJated large boulders can sometimes prove trou­
blesome in constn1ction projects involving ti.11. Difficulties associated with excavation, test 
drilling, and pile driving have been experienced. Boulders may be concentrated in boulder 
pavements between till units in sequences containing multiple ti1k 

... FIGURE 1 6.32 
Exposure of a joint in till, southwestern North Dakota. 
The surfaces of the joint are covered by manganese 
oxide. Source: Photo courtesy of the author. 



... FIGURE 16.33 
Effect of fissures on the strength of till. 
Samples of two different sizes from Identi­
cal materials were tested. Points plot below 
the line of equality because the smaller 
samples are stronger than the larger sam­
ples, which have more fissures. Source: From 
W. F. Anderson, Foundation engineering in 
glaciated terrain, in Glacial Geology: An intro­
duction for Scientists and Engineers, N. Eyles, ed., 
ii:> 1983 by Pergamon Press, Ltd., Oxford. 
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Outwash deposits generally are composed of cohesionless materials of variable sort­
ing and high permeability. They frequently constitute excellent unconfined aquifers and 
favorable soils for irrigation if they occur at the surface. Outwash deposits are of great 
value as construction materials unless they contain excessive amounts of poor-quality ma­
terial, such as shale. Therefore, states and provinces expend considerable effort in explo­
ration for and evaluation of these deposits. 

Sand and gravel deposits have moderate to high strength a.nd low compressibility. 
Therefore, they provide high bearing capacities for foundations. Problems arise with high 
water inflow in excavations below the water table. Dewatering techniques (Chapter 11) may 
then be required. Glaciofh1vial materials make very poor waste-disposal settings because of 
their high permeability and their potential utilization as sources of groundwater supplies. 

Case In Point 16.2 
The Bl·g Dig: Urban Engineering In Glaciated Terrain on a Massive Scale 

The Central Artery /Tunnel (CA/T) project, also known as the Big Dig, is one of the largest 
and most complex highway construction projects ever undertaken in the United States. 
The main purpose of this project was to replace the Central Artery, an elevated six-lane 
highway that passed through the heart of Boston as part of Interstate 93. When it opened 
in 1959, the Central Artery carried about 75,000 vehicles per day. By the 1990s, traffic had 
increased to about 200,000 vehicles per day, making it one of the most congested high­
ways in the country. 

The challenges in replacing this highway were daunting- traffic along the existing 
route had to be maintained during construction, which lasted from 1991 to 2005. The de­
sign selected consisted of construction of an underground eight- to ten-lane expressway 
directly below the existing elevated Central Artery (Figure 16.34) In addition, the project 
includes a new section of the Massachusetts Turnpike (I-90), which formerly ended at the 
I-93 /J-90 interchange. The new section of I-90 crosses beneath the Fort Point Channel, rises 
back to the surface, and then passes through the Ted Williams Tunnel under the Boston 
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... FIGURE 16.34 
Map of the Central Artery/Tunnel 
project In downtown Boston. 
Source: Massachusetts Turnpike 
Authority. 

Inner Harbor to Logan Airport. Construction on the project began in 1991 and was 95% 
complete at the end of 2004. The overall cost was originally estimated at $4 billion, but rose 
to more than $14 billion as construction neared completion, making it the most ambitious 
and costly urban highway project in the nation's history. 

The unprecedented geotechnical challenges of the Big Dig included dealing with the 
highly variable, complex glacial geology of the city. Bedrock consists of variably weathered 
metamorphic rocks. The oldest glacial dleposit in the area is a till about 70,000 to 80,000 
years old. The till is quite dense and stiff. The ice then retreated from the area and read­
vanced to its Late Glacial Maximum position about 20,000 years before present. At its 
greatest extent, ice was several hundred meters thick on the site of Boston. The weight of 
the glacier isostatically depressed the crust, allowing the ocean to transgress across the city 
site as the ice retreated. Marine clays were deposited during the time when the land was 
below sea level. These are generally weak materials that cannot carry heavy foundation 
loads. Although sea level rose as the great ice sheets melted, the isostatically depressed 
land rose faster as the weight of the ice was removed. Eventually, the area emerged above 
sea level. Freshwater deposits, sometimes with high organic content, overlie the marine 
clays. The uppermost stratum is a layer of fill ranging in age from the past few decades to 
before the Revolutionary War. A representative cross section is shown in Figure 16.35. 

Boston, like other cities, has a maze of underground utilities, consisting of different 
ages and different materials. All of the utilities buried beneath the Central Artery, some 46 
km of gas, electric, telephone, sewer, water, and other lines, had to be relocated prior to con­
struction of the tunnel. Other procedures that were necessary in a project of this type in­
cluded archeological surveys, which uncovered several significant sites. The fundamental 
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Stationing 

Geological conditions along a section of the Central Artery Tunnel (heavy dark line). Source: From T. L. 
Neff, K. K. See-Tho, S. S. C. Liao, and L. Bedlngdleld, 1989, Integration of design and construction for Boston's 
Centra'I Artery/Third Harbor Tunnel Project, in Proceedings of the lntemacional Congress on Progress and Innova­
tion in Tunnelling, vol. 2, K. Y. Lo, ed., pp. 719-726, Toronto Canada, 1989. 

challenge of the Central Artery project was the necessity to maintain the existing elevated 
highway, while simultaneously digging a tunnel beneath it. The unique underpinning 
process that was designed to solve this problem is shown conceptually in Figure 16.36. The 
foundation of the existing highway waq baqed on footings supported by piles, all of which 
were within the footprint of the tunnel. The first step in construction was to install concrete 
slurn1 walls, which would form the basis of the support system as well as the permanent 
wall of the tunnel. They also form a permeability barrier and prevent water inflow into the 
tunnel and excavations. Slurry walls are built by pumping concrete into a trench about a 
meter wide, as much as 36 m deep in this case, and then lowering steel soldier piles into the 
slurry to provide support. Cross beams are added between the walls (Figure 16.36b) and 
the dead load is carefully transferred to the beams by a jacking system. Then the old piles 
can be cut and the excavation of the tunnel can proceed. The northbound and southbound 
hmnels were built separately and when finished, the old elevated artery was removed 
(Figure 16.36d). 

Problems were encountered at specific locations on the project. For example, in one 
secfa1n of the artery, the tunnels had to pass beneath two separate overlying tunnels 
(Figit re 16.37). The Red Line Tunnel is a subway tunnel that was built in 1915. Settlement 
of this hmnel could not be allowed as this would damage the subway Hne. Excavation 
down to the level of the htnnel, as used in most sections of the artery, would not work in 
this location. Another complicating factor at this location was the presence of large build­
ings, all of different ages and different foundation types that could potentially experience 
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(a) Existing foundations of the elevated artery. (b) Slurry walls are installed, along with transverse 
grade beams and surface decking. The load is transferred from the old to the new foundation system. 
(c) Tunnels for the new artery are excavated and constructed. (d) The old artery Is removed after the 
underground highway Is In service. Source: From T. L. Neff, K. K. See-Tho, S. S. C. Liao, and L. Bedlngdleld, 
1989, Integration of design and construction for Boston's Central Artery/Third Harbor Tunnel Project, In 
Proceedings of the International Congress on Progress and Innovation in Tunnel/Ing, vol. 2, K. Y. Lo, ed., pp. 
719- 726, Toronto Canada, 1989. 

damaging settlement as the tunnel was constr1.1cted below. An ingenious 1.tnderpinning 
system was conStr1.tcted in this area (Figure 16.38), where the geology consists of sever­
al tills overlying bedrock. Two vertical access shafts, similar to huge elevator shafts, 
were excavated to a depth of 6 m below the bottom of the subway tunnel using the 
slurry wall construction described earlier. 'JWo horizontal access hinnels, called grout­
ing galleries, were drilled from the vertical access shafts. From the grouting galleries, 
hundreds of small shafts about 5 cm in diameter were drilled to bedrock 15 m below 
and grout was pumped in under pressure to harden the soils. These shafts were 
arranged in a fanlike pattern to stabilize a large area. Then three horizontal drifts 
(Figure 16.38) were drilled one on top of another and filled with concrete. Finally, roof 
girders spanning the access galleries and directly beneath the subway tunnel were con­
structed by drilling horizontal drifts and installing the roof girders. The last step was 
filling the grouting galleries with concrete. The end result (Figure 16.39) was two mas­
sive concrete walls 30 m long and 15 m high supporting the roof girders that in htrn 
support the subway tunnel. To address the concern of the adjacent building owners, 
extensive monitoring systems were installed that detect even minute horizontal and 
vertical movements. 
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Summer St. 

.A. FIGURE 16.37 
Conceptual cross section along the northbound Central Artery tunnel showing the location of the 
Red Line Subway Tunnel and the Transitway Tunnel above. Source: From B. B. Goyal, P. K. Das, C. K. Shah, 
C. W. Wood, and B. R. Brenner, Underpinning of Red Line South Station, in Engineering Geology of the Big Dig 
Project, D. Bobrow and C. Daugherty, leaders, In Guidebook for Geologlco/ Field Trips In New Englond, D. P. West 
and R. H. Bailey, eds., 2001 Annual Meeting of the Geological Society of America . 

... FIGURE 16.38 
Underpinning system for 
the Central Artery tunnel 
under the Red Line Sub­
way Tunnel. Source: From 
B. B. Goyal, P. K. Das, c. K. 
Shah, C. w. Wood, and 
B. R. Brenner, Underpinning 
of Red Line South Station, 
in Engineering Geology of the 
Big Dig Project, D. Bobrow 
and C. Daugherty, leaders, 
in Guidebook for Geological 
Field Trips in New England, 
D. P. West and R. H. Bailey, 
eds., 2001 Annual Meeting 
of the Geological Society of 
America. 

The tunnels running under Boston Harbor created design challenges that were met by 
similarly innovative techniques. The Big Dig is a truly monumental highway construction 
project. A number of "firsts" achieved by the project include the most extensive geotechni­
cal investigation and testing program in North America and the largest use of slurry wall 
construction in one location in North America. 
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.A. FIGURE 16.39 
Cross section showing completed underpinning system for the Red Line Subway system and the tunnel 
below for the Central Artery. Source: From E. R. Drooff, D. ). Dobbels, and). R. Wheeler, 1999, Role and per­
formance of chemical grout in the underpinning of an active subway station, in Proceedings of the Rapid Excavation 
and Tunnelling Conference, D. E. Hilton and K. Samuelson, eds., Society for Mining Metallurgy and Exploration. 

Permafrost and Related Conditions 
The development of petroleum resources in arctic regions and the transport of oil south­
ward through pipelines have required new concepts of construction in cold regions. The 
likelihood of continued resource development in these regions requires a better under­
standing of this unique environment. 

Constntction problems in arctic regions result from the presence of permanently frozen 
ground, or permafrost. The area of permafrost on the earth is extensive. Approximately 20% 
of the earth's land surface is underlain by permafrost, including 50% of Canada and the for­
mer U.S.S.R. and 85% of Alaska. 

Extent and Subsurface Conditions 
Permafrost areas can be classified as either continuous or discontinuous (Figure 16.40). 
Discontinuous permafrost can be identified by adjacent tracts of frozen and unfrozen ground. 
Continuous permafrost extends to great depths at high latitudes and gradually thins to the 
south (Figure 16.41). 
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.A. FIGURE 16.40 
Extent of permafrost in the Northern Hemisphere. The light gray area represents continuous per­
mafrost; dark gray indicates discontinuous permafrost. Source: From 0 . J. Ferrians, R. Kachadoorian, and 
G. W. Greene, 1969, Permafrost and Related Engineering Problems in Alaska, U.S. Geological Survey Professional 
Paper 678. 

Immediately below the land surface ls the suprapermafrost zone, which ls several meters 
thick and may contain pockets of material called taliks that never freeze, as well as ground 
that thaws during the summer and refreezes in the winter (Figure 16.42). This upper part 
of the suprapermafrost layer is called the active zone. At the base of the suprapermafrost 
layer is the permafrost table. This ls the upper boundary of the zone that remains frozen year­
round, althoi1gh taliks also may be present below the permafrost table. 
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.A. FIGURE 16.41 
Distribution of permafrost along a northwest transect In northwest Canada. Numbers above the dia­
gram represent degrees of latitude. Source: From N. Eyles and M . A. Paul, Landforms and sediments result­
ing from former periglacial climates, in Glacial Geology: An Introduction for Engineers and Scientists, N. Eyles, ed., 
e 1983 by Pergamon Press, ltd., Oxford. 
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Subdivision of permafrost below land surface. Source: From 0 . J. Ferrians R. Kachadoorlan, and 
G. W. Greene, 1969, Permafrost and Related Engineering Problems in Alaska, U.S. Geological Survey 
Professional Paper 678. 

Freeze and Thaw 
Processes that produce distinctive landforms in climates subject to ground freezing are 
called periglacial processes. These processes, which are dominated by freeze and thaw ac­
tivity, occur in any cold climate whether or not a glacier is nearby. Therefore, areas of high 
elevation in the midlatitudes experience periglacial activity. During the Pleistocene, 
periglacial climates extended southward as far and even beyond the advance of the ice 
sheets. Periglacial, like glacial, phenomena can reach equatorial regions if the elevation is 



... FIGURE 16.43 
Cracking of a cement slab 
by frost heave, Grand 
Forks, North Dakota. No­
tice the bulging of the 
slab in the vicinity of the 
crack. Source: Photo cour­
tesy of the author. 
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sufficiently high. Although the effects of periglacial phenomena during the Pleistocene are 
sometimes relevant to engineering projects in the midlatitudes, we will focus the bulk of 
our discussion on the regions of current permafrost. In addition to the direct effects of 
freeze and thaw, special types of mass movement occur under periglacial conditions. They 
are discussed in the following section. 

The effects of ground freezing are extremely variable. Lithology of the soil is an im­
portant factor. Under appropriate conditions, isolated ice lenses form in the soil and begin 
to grow by drawing moisture by capillary movement toward the expanding ice mass. Soils 
of predominantly silt-size particle composition are most susceptible to ice-lens formation. 
Clay-rich soils retard the movement of soil water toward the ice lens, and coarse-grained 
soils contain pores that are too large for capillary movement. Frost heave, or uplift of the 
land surface, is most damaging in silty, frost-susceptible soils (Figure 16.43). Frost heave is 
not limited to permafrost regions, but is a problem in any area where temperatures dip 
below freezing for prolonged periods in the winter. 

As the ground freezes in the cold season, vertical cracks may form by thermal con­
traction of the soil. These cracks, which extend below the bottom of the active zone, com­
monly form a polygonal pattern on the land surface. In the summer, meltwater from the 
active zone percolates downward into the crack and freezes during the following winter. 
Over a period of years, large ice wedges can develop by repeated frost cracking in the 
same location (Figure 16.44). The polygons at the surface are known as ice-wedge polygons 
(Figure 16.45). They are a good indication of permafrost conditions. Other characteristic 
permafrost landforms include pingos and patterned ground. Pingos are large circular or 
conical mounds, tens of meters high, that form by the vertical growth and heaving of an 
ice core (Figure 16.46). Patterned ground develops by the sorting of surficial particles into 
coarse and fine fractions (Figure 16.47). The resulting shapes include polygons, circles, 
and stripes. 

Mass Movement 
A characteristic form of mass movement in permafrost terrain is known as gelifluction. 
During the summer, meltwater in the active zone is prevented from draining downward 
by the impermeable frozen soil below. Therefore, the soil within the active zone be­
comes saturated and flows as lobate shallow masses on very gentle slopes. The velocities 
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<II FIGURE 16.44 
Ice wedge In soft sedi­
ment, Yukon Territory. 
Source: T. L. Pc!w4!; photo 
courtesy of U.S. Geological 
Survey. 

<II FIGURE 16.45 
Aerial view of ice-wedge 
polygons near Barrow, 
Alaska. Source: T. L. Pc!we; 
photo courtesy of U.S. 
Geological Survey. 

of the gelifluction lobes are variable, from imperceptibly slow to tens of centimeters per 
day. Internally, gelifluction masses contain poorly sorted debris with a wide range of 
particle sizes. 

Alpine regions contain moving masses of debris called rock glaciers (Figure 16.48), 
which originate at high elevations in cirques or on slopes leading to mountain peaks. 
They consist of angular blocks of rubble that are produced by frost action on rock out­
crops and accumulate on slopes by rockfall, snow avalanches, or other processes. Rock 
glaciers resemble true glaciers in form and movement. In addition to rock debris, they 
also contain ice, either as a cMe beneath the debris or as an interstitial matrix between 
rock fragments. 
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.A. FIGURE 16.46 
Pingoes near Tuktoyaktuk, Northwest Territories. Source: Photo by Greg Brooks; reproduced with the per­
mission of the Minister of Public Works and Government Services Canada, 2005 and courtesy of Natural Re­
sources Canada, Geological Survey of Canada. 

~ FIGURE 16.47 
Patterned ground near 
Keflavlk, Iceland, formed 
by sorting of surficial ma­
terial. Coarse particles out­
line the polygons. Source: 
Photo courtesy of the author. 

Engineering Problems In Permafrost Regions 
Engineering problems in permafrost terrains result from unwanted thawing of frozen 
ground and frost heaving during seasonal freezing of the active zone. Problems are most 
severe in low-lying areas underlain by fine-grained soils. Upon thawing, these soils be­
come waiterlogged and lose bearing capacity because the frozen soil beneath the active 
zone prevents drainage. A lesson learned from many mistakes is that permafrost exists in 
a fragile state of equilibrium. Vegetation insulates the frozen ground beneath, and if it is 
removed, thawing and depression of the permafrost table will result. Roads and railroads 
are constructed by building an insulating pad of non-frost-susceptible soil on the ground 
after vegetation has been removed. Failure to design roads correctly leads to expensive 
failures (Figure 16.49). Buildings are often constructed on insulated piles driven below the 
permafrost table. The bottom of the floor is elevated about a meter above land surface to 
allow for the circulation of air and dissipation of heat. 
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<II FIGURE 16.48 
An active rock glacier 
moving downslope, 
Copper River region, 
Alaska. Source: F. H. Moffit; 
photo courtesy of U.S. 
Geological Survey. 

<II FIGURE 16.49 
Disruption of railroad re­
sulting from permafrost 
thaw after removal of 
vegetation, near Valdez, 
Alaska. Source: 0 . J. Ferri­
ans, Jr.; photo courtesy of 
U.S. Geological Survey. 
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Case In Point 16.3 
The Trans-Alaska Plpellne 

Discovery of a huge oil field near Prudhoe Bay on the north coast of Alaska in 1968 posed a 
unique challenge to the United States. Here was a golden opportunity to reduce the increas­
ing dependence on foreign oil, a factor that became even more apparent during and after the 
energy crisis of 1973. However, Prudhoe Bay is accessible to oil tankers for only a short peri­
od each year. The alternative was to build a 1300-km pipeline across the state of Alaska 
(Figure 16.50). Williams (1986) has summarized the history of this and other pipeline projects. 

The trans-Alaska pipeline route was mostly wilderness and crossed two mountain 
ranges, several large rivers, and vast areas of permafrost. Construction problems in an unin­
habited area with an inhospitable climate, not to mention the special construction techniques 
that would be required for the permafrost, were quickly appreciated. The environmental 
movement sensed an ecological disaster in the destruction of wilderness and the disruption 
of wildlife si1ch as caribou that freely migrate across the route. When it was finally built at a 
cost of $7 billion, more than 8 times the original estimate, the pipeline had become the largest 
private engineering project in history. 

The major dilemma in the design of the pipeline was the necessity to conduct oil at a 
temperah1re of 65°C through a 48-in.-diameter steel pipe without thawing the permafrost. 
The engineers realized that destruction of the permafrost would cause land si1bsidence and 
the possibility of rupture of the pipeline. The potential of rupture from ground shaking 
due to earthquakes was also taken into consideration. After extensive test drilling along 
the route to assess the soil and permafrost conditions, the decision was made to con­
struct about one-half of the line (610 km) aboveground to prevent contact between the 
pipe and the frozen soil. Of the remainder, 640 km were buried in areas where soil conditions 

... FIGURE 1 6.50 
Route of the trans-Alaska pipeline. 
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Thermal devices <II FIGURE 16.51 
tas roqulredl Design of aboveground pipeline 

support. Source: From P. f. Williams, 
1986, Pipeline & Permafrost: Science in 
a Cold Climate, Ottawa: Carleton Uni­
versity Press. 

were favorable and frost heave or subsidence was not anticipated to be a problem. In sen­
sitive environmental areas 11 km of the pipeline were buried using special techniques in­
cluding insulation and refrigeration around the outside of the insulated pipe to prevent 
permafrost thaw. Bridges were i1sed. to conduct the pipeline across the larger rivers and 
the pipeline was buried beneath others. 

The design of the aboveground pipeline supports is shown in Pigrne 16.51. Figure 16.52 
is a photo of the pipeline. The pipe is supported by two vertical support members (VSMs) 
and a horizontal support beam. The VSMs are steel piles that are driven into the ground to 
depths ranging from 8 to 20 m. A critical component of the VSMs are sealed, 2-in.-diameter 
heat pipes containing anhydrous ammonia refrigerant. In the winter, the refrigerant evapo­
rates from the lower part of the heat pipe and condenses at the top because the ground is 
warmer than the air. The heat is then released to the air by use of heat exchangers at the top 
of the VSMs. The evaporation of the refrigerant below the soil surface cools the permafrost, 
similar to the evaporation of sweat cooling the skin, to the point where the soil remains frozen 

<II FIGURE 16.52 
Photo of aboveground 
section of pipeline near 
Paxson, Alaska. Source: 
Photo courtesy of Glenn 
Oliver. 
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during the warmer summer conditions. Thermal expansion and contraction of the pipe 
is accommodated at bends in the line at 250- to 600-m intervals. Connection of the pipe to 
the support beam allows up to 4 m of lateral movement of the line; vertical movement 
along the VSMs is also possible. This design proteclq against both ground thaw and dis­
ruption as well as earthquake ground motion. The equipment road running along the 
pipeline was constructed on a thick gravel mat to in.quJate the ground from temperature 
changes associated with the removal of vegetation. 

To date, the pipeline has functioned as designed and disruption of the environment 
has been minimal for a project of this scope. Wildlife migration concerns were adequate­
ly addressed by the refrigerated buried sections and other measures. Oil production 
from Prudhoe Bay i.q now in decline. New reserves in AJaqka have not been fully delin­
eated, but the development of reserves in the Alaska National Wildlife Refuge (ANWR) 
is highly controversial. Major oil and gas reserves are also present in arctic Canada. Since 
the completion of the tran_q-AJaqka pipeline, one other long Canadian pipeline in per­
mafrost was constructed. Others in both the United States and Canada have been pro­
posed, but not built. The success of the trans-Alaska pipeline was based on a knowledge 
of the geology of frozen ground. Future projects will continue to rely on geology to solve 
the unique problems of construction in cold climates. 

Arid Regions and Deserts 
Arid regions constih1te such a large portion of the land area of the earth, between 25% and 
40% depending upon the classification used, that it is important to understand a little 
about the unique processes and landforms in these environments. Aridity is based strictly 
upon the amount of precipitation received by a region. Although mean annual tempera­
h1re is an important climatic variable because it influences the amount of evaporation that 
will occur, warm temperatures are not required for aridity. In fact, dry polar regions can be 
as arid as the deserts of the Middle East. In cold regions, the lack of vegetation is partly 
due to the low tempera hires, in addition to the low precipitation. One classification of arid 
lands utilizes the ratio of precipitation to annual potential evapotranspiration, P /ETP 
(UNESCO, 1977). The four zones defined by this index are shown in Table 16.3. 

Although mean annual temperature is not implicitly included in the classification, it 
has an indirect relationship. Because the amount of potential evapotranspiration increases 
with increasing temperatures, a certain amount of precipitation could yield a semi-arid cli­
mate in one area and an arid climate in a warmer region. 

Arid Landscapes 
The lack of precipitation in arid areas creates their most common characteristic-the lack or 
near lack of vegetation. To many, arid regions and deserts are synonymous- vast plains 

Table 16.3 Classification of Arid Regions 

P/ETP 

<0.03 
0.03- 0.20 
0.20-0.50 
0.50-0.70 

Classification 

Hypernrid 
Arud 
Semi-arid 
Subhumid 
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_. FIGURE 16.53 
The El-Qaa alluvial plain, south Sinai, Egypt, is a reg. Coarse gravel and cobble lag Is concentrated at 
the surface by erosion of finer particles by wind. Source: Photo courtesy of the author. 

covered with sand dunes. However, the topography and surface features of arid regions are 
surprisingly variable. It is tn1e that plains and plateaus make up a large part of desert areas, 
but the surfaces of these regions can consist of rock outcrop, known as a hamrnada, by a layer 
of stones or gravel, known as a reg (Figure 16.53), or by vast seas of sand, known as ergs 
(Figure 5.4). Regs may consist of a concentrated surficial layer of closely spaced stones cov­
ering finer soils below. This kind of a surface is known as a desert pavement. The stones at the 
surface protect the finer soils beneath from wind erosion. The formation of desert pave­
ments probably involves deflation, r·emoval of the finer particles by wind, but also other 
processes such as freeze and thaw that preferentially move larger clasts to the surface. 

Fault-block mountains in arid areas, such as those in the southwestern United 
States, are associated with characteristic landforms that develop in the intermontane 
basins (Figure 16.54). Along the mountain front, alluvial fans build up where there is an 
abundant source of sediment eroded from large drainage basins. In the absence of allu­
vial fans, the mountain front is commonly bordered by a pediment (Figure 16.54). Pedi­
ments are gently sloping surfaces cut on the same type of bedrock that makes itp the 
mountain range. They may be overlain by a thin veneer of coarse alluvium. Th.eir origin 
is still not completely understood and a wide variety of erosional processes htave been 

... FIGURE 16.54 
Landforms of fault block mountains 
and basins in arid regions. 



Arid Regions and Deserts 677 

suggested for their formation. These include stream erosion, during the infrequent desert 
rainstorms; deep weathering during former, more humid climates; and erosional retreat 
of the mountain front. 

The thin alluvium on pediments thickens toward the center of the basin, reaching 
thousands of meters in some cases. The alluvial deposits are basically a coalescing band of 
alluvial fans, running parallel to the mountain front. This depositional zone is called a 
bajada, and the entire depositional zone in the basin is known as a bolson. When it does rain 
in the Basin and Range province of the southwestern United States, runoff ponds to form 
temporary lakes in the center of the basin, because there are no through-flowing streams 
connecting the basins. The finest sediment carried out into the basin settles out in these 
playa lakes. The landforms of sandy deserts will be described after we consider the eolian 
(wind) processes acting on the desert surface. 

Wind Erosion and Deposition 
Wind Erosion and Transport 

In the absence of significant vegetation, which protects and anchors the soil, wind can 
erode and transport huge quantities of sediment. The entrainment and transport of parti­
cles by wind is hmdamentally similar to that of runnJng water, but there is one major dif­
ference. Water, because it is so much denser than air, exerts a much larger drag force on 
particles lying on the surface and can transport much larger particles than air. The amount 
of drag, or shear stress, exerted by wind on particles on the land surface is related to the 
velocity of the wind by the following equation: 

(16.3) 

where V* is known as the drag, or shear velocity,,,. is the shear stress, and p is the density 
of air. The drag velocity, V*, is actually the velocity gradient near the surface, rather than 
the actual wind velocity. It is related to the velocity at any point above the surface by 
equation (16.4). 

Vz = 5.75V* log (z/k) (16.4) 

V. is the true wind velocity at a vertical distance z above the ground and k is a parameter re­
lated to the roughness of the surface. Depending upon the roughness, which involves the 
particle size and other factors such as vegetation, the wind velocity will rise from zero at a 
dfatance of k cm above the surface to some value dependent on the strength of the wind. 
When the wind velocity is plotted with distance above the surface, it yields a logarithmic 
relationship (Figure 16.55). These graphs are usually plotted on semi-log paper to make the 
relationship a straight line (Figure 16.SSb ). k can be determined as the distance from the ori­
gin to the point on the vertical axis where the two lines converge. The shear velocity, V*, is 
the slope of the line on the semi-log plot. The line labeled v;. = 61 is a larger shear velocity 
and would therefore represent a higher wind velocity, according to equation (16.4). For a 
given wind blowing across the surface, the higher the k value, which means a rougher sur­
face, the higher the shear velocity will be, for example, 61 compared to 26. The shear veloc­
ity, therefore, is really the gradient of the velocity above the ground. This is important 
because the size of particles that can be transported is a function of the shear velocity. 

Figure 16.56 shows the relationship between the shear velocity, expressed here as V*~' 
or the critical threshold velocity necessary to move a particle, and the grain diameter. 
This plot requires some contemplation. First, there are several processes at work as wind 
blows over a surface . Because wind is a turbulent phenomenon, there are components of 
velocity ill'I all directions, including directly upward, especially in turbulent eddies. When 
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... FIGURE 16.56 
Plot of critical shear velocity versus 
grain diameter. Fine particles are 
entrained by wind turbulence and 
transported in suspension. Coarser 
grains are primarily transported by 
saltation, which begins at the im­
pact threshold. The Impact thresh­
old Is reached at a lower velocity 
than the fluid threshold, which rep­
resents direct entrainment by the 
wind. 

the upward velocity caused by the wind is greater than the fall velocity caused by the 
weight of the particle, particles are lifted off the surface and move upward inito the air. 
They are then transported by suspension, which is the same process as occurs in running 
water. But because of the low density of air, suspension is only possible for very small 
particles, those that plot in the extreme left-hand side of Figure 16.56. The threshold of en­
trainment by suspeMion, a dashed line that rises to the left, actually increases as the par­
ticles get smaller. The reasons for this are similar to the behavior of fine particles in water. 
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.A. FIGURE 16.57 
Trajectory of saltatlng grains launched by the Impacts of descending grains. 

Smaller particles tend to behave as aggregates rather than as individuals due to the at­
tractive forces between them. In addition, particles this small are likely to lie entirely 
within the thickness of the layer in which velocity is zero ( < k cm). Once they are en­
trained at a certain shear velocity, however, they can remain in transport at considerably 
lower velocities. The dustbowl days of the 1930s are a good example of the suspension 
transport of fine particles for long distances. 

As the grain size of surface particles increases, another process, saltation , comes into 
play to a much greater degree than it does in fluvial :transport. At grain sizes greater than 
0.1 mm, Figure 16.56 shows that there are two thresholds of movement. The higher one, 
the fluid threshold, indicates the shear velocity necessary to move a particle of a given size 
by shear alone. As these particles are launched into the air, they do not travel very far be­
cause of their greater weight. Their trajectory is similar to that shown in Figure 16.57. After 
a steep vertical rise, they impact the surface again at a low angle, not much more than a 
meter or so in the downwind direction. The momenh1m which they impart to particles at 
their point of collision makes it easier for the wind to move the impacted particles, so the 
impact threshold is lower than the fluid threshold. Thus, during a strong windstorm, there 
is layer of saltating grains, accounting for as much as 75% of the total sediment transport, 
within a height of several centimeters of the surface. Coarser sediment can also be moved 
by impact but remains in contact with the surface like bed load in a stream. This type of 
transport is known as creep. What is left at the surface after the amount of sediment moved 
by saltation and creep is a gravelly lag layer. Taken together, the three processes of sus­
pension, saltation, and creep effectively sort the sediment on the desert surface. Upon ero­
sion and deposition of windblown sediment, the surface tends to evolve into bare hammada, 
from which all sediment above bedrock is removed; gravelly reg, from which the sand and 
silt is removed; and ergs, in which the sand accumulates in dunes. The finer sizes trans­
ported by suspension can be carried downwind for great distances. 

Erosion by wind includes two basic processes. Deflation is simply the removal of fine 
sediment by wind, leaving a deflation hollow. Deflation hollows can range in size to many 
kilometers in diameters, although it is sometimes difficult to eliminate the effects of other 
factors in producing the depression. Abrasion is the other process, the equivalent of sand­
blasting, in which sand grains carried by the wind abrade rock surfaces or clasts with 
which they come in contact. Cobbles or pebbles on the ground surface that show the ef­
fects of wind abrasion are known as ventifacts. Ventifacts can be recognized by planar 
facets that face into the wind and slope downward toward the effective wind direction. 
Many ventifacts have two or more facets, which intersect along sharp, linear ridges 
(Figure 16.58a). Other facets on ventifacts can be pitted, fluted, polished, or grooved 
(Figure 16.58b). Multiple facets can indicate the effects of prevailing winds from different 
directions, or alternatively, that the clast has been moved or rotated, exposing a new face 
to the wind. 
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(a) 

(b) 

<II FIGURE 16.58 
(a) Ventlfact on an outwash plain, Iceland. (b) Polished 
a nd pitted facet on cobble, south Sinai, Egypt. Source: 
Photos courtesy of the author. 

Larger landforms produced by wind erosion are called yardangs. These elongated, 
streamlined ridges range in relief from several meters to tens of meters. Their streamlined 
shape, with a length-to-width ratio of 4 or more reflects evolution toward a shape that pro­
vides the minimum resistance to the wind. Yardangs are best developed in weakly consol­
idated sedimentary rocks and they are thought to form by a combination of defl.ation and 
abrasion. 

Wind Deposition and Dunes 
Transport and deposition of sand produces a wide variety of landforms, with sand supply 
and wind direction and magnlhtde the major variables. Deposition of sand is enhanced by 
the presence of sand accumulations in dunes or other forms on the desert floor, because 
wind energy is absorbed by the transport of grains during saltation. Thus, any patch of sand 
with a downwind length of 4 to 6 m or more will have a net accumulation as sand arrives 
from upwind sources. Deposition is strongly influenced by obstacles to flow on the ground 
because wind accelerates around and over the obstacle. By contrast, a low-velocity zone is 
created in the lee of obstacles and streamlined mounds or ridges of sand are dept1sited in 
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.A. FIGURE 16.59 
Sand shadow in the lee of a mound of sand stabilized by vegetation, south Sinai, Egypt. Source: Photo 
courtesy of the author. 

these downwind locations. The size and shape of the resulting sand shadows (Figure 16.59) is 
dependent upon the size and dimensions of the obstacle. 

The movement of gentle winds over a sand-covered surface will produce wind rip­
ples, analogous to fluvial ripples (Figures 5.20, 5.21, and 14.15). Wind ripples are s trong­
ly associated with saltation because it is by this process that grains are set into motion 
by impact and moved downwind. Wind ripples therefore form low, wavelike forms 
transverse to the wind direction, with wavelengths of a meter or less. With an increase 
in wind velocity, more pronounced transport of sand takes place and dunes are formed. 
These landforms are also similar to fluvial dunes, with an asymmetric shape and a 
downwind direction of movement (Figure 16.60). Sand grains are transported up the 
gentle windward (stoss) side of the dune and are temporarily deposited near the top of 
the steeper lee face. Deposition occurs here because wind velocity drops as the wind 
passes over the crest of the dune. Deposition causes steepening of the lee face until a 
critical angle is reached. Grains then avalanche down the face, maintaining the lee face 
at the angle of repose. By erosion on the stoss side and deposition on the lee side, dunes 
migrate downwind, although the dune form remains constant (Figure 16.61). The steeply 
dipping lee-side cross beds (Figure 16.60) are preserved as lithified dune sequences and 
provide evidence for arid climates in the geologic record. 

The major types of sand dunes are shown in Figure 16.62. Barcltans have perhaps the 
most distinctive dune shape. These isolated forms develop on hard substrates where the 

Efrec1ive wind 

Sloss slope 
(erosion lln<l lranspurl) 

.A. FIGURE 16.60 
Cross section of a sand dune showing asymmetry between the stoss and lee sides and internal config­
uration of slip-face cross beds. 
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.A FIGURE 16.61 
View from the top of a dune looking down the slip face at trees that are being buried as the dune 
advances; Indiana Dunes National Lakeshore. Source: Photo courtesy of the author. 

sand supply is limited and the winds are unidirectional. The projection.-; around the ends 
of the dunes are called ltorns, and the slip face has a concave shape in the downwind di­
rection. As the sand supply increases, barchans begin to coalesce to form a more contim1-
ous ridge transverse to the wind direction, but one that still has projections like homs 
extending in the downwind direction. These dunes are called barchanoid ridges. There is 
probably a complete gradation between barchans, barchoid ridges, and transverse dune.s, 
which are similar to barchanoid ridges without the horn segments. 

When the wind direction is slightly variable, but still from the same general direction, 
linear, or longitudinal, dunes can develop. The trend of the dune may approximate the re­
sultant of the various wind directions. These dunes are significant landforms that can be 
several meters high and several hundred meters in continuous length. In a transverse pro­
file, the dunes are asymmetrical, with steeper slip faces along the crest of the dune. Some­
times slip-face segments alternate from side to side along the crest. 

Dunes can be stabilized by vegetation with even a small increase in annual precipita­
tion. Many arid and semi-arid environments are close to the boundary between active 
dunes and stabilized inactive dunes. In these areas, parts of stabilized dunes can be reacti­
vated if the vegetation can be stripped away on part of the dune to form large scoop­
shaped hollows, or blowouts. Blowouts have a variable orientation in their early stages of 
modification of older dunes but become more oriented with respect to the wind directions 
in more evolved forms. The blowouts become more pronounced and concentrated, leav­
ing hornlike projections between them. The resultant forms look like barchans in plan 
view, but the horns are on the upwillld side rather than the downwind side. These dunes 
are known as parabolic dunes (Figure 16.62). They can be differentiated on maps or air pho­
tos because of the steepness of their slip faces on the downwind side, although the slip face 
is now convex downwind instead of concave downwind like those of the barchans. 

Sta:r dunes are very large landforms, with ridges radiating in multi.pie directions from 
pointed crests or peaks. These dunes are the result of two or more divergent prevailing 
wind directions. In some areas, the wind directions are oriented exactly opposite from 
each other, with one being dominant and the other weaker. When this wind pattern is 
present, reversing dunes are observed. When the dominant wind prevails, the slip face is 
formed in the usual position. However, when the wind reverses during another season, 
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Ilarchan dun<:-~ Blowout dunes Lineur dunes 

Ilarchanoid ridge Dome dunes Star dunes 

Transverse dunes Parahnlic dunes Reversing d11nes 

.A. FIGURE 16.62 
Basic types of eolian dunes, w ith arrows showing the most si gnificant wind directions. Source: From 
E. D. McKee, ed., 1979, A Study of Global Sand Seas. U.S. Geological Survey Professional Paper 1052. 

the slip face is modified and partially converted to the opposite direction. One final dune 
type Lq the dome dune, which consLqts of low mounds of sand without a slip face. 

Large accumulations of wind-deposited sand are known as ergs (sand seas) or sand 
sheets. Sand seas must be larger than 30,000 km2 in area and can contain many types of 
dunes in individual dune fields. Sand sheets are vast, feahtreless plains underlain by eo­
lian sand that lacks distinct dune forms. Generally, the sand is thinner in sand sheets than 
in ergs, sometimes only a few meters in thickness. 

Loess 
As mentioned earlier, wind is an effective sorting medium. In the process of erosion and 
transportation by wind, silt and clay are separated from sand, which is deposited closer to 
the source. The finest fraction is carried by winds high into the atmosphere and can be 
transported around the earth many times. The ultimate depositional site for much of this 
material is the oceans. The silt fraction of the eroded material forms significant deposits 
known as /oess. It blankets much of the landscape downstream from sources areas. In North 
America, extensive loess deposits were formed during the Pleistocene, when vegetation 
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Eolian deposits in the central United States . The loess deposits are mostly Pleistocene in age, although 
the eolian sand deposits may be Pleistocene and Holocene in age. The Blackwater Draw Formation 
Is a sand sheet. Source: From A. Busacca et al., 2004, Eolian sediments, In The Quarterna'Y Period In the United 
States, A. R. Gillespie, S. C. Porter, and B. F. Atwater, eds., Elsevier, Amsterdam. 

cover was decreased by colder climates. Very large areas of the central United States are 
covered by loess in the vicinity of the Missouri and Mississippi rivers (Figure 16.63). The 
source of this sediment was the abundant glacial oi1twash sediment carried by th.ese rivers 
from the glacier fronts to the north. Loess is draped over the existing landscape, with the re­
sulting topography being a more subdued version of the pre-loess topography. Stratigraph­
lcally, the loess deposits of the central United States are composed of multiple sheets 
corresponding to glacial periods, each one overlying an older one. Because of weak bonds 
of clay or water between the silt particles (Chapter 10), loess has the unusual engineering 
property of maintaining a vertical angle in slope cuts, as long as the material remains dry. If 
the surface is wetted, the clay bonds are weakened and the material may fail. 
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Case In Point 16.4 
The Nebraska Sand Hiiis 

Most of the active eolian deposits in the world today lie in modem deserts. During the 
Pleistocene, however, the southerly movement of continental glaciers in North Ameri­
ca created cold, dry conditions at the margins of the ice fronts, along with higher 
winds. Wind erosion and deposition in the central United States was extensive during 
these periods (Figure 16.63). In addition to the areas of loess deposition associated 
with sources from outwash sediment from the major meltwater rivers, vast ergs and 
sand sheets were formed. The largest of these, covering an area of 50,000 km2 and mak­
ing it the largest sand sea in the Western Hemisphere, is the Nebraska Sand Hills 
(Figures 16.63 and 16.64). 

The major dune types in the Sand Hills are shown in Figure 16.64. The most common 
are barchans and barchanoid ridges. The size of these dunes (up to 130 m in height) is 
similar to active dunes in the great deserts of today in Africa and the Middle East. This 
puts them into a category known as megabarcltans. Loess plains on the southeastern 
(downwind) end of the Sand Hills are consistent with a transport direction from the 
northwest. 
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Major dune types in the Nebraska Sand Hills. Source: From D. May, J. B. Swinehart, D. Loope, V. Souders, 
1995, Late Quarternary fluvial and eolian sediments: Loup River Basin and the Nebraska Sand Hills, in Geologic 
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North· Central and South-Central Sections, Geological Society of America, C. A. Floweday, ed., Lincoln: Conserva. 
tlon and Survey Division, University of Nebraska-Lincoln, pp. 1 3-32. 
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.A. FIGURE 16.65 
View of the Nebraska Sand Hiiis, which are stabilized with grassland vegetation under today's climatic 
conditions. Large ridge In background Is megabarchanold ridge. Source: Photo courtesy of the author. 

Because today most of the Sand HiJJs and other dune areas are stabilized with vegeta­
tion (Figure 16.65), it was long assumed that these large dunes had not been active since 
the Pleistocene. However, recent work has shown that the dunes have been intermittently 
active in the Holocene, as recently as 3000 years before present. The very young age of 
some of these dunes illustrates the vulnerability of the landscape to climate change. The 
Holocene is considered to be a time of warm and relatively constant climatic temperatures. 
A mid-Holocene period of warmer and dryer condition_q may prove to be the most impor­
tant period in formation of the Sand Hills. The significance of these findings is that i:t may 
take only a minor decrease in precipitation to reactivate the Sand Hills. As we gather more 
and more information about past climates, it is important to keep in mind that relatively 
subtle climate changes can have significant impacts on landscapes that are close to thresh­
olds of geomorphic change. 

Summary and Conclusions 
An understanding of glacial processes and landforms is important because of the large 
area covered by glaciers during the Pleistocene Epoch. The expansion and contraction of a 
gJacier is determined by its mass balance-the relationship between accumulation and ab­
lation. The position of the terminus is controlled by this relationship even though the ice 
may be flowing downslope continuously. Flow occurs by visco-plastic deformation and 
basal sliding. Both types of movement occur in wet-based glaciers, whereas only visco­
plastic flow is characteristic of cold-based glaciers. 

Glacial erosion includes abrasion and plucking by sliding glaciers. Glaciers frozen to 
their beds can incorporate huge slabs of bed material into the ice by thrusting. Eroded rock 
and sediment are transported and deposited at a later time. Deposition may take place be­
neath the ice to form lodgement till or above the ice to form ablation till. Other types of 
glacial drift are deposited by glacial meltwater streams a.q outwash or in proglacial lakes as 
lacustrine sediment. 



Valley glaciers produce a characteristic set of erosional landforms in mountainous ter­
rain. Chief among these is the U-shaped valley with oversteepened valley walls. Eroded 
sediment is deposited in terminal, lateral, and medial moraines. Modem glaciers cannot 
compare with the huge continental ice sheets that buried the landscape repeatedly during 
Pleistocene time. The landforms and deposits of these glaciers are the substrate upon 
which all human activities take place in northern latitudes. 

Each type of glacial deposit has unique engineering characteristics. Glacial outwash 
deposits may contain valuable resources of aggregate material and groundwater. Glacial 
lacustrine sediment and tills present varied construction conditions depending upon their 
method of deposition, thickness, stratigraphy, and many other factors. Lodgement and ab­
lation tills differ with respect to density, strength, and compressibility. 

The factors that led to repeated glaciations extending into the midlatitudes during 
Pleistocene time are not fully known; however, it is th ought likely that periodic perturba­
tions in the earth's motion can explain the climatic cycles of cooling and warming. Long­
term clin1iatic changes were probably cai1sed by lateral movement and elevation of the 
continents by plate interactions. 

Permafrost causes severe engineering problems in cold regions, which cover more 
than 20% of the earth's surface. Most of these problems are related to instability of the ac­
tive layer of the soil. Differential settlement and mass movement are common during thaw 
periods, and frost heave takes place during freezing of the active layer. These conditi.ons 
require special design and construction procedures for almost all engineering projects. 

Arid regions contain a wide variety of landscapes and landforms intimately associat­
ed with the climate imder which they form. The surfaces of these areas include hammadas, 
regs, and ergs, depending on whether wind has removed all possible particles, deflated 
the finer clasts leaving only a coarse lag, or deposited thick accumulations of sand. The 
erosion and transport of sand is a function of the condition and roughness of the surface 
and the strength of the wind. When this sand Lq deposited, a variety of landforms can de­
velop, including sand sheets and quite a few different types of dunes. Sand supply and the 
direction and variability of winds determine which specific type of dune Lq formed. Silt­
size particles are transported farther than sand and come to rest in blanketlike sheets of 
loess that are draped over the existing topography. Dunes can be stabilized by vegetation 
and just as easily destabilized if the precipitation in an area decreases. 

Problems 

Problems 687 

1. Sununarizc the mechanics of glacier movement. 9. What landforms suggest the presence of penmifrost? 

2. What effect does the condition of the base of the gla-
cier have upon movement? 

3. Contr:ast the different types of glacial erosion. 

4. How is till deposited? 

5. What Lypes of sediment other than till are associated 
with glaciers? 

6. What topographic features indicate whether or not a 
moun tainmL~ area was glaciated during Pleistocene 
time? 

7. What construction problems can be expected in 
glaciated terrain? 

8. What is the best explanation for Pleistocene 
glaciations? 

10. Discuss the problems of construction in areas of 
frozen ground. 

11. How are eolian sands identified in the rock record, 
and what Lypes of evidence are used to infer tha t 
dunes were present in the environment of deposition? 

12. What is the shear velocity that it would take to move 
a particle 0.6 mm in diameter? Explain the process 
by which this particle would be moved. 

13. How is shear velocity related to the actual wind 
velocity? 

14. Describe how differences in wind direction and 
sand supply result in the formation of different 
types of dtmes. 
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690 Appendix Units and Conversion Factors 

Quantity SI Unit U.S. Customary Unit Conversion Factors 

Length, L m ft, in., yd, mi 1 in. = 2.54cm 
lft = 0.304Rm 
lyd = 0.9144 m 
1 mi = 1.6093 km 
lm = 3.2808 ft 
1 km = 0.6214 mi 

Area, L2 m2,ha ft2 . 2 d2 1 in.2 = 6.452cm2 
'm. 'y ' 
mi2, acre 1 ft2 = 0.0929 m2 

1 acre = 43,560 ft2 

= 4046.85 m2 

= 0.404685 ha 
1 mi2 = 640 acre 

= 2.604 km2 

= 259ha 
1 m2 = 10.764 ft2 

1 ha = 2.471 acr·e 
= 10,000 m2 

Volrnne, L3 m3,L ft'\ yd3, gal 1 ft3 = 7.4805 U.S. gal 
= 0.02832 m3 

= 28.32 L 
1 U.S. gal = 0.134 ft3 

= 0.003785 m3 

= 3.785L 
1 m3 = 35.3147 ft3 

= 264.172 gal 
= lOOOL 
= 106 cm3 

Mass,M kg,g slug, lbm 1 slug = 14.59 kg 
tonne (metric) ton (short) 1 kg = 0.685 slug 

1 lbm = 0.453592 kg 
1 kg = 2.205lbm 
1 ton (short) = 2000 1bm 

= 907.2kg 
= 0.9072 ton (metric) 

1 ton (metric) = lOOOkg 
= 2204 1bm 
= 1.102..1 ton (short) 

For~~fght N, dyne lb, ton lN = 0.2248 lb 
1 kN = 224.8 lb 
1 lb = 4.448N 
1 dyne = 1 X 10 5 N 

= 2.25 x 10 6 lb 
= 1 g-cm/s2 



Quantity SI Unit 

Stress, ~ressure N/m2
, Pa, bar 

(F/L) 

Density (p) 
(M/L3) 

kg/m3, g/cm3 

Unit weight (y) 
(F/L\M/L"r2) 

kN/m3 

dynes/cm3 

Velocity (L/T) m/s,cm/s 

Acceleration m/s2 

(L/T2
) 

Flow rate m3/s 
(Discharge) 
(L 3/T) 

Energy (F-1.) Joule (N-m) 

USEFUT.. CONSTANTS 

g = 9.8 m/s2 

= 980 an/s2 

p(water) == 1.0 g/ an3 

= 1000kg/m3 

y(watcr) "' 9.8 X 103 N/m3 

= 62.4 lb/ft3 

Appendix 

U.S. Customary Unit 

lb/ fr, atm 1 N/m2 

tons/ft2 1 Pa 
psi, tsf 1 bar 

1 kN/ m2 

1 lb/ft2 

1 psi 
1 atm 

lbm/fr\ 1 Mg/m3 

slugs/ft3 1 lbm/ft-~ 
1 g/cm3 

1 kg/m3 

lb/ fr~ 1 kN/m3 

1 lb/ft'~ 

ft/s, ft/mil' 1 m/s 
mi/hr (mph) 1 cm/s 

1 ft/s 
1 mi/hr 

ft/s2 1 m/s2 

1 ft/ s2 

ft3 / s, ft3 /min 1 ft3/s 
U.S. gal/min 

1 ft3/ min 

1 gal/min 
1 m3/s 

ft-lb, cal 1 Btu 
Btu, Kw-hr 

1 Joule 

1 Kcal 

Units and Conversion Factors 691 

Conversion Factors 

= 0.0209 lb /ft2 

"' 1 N/m2 

= 105 Pa 
= 20.90 lb/ft2 

= 0.145 psi 
"' 47.88 N/m2 

= 6.895 kN I m2 

-= 14.7 psi 
= 1 bar 

= 62.4 lbm/ft'~ 
= 0.0157 Mg/m3 
= 62.4 lbm/ft3 

= 0.062 lbm/ft3 

= 6.36 lb/ fr~ 
= 0.0037 lb/in.3 

= 157N/m3 

= 3.28 ft/s 
= 1.97 ft/mil' 
= 0.305 m/s 
= 1.61 km/hr 

= 3.28 ft/s2 

= 0.3048 m/ s2 

= 0.0283 m3 / s 
= 448.8 gal/min 
= 4.72 X 10 d m3/s 
= 7.4805 gal/min 
= 6.31 X 10-s m3/s 
= 35.315 ft3 / s 
= 2118.9 ft'~ /min 

= 778 ft-lb 
= 252cal 
= 1 N-m 
= 0.73756 ft-lb 
= 4.185 kJ 
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INDEX 

Abyssa l hilJs, 597 
Accclcrogrnph, 275 
Accrctionary wedge, 49 
Agassiz, Louis, 62 
Age of earth, 27 
Alluvia l fans, 568-569 
Amphibol<?, 85 
Angle of in.ternaJ friction, 227 
Anh yd rite, 92 
An.ion, 76 
Anticline, 253 
Apatite, 101 
Aquifers, 407-416 

geologic types, 423- 435 
Long Js land, New York, 418-423 

Arbuckle Dam, 269 
Arch, 231 
Arid regions, 675-688 
Asbestos, 102- 103 
Asthenosphcrc, 29 
Atmospheric circulation, 53 
Atoll, 619-620 
Atraz ine, 451-452 
Attenua tion mcchanlsms, 4711-480 
Atterberg l.imits, 364--'166 
Augi te, 85 

Back arc basin, 49 
Badlands, 3.'lli 
Baldwin HHls reservoir, 284 
Banded iron formation, 96 
Bas ins, 255 
Bauxite, 330 
Bay of Fundy, tides, 608-609 
Beaches, 614-617 
Bemidji, Minnesota p ipeline rupture, 455 
Bench terraces, 341 
Big bang theory, 24 
Big dig, the, 661-666 
Big rollover, 7 
Big Thompson flood, 18 
Bioremed iation, 495-496 

Biotite, 80 
Bouguer correction, 38 
Braided streams, 565-S68 
Brittle behavior, 224 
BTBX,483 

Calcite, 94 
Calichc, 350 
Capable fault, 290 
Capture zones, 492-494 
Carbon, 14, 70 
Carbonates, 92 
Catastroph ism, 60 
Cation, 76 
Chelation, 350 
Chemical weathering, 321'>-3.'11 

hydration, 321h129 
hydrolysis, 328 
oxidation, 329 
solution, 327"""'128 

Stability, 329-.331 
Cirque, 651 
Clay minera Is, 372-."175 
Cleavage, mineral, 80 
Cleavage,rock,202- 203 
Clim.He change, 13- 15 
Climate, 13 
Coal reefs, 619-620 
Coal, 6-9 
Coasta I engineerin.g, 6''11- 636 
Coasta I hazards, 62o-631 

hurricane, 62o-623 
storm surge, 623-625 
tsunami, 625-627 

Coas ts, 611-620 
depositional features, 611-614 
erosional fcatur<?S, 610-611 
types of, 617-620 

Cohesion, 227 
Compressive stress, 217 
Conchoidal fracture, 81 
Cone of depression, 411 

Confining pressure, 228 
Conservation tillage, 340 
Consolidation, soils, 371 
Contact metamorphism, 198 
Contact, rock unH, 67 
Contaminant p lume, 474-478 
Continental drift, 35, 42-44 
Continental margins, 599-601 
Contour fo rmlng, 340 
Convergent plate boundacies, 45 
Copper, 100 
Coriolis effect, 55 
Covalent bond, 76 
Cros.~ sections, 267 
Cross-cuttlng relationships, 

principle of, 67 
Crysta I, 78-84 
Crystal systems, 80 

Darcy's Law, 396"""'199 
Debris ava lanches, 523-52.4 
Debris flows, 512-525 
Declination, 34 
Degree of saturation, 360 
Deltas, 569-573 
Dendara Temple, 323 
Deserts, 675- 688 
Detention basins, 341 
Diamond, 76 
Differentiation, of earth, 26 
Dilatency model, 303 
Di rcct shear test, 226 
Dispersion, 475 
Divergent plate boundaries, 45 
Diversions, 341 
DNAPL, 469-470, 483 
Dolomite, 94 
Domes,255 
Drainage basin, 544-545 
Drainage dens ity, 546-548 
Drumlin, 656-6S7 
Ductile behavior, 224 
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Dunes, eolian, 68()-688 
Dynamic metamorphism, 201 

Barth's gravity, 37-41 
Barth's magnetic field, 31-.15 
Barthquake prediction, 302 
Barthquakes, 272-.114 
Bdwards aquilcr, 4.14-437 
Effective stress, 526-528 
Egyptian obeUsk, 240 
Blastlc rebound theory, 274 
Blectrons, 75 
Bnergy resou recs, 6-9 
Bnginecring classification of rock, 

2.14-237 
Bngineering properties of soils, 357-.175 

clay m inera Is, 372-.175 
index properties and classification, 

361-368 
settlement and consolidation, 37(h.172 
shear strength, 366--170 
weight-volume relationships, 359-.'!61 

Bnvlronmenta I regulations, 462-469 
CERCLA (Superfund), 468-469 
Clean Water Act, 463-464 
Resource Conservation and Recovery 

Act, RCRA, 464-468 
Safe Drinking Water Act, 464 

Bpiccnter, 275 
Brosion, 3.13-344 

runnlng water, 334-..142 
gulley erosion, 3.15 
piping, 336-3.17 
rill erosion, 335 

Erosion, wind, 342-..144 
Evaporitc, 92 
Evapotransplra tion, 404-405 
Bxfoliation, 325 
Bxpansivc soils, 375-378 

Pai I u re envclo pe, 229 
Pault breecia, 205 
Pa ult scarp, 261 
Paults, 259-267 
Peldspa r, 90 
Pjord, 618 
Plood control, 587-591 

Rapid City, South Dakota, 587-589 
Winnipeg, Manitoba, 587-589 

Plood frequency, 585-587 
Plooding, 580-591 

flood control, 587-591 
freq ucncy, 585-587 
Grand Forks, North Dakota, 580-587 
hydrograph,582-585 
magnitude, 582-585 
Rapid City, South Dakota, 587-589 
Winnipeg, Manitoba, 587-589 

Flow nct.q, 401-403 
Pluvia l bed forms, 555 
Folds, 253-256 
Foliation, 201- 202 
Fossil, 68 
Fracture zone, 50 
Fractures, 256-267 
Framework silicates, 90-92 
Frank, Alberta s lide, 52.l-524 
Frequency, earthquakes, 277 
Frost action, 319 
flroude number, 554-555 

Galena, 98 
Ceoid,38 
Geologic column, 68 
Geologic cycle, 64 
Geologic maps, 267 
Geologic time, 60- 72 
Geologic time sea le, 71 
Geothermal energy, 30 
Geothermal gradient, 197 
C laclers, 639-666 

basal sliding, 641-642 
bed deformation, 642 
deposition, 644-649 
engineering in glaciated regions, 

660-666 
equHibrium line, 640 
erosion, 64.1-644 
Glen's .Flow Law, 640 
internal flow (creep), 64()-641 
mass balance, 640 
types of, 649-6.59 

Glen's flow law, 640 
ClobaJ warming, 14 
Gneiss, 204 
Cold, 98 
Coldich's stability series, 329 
Graben, 46, 364 
Graded stream, 573-574 
Crain-size ana lysis, 361-36.1 
Crain-size distribution curve, 363 
Grand Forks, ND, flooding, 580-587 
Graphite, 76 
C ravity a no ma Lies, 39 
Gravity, earth, 37-41 
C roin, 632-6.13 
Gros Ventre slJde, 248 
C roundwatcr, 396-442 

and construction, 442 
contamination, 451-456 
discharge,401,403-407 
flow, 396-407 
Darcy's Law, 396-399 
water table, 399-401 
quality, 437-442 
recharge, 401 403-407 

Groundwater resources, 407-42.1 
aqujfcrs, 407-416 
chemical evolution, 441-442 
groundwater quality, 437-442 
sustainabili ty, 416-423 

Culley erosion, 3.16 
Gypsum, 92, 101 
Gyre,58 

Half life, 69 
Hardness, groundwater, 4.18 
Hardness, miner.ii, 82 
Harold D. Roberts tunnel, 209-212 
Heat flow, 2()-31 
H cma tite, 83 
High plains aquifer, 416-418 
Hjulstrom diagram, 558 
H.oneycomb weathering, 324 
Horst, 264 
Humus,348 
Hurricane, 620-62.1 

Andrew, 627-631 
Hugo, 627-631 

Hutton, James, 61 
Hydra tion, 328 
Hydrau lic conductivity, 216, 397 
Hydraulic gradient, 397 
Hydraulic head, 396 
Hydrocompactlon, 378....179 
Hydrologic budget, 54B-553 
Hydrologlc cycle, 57-60 
Hydrolysis, 328 
Hypocenter, 275 

Ice fields, 650 
Ice sheets, 649-650, 652-658 
llli tc, 88 
Inclina tion, 34 
Inclinometers, 536-537 
Index properties, soiJs, 361-..11!\6 
Infiltration capacity, 404 
Injection wells, 461 
I nsclbcrg, 332 
Intensity, ca rthqua kcs, 276 
Internal structure, mineral, 75 
l.ntertropical convergence zone, 54 
Ionic bond, 76 
IPCC, 15 
Irrigation, 9- 12 
Island arc, 48 
lsostasy, 40 
Isosta tic rebound, 40 
Isotope, 69, 75 

joints, 258-259 

Kame, 658 
KaolJnlte, 89 



Karst aquifers, groundwater contamjna-
tlon, 4117-490 

Karst groundwater flow systems, 431-4-'37 
Karst, 3211 
Kobe, Japan earthquake, 295-297 

La Conchita, California debris flows, 
517-520 

Lake Ba I Linger Dam, 344 
Laminar flow, 553 
Land subsidence, 3111-.192 

groundwater withdrawal, 382-..186 
organk soiJs, 3116--..1118 
Bverglad es, 386-387 
New Orleans, 390-392 
Santa Clara Va Uey, 3&."l-3115 
sinkholes, 3811-.190 
underground mines, 388-389 

Landfills, 456-460 
Laterites, 330 
Lawrence Livermore National 

Labora tory, groundwater 
contamination, 484-487 

Leaning Tower of Pisa, 372 
Lifeline systems, 302 
Liquefaction, 288, 379-..181 
Lithosphere, 29 
LNAI'L, 469-470 
Loess, 683-688 
Loma Prieta earthquake, 292- 295 
Longshore bars, 614 
Longshore currents, 609-61.0 
Love waves, 280 
Lower Van Norman Dam, 2811 
Lyel l, Charles, 62 

Macropore, 474 
Magma,64 
Magnetic field, 31-.15 
Magnetic lines of force, 31 
Magnetic reversal, 34 
Magnetite, 84 
Magnitude (geologic event), 17 
Magnitude, earthquakes, 276 
Manning equation, 556-.557 
Mantle plumes, 29 
Marble, 205 
Mass movements, 500-54."I 

classi fica tion, 501-503 
effective stress, 526-528 
fa Us and topples, 504-505 
flows, 512-525 
lateral spreads, 510-512 
mapping, 531-533 
safety factor, 524 
slides, 505-510 
soil stren.gth, 525-.526 
stabiJlty analysis, 533-536 

Mass spectrometer, 70 
Meandering streams, 561-565 
Mechanical weathering, 319-326 

frost action, 319-.."121 
moisture change, 324-.125 
sa It weathering, 321-324 
temperature change, 324 

Metals, 96 
Metimorphic aureole, 199 
Metlmorphism, 197 
Micas,811 
MJdoceanic ridge, 30 
MJgmatitcs, 200 
Mineral, 74-105 

carbonates, 92 
Juster, 113 
native clements, 94 
oxides, 92 
physicaJ properties, 79-84 
s ilicate, 115-92 
specific gravity, 83 
suJfates, 92 

Mississippi river delta, 571 
Modified Mercalli scale, 277 
Modulus of elasticity, 22.1, 234 
Mohorovicic discontinuity, 27 
Mohr's circle, 220-221 
Mohs hardness scale, 82 
Moment magnitude, 276 
Monocline, 255 
Mud flows, 512-525 
Muscovite, 80, 88 
MylonHe, 205 

Native clements, 94 
Natural attenuatio.n, 495 
Nebraska sand hills, 685-688 
Ncptunism, 60 
Neutrons, 75 
New Madrid earth.quake, 286-288 
New Orleans, lancU subsidence, 390-."192 
Niagara PaJJs, 550-553 
Northridgc earthquake, 3!!9-.114 
Nuclear energy, 9 
N ucleu.~, 75 

Ooca n basins, 596-599 
Ocean currents, 58, 596-597 
Oce<rn sedJments, 597-599 
Oil and gas, fr-9 
Olivine, 78 
OPBC, 7 
Ore deposits, 96 
Organic soils, land subsidence, 386-3811 
Original horizontl lity, principle of, 60 
Orographk prccipitition, 55 
Otis Air Poree Base, groundwater 

contamination, 476 

Outwash, glacial, 648 
Overland flow, 404 
Oxidation number, 76 
Oxidation, 329 
Oxides, 92 

Index 695 

P waves, 279 
Paleomagnetism, 35 
Patterned ground, 669-671 
Pedaller, 355 
Pedoc.1 I, 355 
Pedogenic soil classification, 354-357 

soiJ orders, 355-."157 
Soil Taxonomy, 355-357 

Permafrost, 66fr-674 
engineering problems, 661- 675 
freeze and thaw, 668-669 
mass movement, 669-671 

Permeability, 216 
Piczomctcr, 397 
Pingo, 669-671 
Piper diagram, 440 
Piping,336 
Plasterboard, 101 
Plate tectonics, 28, 41-51 
Polar front, SS 
Population growth, 3-6 
Porosity, 215, 360 
Portland cement, 99 
Potentiometric su rfoce, 408 
Precambrian, 611 
l'recu rsors, 304 
Principal stresses, 218 
Principle of effective stress, 411-413 
Protons, 75 
Pyroxene, 85 

Quartz, 76 
Qua rtzitc, 205 

Radioactive dating, 69- 72 
Radiocarbon, 70 
Raindrop erosion, 335 
Rayleigh waves, 280 
Recurrence interval, 18-19 
Regional metamorphism, 199-200 
Relative density, soil, 363 
Remedia tion, contamination, 490-496 
Remediation, pump and trea t, 491-495 
Reynolds number, 554 
Richter magnitude, 276 
Rift valley, 46 
Rill erosion, 335 
Rivers, 544-594 

al luvia l fans, 568-569 
braided, 565-568 
deltas, 569-573 
discharge, 556 
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Rivers (Continued) 
drain age basin, 544.....545 
equilibrium, 573-580 
flood hydrograph, 582-585 
flooding, 580-591 
hydrologic budget, 54S-SS3 
meandering, 561-565 
Mississippi, 571-573 
Niagara Fa Lis, 550-553 
stream hydraulics, 553-557 
stream order, 546-548 
stream patterns, 545-546 
stream sediment, 575-561 
terraces, 575-576 

Rock bolts, 539-540 
Rock discontinuities, 239 
Rock mass properties, 237- 248 
Rock mass rating system, 242 
Rock quality designation, 242 

Swavcs,279 
Salt weathering, 321-32."l 
San Andreus fou lt, SO, 267 
San Fernando earthquake, 309-314 
San Francisco .earthquake, 272 
Sanitary landfill, 456-460 
Schist, 203-204 
Sea floor spreillding, 35, 44-45 
Sea mounts, 597 
Scawa U, 632-633 
Seismic gap, 290 
Seismic waves, 275 
Seismograph, 275 
Sensitivity, soi ls, 364 
Septic systems, 459-460 
Settlement and consolidation, soils, 

37(1-372 
Shear strength, soil~, 366-379 
Shear stress, 217 
Sheet silJca tes, 86-92 
Shelter belts, 343 
Shorelines, 601-605 
Si lica tetrahedron, 85 
Silicates, 85-92 
Sinkholes, 388-390 
Slate, 202 
Slides, slope movements, 505-510 
Smcctite, 86 
Smith, William, 68 

Soil classification, 
engineering, 367-368 
pedogenic, 354-357 

SoiJ consistence, 364 
SoiJ forming factors, 351-354 
Soi l hazards,375-381 

expansive soil, 375-.'178 
hydrocompaction, 378-379 
liquefaction, 379-381 

Soil moisture active zone, 376 
Soil profile, 348-..'151 

caliche, 350 
chelation, 350 
cl uvlation, 348 
horizon descriptions, 349-350 
humus,348 

Soil Taxonomy, 355-..'57 
Solar nebula, 24 
Solar system, 23 
Solid solution series, 78 
Solution, weathering process, 327 
Specific gravity, 83 
Sp ha le rite, 98 
Spheroidal weathering, 325 
Springs, 406-407 
St. Francis Dam, 207- 209 
Steno, Nicola us, 60, 79 
Stiff graph, 440 
Storm surge, 623- 625 
Strain, 222 
Stream 

capture, 549-SSO 
hydraulics, 553-557 
order, 546-548 
patterns, 545-546 
sediment, 557-561 
terraces, 575-576 

Strength, 225 
Strike and dip, 252 
Strip cropping, 340 
Subduction zone, 30 
Submarine canyons, 599-6CKJ 
Sulfates, 92 
Superposition, principle of, 60 
Sylvite, 101 
Syn cl inc, 253 

Tailings, 103 
Talus, 321 

Tensile strength, 231 
Tensile stress, 217 
Tensiometer, 472-473 
Terminal moraine, 652 
Terracing, 340 
Teton dam, 44.>-447 
Teton fault, 261 
Thcrmohallnc current, 58 
Thistle, Utah slide, 536 
1idcs, 605-609 
Till, 646-64 7 
TI me scale, geologic, 71 
Trans-Alaska pipeline, 673-675 
'l'ranscona grain elevator, 373-374 
Transform fau lts, 45 
Trcnch,30 
TriaxiaJ test, 229 
Triple point, 47 
T.~una mi, 2&.1, 625- 627 
Tunnel excavation, 243-247 
Turbidity currents, 599-601 
Turbulent flow, 553 

Unconfined compression test, 
223-224 

Unconformity, 64 
Unified SoiJ Classification System, 

367-368 
Uniformitarianism, principle of, 61 
Urliversal soil loss equation, 3..% 
Unloading, 325 

Valley glaciers, 651-652 
Van der Waa Is bonds, 86 
Ventifact, 679-680 
Viscosity, 223 
Void ratio, 215, 360 

Wa ter content, soil, 360 
Wa ter Resources, 9- 12 
Water table, 399-401 
Waves, 601-605 
Weathering front, 331 
Wegener, Alfred, 42-44 
Wind deposition and dunes, 680-688 
Wind erosion, 677-680 

Yucca Mountain, 9 
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UNIFIED SOIL CLASSIFICATION SYSTEM 

G101111 Field ldontificotion Procedures 
Major Divisions Symbols" Typical Names !excluding particles larger than 75 mm 

and basing fractions on estimated weights! 

1 2 3 4 5 

1 ! - OW \Vcll•gradcd gr1vcl", grnvel "and mix• Wide range in atrain &ite.s and &ubsLnn&inl 

15 ~~J 
t1,1rc4, Huie or no rinet. IU1U)U11l3 Of ati ll intcrmcdint.c ptirtic;lQ &iM.'18. 

% ~'5 . ., g;:; g Poorly grPdt"{I Nrttvcls, Kfll'-'Cl•&lUld mix· PrNJominnntly one size or n r.ange of !llt~s 
(S ~~ • UP Ji - turc1. little or no fines. with f!omc intermediate sizes nllsiting. 6 i !::! &..•ti l u 

" 
.!l., 

:. .2,,~- p 
c e 11 ..c Nonpha, 1.ic finr1' nr fines with low plasticity q 

~ j 'i'.i ~ J ~ OM Silty gravol;, gruv~l·J111nd·silt mixturvJ1. -: 
i'-~ ·~ :i<!fi tror icfonLirirntinn procedures see Ml ... below). 

.!1 . .., 't .. .,., 
·a " ~ 6"" r.tl~ P s 

!:' .; ~~. :i "ii c 0\:: 
~ e ~ !!"' ~~'O ii .l; t· ~ s.~ cc Clayey gruvcl~. gravt:l·t1;and•cloy Plpstic rinc1 lfor idcnliricution pruc·cdurc~ 

.~ . ! ii "'~ 0 .!! 1nixlunH1 . •cc C [, below), 
~ :i ... . .... 
" ~ 2 s d \Vidc rnnl(e in ftT"in 3izcs nncC sub.!itt1nlif'I 
~ ~ ':l ?, " SW \\lell·graded sands. ~rovdlt sontl.!i, .. '5 ~~ I! ~ ] ls 'i littlu or no h nus. (lmQUnts o( oll intermediat& pnrtfole &ize.s. 
~ E ~ ·-..C a.11" O·~ g "'w (,J St :I 0 c~"' 

';i ~ JI .!I - JgR Poorly grnded sand•. grovelly "'1nd1. Pn'f:lominnnt ly nnc tiir.c or n r.ange of sizes ,;: o1i ~ ... ;! Si' .c .~ .~ " ~ e .Ir) ;; JI u litlle or no fines. with t1omc intcrmcdint.e s izes miseln.g . •• , "8 .2 E .. ~ " .~.~ JI J! ..c .!':! ~ -
~ 4 

·~ c • . 11 e ;:.. :a 
~ ~al- Nonplastk fines or fines with low plasticity 

~ .. -! 2' SM Siily s&nt..18, :tancl·$ill mixturtts. at: " J!.~"S I for Identification proeedure-s see ML below). .. w ,,. "' ~ r~ i ~ :::; c. ff O~ 
~ o -:Z. .:?. i ·- "' -~ - Pl;a5tic fines (ror idoni..ificol.ion procedures .. :::; J! c. .. 0 SC Ch1yey si.nd11, uca nd·c;loy mixlurcs. g .!! soc Cl, holowl, 

" ... ldentlrlcatfon Procedures -s on Fraction Smaller thlln No. 40 Sir "c Sizr w 
p 

Oillltancy Toughne~!t 
~ 

0 Ory strength ,, 
" lc:ruithlng Creoction tconsi,Leney 

0 ,l'J • chariu.~terl8t le·~) LO shaking) near Pl.) 
z . ~ .. ]$ c ., -5 lnorg01nic JJil~ ilnd very finu is:ind¥, roek .. . c -: -~ ~ .. Mi, rlour, 15ilty wr c;ktY\IY rinc 15.-.nds or None Lo •light Quick lo •low None .,,..c 

' • ·3 - th1ycy J!ilLlf with ili)lhl J>husticity. 
.!! !l ! ] • ~ Inorganic claytt of low LO nrndium .!1 • ~ Nono 'o vory 

-~ . 6 Cl. plasLlclty. gravel~y clays. sondy Medium LO hlRh 
slow Medium 

ii .~ ~ cloys, sllLy cloys. lean cloys. 
c ] ~ ·~ ~ OL 

Otganlc silts ond organic silty cloys of Slight to Slow I' ;; low 1)lost..lcity. mediu1n SliJ:ht 

5 E .; 
... O ·~ I norganlc silts,, mkaceous or "' .. .\ Il l dialomaceousi fine sandy or Slight to Slow to none Slight to 

1! ·' ~ .$ slhy soil•. elastic silts. medium medium 
c ~ 
te .!I ·5 c 

~ "'1! Inorganic clays of high plasticity. fat II inh Lo very -" "i None .. ,,, :2 ~ CH High 
!; c .. 

&~ 
clays. high 

:::;: ~ 

:J ~ iii Organic cloy11 ol mt."'lium to high ~1ediu1n to high None lo very Slight t<> 011 plnsticit.y, organic ~silts . Ji:lnw medium 

HilJhly orx1nic soils PL Pent nnd olhcr hi1Jhly nrgonic soils 
Heodily id!•ntific'tl hy color, oclor, "ll)(>ngy f\'C'I, 

:and fre<1uently hy fihrou'I l.f'XllU't'. 

Muir U.S. Army ~:ngineer Waterways Experiment StoLion (1960), " The Unified Soil ClassilicoLion System," Trch11iral Memort111</111tt Ne>. 3-357, Appendix 
A, Characteristics of Soil Uroups Pertaining to F.mbankmenLs ancl Poundallons. 1953. ~nd Ap)l(irtdlx R, CharacLcrlstlcs of Soll Groups F'cr1alnln11 LO Roads 
ond Airfields, 1967: ond A. K. Howord (1977), " Loborotory Clo'9lficntion of Soils- Unified Soll Clns•lficoLlon System," Earth Sdn•C•.• T'tnlnlng Mnmwl 
No. 1, U.S. llurea11 of Reclamation, Ocnver, 56 l)JJ. 

•noundory clossificutions: soils po85Casing choreclerisLics of Lwo groups ore designoUld by combinations o f group symbols. for example: GIV-GC well· 
grnded gravel snnd mixture with clay binder. 

hAll sieve sites on this chart arc U.S. St.andard. 



60 

50 

x 40 
~ .s 
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l~boratory Classification 
Criteria 

6 

c, ~ 

c •• Doo-
l).(. greu ler •Ila n 4 

10 2 

IDaol boLwcen I ond 3 
D1ox D6o 

Not m4..~LinJ.J ull grndttllon requlrementi for 0 \ V 

Alterberg llmlts b<'low A lin<'. or 
Pl If!!! than 11 

Att.erberg limils nbove A·line 
with Pl greater t han 7 

Almvc A·llnc with 
Pl IJetwc('n 
4 und 7 are ltordPtllne 
coses rt--quirin~ use of 
duel s.vmb<>ls. 

Not. meeting all j.!radotlon requlremenl-8 for S\.\' 

Attcrbr>ry, limiti- h<'ltnv /\ linr. or 
Pl lr'.tts thnn4 

J\llr rhrrK limit~ nho\c• A·lirw 
with l'I f(rt•nle•r Lhnn 7 

Plu>llc•tv Chart 

Lin\iL!f plouing in hatched 
z.one with 1•1 betw<.ien 
I und 7 are hordf'rllnf 

C:&lSCIS requiring U~ or 
du•I symbol•. 

For laboratory Clossilicotion of Fine-Grained Soils 

Comparing SOllS at equal hQuid hm11 , 
toughness and drv auonoth increase 
w•th increasing plas11c1ty 11"1dex 

CL·ML 
ML 

'~//////# or 
OL 

10 20 30 40 50 

LHl!J•d L1m11 

60 70 

OH or 
MH 

80 90 100 

"'060 :: l{toln dforuetf•r (In 1n1n) cor1'C8J)Ol\dl11,.; lo 60% po~~lnK hy weight, iHt Loken fron1 groin·sizc 
distribution curve. 



THE GEOLOGIC TIM E SCALE AND THE GEOLOGIC COLUM N 

M iihous of yr 

PortOd Epoch Oureuon Before Presen1 Majo• Pnvslcal Events 

Cenozoic Qualt'rnisry l lokx>en• 0 Ot Coritlncotul ~luduliuns 

l1lt11tOC't'ne 3 
MeSOlOic 1'~rtiaary Plior.-nc- ~ 

Miocf'no 19 

Oligoc""" 12 

PlJh.tOZOIC P.oceno 16 Yt-llow"tOhC \•olcan1c8 l:M!i1n 

Pt1 le«e~ t i 

65 
ltf"glnning nf lt(l('ky Mo11nt.ain.i 

Crct1u.,'OU11 1 1 

North Amcrku "4'1Nltt1lc• rn:nn t;ur.asl• 

J \J tllJ1•iC' 64 

Tr la11!'lir :m Nonh Amerka OOgh13 co 111p1r1l.e from Afric111 
Al.l8ntle bailn oili;clnate.s 

~2U 

Pf>rminn •• Clinu1x of App:.l•chinn mountoln bulldlnu 

PC'nn"llyh••niun11 4; 

P1ecaml>rfan Mh1l'lulflJllnn11 2Q 

IJt.wOnif'n 50 

Silur ian 35 

Ordovicu1n 70 ll~ginnlnJ,t or ;\1)pML1chlon Mouniaini; 

Combrlon 70 

570 

Precambriant' Oldc't d:H4'CI rockJ I J. 3.8 billiou yr atcol 
Origin fl f ci1r1h I "'11.6 billion yeur ab'°) 

Sa,,m•: $.,Jud.on, M. E. Koulfmon. and L. D. Leet, Pl1yllcu/ 0 <.,,/oi;y. 7th ed .. I:> 1987 by Prentl~llall , Inc., Upper Sad<llc River, N.J, Reprinted 
by permission or J'ronLict.i·H;.111, Inc;. 
11Duration on spproximoLely uniform time scale. 

h-rhls column does noL A"ivc t he complete Lime ranJ!C or the rorms listed. For cxnmplc. fish pre known from pn .. Sil\lrit1n rocks und olwiom1ly ' ;xiP4l lorlny: 
but when the Silurian and Dcvonlon rocks were being formed. fish represented Lhe mo!IC.. advanced form of nnimol lifo. 



A&P<!Cts of the Life Record 

Major Events. 

Gra1w1 bcconic abundant 

l-lortta ltrn t .PPtar 

E:cLlnctlon of dinosaurs 

Oird.1 first apptar 

Oino.taun fir•l appear 

Conl•forming eiwiunp!I 

Verlt"bralts rint npprnr U11h) 

~"'irtt •hundant. fouil record 
lmarlnt lnvertebrol€'S) 

Dominant Fo1msb 

I llomo 

ll•p•lio• 

Amph1bio 

Mnrinf' invrrtrhrnlr.!1 

Primlti\'c: marine plunl!i untl lnvt"!rl(!Lfiile3 

Onc·cellNI orgonl~m~ 

l''lowerlng plant• 

Conifer 
and r.yrnd 
pl1nt1 

Spore·bMring 
)Qnd rlimt~ 

Marino plant.s 

Syatems 

Quat.ernary~ 

Permian 

Ml»l,.lpplun 

Ofvonian 

Siiurian 

Ordcwkian 

Prerttmbrian 

Sorirce: 1. O. Lee!. S. Judson. and M. K Koullmnn, Phy•irol O•nlogy. 6•h ed .. ~ 1982 by Prcntlcc-llnll, Inc., Upper Saddle River, N.J. llcprinwd 
by permis•i<>n of f'renlice-lloll, Inc. 

"So1ne geologists prt1fcr to u.isc Lhc Li:rn1 Cenowlc for the Qunt.-0rnory ond t.hu TcrLiury. 

di n mo!lt European and some Amcric11n litcr;:tture Pennsylvanian and l\·tiuissipit1n nrc combined in o period cnlk"<1 th'" Cnrbonlforous. 

esubdivi13inn1' not rirrnly e-11tablJthed. 




