Library of Congress Cataloging-in-Publication Data

Kehew, Alan E.
Geology for engineers and environmental scientists/ Alan E. Kehew.—3rd ed.
P am.
Includes bibliographical references and index.
ISBN (-13-145730-6
1. Engineering geology. 1 Title.

TA705.K38 2006
624.1'51—dc22
2005051525

Acquisitions Editor: Chris Rapp

Production Editor: Heather Meledin/Progressive Publishing Alternatives
Project Manager: Dorothy Marrero

Editorial Assistant: Sean Hale

Director of Marketing, Science: Patrick Lynch

Manufacturing Manager: Alexis Heydt-Long

Manufactming Buyer: Alan Fischer

Senior Managing Editor, Art Production and Management: Patricia Burns
Managing Editor, Art Management: Abigail Bass

Art Production Editors: Jess Einsig/Eric Day

ustrations: Gex/Laserwords

Art Director: Jayne Conte

Cover Designer: Bruce Kenselaar

Cover Image Credit: AP Wide World Photos

@ 2006, 1995, 1988 Pearson Education, Inc.
Pearson Prentice Hall
Pearson Education, Inc.

Upper Saddle River, New Jersey 07458

First edition published under the title General Geology for Engineers.

All rights reserved. No part of this book may be reproduced in any form or by any means, without
permission in writing from the publisher.

Pearson Prentice Hall™ is a trademark of Pearson Education, Inc.
Printed in the United States of America

10987654321

ISBN 0-13-145730-6

Pearson Education Ltd., London

Pearson Education Australia Pty. Ltd., Sydney
Pearson Education Singapore, Pte. Ltd.

Pearson Education North Asia Ltd., Hong Kong
Pearson Education Canada, Inc., Toronto

Pearson Educacién de Mexico, S.A. de C.V.

Pearson Education—Japan, Tokyo

Pearson Education Malaysia, Pte. Litd.

Pearson Education, Inc., Upper Saddle River, New Jersey



Preface Xix

Chapter Opening Photographs
Chapter 1  Adrilling rig exploring for oil in the Williston Basin, North Dakota. (A. E.

Kehew.)

Chapter 2 Geysir, the Icelandic geyser from which the name is derived. (A. E.
Kehew.)

Chapter 3 Asbestiform amphibole fibers from Libby, Montana. (Greg Meeker, U.S.
Geological Survey.)

Chapter 4  Columnar jointing at Devil’s Postpile, California. (University of Col-
orado.)

Chapter 5  Anabrupt contact between the cross-bedded Coconino Sandstone and the
overlying Toroweap Formation, Grand Canyon. (A. E. Kehew.)

Chapter 6  Migmatite, a metamorphic rock containing thin layers of light-colored
granitic igneous rock (Park County, Colorado). (C. C. Hawley, U.S. Geo-
logical Survey.)

Chapter 7  Highly jointed Precambrian igneous rock mass, south Sinai Peninsula,
Egypt. (A. E. Kehew.)

Chapter 8 Normal fault, northern Arizona. (A. E. Kehew.)

Chapter 9  Exfoliation results in the separation of thin slabs of rock from a rock mass
along planes parallel to the surface. (Sierra Nevada Mountains, California.)
(N. K. Huber, U.S. Geological Survey.)

Chapter 10 Subsidence in the San Joaquin Valley, California, caused by withdrawal of
groundwater. (Thomas Holzer.)

Chapter 11 Vasey’s Paradise, a series of springs emanating from limestone rock units
in the Grand Canyon. (A. E. Kehew.)

Chapter 12 Photo of hazardous fume ventilation pipe at elementary school in Bowl-
ing Green, Kentucky. (A. E. Kehew.)

Chapter 13 Landslide of March 3, 1995, which destroyed 9 houses in La Conchita, Cal-
ifornia. (U.S. Geological Survey.)

Chapter 14 Aerial view of downtown Grand Forks, North Dakota, looking eastward
toward East Grand Forks, Minnesota, during the 1997 flood. (North Dakota
Geological Survey.)

Chapter 15  Hopewell Rocks, Bay of Fundy at low (a) and high (b) tide. (Tourism New
Brunswick, Canada.)

Chapter 16 An active rock glacier moving downslope, Copper River region, Alaska.
(U.5. Geological Survey.)



PREFACE

he content and technical level of a geology text for engineers is a matter of broadly dif-

fering opinion. The type of geology course required for engineering students at uni-
versities around the United States varies from introductory physical geology, earth
science, engineering geology, or to no course at all. This situation results from differences
in philosophy, engineering curricula, and geology faculty available to teach such a course.
Geology for Engineers and Environmental Scientists is an attempt to provide a broad intro-
duction to the earth sciences with an emphasis on engineering and environmental appli-
cations of the science.

The concept for the first edition evolved from a course I taught at the University of
North Dakota. The enrollment included civil and geological engineering students who
were required to take the course, and mechanical and other engineering majors who took
the course as a science elective. This course was the only geology course in the civil engi-
neering curriculum, but, for the geological engineering majors, it had to serve as a founda-
tion for numerous future geology courses. The academic level of the students varied; the
majority of the students completed the course in their sophomore year. As a result, most
had taken little, if any, engineering mechanics, soil mechanics, or hydrology.

These conditions made structuring the course very difficult. My basic approach was to
cover the essentials of physical geology and also introduce the students to the engineering
and environmental applications of geology. To do this, many of the traditional topics of
physical geology were omitted or only briefly discussed. On the other hand, it was appar-
ent that students could not gain a full understanding of the applied aspects of geology
without a good foundation in rocks, minerals, and structural geology. Several physical ge-
ology texts were tried, and in addition, an engineering geology text was used one year. All
these proved to be unsatisfactory since they failed to cover part of the desired course con-
tent. Students requested a reference other than the lecture presentations for either the basic
geology or the engineering aspects, depending on which type of text was used.

I eventually concluded that the only solution for this course was to write a text com-
bining the two areas at an introductory level. The first edition, entitled General Geology for
Engineers, was the result. Its objective was to demonstrate the importance of geology to en-
gineers by including introductory mechanics, hydraulics, and case studies that illustrate
interactions between geology and engineering. The approach was mainly nonquantitative,
although appropriate basic formulas were introduced where necessary. Enough material
was presented so that individual instructors could use the book to achieve their own per-
sonal compromise between physical geology and engineering geology.

Although numerous changes have been made in the second and third editions of this
textbook, its basic purpose remains the same. The book is intended to provide an intro-
duction to geology for engineering students, with a focus on applications of geology they
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Preface

are likely to use in their professional careers. The change in title of the text, from General
Geology for Engineers to Geology for Engineers and Environmental Scientists, reflects my opin-
ion that environmental scientists could also benefit from a geology course that empha-
sizes the applications of the science, particularly those involving environmental problems
and solutions. Curricula in environmental science commonly require at least one course
in geology. It seems logical to me that the most useful type of geology course would be
one in which the environmental applications would be discussed from a technical per-
spective. Ultimately, we must address environmental problems from a technical stand-
point to solve them.

With this objective in mind, a chapter dealing with subsurface contamination and re-
mediation was added in the second edition. In this third edition, one additional change
was to move this chapter to a position in the text directly after the chapter on groundwa-
ter. There have been numerous other reorganizations and additions in the third edition. An
emphasis has been placed on processes, both in the surface and subsurface. The nature
and interrelationships of earth systems has been placed near the beginning of the book in
Chapter 2, following an introductory chapter that summarizes some of the challenges in-
volved in living on this planet that we humans have to face in the present and future. New
material has been added on mineral, energy, and water resources. New examples and case
histories are dispersed throughout the text, particularly dealing with geologic hazards and
their consequences to the human population.

The editorial staff in geology at Prentice Hall, headed by Patrick Lynch, has been help-
ful, enthusiastic, and supportive. The explosion of the internet since the last edition and
the vast amount of information provided by governmental agencies such as the U.S. Geo-
logical Survey, has certainly enhanced the availability of documents and images. Heather
Meledin of Progressive Publishing Alternatives, the project manager, guided the book
through production with patience and a positive attitude.

Several colleagues, including John Van Brahana, University of Arkansas; John Hole,
Virginia Tech; Kenneth Windom, lowa State University; and David Nash, University of
Cincinnati, reviewed the second edition and provided detailed constructive feedback
prior to the writing process. These reviews helped to focus my efforts immensely.

Alan E, Kehew



CHAPTER

Introduction

Challenges of the 21st Century

With the recent arrival of the new century, it is natural to contemplate
the changes that might take place in the next 100 years. In the last cen-
tury, humankind experienced incredible change in every field of human en-
deavor, The explosion in technology led us from a society that traveled by
train and horseback to one in which space travel was commonplace, com-
munication was facilitated by a worldwide network of computers, and phe-
nomenal advances marked every field of science and technology. A strong
case can be made for the importance of geology—the subject of this book—in
the advances of the last century. The great developments in manufacturing,
agriculture, communication, transportation, and other fields required loca-
tion and exploitation of the earth’s mineral and energy resources. Geology
developed as a science to provide these resources for industrial growth. In-
dustrialized countries like the United States became rich and powerful in
part because of their ability to find and utilize mineral and energy resources.

As the last century waned, an unexpected consequence of mineral and
energy resource development and consumption became apparent—other
types of natural resources were impacted. Soil, water, and air became in-
creasingly contaminated and productive agricultural lands were damaged
by erosion and salinization. Natural geologic processes—earthquakes,
floods, landslides, and storms—continued to take a high toll of human life
and property, exacerbated by population growth and expansion into more
hazardous coastal and mountainous areas. It became apparent that geolo-
gists, along with their counterparts in chemistry, biology, and engineering,
were needed to identify and solve some of the environmental problems that
they had inadvertently helped to create. Graduates with master’s degrees
in the earth sciences are now as likely to find employment in environmental
consulting firms as they are to join petroleum and mineral extraction firms
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<4 FIGURE 1.1
Employment trends of recent recipi-

ents of master’s degrees in geology.
Source: American Gealogical Institute.
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(Figure 1.1). The long-term trends in geological employment in the United States are appar-
ent in Figure 1.2, which compares the years 1986 and 2000. During that 14-year period, jobs
in the petroleum industry dropped from 50% to 30%, while environmental jobs increased
from less than 10% to approximately 15%. In addition, much of the increase in the govern-
ment job sector can be attributed to environmental regulatory positions. Underdeveloped
countries are far behind the United States in environmental protection and remediation—a
situation that must be addressed as their economies and standard of living grow.

As we move farther into the 21st century, many challenges face the human race if we
hope to maintain the standard of living in the developed countries and raise the standard
of living for citizens of underdeveloped countries, all while preserving and, in many cases,
restoring environmental quality.

Four of these challenges are critical to the efforts of engineers and environmental sci-
entists:

* Population growth
* Energy

» Water

* Climate change
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A FIGURE 1.2
Changes in employment category for geologists between 1986 and 2000. Source: American Geological
Institute.
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Geology is obviously directly involved in the provision of energy and water of suffi-
cient abundance and quality for the human population. Global climate change is a com-
plex interdisciplinary dilemma that could potentially have huge impacts on humankind.
Only by understanding the magnitudes and causes of past climate changes—the realm
of geologists—can we begin to understand the impacts we may be currently imposing on
climate and predict the direction of future climate change. Population is a challenge for en-
gineers and environmental scientists because it greatly impacts the other three.

To successfully meet these challenges, engineers and environmental scientists must
have a wide array of tools in their intellectual toolkit. Because all four challenges involve
earth systems, geology is one of the most critical tools. The earth is a dynamic planet with
intricately interconnected systems in its solid fraction at and below the surface, along with
its oceans and atmosphere. In this text we will consider the solid earth in greatest detail,
but also touch upon the oceans and atmosphere as they influence processes on land.

Population Growth

The United Nations estimated that the earth’s population reached 6 billion just about 2
months before the beginning of the 21st century. In contrast, the estimated population was
1.65 billion in 1900 and just about 1 billion in 1800. These accelerating numbers of people
represent the phenomenon of exponential growth, in which the increase in some quantity
is a function of the amount that is there at the beginning of the period. Compound interest
is a good illustration of exponential growth. For example, a savings account with an initial
balance of $1000 that grows at a rate of 5% for 5 years will be worth $1284, for an increase
of $284. However, if the initial balance was $2000 and the account grows at the same inter-
est rate for 5 years, it would be worth $2568, an increase of $568. Exponential growth is de-
scribed by the following equation:

N = Npe" (1.1)
where
N = the amount of the quantity after time t (in yr in this example)
Np is the amount of the quantity at time #,
¢ is the exponential function
r is the rate of growth (expressed as a percentage in this example)
If the growth rate, r, remains constant, the increase in quantity N follows a smoothly in-
creasing curve (Figure 1.3). Human population growth follows the exponential function,

but the growth rate does not remain constant. Figure 1.4 shows the increase in population
between 1750 and 2050. The steepening of the curve around 1950 resulted from decreasing

» FIGURE 1.3
The exponential function.
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World population growth, 1750-2050. Source: United Nations Population Division.

mortality rates in the less developed countries, causing the growth rate to rise. Birth rates,
the other component of growth rate, peaked in the 1960s and began to decline (Figure 1.5).
The population increments shown in Figure 1.4 are the difference between births and
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World population growth rate: past estimates and high-, medium-, and low-fertility assumptions,
1950-2050. Source: United Nations Population Division.
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World population growth, 1750-2150. Source: United Nations, World Population Prospects, the 1998 Revision;
and estimates by the Population Reference Bureau.

deaths. With the medium fertility assumption, total world population is projected to stabi-
lize at just above 10 billion people around the year 2200 (Figure 1.6).

Another useful application of the exponential function is the doubling time. Using
equation (1.1), set N equal to 2\ at time t = Ty, the doubling time,

2Np = Npe'
By canceling Ny from both sides and taking the natural log of both sides,
In2 = Ty
and
2 0.693
Ty= === (1.2)
When dealing with percentages, the doubling time is expressed as
69.3 70
Ty~ —— (%) ~—(%) (1.3)

At the current growth rate of 1.3%, doubling time is therefore about 53 years. The stabi-
lization of population predicted for 2200 is based on the assumption of continually declin-
ing growth rates.

The contribution of the less developed countries to population growth is dramati-
cally apparent in Figure 1.6. Currently, about 80% of the world’s population lives in less
developed countries. This will rise to 90% in 2050. A final trend worth mentioning
about population is the increasing urbanization of the world’s populace. One hundred
years ago, the population was largely rural. Today, nearly 50% of the population lives
in urban areas. Concentration of people in cities, along with accommodating the 3 bil-
lion additional people who will share our planet by 2050, will require a huge expan-
sion of urban infrastructure, including water and sewage facilities. When these cities
are located, or expand into, areas that are subject to earthquakes, floods, storm surges,
tsunamis, or landslides, the human toll of these inevitable events will increase, even in
countries that can afford the safest construction standards.

5
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Population growth is an obvious preface to a discussion of energy and water re-
sources. Can we provide equitable levels of these resources to our current population,
much less to the billions that will soon be joining us? If that is not a tough enough chal-
lenge, can we also simultaneously reduce environmental degradation and mitigate geo-
logic hazards for the world’s burgeoning population?

Energy Resources

We are currently living near the end of a period of human history that, in the future, may
be known ag the Fossil Fuel Age. During this period of time, the great Industrial Revolu-
tion was fueled by energy derived from easily extractable fossil fuels, including, in chrono-
logical order of importance, coal, oil, and natural gas. Figure 1.7 shows the role of these
energy sources in the United States since the mid-19th century. Crude oil is the most vul-
nerable of these fuels. Despite extensive exploration, the rate of discovery of new reserves
(commercially producible resources) is not keeping pace with the rate of production. Most
experts do not believe this situation will change. We are currently near a critical point in

United States Energy Supply 1850-2000
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Trends in U.S. energy usage since 1850. Coal replaced wood as the dominant energy source at the
beginning of the Industrial Revolution. Oil and gas supplemented coal during the 20th century. By
the end of the 20th century, these three fuels represented 80% of the U.5. energy supply. Source:
James R. Craig, David ). Vaughan, and Brian ). Skinner, Resources of the Earth: Origin, Use, and Environmental Im-
pact, 3rd Edition, ® 2001. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.J.
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worldwide petroleum production, a point known as the Hubbert Peak (after M. K. Hub-
bert, who proposed this transition point) or the Big Rollover (Figure 1.8). This is the point
at which worldwide production is no longer able to meet demand. Prices will rise steeply
as production begins to decline on this curve. The worldwide rollover is similar to
rollovers that have occurred in smaller producing areas such as the United States and
Canada. Depending on which of several predictions is correct, the Big Rollover will occur
sometime between 2000 and 2020.

Qil, like all natural resources, is not uniformly distributed on the planet. Countries in
the Persian Gulf region contain most of the world’s proven oil reserves (Figure 1.9). Most
of these countries belong to OPEC (Organization of Petroleum Exporting Countries), an
organization that manages oil production to control il prices. Because of the declining re-
serves in the non-OPEC countries, OPEC oil will become even more important in the next

P FIGURE 1.9 World oil reserves
Distribution of the world’s proven oil re- 1033.1 billion barrels
serves in 2000. Source: James R. Craig,
David |. Vaughan, and Brian ). Skinner,
Resources of the Earth: Origin, Use, and Envi-
ronmental lmpact, 3rd Edition, ® 2001.
Reprinted by permission of Pearson Educa-
tion, Inc., Upper Saddle River, N.|.
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OPEC vs Non-OPEC Oil Reserves
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Decline in oil reserves to the year 2020, assuming current production rates remain constant during
the period. Non-OPEC nations are depleting their reserves at a faster rate. Source: James R. Craig,
David |. Vaughan, and Brian |. Skinner, Resources of the Earth: Origin, Use, and Environmental Impact, 3rd Edition,
© 2001. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, MN.J.

several decades (Figure 1.10). By 2020, the bulk of the remaining reserves will lie in
OPEC’s hands. This suggests that the importance of OPEC nations in terms of energy re-
sources can only increase in future decades. Although Figure 1.10 does not consider future
oil discoveries that will inevitably be made, these discoveries will probably be in propor-
tion to the respective reserves in the OPEC and non-OPEC nations and the overall trend
will not change.

The production and use of natural gas lagged behind petroleum because of the diffi-
culty in transporting the fuel. When natural gas pipelines and transport ships became
available in the past several decades, demand for natural gas rose dramatically. The coun-
tries of the former Soviet Union hold the greatest amount of natural gas reserves. Gas re-
serves are abundant in the United States, although it produces only about two-thirds of its
needs. Current reserves in the United States will last approximately 9 years, and world-
wide reserves total 65 years of present usage. New discoveries will undoubtedly extend
this interval; like petroleum, however, gas production is unlikely to sustain current levels
much beyond the middle of the 21st century.

Coal, a fossil fuel that has been used for hundreds of years, continues to be an important
energy source in the United States and other countries. The United States, in fact, has the
highest coal reserves in the world. Coal is now used primarily for generation of electricity,
and its role has increased in recent decades after the oil crisis of the 1970s. The reserves of
coal in the United States will conceivably last several hundred years. However, coal is en-
vironmentally the least acceptable fossil fuel for several reasons. First, the burning of coal
in power plants injects large amounts of pollutants, including greenhouse gases, into the
atmosphere. Second, the mining of coal either by underground or surface mining meth-
ods disrupts large areas of the land surface. Reclamation is expensive and does not pre-
vent all environmental degradation. Acid mine drainage, caused by the exposure of
sulfide minerals to air and water to form sulfuric acid, is a major problem. Mining also
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negatively affects aquifers used for water supply in mining regions. Finally, coal mining
is a dangerous job. Though they have been reduced in recent years, accidental deaths at-
tributed to roof collapse and explosions and diseases such as black lung disease are still
common.

The use of alternative fossil fuels such as tar sands and oil shales will no doubt in-
crease in the future. Significant quantities of these materials exist in various places. How-
ever, extraction of petroleum from the heavy hydrocarbon fractions in these deposits is
expensive and will create environmental problems. As energy prices rise, however, greater
utilization of these sources will likely take place.

Fossil fuels are not the only available energy resources, although they account for
about 85% of energy usage. Nuclear power, once touted as a cheap, clean alternative to
fossil fuels, is the second-largest source of electrical power generation, after coal, in the
United States. The use of nuclear power has declined significantly, however, due to fears
about safety and the disposal of high-level nuclear waste. High-level reactor waste is
currently stored on a temporary basis at reactor sites. The current U.S. plan is to develop
a disposal site at Yucca Mountain, Nevada, for all commercial high-level nuclear waste.
Legal and technical challenges remain before this site becomes a reality. Public concern
is focused on the great length of time that high-level waste must be isolated (10,000
years) and on safety issues involved in transportation of the waste by truck or train to
the site.

There are a wide variety of potential energy sources to replace fossil fuels, which
must come on line at least partially during the current century. These include renewable
energy sources such as the sun, wind, tides, and geothermal heat. Hydroelectric power,
generated by water flowing from reservoirs through dams, will probably not grow rap-
idly because of the environmental effects of damming large rivers. Eventually, new tech-
nologies must be developed. Nuclear fusion could theoretically produce nearly infinite
amounts of energy if the daunting technical problems to utilizing this source can be
solved.

Even this abbreviated discussion of energy resources leaves no doubt that energy will
be one of the great challenges of the 21st century. The application of geological knowledge,
both for production and for environmental protection, will be critical for most current and
medium-term solutions to the energy supply. Engineers and environmental scientists will
have to be at the forefront of the quest to extend fossil fuel energy sources and develop
their replacements.

Water Resources

In addition to energy resources, the increasing future world population will need food and
water. Unlike energy, in which alternatives to present energy sources are theoretically pos-
sible, there is no alternative to water. The human population, at whatever level that it reach-
es, must use the currently available amount of freshwater for domestic, industrial, and
agricultural purposes. There is no other viable source, excluding the unlikely possibility,
however, that energy becomes so cheap that desalinization of seawater becomes economi-
cally feasible.

On a global basis, the amount of freshwater accounts for only 2.8% of the total amount
of water (Table 1.1). Of this small percentage, water in the largest contributor, ice caps and
glaciers, is mostly unavailable, leaving lakes, streams, and groundwater as potentially ex-
ploitable sources of freshwater. There are two further problems with these sources of
water. First, they are not uniformly distributed on the earth, creating water-rich and water-
poor areas. Second, groundwater may be difficult or expensive to extract or poor in quali-
ty, so as to make it not acceptable for its intended purpose.

9



10

Chapter 1

Introduction

Table 1.1 Distribution of Water on the Earth
Water volume, km? Percentage of total water

Freshwater lakes 125 % 10° 0.009
Saline lakes and inland seas 104 % 10° 0.008
Average in stream channels 1x10° 0.0001
Vodose waler (includes soil moisture) 67 X 10° 0.005
Groundwater within depth of half a mile 4.2 x10° 0.31
Groundwater—deep lying 4.2x10° 0.31
Ice caps and glaciers 29 % 10° 2.15
Atmosphere 1.3% 107 0.001
World ocean 1320 % 10° 972

Source: U.S. Geological Survey

Prediction of trends in water usage and availability is inherently difficult because of
the many factors that could affect these estimates. The International Food Policy Research
Institute developed a model for global food and water resources for the year 2025, a time
when the population should reach about 8 billion people, about a third more than inhabit
the earth now. Because food production and water resoutces depend upon many techno-
logical and governmental policy factors, three scenarios were developed in the model—
one in which current trends are continued (Business-As-Usual), one in which a water crisis
develops, and one in which changes to water usage are implemented that create sustain-
able water resources and food production for the human population. Huge changes in
water usage have already taken place; five times more land is allocated to irrigated agri-
culture now compared to the beginning of the 20th century. One of the costs of this im-
pressive increase was the loss of about half the world’s wetlands, along with the wildlife
habitat that wetlands contain.

The Business-As-Usual scenario is one of benign neglect. Current policies and trends
regarding water use and development persist into the future without significant
changes. Increases in efficiency in irrigation and water use occur, but not to the extent
possible or across the board in developed and developing countries. Water consumption
will increase significantly in this scenario (Figure 1.11). Consumption of water for nonir-
rigation needs will increase to a much greater degree than consumption of water for irri-
gation because of insufficient investment and prioritization of irrigation systems. The
increase in irrigation consumption is less than the increase in potential irrigation con-
sumption in the developing countries. In other words, there is a bigger gap between ac-
tual irrigation and the amount of irrigation that could potentially take place, creating an
agricultural water scarcity. In turn, the water scarcity for agriculture will threaten the ad-
equacy of food supplies. Food imports will increase in developing countries, straining
their ability to finance the imported food. Hunger among the world’s poorest citizens
will increase.

If economic conditions deteriorate in the coming decades, the Water Crisis scenario
could materialize. Governmental investments in water resources, agriculture, and irrigation
would decline, as would agricultural efficiency. Water withdrawals for irrigation would be
greater than in the Business-As-Usual scenario, but because of inefficiency, gains in food
production would not keep pace with population growth. Water demand in the growing
urban areas would be very high and governments would be unable to increase access to
treated water for domestic and industrial use. Rising food prices would be the result of the
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Water consumption for nonirrigation uses and irrigation, by area between 1995 and 2025 assuming a
Business-As-Usual scenario. Source: International Food Policy Research Institute.

Water Crisis scenario (Figure 1.12), reaching 40% for rice, 80% for wheat, and 120% for
maize. Developing countries would be hard hit by these price increases, and per capita
consumption of cereal grains would be lower in 2025 than 1995 levels. The human and
economic consequences of this scenario would be severe, and the growing gulf between
developed and developing countries would lead to political unrest and global economic
instability.

The most optimistic scenario for world water resources is the Sustainable Water
scenario. In this model, adequate water would be available for agricultural purposes
and all urban households would be connected to treated water. These favorable out-
comes would be realized through greater agricultural efficiencies driven by a strategy
of higher water prices and governmental investments in improved irrigation technology
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and crop research to improve yields. Groundwater usage will be regulated to sustain-
able yields. With improved efficiency, water consumption will be lower than in the
Business-As-Usual scenario (Figure 1.13). The water saved is diverted to wetlands and
other environmental purposes, thus enhancing environmental quality. Food production is
slightly higher and food prices are lower in the Sustainable Water scenario relative to the
Business-As-Usual model.

The International Food Policy Research Institute models indicate that sustainable water
resources can be achieved in 2025 for a world population of 8 billion people, but only if ap-
propriate policy changes are implemented. Obviously, a high degree of international coop-
eration will be necessary to achieve this goal. Even if the Sustainable Water Resources
model can be achieved, it must be extended to accommodate another 2 billion people at the
stable population level of 10 billion. The continuing challenge to use our finite water re-
sources wisely as the population grows will be a daunting task for humankind.
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Total and irrigation water consumption, by region, in the Business-As-Usual and Sustainable scenarios
in 2025. Source: International Food Policy Research Institute.

Climate Change

The threat of worldwide climate change driven by the burning of fossil fuels is a scenario
that has received increased attention in the past few years. The potential effects are omi-
nous—melting of the polar ice caps to raise sea level and inundate low-lying coastal areas;
intensification of damaging storms; and alteration of regional weather patterns with disas-
trous implications for agriculture. Concern and research into these potential threats are
certainly warranted. Geologists play a major role in any discussion of climate change,
based on their perspective on past climate. For climate is constantly changing, with or
without human interference. Geologists have found increasingly sophisticated ways to in-
terpret the causes and effects of past climatic changes. Our purpose here is merely to in-
troduce some of the major issues of climate change—both natural and human induced.

In recent decades, tremendous amounts of data on paleoclimates have been collected.
One of the best sources of information has been the thick ice sheets on Greenland and
Antarctica. Cores of ice extracted from these ice sheets have yielded data on climates back
through several hundred thousand years of geologic time. The results have shown sur-
prising fluctuations of climate—drastic changes in temperature over very short intervals
of time, decades in some cases. Attempts to explain these fluctuations, aside from major
climatic changes that appear to be driven by changes in the earth’s orbital movements,
focus on interactions between the atmosphere and the oceans. The complexities of these
interconnected systems cannot yet be fully understood. However, there is strong evidence
that oceanic circulation plays a major role in climate change. Deep oceanic currents act as
a huge conveyor belt to transport heat and salt between the poles and the equator. It also
appears that the conveyor belt operates in two dominant states—on and off. When the
conveyor belt is on, warm moderate climates, such as those of the last 10,000 years of geo-
logic time, prevail. When the conveyor belt shuts down, sometimes very suddenly, the
planet is plunged into a distinctly colder period. The causes for these switches have not yet
been conclusively determined.

The current concern for climate change is based on the functioning of the earth’s at-
mosphere as a “greenhouse,” As radiation from the sun is absorbed by the earth, it reradi-
ates energy back toward space. Gases within the atmosphere, including water vapor,
carbon dioxide, methane, and others absorb this radiation, warming the earth’s atmosphere
in the process. Ice-core records, supplemented by direct measurements during the past
100 years, indicate that the earth’s temperature has increased (Figure 1.14). Although there
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Reconstructed changes in temperature, CO, concentration in the atmosphere, and carbon emissions
from land clearing and fossil-fuel combustion for the last 1000 years. The data represent actual meas-
urements for the past century and estimates obtained from paleoclimate reconstructions using ice-
core analyses and other sources for earlier data. Source: U.5. Global Change Research Program, 2000.
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is some controversy about the data, the Intergovernmental Panel on Climate Change
(TPCC), which produced the temperature curve shown in Figure 1.14, concludes that the
decade of the 1990s was one of the warmest, if not the warmest, during the past 1000 years.
Possible causes for this temperature rise include the increases in CO; content in the atmos-
phere, which is the likely result of the burning of wood during clearing of lands in heavily
forested areas such as the Brazilian rain forest and burning of fossil fuels for heating and en-
ergy purposes (Figure 1.14).

Climate changes and effects are projected into the future using climatic models, with the
assumption of increasing concentrations of greenhouse gases in the atmosphere. For exam-
ple, the average temperature in the United States is projected to rise between 3° and 9°F in
the 21st century, using various models (Figure 1.15). Along with the rise in temperature, con-
sequences of rapid global warming could include melting glaciers and ice sheets, rising sea
levels, changes in precipitation patterns and ecosystems, and more frequent and intense
storms. These phenomena would have significant impacts on the human population. How-
ever, the sophistication of climate models has not progressed to the degree that they can
make accurate predictions of all the interactions and feedbacks in the complex atmospheric
and oceanic systems that control climate. One scenario, in fact, suggests that global warming
could actually flip the switch of oceanic deep circulation and plunge the earth into a colder
period. This model is conceptually illustrated in Figure 1.16. An increase in freshwater flux
to the North Atlantic could dilute surface water to the extent that it would no longer sink to
the bottom to drive the oceanic conveyor belt. Such an increase in freshwater flux could be
driven by melting glaciers in Greenland and by the melting of sea ice in the Arctic Ocean. In
Figure 1.16, we would currently be on the upper line moving to the right, with greater fresh-
water flux. At some critical threshold, the conveyor belt would be shut down or severely
weakened and the temperature would drop suddenly into the cold mode corresponding to
decreased oceanic deep circulation. This mode would persist until freshwater flux decreases
(lower line) and another threshold would be crossed, allowing deep-water circulation to
recommence. At that point, the temperature would rise to the upper line again.
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Conceptual model of global temperature as a function of deep ocean circulation. When circulation is
vigorous (upper line) climatic conditions are similar to the present. When an increasing freshwater
flux to the North Atlantic, perhaps caused by global warming, reaches a threshold, circulation ceases
and temperature drops to a lower stability state. As the lower curve is followed right to left, freshwa-
ter flux decreases and oceanic circulation resumes at another threshold value. Temperature then rap-
idly returns to its upper stability state. Source: Reprinted with permission from Climate Shock: Abrupt
Changes over Millennial Time Scales, Physics Today, v. 55, no. 12, pg. 32 by Eduoard Bard, 2002, American
Institute of Physics.

Although this scenario is interesting, we have no idea how close we are to either of the
critical thresholds. Only through advances in climate modeling will we be able to make an
informed guess about the future of the earth’s climate. This challenge will be in the forefront
of scientific research in the next few decades, along with the challenge of dealing with the
impacts of climate change, whatever they might be.

Application of Geology to Engineering and Environmental
Science: Meeting the Challenges

Solutions to the looming problems that could be caused by population increases, energy
and water shortages, and climate change will be solved by current and future genera-
tions of scientists and engineers through research supported by governmental and pri-
vate organizations. Engineering is the utilization of science in the solution of practical or
technological problems. Practical problems that are most likely to require the application
of geology include problems found in the traditional areas of construction, mining, pe-
troleum development, and water resources development and management. Innovative
solutions to environmental problems such as waste disposal are likely to occupy engi-
neers and environmental scientists more and more in the future. An excellent example is
the critical problem mentioned earlier concerning the disposal of high-level nuclear
waste. The solution to this problem is being addressed by an intensive collaboration be-
tween engineers, geologists, and other environmental scientists. The increasing popula-
tion of the world is going to compel the construction of more roads and buildings; it will
necessitate the location and extraction of more metallic, nonmetallic, and energy re-
sources; it will increase the risk of loss of life and property in natural disasters; and it
will intensify the pressure on our natural environment. For all these reasons, geology
will continue to play a critical role in engineering and environmental science in the im-
mediate and distant future,
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Collection of a soil sample by using a truck-mounted
auger. Source: Photo courtesy of USDA Soil Conservation
Service,

Geology and the Construction Site

In the realm of civil engineering, there are two basic ways in which geology must be consid-
ered, First, the geologic setting of the construction site must be described and characterized.
This is accomplished by mapping the distribution of geological materials and by collecting
and testing samples of rock and soil from the surface as well as from below the surface of
the site. The problem with these procedures is that natural materials are rarely homoge-
neous or continuous. Because of the high costs involved in drilling, sampling, and testing
during site investigation (Figure 1.17), the prediction of certain engineering properties of
the geologic materials and their response to engineering activity often relies on a thor-
ough understanding of the origin and geologic history of the rocks and soils present. The
amount of geologic investigation that is necessary depends upon the cost, design, pur-
pose, and desired level of safety of the project. A dam across a canyon above a city requires
a much more detailed investigation than a typical suburban housing development. Fail-
ures of large engineering projects, although very rare, often can be attributed to an inade-
quate understanding of the geology of the site.

The second major interaction between geology and engineering concerns the threat of
hazardous geologic processes. This problem is often more relevant to the location of the
structure rather than to its design or construction. The list of hazards includes spectacular
geologic events such as volcanic eruptions, tsunamis, earthquakes, landslides, and floods
(Figure 1.18). Other less sensational processes, such as land subsidence, soil swelling, frost
heave, and shoreline erosion, result in billions of dollars of property damage in the United
States every year.

The critical task in dealing with geologic hazards is how to predict where and when
these events will take place. Often, the problem of when the hazardous process will occur
is more difficult than where, Although geologists have made great strides in understand-
ing the causes and effects of natural hazards, the ability to predict the place and, particu-
larly, the time of a hazardous event remains an elusive goal.

An important characteristic of natural hazards is that there is usually a statistical rela-
tionship between the magnitude and frequency of the event. Magnitude is an indication of
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A FIGURE1.18
Damage from the Big Thompson flood of 1976 in Colorado, an event of high magnitude and low fre-
quency. Source: W. R. Hansen; photo courtesy of U.S. Geological Survey.

the size or intensity of an event; the amount of energy released by an earthquake, the size
of a landslide, or the amounts of flow in a flood are examples of magnitude. The frequency,
on the other hand, is a measure of how often, on the average, an event of a particular size
will occur. Frequency can be expressed as the probability of occurrence within a specific
period, or the recurrence interval of the event. A flood with a 1% chance of taking place
within a period of any one year has a recurrence interval of 100 years.

Careful recording of floods and other types of hydrologic data indicates that there is
an inverse relationship between magnitude and frequency (Figure 1.19). These data can be
fitted to the equations of theoretical statistical distributions with the result that the proba-
bility of events of high magnitude and low frequency can be predicted. Other geologic
processes, including earthquakes and landslides, seem to follow a similar pattern. Engineers
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P FIGURE 1.20

Economics of the design of hydraulic structures. The
optimal cost of the structure is associated with an
event of moderate recurrence interval. Source: From
). E. Costa and V. R. Baker, Surficial Geology: Building with
the Earth, @ 1981. Reprinted by permission of john Wiley
& Sons, Inc., New York.
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should understand this relationship and remember not to overlook the possibility of a
destructive event of large magnitude. Critical structures such as nuclear power plants,
schools, and hospitals must be designed to withstand large, infrequent events.

When certain or extensive loss of life is not a prime consideration in an engineering
project, the economics of the project must also be considered in terms of the magnitude-
frequency relationship. For example, a bridge that is built to withstand a flood of very high
magnitude and low frequency would have high initial costs but low maintenance costs
because the smaller, more frequent floods would cause little damage. Alternatively, the
bridge could be built to withstand only small floods. In this case, the initial construction
costs would be lower, but the maintenance costs would be higher because smaller floods
that might damage the bridge are more frequent than large floods. In order to minimize
the long-term costs of the structure, both initial costs and maintenance must be considered
(Figure 1.20). The optimal total cost would be realized by designing the bridge for a flood
of moderate recurrence interval.

Development of Natural Resources

The search for mineral deposits and petroleum is carried out by geologic exploration. When
a resource is located, it must be delineated and assessed in order to determine if it is eco-
nomically recoverable. If it is determined to be so, the extraction of the resource is conducted
by mining and petroleum engineers. These engineers must have a sound knowledge of ge-
ology because of the geologic conditions of the location and the characteristics of the deposit.

Mining engineers supervise mine design and operation, including reclamation of the
site (Figure 1.21). Environmental scientists are heavily involved in the reclamation process,
both from industry and regulatory positions. The geologic and hydrologic setting of the
deposit and the site influence many decisions that must be made in the process.

The production of petroleum often involves drilling through great thicknesses of rock
(Figure 1.22). The drilling process requires the petroleum engineer to be familiar with all
relevant physical and chemical conditions that may be encountered at various depths,
This geologic knowledge must encompass a broad range of solutions to problems associ-
ated with rocks, liquids, and gases that are present in the subsurface. If a petroleum reser-
voir is located, petroleum engineers must develop it in the most efficient and economic
manner possible. Extensive information must be gathered concerning the size, shape, and
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A FIGURE 1.21
Extraction of coal from an open-pit mine in central North Dakota. About 20 m of overburden has
been removed above the coal bed.

A FIGURE 1.22
A drilling rig exploring for oil in the Williston Basin, North Dakota.

rock characteristics of the reservoir. New technologies are constantly being tested to pro-
duce the maximum amount of oil possible from each reservoir.

Water Resources and the Environment

The development and protection of water resources is becoming one of society’s most im-
portant concerns, Future increases in water supply are going to rely more heavily upon
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A FIGURE 1.23
Crop irrigation places a heavy demand upon water resources. Source: Photo courtesy of USDA Seil Con-
servation Service.

groundwater than surface water. The occurrence, movement, and quality of groundwater
is therefore a matter of great significance. Engineers and geologists together are develop-
ing techniques to manage the utilization of groundwater supplies to ensure their availabil-
ity for the future. Overuse of groundwater for irrigation or other needs can lead to depletion
and exhaustion of the supply (Figure 1.23).

Along with the need to wisely develop groundwater resources is the increasing neces-
sity of protecting the chemical quality of groundwater. Past, and perhaps present, waste
disposal and land-use activities have contaminated groundwater supplies in all parts of the
United States. Development of new methods to rehabilitate groundwater reservoirs will re-
quire the talents of a wide variety of environmental scientists and engineers. Geology will
be critical to the effort because an understanding of the subsurface geologic environment is
necessary for dealing with any aspect of groundwater occurrence or movement.
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CHAPTER !

The Earth and
Its Systems

eople study geology—the science of the earth—for different reasons.

Even among those who become professional geologists, there is a great
diversity in purpose and objective. For engineers, an understanding of geol-
ogy is a tool that is utilized in the design and construction of any structure
that is in contact with the earth or that interacts with its natural materials in
any way. For environmental scientists, the geology of a site controls both the
distribution and movement of contaminants below the ground surface and
the selection of methods used for environmental cleanup.

Unfortunately, the application of geology to engineering and environ-
Mty ey il mental science is not a simple task. One cannot refer to a manual for the solu-
AR ARSI e e e TR g tion to a geologic problem. Instead, the solution must come from experience

S B da i and judgment, qualities that are based on a sound knowledge of the funda-
mental principles of geology. For this reason, engineers and environmental
scientists must approach geology as they approach chemistry or physics: as a
science that must be assimilated by thorough and systematic study.

In recent years, the way in which geologists and other scientists view
and study the earth has dramatically changed. Geology, like other sciences,
used to be a separate and distinct field of study—with minimal interactions
with chemistry, physics, and biology, except where necessary to address a
particular problem. The crux of the revolution in geologic thinking is con-
sidering the earth as a dynamic system, one that is constantly changing and
one in which components or subsystems interact with each other to pro-
duce the changes that we can observe or changes that occurred in the past.
The study of these past changes, using evidence of many types that has
been left behind, is a big part of what geologists do. Environmental scien-
tists have played a big role in this revolution because you can’t explain
what is happening in one part of the environment—the atmosphere, for
example—without knowing what is going on in the oceans or other parts of
the environment.

Although it is enticing to think of the earth system as a whole, an ap-
proach that is encouraged by viewing the planet from outer space (Figure 2.1),




The Third Rock from the Sun

» FIGURE 2.1

The earth as it looks from space. The litho-
sphere, hydrosphere, and atmosphere are all
clearly visible. At their interface is the bios-
phere. Hurricane Andrew, about to strike the
Louisiana coast, is visible in this image taken
on August 25, 1992, Source: NASA.
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where realizing the relationships between the land, the sea, and the atmosphere is unavoid-
able, in practice, however, it is necessary to examine individual components of the systems
in detail, without losing sight of the fact that all components interact with all other compo-
nents. One way to subdivide the system is to think of the earth system as being composed of
four components, or spheres—the lithosphere, atmosphere, hydrosphere, and biosphere
(Figure 2.2). These systems overlap with each other in more ways than we can probably
even conceive, As biological organisms, we live in the biosphere, but our life is dependent
upon all of the other components. Because this is a geology text, we will spend more time on
the lithosphere than the other components. We cannot forget, however, that we live in the
biosphere, which lies at the interface of the three other subsystems of the earth. We spend
most of our time on the earth’s solid surface or in structures that rest on the uppermost sur-
face of the lithosphere, but our species is critically dependent upon processes occurring in
the atmosphere and hydrosphere.

The Third Rock from the Sun

The earth is a good example of an open systen, one that receives matter and energy from its
surroundings. The role of the Sun’s energy in earth systems will be summarized later in
this chapter. As we all know, the earth does not exist alone in space, but is itself part of a
larger system, the solar system. It is difficult to understand the earth as it is today without
knowing how it evolved throughout its history.

The Solar System

The planet on which we live is only one of nine planetary bodies that revolve around
the Sun in the solar system (Figure 2.3). To put Earth in its proper perspective, we
should briefly examine the characteristics of our planetary neighbors. One of the most
basic observations is that there are two groups of planets: four smaller planets orbiting
close to the Sun and four larger planets occupying the outer reaches of the solar system.
The ninth planet, Pluto, is somewhat of an exception to this grouping. The inner, or terr-
estrial, planets are dense bodies mainly composed of iron and silicate (containing the
element silicon) rocks. The four giant planets are much lighter in density because of
their gaseous composition.
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The biosphere, atmosphere, hydrosphere, and lithosphere, four overlapping components of the earth
system. Source: Modified from Fred T. Mackenzie, Our Changing Planet: An Introduction to Earth System Science
and Global Environmental Change, 2nd ed., ® 1998, p. 10. Reprinted by permission of Pearson Education, Inc.,
Upper Saddle River, N.|.

Although many ideas have been proposed to explain the origin of the solar system,
this question is still a matter of debate. In the most commonly accepted current hypothe-
sis, the history of the solar system begins about 4.6 billion years ago with a large diffuse
mass of gas and dust slowly rotating in space, a solar nebula. The matter in the solar nebu-
la was just a tiny part of the primordial material produced in a huge explosion, the Big
Bang, which is thought to have occurred about 15 billion years ago. About 10 billion years
after the Big Bang, our solar nebula began to contract, due to gravitational forces, and to
increase its rotational velocity. At some point, a concentration of matter formed at the cen-
ter of the nebula. Compression of matter raised its temperature to the point at which nu-
clear fusion was initiated. Thus the Sun, a body composed of 99% hydrogen and helium,
was born. The matter rotating around the newly formed Sun gradually cooled and con-
densed into the nine planets. The heavier elements in the solar system were inherited
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from earlier cycles of star formation and destruction during the time between the Big
Bang and the formation of the solar system. Destruction of stars is accompanied by a
giant explosion known as a supernova, which provides enough energy for the formation of
the heavy elements.

As the planets began to develop through the repeated accretion of smaller bodies that
crashed into them and added to their mass, their final composition was controlled by their
initial position in the nebula with respect to the Sun. Because the temperature was highest
in the vicinity of the Sun and decreased with distance away from the Sun, the terrestrial
planets were formed of material with relatively high boiling points. Thus Mercury, Venus,
Earth, and Mars are dense bodies of iron and silicate rocks. In fact, four elements—iron,
oxygen, silicon, and magnesium—make up about 90% of these planets. Volatile elements
were carried away from the inner part of the nebula by matter streaming from the Sun and
perhaps by the inadequate gravitational pull of the terrestrial planets before they attained
their total mass. Volatile gases like water, methane, and ammonia were driven to the cool-
er regions of the giant planets. Jupiter, Saturn, Uranus, and Neptune retained their
volatiles because of their greater gravitational attraction, and they are therefore more sim-
ilar in composition to the original solar nebula.

Differentiation of the Earth

After the initial condensation of the earth, its internal structure was very much different
than at present. It probably consisted of a homogenous accumulation of rock material. At
this point, heating of the earth must have taken place. The impacts from smaller bodies of
accreting matter in the solar nebula, planetesimals, were major contributors to the rise in
temperature—their kinetic energy was transformed into heat upon collision with the
growing planet. Compression of the newly condensed matter and the energy released by
the decay of radioactive elements disseminated throughout the earth also helped raise the
temperature. Many scientists believe that during the first 500 million years of the earth’s
accretion from smaller bodies, a giant impact might have taken place. The impacting body
may have been so large that it tilted the earth’s axis to its current angle of 23° and brought
the temperature of the young planet to or near the melting point. The debris blasted from
the collision accreted within the earth’s orbit to form the moon. The consequence of the
temperature rise was that the melting point of iron and nickel was exceeded. These dense
molten elements formed immiscible globules in the magma ocean that existed at the
earth’s surface and began to migrate toward the center of the earth (Figure 2.4). Gradually,

é/ < FIGURE 2.4
Sinking of molten iron and nickel toward the center of the

@ earth to form its core. During early melting or partial melting
of the earth due to impacts of planetesimals from space, iron

Crust
i and nickel segregated into dense, immiscible globules, which
‘Magma'ncgaﬁ sank to form the core at the center of the earth. Planetesimals
4

may have already been differentiated by radioactive heating
prior to impact. Source: John A. Wood, Solar System, The,

2nd ed., ® 2000, p. 77. Reprinted by permission of Pearson Educa-
tion, Inc., Upper Saddle River, N.J.
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b FICURE 2.5

Internal structure of the earth.
Source: From S. Judson, M. E. Kauffman,
and L. D. Leet, Physical Geology, 7th ed.,
© 1987 by Prentice Hall, Inc., Upper
Saddle River, N.).
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a molten iron core began to develop at the earth’s center. This process released gravita-
tional energy in the form of heating, leading to more melting and partial melting. The end
result was a density-stratified planet (Figure 2.5). The dense core was overlain by a mantle
composed of iron and magnesium silicate rocks. The lightest materials accumulated in a
very thin layer near the surface to form the crust.

The age of a rock sample can be determined by the abundance of certain radioactive
elements. This method will be explained later in this chapter. Although the oldest rocks
on the earth are about 4 billion years old, the planet itself is considered to be about 4.6
billion years old. Our estimate for this age comes from dating meteorites that fall to
Earth. These rocky fragments consistently yield ages of 4.5 to 4.6 billion years. They are
considered to be composed of material formed at the time of origin of the solar system.
The oldest rocks dated from the moon have similar ages, suggesting that the giant im-
pact that formed the moon occurred very early in the earth’s history. Why are there no
rocks on Earth from the period of time between 4.6 and 4.0 billion years ago? The an-
swer is that the period of time between the accretion of the earth at about 4.6 billion
years and the formation of the oldest existing rocks at 4.0 billion years may be account-
ed for by the stratification or differentiation of the earth. The original rocks may have
been melted and their components redistributed into the core, mantle, and crust during
this interval.

The Earth’s Heat Engine

After differentiation of the earth produced a planet stratified by density and temperature
with a partially molten core of iron-nickel alloy, a cooler mantle composed of silicate
rocks, and a rigid crust made up of the least dense rock materials, the planet began to
function as a giant heat engine, a mode of operation that continues to the present day. The
engine is powered by the flow of heat from the partially molten core to the cold outer sur-
face. The inferred distribution of temperature, pressure, and density in the earth is shown
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in Figure 2.6. To fully understand the operation of this engine, it is necessary to take a
closer look at the internal layers of the earth. The boundary shown between the crust and
mantle in Figure 2.5 was detected by a rapid increase in the velocity of seismic waves
traveling through the earth. The boundary itself, the Mohorovicic discontinuity, or the
Moho for short, has been recognized since the early 20th century. The Moho ranges in
thickness between 5 and 10 km beneath the ocean floors to about 40 km beneath the con-
tinents. The sharply increasing velocity of seismic waves at this interface probably repre-
sents a change in rock type to denser silicate rocks in the mantle below.

In the 1960s and 1970s, a new view of the earth’s internal structure began to emerge
(Figure 2.7). This view allowed geologists to integrate data and observations from many
diverse fields into a unifying theory of the earth’s behavior, called plate tectonics. This the-
ory now forms the basis of our understanding of the earth’s large-scale internal behavior
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A FIGURE 2.7

Internal structure of the earth, showing location of the lithosphere and asthenosphere, formation and
movement of rising mantle plumes, descending cold slabs, and several types of boundaries of litho-
spheric plates. Source: Jon P. Davidson, Walter E. Reed, and Paul M. Davis, Exploring Earth: An introduction to
Physical Geoalogy, 2nd ed., © 2002, Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.|.

and also has many implications about geological processes that we can observe at the sur-
face as well.

The new model considers the earth’s molten outer core to be a very active zone of
circulation, Movement is generated in the liquid outer core by convection (Figure 2.8).
The liquid heated at the boundary of the solid inner core will become less dense than
the surrounding liquid and a blob of it will slowly rise, as in a lava lamp. These rising
currents are then modified by the rotation of the earth on its axis. Most currents in the
outer core tend to terminate at the mantle boundary, where heat is then transferred by
conduction. However, isolated vertical currents, or plumes, are able to continue rising
through the mantle to the base of the crust. Circulation in the upper mantle is more vig-
orous because a zone lying between 400 and 670 km beneath the surface is very close to
the melting point (Figure 2.6) and therefore plastic and easily deformable by hot, low-
density plumes rising through it. This zone of plastic deformation is called the ast-
henosphere. The more rigid zone above it, including the entire crust and uppermost
mantle, is called the lithosphere. The interaction between mantle plumes rising through

> FIGURE 2.8 T
Convective heating of water in a pan may be similar to convection cells | ( \ r 0y
\

of mantle material that rise to the base of the lithosphere, spread laterally, o J
and then descend. .!:_.;_ e —
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the asthenosphere and the rigid lithosphere is really the crux of plate tectonics, and we
will discuss this in more detail. A final note at this point is that the mass of the rising
plumes of mantle material must be balanced, so that colder slabs of lithosphere are
dragged down into the mantle (Figure 2.7). Thus, the earth’s lithosphere has been con-
tinually recycled through the mantle since differentiation of the earth was complete and
the great heat engine began to operate.

Heat Flow

The unequal distribution of volcanoes, hot springs, geysers, and other indications of high
heat flow suggests that the flow of heat from the interior of the earth to the surface is not
uniform. We have already mentioned the two major sources of internal heat—the molten
core and crustal radioactivity. Heat flows whenever a temperature gradient exists; there-
fore, heat flows from the earth’s core to its cooler surface. Three physical processes account
for heat transport; these include conduction, convection, and radiation. The importance of
convection in heat transport through the mantle has already been described. Conduction
is the atomic transfer of energy by vibrating atoms to adjacent atoms vibrating less rapid-
ly. The rate of heat conduction is a function of the temperature gradient and the thermal
conductivity of the rocks through which the heat is flowing. Rocks are poor heat conduc-
tors; fluctuations of temperature due to solar effects at the surface, for example, are felt
only in the upper few meters of soil. By itself, conduction is therefore inadequate to ex-
plain the distribution of heat flow in the earth. In fact, heat that began to move outward
from the center of the earth at the time of its origin would not yet have reached the surface.
Radiation of heat is unlikely through rocks; therefore, convection must play a critical role
in heat transport.

The second major source of internal heat in the earth is radioactive decay. Since differ-
entiation, radioactive elements have been concentrated in the rocks near the earth’s surface—
in particular, in granitic rocks that make up the majority of the earth’s continental crust.
Thus, radioactive heat production is most significant in the continental crust. Heat flow
measured at the surface is the sum of radioactive production from the crust and deep heat
flow from the core.

Variations in Heat Flow

Heat-flow measurements have been made both on the continents and in the ocean basins.
Continental heat-flow measurements are made by inserting temperature probes into holes
drilled into the walls of mines and tunnels. In the oceans, temperature probes are driven
into bottom sediments to measure the temperature. In both areas, measurements of tem-
perature changes with increasing depth are used to determine the temperature gradient.
When the temperature gradient is multiplied by the measured thermal conductivity of the
rock or sediment, the heat flow is obtained.

Heat-flow values throughout the world can be related to the geologic setting of the
point of measurement. In the ocean basins, high heat flow is found beneath the mid-
oceanic ridges (Figure 2.7). Midoceanic ridges are thought to be the surface manifesta-
tions of rising mantle convection currents. Volcanism in these areas forms new lithosphere,
which moves laterally away from the ridges. Heat flow declines with distance from mid-
oceanic ridge crests and reaches minimum values over trenches. Trenches develop over
subduction zones, where cold lithospheric slabs are dragged or pushed downward into
the mantle. Subduction zones (Figure 2.7) constitute the descending plumes of convec-
tion current cells; thus heat flow is low in these areas. Iceland is a place where volcanism
on a midoceanic ridge has been so intense that the ridge rises above sea level to form an
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» FIGURE 2.9

Geysir, the Icelandic geyser from which the name is
derived. Source: Photo courtesy of the author.

island. High heat flow in Iceland is immediately visible in the form of active volcanoes,
geysers (a term that comes from a well-known example in Iceland called Geysir), and hot
springs (Figure 2.9).

On the continents, heat flow also varies, even though the radioactive heat component
of total heat is relatively constant. Areas of high heat flow have had recent tectonic and vol-
canic activity. The Basin-and-Range Province of western North America is one such area
(Figure 2.10). Volcanism and recent faulting have been common in the Basin-and-Range
Province, so it is possible that a rising convection current or plume is present beneath this
province. The high heat flow in this region is under study for possible production of
geothermal energy. The Geysers geothermal plant in California (Figure 2.11) already pro-
duces 600 MW of electrical power from geothermal energy. Low continental heat flow oc-
curs in geologically old regions, like the Canadian Shield, that have been tectonically
inactive for millions of years.

The Earth’s Magnetic Field

A consequence of circulation of molten medal in the outer core is the earth’s magnetic
field, because metal conducts electricity. A dynamo is a device that generates electricity
by moving a conductor through a magnetic field. The current generated in the dynamo
will also create a magnetic field. Just how the earth’s dynamo originally started is still
somewhat unclear; however, if a small magnetic field was initially present, the principle
of a self-exciting dynamo, one in which the movement of a conductor through a small mag-
netic field could create an electrical current that would in turn produce a stronger mag-
netic field, is often invoked. The magnetic field of the earth acts like a dipolar bar magnet,
with its negative pole in the northern hemisphere (Figure 2.12). The axis of the bar mag-
net is roughly aligned with the earth’s axis of rotation. Magnetic objects orient themselves
along the magnetic lines of force radiating outward from the poles. The discovery of this
phenomenon led to the development of the compass, whose positive end points to the
magnetic north pole.

The vertical angle between a line of force and the earth’s surface is known as magnet-
ic inclination. This angle is zero, or horizontal, at the magnetic equator and 90°, or vertical,
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(b)

<4 FIGURE 2.10

{a) Map of the western United
States showing location of the
Great Basin area of the Basin-
and-Range Province. Source:
From E. A. Hay and A. L.
McAlester, Physical Geology: Prin-
ciples and Perspectives, 2nd ed.,
© 1984 by Prentice Hall, Inc.,
Upper Saddle River, N.). (b) Dia-
gram of possible basin-and-range
structure caused by rising mantle
plume beneath.
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A FIGURE 2.11
Steam wells at The Geysers geothermal area, California. Source: Photo courtesy of U.S. Geological Survey.
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A FIGURE 2.12

Comparison of the earth’s magnetic field to a bar magnet, with the negative pole in the northern
hemisphere. The axis of the magnetic field is inclined 10.9° from the rotational axis. The positive nee-
die of a compass points to magnetic north, which is close to geographic north. Seurce: Robert J. Lillie,
Whole Earth Geophysics: An Introductory Textbook for Geologists and Geophysicists, 1st ed., © 1999. Reprinted by
permission of Pearson Education, Inc., Upper Saddle River, M.].
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Geographic 4 FIGURE 2.13

Angle of Declination is the angle measured at any point on the
declination earth’s surface between the magnetic north pole and
= 20° west  the geographic north pole. Source: From S. Judson,
M. E. Kauffman, and L. D. Leet, Physical Geology, 7th ed.,
© 1987 by Prentice Hall, Inc., Upper Saddle River, N.).
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at the magnetic pole, Because the magnetic and geographic poles do not exactly coincide,
there is a small angle between the direction of a compass needle pointing to the magnetic
north pole and the direction of a line pointing to the geographic north pole. This angle is
known as magnetic declination (Figure 2.13).

The earth’s magnetic field has not remained constant since the inception of the mag-
netic field. Periodically, the magnetic field weakens and reverses itself so that the mag-
netic north becomes magnetic south and vice versa (Figure 2.14). During a magnetic
reversal of this type, compass needles would actually point south! Many magnetic rever-
sals have been identified in rocks of different ages near the earth’s surface. The study of
magnetic reversals has actually provided a way to determine the age of the rocks when a

{a) Normal polarity (b) Reversed polarity

A FIGURE 2.14

Configuration of the earth’s magnetic field under normal and reversed polarities. Source: Robert ). Lillie,
Whole Earth Geophysics: An Introductory Textbook for Geologists and Geophysicists, 1st ed., © 1999. Reprinted by
permission of Pearson Education, Inc., Upper Saddle River, N.|.
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known sequence of reversals can be recognized. Rocks that are magnetized in the current
direction of the earth’s field are known as “normal,” and rocks that are magnetized with
an opposite polarity are known as “reversed.”

Paleomagnetism

As molten rock erupting from volcanoes cools, the atoms in magnetic minerals, one of
which is known as magnetite, become aligned in the direction of the earth’s magnetic field.
This process occurs at a temperature called the Curie point, a temperature well below the
melting point of the mineral. Once magnetism is acquired by the rock, it is retained unless
the rock becomes heated above the Curie point.

Measurement of a rock’s magnetic declination and inclination can be made; such
measurements are said to indicate the paleomagnetism of the rock. Paleomagnetic studies
have yielded dramatic results concerning the history of the earth. For example, from decli-
nation and inclination values it is possible to determine the position of the magnetic (and
therefore geographic) pole at the time of formation of the rock. One of the most fascinating
results of paleomagnetic studies is that the magnetic poles have apparently moved great
distances through geologic time. For several reasons, movement of the magnetic poles
over great distances is not thought to be possible. Therefore, to explain the paleomagnetic
results, it was proposed that the continents containing the rocks, rather than the magnetic
poles, have moved over the earth’s surface during geologic time. This was one of the main
lines of evidence supporting an early predecessor of the theory of plate tectonics called
continental drift.

The second form of evidence for continental drift was gathered when magnetometers
were towed behind research ships crossing the oceans. These instruments were able to
measure the magnetism of the rocks beneath the sea floor. When these ships crossed mi-
doceanic ridges, a remarkable magnetic pattern was discovered (Figure 2.15). At the crest
of the midoceanic ridge, rocks of normal (that is, in the orientation of the earth’s present
magnetic field) magnetism were encountered. However, as the ship moved away from
the midoceanic ridge crest, linear bands of rock were crossed that were magnetized in al-
ternately reversed and normal polarities. Even more exciting was the realization that
these magnetic bands or stripes were symmetrical on opposite sides of the ridge crests.
This was strong evidence that new oceanic crust was formed by volcanism at the ridge
crest in the prevailing polarity of the earth’s magnetic field. The new oceanic crust was
then split apart, moving in opposite directions away from the ridge. When a magnetic re-
versal occurred, the rocks forming at the ridge crests would be of that polarity. Thus the
magnetic bands were symmetrical about the ridge. This discovery became nearly ir-
refutable evidence for the formation of new lithosphere at midoceanic plate margins. This
theory became known as sea-floor spreading. It is considered to be one of the foundations
of plate tectonics.

Major Features of the Earth’s Surface

The earth’s surface can be divided into two dominant topographic features: the continents
and the ocean basins (Figure 2.16). The rocks that lie beneath the continents differ greatly
from the rocks of the ocean basins. Continental rocks are low in density and include the
oldest rocks on the earth. These are the lowest density materials concentrated by differen-
tiation and subsequent recycling of the lithosphere. The ocean basins are composed of
denser, younger rocks. Volcanic eruptions continually produce new oceanic lithosphere at
places where mantle plumes reach the upper part of the mantle and cause volcanism in the
crust. In later sections of this book, the rocks of the continents and ocean basins will be de-
scribed in more detail.
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A FIGURE 2.15

Symmetrical magnetic patterns across the Mid-Atlantic Ridge, indicating that bands of newly formed
rocks were magnetized at the ridge axis and that the bands were split apart during lateral movement
in opposite directions. The black and stippled magnetic bands represent normal polarity, and the
white bands beyond represent reversed polarity. Source: From E. A. Hay and A. L. McAlester, Physical
Geology: Principles and Perspectives, 2nd ed., © 1984 by Prentice Hall, Inc., Englewood Cliffs, N.).
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A FIGURE 2.16
The two predominant levels of the earth’s surface: the continents and ocean basins. Source: From W. K.
Hamblin, The Earth’s Dynamic Systems, 4th ed., © 1985 by Macmillan Publishing Co., Inc., New York.
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The Earth’s Gravity

The force of gravity can be expressed as

mM

F= ?G (2.1)
where F is the gravitational attraction between two bodies, m and M are the masses, r is
the distance between the bodies, and G is the universal gravitational constant. For a body
at the surface of the earth, r and M become the radius of the earth and its mass, respec-
tively. If the earth were perfectly spherical, nonrotating, and uniform in density, the grav-
itation acceleration, or the acceleration of a freely falling body, would be constant
anywhere upon the earth’s surface. Gravitational acceleration varies from place to place,
however, and it is these minor variations that make gravity measurements a very useful
tool in geology.

Measurement

The unit of measurement used in gravity studies is the Gal, which equals an acceleration
of 1 em/sec’. The average value of g (gravitational acceleration) at the earth’s surface is
about 980 Gal, although the measured values vary from place to place. These variations
are attributed to (1) rotation of the earth, (2) topography, and (3) variations in density of
near-surface rocks. Rotation affects gravity by causing a bulge at the earth’s equator that is
due to centrifugal force. The radius of the earth is thus greater at the equator than at the
poles. The radius also varies from highlands to lowlands or to ocean basins. These depar-
tures from the ideal ellipsoidal shape of the earth cause minor changes in gravitational at-
traction across the surface (Figure 2.17), Finally, lateral changes in density of near-surface
rocks can affect the value of g. The value of ¢ would be greater over a region of dense near-
surface rocks such as basalt than over lighter granitic rocks at the same elevation. The
magnitude of these variations is on the order of milliGals (0.001 Gal) or fractions of a mil-
liGal. These minute variations are measured by instruments called gravity meters. A gravi-
ty meter consists of a weight suspended on a spring that expands or contracts according to

» FIGURE 2.17 Ellipsoid of earth
Variations in gravitational attraction are caused by the
earth’s ellipsoidal shape, elevation differences, and dif-
ferences in density of crustal materials. Source: From

E. A. Hay and A. L. McAlester, Physical Geology: Principles and
Perspectives, 2nd ed., © 1984 by Prentice Hall, Inc., Engle-
wood Cliffs, N.J.
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A FIGURE 2.18
Horizontal deflection of a plumb bob by the mass of a prominent mountain range.

the local gravitational field. Despite this simple principle, gravity meters are extremely so-
phisticated, expensive instruments because of the precision they must attain.

After a field measurement is taken, it must be corrected before it will yield geologically
useful information. One major correction resolves the effects of local topographic variations.
For example, the presence of a nearby mountain range will deflect a pendulum from its verti-
cal position because of the gravitational attraction caused by the mass of the mountains
(Figure 2.18). The Bouguer correction adjusts the reading to represent a slab of uniform thickness
above a hypothetical plane at sea level called the geoid (Figure 2.19). Also, a correction is ap-
plied to compensate for the material between the geoid and the point of measurement. This is
known as the free-air correction. The final values are compared to an expected value, which is

Add attraction of mass o FIGURE 2.19
Add attraction of mass  that would fil valley,  e0pections to measured gravity readings are neces-

e :;:Lviw m,'g;ﬂ,‘;ﬁ:,":ﬁ,f;ﬂf.-m sary to discover subsurface geological features. The
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Hill |-| Meter's elevation  yarjations in elevation. The Bouguer correction com-
| W pensates for a uniform slab of material between the
Height geoid and the point of measurement. The free-air cor-
* rection results in a reading that would be obtained if
& the meter were at sea level. Source: From 5. Judson,
Sea level (geoid) M. E. Kauffman, and L. D. Leet, Physical Geology, 7th ed.,
Topographic correction © 1987 by Prentice Hall, Inc., Upper Saddle River, N.J.
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calculated for an ideal earth, the spheroid, with a homogeneous crust. Any differences be-
tween the cotrected measurement and the expected value are due to local variations in density
caused by the composition of near-surface rocks. These differences are called gravity anomalies.

The study of gravity anomalies has led to important theories about the earth’s
crust. For example, young mountain ranges typically yield large negative anomalies.
This implies that rocks of low density extend to some depth below the mountain range.
Ocean basins have positive anomalies, which indicates that the rocks beneath the ocean
basins are denser than average. Thus, the density of near-surface rocks is inversely pro-
portional to their topographic position; regions of dense rocks usually lie below sea
level, and mountain ranges are composed of lighter rocks. For example, a Bouguer
anomaly profile across the United States (Figure 2.20) is drawn over a profile showing

(b)

A FIGURE 2.20

Bouguer anomaly profile across the United States. The anomalies are negative over the Rocky Mountains
because the crust is thick and the asthenosphere below it is hot and therefore lower in density than nor-
mal. The thin, cold, oceanic crust of the Atlantic Ocean leads to a positive anomaly. Souree: jon P. Davidson,
Walter E. Reed, and Paul M. Davis, Exploring Earth: An Introduction to Physical Geology, 2nd ed., © 2002. Reprinted
with permission of Pearson Education, Inc., Upper Saddle River, N.|.
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Plumb bob « FICURE 2.21
Expected from (accentuated) Comparison of the measured versus
mpﬂgrﬂphv\ calculated deflections of a plumb
- i bob near the Himalayas. The meas-
ured value is less because of the
low-density root of the mountain
range. Source: Jon P. Davidson, Walter
E. Reed, and Paul M. Davis, Exploring
Earth: An Introduction to Physical
Geology, 2nd ed., © 2002. Reprinted
by permission of Pearson Education,
Inc., Upper Saddle River, N.|.

the internal structure. Negative anomalies are present over the Rocky Mountains because
of the low-density “root” of continental crustal material in this area. Anomalies become
positive over the Atlantic Ocean, which is underlain by thin, dense oceanic crust. Gravity
measurements also have many practical applications. Masses of igneous rock that contain
ore bodies often differ in density from the rocks that surround them. In addition, sedi-
mentary rock structures that trap petroleum may cause characteristic gravity amomalies.

Isostasy

The discovery that mountains had roots of low density came about by accident during the
survey of India by Sir George Airy in the nineteenth century (Figure 2.21). Surveyors cor-
rectly assumed that the plumb bob set up on a plain near the Himalayas would be deflected
laterally because of the mass of the high mountains projecting above the plains. The surprise
came when the amount of deflection turned out to be much less than calculated, when the
mountains were assumed to be simply resting on crustal material of higher density. The only
way that this could be explained was that the mountains were underlain by low-density
crust that extended significantly below the surface of the plain. It has since been verified that
all mountain ranges have low-density crustal roots extending below them. In effect, moun-
tain masses are “floating” in the denser mantle rock like icebergs, which have a lower densi-
ty than water, float in the ocean. Ship captains are well aware that the thickness of the iceberg
below the water is much greater than its projection above the water. This concept is known
as the theory of isostasy. Although mantle rocks are rigid solids with respect to short-term de-
formations such as the propagation of seismic waves, they may behave as a viscous fluid
over long periods of geologic time. The mountain mass is supported by buoyant forces in the
mantle similar to the buoyancy that supports any floating object.

Implied in the theory of isostasy is the idea that crustal masses establish a state of dy-
namic equilibrium with the mantle. Thus, the dense basalts of the ocean basins lie at a low
elevation in comparison with lighter granitic mountain ranges, which float higher in the
mantle. Any change in the mass of a crustal body will be reflected in changes in this
isostatic equilibrium. For example, as mountains are slowly eroded, mass is removed and
the low-density root is uplifted and is decreased in size because less support is required
(Figure 2.22). Thus, the Rocky Mountains have deep roots in comparison with the old,
eroded Appalachian Mountains, whose roots are much thinner than they were during the
period following their formation (Figure 2.20). Isostatic equilibrium is also illustrated by
the advances and retreats of glaciers. The heavy load of a glacier imposed upon the crust
causes the crust to sink deeper into the mantle. When the ice melts and retreats, however,
the load is removed much faster than the crust and mantle can reestablish isostatic equi-
librium. The slow uplift of the crust after glacial retreat is called isostatic rebound. Slow up-
lift of the crust is still going on, 10,000 years after the last glaciation (Figure 2.23).
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» FIGURE 2.22
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Plate Tectonics

One of the greatest accomplishments in geology during the past few decades has been
the formulation of a new theory called plate tectonics. This theory revolutionized the sci-
ence of geology because it provided a comprehensive model that linked the internal be-
havior of the earth to its surface features. With plate tectonics, the distribution of
earthquakes and volcanoes makes perfect sense. Plate tectonics integrated and replaced
the earlier theories of continental drift and sea-floor spreading, incorporating heat flow,
gravity, and magnetism into the new paradigm. The synergistic integration of fields of
study that had previously been studied within a narrow focus led to many new discov-
eries and advances.

According to the plate tectonics model, the uppermost part of the earth is divided
into the upper, rigid lithosphere, which includes the older divisions of crust and upper
mantle, and the underlying, warm, plastic asthenosphere. The lithosphere is broken into
about 12 major plates, which slowly move laterally over the earth’s surface (Figure 2.24).
Plates are rigid slabs of lithosphere that move as a unit. Active geologic processes are
concentrated, for the most part, at plate boundaries. Movement of lithospheric plates is
driven by the convective flow of material in the asthenosphere (Figure 2.24). Rock in
the asthenosphere is soft and plastic because it is near its melting point. Upwelling
plumes of hot mantle material impact the base of the lithosphere and spread laterally
outward, cracking apart, or rifting, the lithosphere in the process (Figure 2.25). Volca-
noes erupt to form new lithosphere in the cracks formed as the plates split apart. The
plates move until they reach a zone of downward flow in the asthenosphere. Here, the
lithospheric plates are carried down, or subducted, into the asthenosphere and may be-
come partially melted.

41



42

Chapter 2

The Earth and Its Systems

L J
500 km lapprox)

A FIGURE 2.23

Uplift in Scandinavia during the last 5000 years caused by glacial retreat. The contours are the elevations
in meters of a shoreline that was at sea level 5000 years ago. Source: After R. K. McConnell, Jr., 1968, Viscosity
of the mantle from relaxation time spectra of isostatic adjustment, founal of Geaphysicau' Research, 73: 7090,

Evidence for Plate Tectonics
Continental Drift

One of the earliest precursors to the plate tectonics theory was put forth in 1912 by Alfred
Wegener, a German meteorologist who proposed that the continents had moved great dis-
tances laterally across the earth’s surface through geologic time. The shapes of the coast-
lines of Africa and South America, which would fit together like the pieces in a jigsaw
puzzle if the continents were closer, was one of the main lines of evidence for this idea.
Wegener’s theory, which became known as continental drift, proposed that all the conti-
nents were once assembled into a huge continental mass called Pangaea (Figure 2.26) and
that they then drifted apart to their present positions.

In addition to noting the fit of continents, Wegener summarized geologic evidence
suggesting that the continents were once joined together (Figure 2.27). This evidence in-
cluded several types. First, mountain belts, structural trends, and rock types found on dif-
ferent continents would be continuous if the continents were assembled as in Pangaea.
Second, the distribution of numerous fossil species found on several continents could be
explained if the continents had been originally joined. These species included land plants
and animals that could not have crossed an ocean to colonize widely separated continents.
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Third, rock types that form under specific climatic conditions were encountered in regions
whose present climate is very different. For example, rocks containing coal and tropical
plants were discovered in polar regions, and rocks formed by glaciation were mapped
near the present equator. The locations of these rocks would be difficult to explain unless
the land masses had moved into different climatic zones.
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Wegener’s hypothesis was largely discounted by scientists of the day because of the
implausible mechanism to which he attributed the drift of continents, Wegener suggested
that the granitic rock of the continents had moved laterally through the stronger, denser
mantle rock. Other scientists quickly pointed out the mechanical impossibility of this
process, and Wegener’s ideas were ignored by most geologists for several decades.

The Theory of Sea-floor Spreading

In the first decades after World War II, tremendous advances in exploration of the oceans
were realized. Topographic surveys of the ocean floor using sounding devices discov-
ered the immense midoceanic ridges positioned near the center of the ocean basins
(Figure 2.28). Rock samples from the ridge crests were composed of fresh basaltic lava
covered by very little sediment. The thickness of bottom sediment above bedrock in-
creases laterally away from the ridge crests, implying an increase in the age of the ocean-
ic crust with distance from the midoceanic ridges.

The most dramatic evidence pertaining to the origin of the ocean basins was obtained
from paleomagnetic studies of the oceanic crust. The symmetrical bands of alternately
magnetized voleanic crustal rock (Figure 2.15) provided important evidence for the sea-
floor spreading theory, which proposed that new crustal material was formed by volcanic
eruptions at the crests of the midoceanic ridges and that slow lateral movement of the
crust away from the ridges was occurring. Other geophysical evidence suggested that the
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layer in motion consisted of the crust and upper mantle, a layer that was subsequently
named the lithosphere. This rigid slab could move laterally above a hot plastic layer called
the asthenosphere. Thus, Wegener’s basic premise was vindicated: Continents do indeed
move laterally, but as part of a thicker, rigid slab that slides along above the weak as-
thenosphere.

Plates and Plate Margins

Plates can be thought of as slabs of lithospheric material that generally have interiors with
boundaries marked by highly active geologic processes, including earthquakes and volcan-
ism. New lithosphere is being formed at divergent plate boundaries, including the midocean-
ic ridges, and lithosphere is being destroyed or deformed at convergent plate boundaries,
where plates collide. A third major type of boundary, transform faults, marks locations
where plates are sliding laterally in opposite directions. Different geologic processes char-
acterize each type of plate margin.

Divergent Plate Boundaries

Divergent plate margins occur where rising convection currents in the asthenosphere
nearly reach the earth’s surface. The rising mantle material causes extremely high heat
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flow, which causes the lithosphere to bulge upward. This expansion causes tension in the
lithosphere, which cracks apart parallel to the boundary. Large linear blocks subside
downward along faults to form rift valleys or grabens along the crest of the rift zone. Molten
magma rises from the asthenosphere to fill the cracks, often reaching the surface as vol-
canic eruptions. The net result is that the plates on either side of the boundary are pushed
apart and move in opposite directions. As they move in opposite directions, new litho-
sphere is created by voleanic activity, and the process continues. Divergent boundaries can
occur on the continents and in the ocean basins. Some of the characteristics of continental
rifts are shown in Figure 2.29. The hot, low-density rocks produce a pronounced negative
gravity anomaly over the rift.

Divergent plate boundaries in the ocean basins are marked by the midoceanic ridges.
These are similar to continental rift zones, except that only oceanic crust is broken apart
(Figure 2.30). The ridges usually have a rift valley at the crest and abundant volcanic ac-
tivity. Crests of the ridges are often displaced by transform faults, which will be described
later. These faults pass laterally into fracture zones. Iceland is unique in that the mido-
ceanic ridge rises above sea level, The central rift zone, containing a series of grabens, is
clearly visible (Figure 2.31). Because new oceanic lithosphere is being continually created
at midoceanic ridges, the age of the ocean floor increases with distance from the mido-
ceanic ridge in both directions. This was clearly demonstrated by the discovery of sym-
metrical bands of magnetic anomalies flanking the midocean ridges. Based on the ages of
the magnetic reversals represented by these bands, the age of the ocean floor can be
mapped (Figure 2.32).
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Characteristics of continental rifts, including uplift due to heating of the lithosphere and upwelling of the
asthenosphere. The decrease in density of the rocks below the rift causes a negative gravity anomaly.

A graben develops as the center of the rift zone drops downward along faults. Source: Jon P. Davidson,

Walter E. Reed, and Paul M. Davis, Exploring Earth: An Introduction to Physical Geology, 2nd ed., © 2002.
Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.J.

Rifting in the Red Sea has produced a divergent plate boundary separating the African
and Arabian plates (Figure 2.33). Originally, the Red Sea rift was a continental rift, but it
became an oceanic rift as the ocean flooded into the rift as the plates spread apart. This
plate boundary joins two other divergent boundaries at a triple point. The eastern arm of
the triple point is an oceanic rift zone passing through the Gulf of Aden, and the southern
arm is a series of continental rifts known as the East African rift zones. These rifts contain
active volcanoes such as Mount Kilimanjaro and huge lakes.

Convergent Plate Boundaries

Convergent plate boundaries mark the zone of contact or collision where plates move to-
ward each other. One of the plates, consisting of oceanic lithosphere, will be forced
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A FIGURE 2.30
Divergent plate boundary in an ocean basin. The actual boundary is marked by a midoceanic ridge.

4 FIGURE 2.31
Flank of a graben associated with one branch of the Mid-Atlantic rift in Iceland. The tilted block to the
right of the river is part of a downdropped central block of graben. Source: Photo courtesy of the author.

downward below the overriding plate, a process known as subduction. The two general
configurations of convergent margins are shown in Figure 2.34. If both plates are com-
posed of oceanic lithosphere, the margin is known as an oceanic convergent margin. Al-
ternatively, one plate may be composed of continental lithosphere; the margin is then
known as a continental convergent margin. Both types have a descending lithospheric
slab with a trench near the point of contact between the two plates. Trenches are linear
troughs in the ocean floor that run along the plate boundary; they are sites of the great-
est water depths in the oceans. Another similarity between the two types is that melting
of the overlying rocks of the asthenosphere is associated with the descending slab. This
melting may be the result of release of water from the descending slab into the sur-
rounding asthenosphere. The effect of water would be to lower the melting point of the
asthenosphere so that the rock would melt at the existing temperatures at that depth.
Magma produced by melting rises toward the surface because it is less dense than the
overlying rock and finally reaches the surface through volcanoes that build up above
the melting point.

There are also many differences between continental and oceanic convergent bound-
aries. Volcanism in oceanic convergent margins produces a line of volcanoes known as an
island arc. These volcanoes must build up from the great depths of the sea floor and there-
fore constitute a line of islands located over volcanic centers rather than a continuous land
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The age of the ocean floor defined by magnetic anomalies in the volcanic rocks that were formed at
the midoceanic ridge and carried in opposite directions by plate movement. Source: Lee R. Kump,
James F. Kasting, and Robert G. Crane, Earth System, The, 2nd ed., © 2004. Reprinted by permission of Pearson
Education, Inc., Upper Saddle River, N.).

mass. Under some circumstances, lithospheric tension occurs over the subducting slab
and a back arc basin develops with a spreading ridge similar to a midocean ridge. When
compressional forces dominate, the back arc basin does not form.

The continental convergent margin involves the subduction of oceanic lithosphere be-
neath continental lithosphere, in which continental crust makes up the upper part of the
lithosphere. Melting over the subducting slab also occurs in this situation, but the line of
volcanoes occurs on land instead of in the ocean. The Cascade volcanoes and the Andes in
South America (Figure 2.35) are good examples of volcanism associated with continental
convergent margins.

Sediments eroded from continental or oceanic volcanic chains can play an important
role in convergent plate margins. These sediments tend to accumulate in and near the
trench, where subduction is taking place (Figure 2.36). As the lower plate is descending
into the asthenosphere, the sediment is scraped off the plate, forming an accretionary wedge.
Because of the compressional forces at the point of plate convergence, sediment in the ac-
cretionary wedge is highly deformed, with structures such as thrust faults and folds that
we will describe in detail in Chapter 8. Sometimes the rocks in the accretionary ridge are
uplifted above sea level and can be directly observed in the island arc or continental plate.

Transform Boundaries

The third major type of plate boundary is the shear, or transform, boundary. Lithospheric
plates are sliding past each other along vertical fractures, known as transform faults, at
these boundaries. Transform faults can connect segments of spreading ridges, spreading
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Three divergent plate boundaries meeting at a triple point. The Red 5ea rift separates the African and
Arabian Plates and the Gulf of Aden rift separates the Arabian Plate from the Somali Plate. The southern-
maost boundary is composed of discontinuous continental rift valleys in East Africa.

ridges with subduction zones, or segments of subduction zones. Figure 2.37 shows a trans-
form fault between two spreading ridge segments. The transform fault, with the relative
movement of the two plates shown, ends at the spreading ridge, even though fracture zones
continue along the trend of the transform fault beyond the ridge segments on both sides.
Transform faults are present in both oceanic and continental lithosphere, The San Andreas
fault, notorious for its damaging earthquakes in California and the even bigger earth-
quakes that could occur in the future, is one of the best examples of a continental trans-
form boundary, separating the Pacific Plate from the North American Plate. The relative
motion of the plates, with the Pacific Plate moving northwestward relative to the North
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Oceanic and continental convergent margins. (a) Island arcs and back arc basins are typical fea-
tures of oceanic convergent margins, as two oceanic plates converge. (b) Continental convergent
margins develop when oceanic lithosphere is subducted beneath a continental plate margin.
Source: Jon P. Davidson, Walter E. Reed, and Paul M. Davis, Exploring Earth: An Introduction to Physical
Geology, 2nd ed., © 2002. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.|.

American Plate, is shown on Figure 2.38. The San Andreas fault connects the subduction
zone of the Juan de Fuca Plate with a spreading ridge in the Gulf of California.

Interesting and important aspects of plate tectonics have not been mentioned in this
brief introduction. We will discuss some of these in later chapters of the text, especially the
association of earthquakes and volcanoes with plates and plate boundaries.

Earth Surface Systems

Just as the earth’s interior can be thought of as a giant heat engine causing circulation of
molten or nearly molten materials in the core and mantle—as well as continual construc-
tion and destruction of lithosphere in plate tectonic processes—the earth’s surface is a dy-
namic place as well, Here, another engine drives the circulation of the oceans and the
atmosphere and wears down crustal material uplifted by plate interactions. The energy
source for this powerful engine comes through space to the earth from the sun. Most of the
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A FIGURE 2.35
Convergence of the Nazca and South American plates. Melting in the asthenosphere above the sub-
ducting plate explains the volcanoes of the Andes. Source: jon P. Davidson, Walter E. Reed, and Paul M. Davis,

Exploring Earth: An Introduction to Physical Geologry, 2nd ed., © 2002. Reprinted by permission of Pearson Education,
Inc., Upper Saddle River, N.J.
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The S5an Andreas fault, a prominent transform fault connecting the subducting Juan de Fuca Plate
with the East Pacific Rise, a spreading ridge that has caused rifting in the Gulf of California. The por-
tion of California west of the San Andreas fault is moving northwestward with the Pacific Plate, and
the area east of the fault is part of the North American Plate.

surficial geologic phenomena that we will be discussing in this text—weathering, mass
wasting, erosion, and deposition—all function because of interactions among the oceans,
atmosphere, and energy from the sun.

Atmospheric Circulation

Solar energy arriving at the earth is not equally distributed. Rays that arrive at and near the
equator strike the planet directly, which concentrates the heat contained within a small area
(Figure 2.39). In contrast, rays that arrive at the surface near the poles strike the earth in an
oblique fashion, which distributes the same amount of energy over a larger area. This cre-
ates a heat imbalance on the earth’s surface, with more heat and higher temperatures at the
equator than at the poles. Whenever there is a temperature difference, heat will flow from
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Unequal distribution of solar energy at the surface creates a temperature difference between the equa-
tor and the poles. Tilting of the earth’s axis of rotation creates the seasons, as solar radiation is greater
when either the Northern or Southern Hemisphere is tilted toward the sun and less when a particular
hemisphere Is tilted away from the sun. Source: Jon P. Davidson, Walter E. Reed, and Paul M. Davis, Exploring
Earth: An Introduction to Physical Geology, 2nd ed., © 2002, Reprinted by permission of Pearson Education, Inc.,
Upper Saddle River, N.|.

areas of higher to lower temperature, and one might expect that air masses would flow
from the equator to the poles. There are a few complications, however. First the earth is tilt-
ed on its axis of rotation (Figure 2.39). This means that during part of the year, each hemi-
sphere is tilted toward the sun part of the time—when it receives more radiation than the
other hemisphere—and away from the sun part of time—when it receives less radiation
than the other hemisphere. We know these times as summer and winter.

The equator to poleward circulation is broken into a series of cells spread over the
globe. At the equator, where heating is most intense, air masses rise because they are less
dense than surrounding air. They also become charged with water vapor evaporated
from the oceans. As the air masses rise from the surface, air moves along the surface
from the north and south to replace the rising air masses. This creates a convergence zone
(Figure 2.40), which in this case is called the intertropical convergence zone (ITCZ). Air
masses rise in the ITCZ to the top of the troposphere, where they are diverted poleward.
Because water vapor condenses and falls from clouds that form as the air is rising, the air
masses are becoming dryer as they move toward the poles. At about 30° north and
south, the air masses begin to sink back toward the surface, producing a zone of high
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Vertical cells of atmospheric circulation between the equator and 30° north and south generated by
intense heating at the equator. Deserts occur in the divergence zones that are set up at about 30°
north and south of the equator. Source: Lee R. Kump, James F. Kasting, and Robert G. Crane, Earth System,
The, 2nd ed., & 2004. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.J.

pressure. When they descend to near the surface, the flow splits apart, creating a divergence
zone. The dry descending air at about 30° north and south produces two bands of deserts
at those latitudes. Air moving toward the poles from this divergence zone collides with
air that sinks at the poles and flows toward the equator to create two more cells on each
side of the equator, one between 30° and 60° north and south, and one between 60° and
90° (Figure 2.41). The convergence zone at 60° north and south latitude creates an area of
instability because warm air from the equator is forced over the cold air moving from
the poles. This interface is known as the polar front, which is important because it gener-
ates storms that can produce precipitation.

One final wrinkle in the atmospheric circulation is caused by the rotation of the earth.
The west to east rotation imparts an apparent deflection to air masses moving in a north or
south direction. This phenomenon, the Coriolis effect, will cause an air mass moving north
in the northern hemisphere to be deflected to the east. It is really an apparent deflection be-
cause the air mass is just moving northward, but the earth is rotating to the east at the
same time. The Coriolis effect modifies the movement of air masses in both hemispheres,
as shown in Figure 2.41.

The general circulation of the atmosphere just described explains a lot about global
precipitation patterns (Figure 2.42). Rising air masses in the ITCZ produce a band of high
precipitation along the equator, and divergence around 30° north and south creates some
of the world’s greatest deserts. When water vapor in the air masses condenses, it falls as ei-
ther rain or snow. Other factors, however, influence precipitation. Whenever an air mass
moves over a continent, it must rise in elevation. When it crosses a mountain range, the
rise is generally enough to cause precipitation on the windward side of the mountain
range (Figure 2.43). This type of precipitation is called orographic precipitation. It explains
why the westerly flow of air from the Pacific Ocean over the mountains along the western
coasts of the United States and Canada dumps its moisture on the windward side. On the
eastern side of the mountains, the air masses are dry and arid to semi-arid conditions pre-
vail. The orographic effect is also obvious in India (Figure 2.42), where the greatest rainfall
amounts on earth, the monsoon rains, result from the flow of air masses over the Hi-
malayas. The global distribution of deserts (Figure 2.44) is a function of both divergence
zones and orographic effects.
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Circulation cells of the atmosphere associated with convergence and divergence. Source: Jon P. Davidson,
Walter E. Reed, and Paul M. Davis, Exploring Earth: An Introduction to Physical Geology, 2nd ed., & 2002. Reprinted
by permission of Pearson Education, Inc., Upper Saddle River, N.J.
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Precipitation amounts over land in July. Source: From T. McNight, Physical Geography: A Landscape Apprecia-
tion, 6th ed., © 1999, by Prentice Hall, Inc., Upper Saddle River, N.].
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Distribution of arid and semi-arid regions on the earth. Source: From R. W. Christopherson, Geosystems: An
Introduction to Physical Geagraphy, 3rd ed., ©® 1997 by Prentice Hall, Inc., Upper Saddle River, N.|.

The Hydrosphere and Oceanic Circulation

The occurrence and circulation of water on our planet is intricately linked to the bio-
sphere, atmosphere, and lithosphere. Water is critical to life on earth, the only planet in
the solar system to contain liquid water. The circulation of the atmosphere drives the cy-
cling of water from the oceans to the continents and back to the oceans. This important
cycle is known as the hydrologic cycle (Figure 2.45). Because of its atmospheric link, it is
also a product of the sun’s energy contribution to the earth. The small amount of fresh-
water in this cycle, about 3%, sustains most life-forms on Earth outside the oceans. The
lithosphere becomes part of the hydrologic cycle because of the component of water that
infiltrates below the surface and becomes part of the reservoir of water we call ground-
water, As most surface-water sources are approaching the limits of their exploitation by
humans, groundwater becomes very important for expansion of freshwater sources, The
role of water and the hydrologic cycle is important to many of the topics in this book.
Within the interior of the earth, water plays a role in volcanism, earthquakes, and tectonics.
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A FIGURE 2.45
The hydrologic cycle. Source: Jon P. Davidson, Walter E. Reed, and Paul M. Davis, Exploring Earth: An Introduction
to Physical Geology, 2nd ed., © 2002. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.).

On the earth’s surface, water contributes to nearly every surface geologic process and
every geologic hazard.

In keeping with our emphasis on global systems and cycles, the circulation of the
oceans is critically relevant to the earth’s climate and, therefore, to its surficial geologic
processes. In Chapter 1, we described the function of oceanic circulation in maintaining
the earth’s climate as a giant conveyor belt. Here, we expand upon that concept to get a
more complete understanding of the oceans. An initial step is to divide oceanic circulation
into shallow and deep components, because these two types of circulation are driven by
different processes. The shallow circulation of the oceans is a response to the circulation of
the atmosphere, modified by the configuration of the ocean basins and continents. When
wind blows over the surface of the ocean, friction between moving air and water sets up
ocean currents. The pattern of shallow ocean circulation is therefore similar to wind pat-
terns. In the ITCZ, strong easterly (blowing from the east) winds set up strong equatorial
currents moving in the same direction. When these currents reach blocking land masses—
North and South America, for example (Figure 2.46)—the currents are diverted to the
north and south. The current that moves north along the eastern coast of North America is
known as the Gulf Stream. As it flows north like a huge river in the ocean, the midlatitude
winds diverted toward the east by the Coriolis effect steer the ocean currents in the same
direction. Thus, the Gulf Stream crosses the northern Atlantic to the coast of Europe. The
southward diversion of the current along the European coast sets up a huge circulation
cell, called a gyre, in the North Atlantic. Similar gyres develop in the other ocean basins.

The shallow circulation of the oceans, even though it only affects the upper several
hundred meters of seawater, performs an important function, transporting heat from the
equatorial regions to the polar regions. Northern Europe would be a cold, forbidding
place if it were not for the moderating effect of the Gulf Stream. Oceanic currents that may
be even more important to the earth’s long-term climate involve deeper flow. These cur-
rents are known as thermohaline currents because their driving forces are a combination of
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A FIGURE 2.46

Shallow ocean currents—caused by wind circulation patterns, the Coriolis effect, and the distribution
of the continents. Source: Lee R. Kump, James F. Kasting, and Robert G. Crane, Larth System, The, 2nd ed., ©
2004. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.|.

temperature and density, which is partially a function of salt content. In high latitudes,
surface waters become cooled by low air temperatures. The surface water can freeze in
these extreme conditions, even though seawater has a lower freezing point because of
its high salt content. When it does freeze, the salinity increases because of the removal
of freshwater to form ice. The resulting water, now denser because of its higher salinity,
sinks to form masses of bottom water, which only moves along the bottom of the oceans.
This cold, dense water is generated in two places—near Antarctica and in the North At-
lantic Ocean. The deep circulation patterns are shown in Figure 2.47. The circulation
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A FIGURE 2.47

General circulation of the deep oceans. Dark shading shows the deepest currents and light shading
indicates intermediate return flows. Numbers refer to current fluxes in 10° m*/sec. Source: From A. L.
Bloom, Geomorphology, 3rd ed., © 1998 by Waveland Press, Long Grove, IL.
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pattern includes the deep water (shown in gray) and higher-level return flows (shown in
white), which are still below the surface currents discussed previously. Research over the
past few decades shows that global climate is closely related to this conveyor-like deep
circulation of the oceans. Weakening or shutdown of the deep circulation could plunge
the planet into a glacial period, in which ice sheets similar to those in Greenland and
Antarctica would once again form over Canada and northern Europe, as they have
formed many times in recent geologic history. When these midlatitude ice sheets reach
their full extents, well south of Chicago in the United States, sea level drops about 100 me-
ters because of the water transferred from the oceans to the continental ice sheets. Al-
though perhaps not as imminent as global warming due to burning of fossil fuels, the
next glacial age may not be too far in the future.

Geologic Time

Early Concepts of the Formation of Rocks and the Earth’s History

The evolution of the science of geology was intimately involved with our understanding
of geologic time, Modern Western Civilization evolved with a strong reliance on literal in-
terpretations of the opening chapters of the Bible. Early scientists applied these concepts to
their observations of the natural environment. Accordingly, the earth was thought to be
quite young, and its formation was attributed to a series of events that were rapid and cat-
aclysmic in intensity. This school of thought, which became known as catastrophism, held
that the earth’s surface was generally a stable, nonchanging place that had remained qui-
escent except for violent upheavals during which mountains were thrust upward from the
plains and canyons were formed as the earth’s surface was ripped apart. The related theo-
ry of neptunism involved the presence of a primordial ocean from which rocks at the
earth’s surface precipitated. A specific sequence of precipitated rocks, assumed to have
formed as the ocean level dropped, was developed to account for observations of rocks
that were made in western Europe.

An important early contribution to geology was made by Nicolaus Steno (1638-1687),
a Danish physician working in [taly. Steno observed the rocks exposed in cliffs and in
stream banks, and he also studied sediment, particles of rock and soil being deposited by
streams and in the Mediterranean Sea. He realized that the exposed rocks had many simi-
larities to the modern sediments he had seen, and he concluded that they had, in fact, orig-
inated as sediments at some time in the distant past. To formulate these ideas, Steno used
true scientific thought because he recognized order in nature.

Steno also stated three principles that are fundamental to modern geology. First, the
Principle of Original Horizontality states that layers of sediment are always deposited in
horizontal sheets, as can be observed when they are seen to be accumulating on the bed of
a stream or ocean (Figure 2.48). Thus, when we see layers, or beds, of rock that appear to
be tilted or folded (Figure 2.49), we must realize that subsequent events have deformed
the originally horizontal beds. Second, Steno’s Principle of Original Continuity states that
accumulations of sediment are deposited in continuous sheets up to the point where they
terminate against a solid surface (Figure 2.48). There is no better illustration of these two
principles than in the Grand Canyon (Figure 2.50), where individual horizontal rock lay-
ers can be traced for miles along the side of the canyon. Steno’s third principle, known as
the Principle of Superposition, states that in a vertical sequence of sedimentary rock layers,
the oldest layer lies at the base and each successive layer above is younger than the layer
it overlies. Although this principle may seem intuitively obvious to us, in Steno’s era it re-
quired acceptance of the radical idea that many rocks are formed by the gradual deposi-
tion of sediment, the same processes that can be observed to be occurring in a stream,
lake, or ocean.
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Principles proposed by Nicolaus Steno. These principles are essential te an understanding of sedimen-
tary rocks. Source: From E. A. Hay and A. L. McAlester, Physical Geology: Principles and Perspectives, 2nd ed.,

© 1984 by Prentice Hall, Inc., Englewood Cliffs, N.].

A more modern approach to the age and geologic history of the earth can be attributed
to the ideas of James Hutton, an 18th-century Scottish farmer. Hutton challenged the ideas
of catastrophism and neptunism by proposing that the earth’s surface is not a stable, un-
changing landscape. Instead, changes are occurring continuously, although mostly at very
slow rates, Therefore, valleys are formed by the slow erosion of streams that flow within
them, and mountains are uplifted gradually to their elevated positions. Hutton also sug-
gested that the rocks exposed on the landscape had been formed by the same gradual
processes operating continuously, now and in the past. In place of neptunism, Hutton ad-
vocated plutonism, which explains the formation of igneous rocks by cooling from a hot,
melted state rather than by precipitation from the ocean.

These ideas are incorporated into his Principle of Uniformitarianism, which stated that
geological processes causing change on the earth are gradual rather than catastrophic and
are the same processes that can be observed today. Uniformitarianism was adopted by one

P FIGURE 2.49

Beds of sedimentary
rocks that have been
bent into a fold from
their originmal horizontal
orientation. Source: A.
Keith; photo courtesy of
U.S. Geological Survey.
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4 FIGURE 2.50

In the Grand Canyon, horizontal beds of sedimentary rock can be traced for great distances.
Source: |. R. Balsley; photo courtesy of U.S. Geological Survey.

of the most influential geologists of the 19th century, Charles Lyell, whose textbook on ge-
ology was the standard of the day. Lyell interpreted uniformitarianism literally, believing
that past geologic processes necessarily operated at their modern rates. This actually im-
peded the progress of the science, because Lyell blocked the acceptance of important new
ideas that contradicted hig view of uniformitarianism. One good example was the revolu-
tionary new theory of glaciation and ice ages, which was presented to the scientific public
by Louis Agassiz in the 1830s. This theory advocated a period of time in the past when
great glaciers covered large parts of Europe and North America. Since this required a dras-
tic change from the present climate, Lyell rejected the theory and helped to suppress it for
about 20 years, until the evidence for past glaciation became irrefutable. We now interpret
the principle of uniformitarianism to mean that the physical and chemical laws governing
natural processes have been constant throughout the history of the earth. It does not mean
that the rates of natural processes are always constant or that drastic and rapid changes in
geologic processes did not take place. The Principle of Uniformitarianism is often summed
up by the phrase “the present is the key to the past,” because it gives geologists the ability
to interpret the origin of ancient rocks in terms of present-day geologic processes. The
most important implication of Hutton’s idea of uniformitarianism was that the earth and
the rocks exposed at its surface are very old. A single exposure along the coast of Scotland
emphatically drove this point home. The exposure consisted of horizontal beds of rocks
resting upon tilted rocks of a different type (Figure 2.51). Using Steno’s principles, Hutton
realized that this exposure must represent a complex sequence of events that occurred
over a great length of time. First, the lower sequence of rock beds was deposited in hori-
zontal layers of sediment (Figure 2.52). Next, these sediments hardened into rocks and be-
came deformed and tilted into their present orientation. Deformation of this type is
associated with major movements of the earth’s crust, the type of movement that may re-
sult in the lateral compression and vertical uplift of rocks to form a mountain range. It is
interesting to imagine the awe that Hutton must have felt as he began to realize that the
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A FIGURE 2.51

The exposure of rock at Siccar Point, Scotland, studied by James Hutton. The unconformity (plane
marked by lens cover and heavy white line) represents a long period of geclogic time between the
formation of the vertical rock beds in the lower part of the outcrop and the nearly horizontal rock
beds overlying them. The geologic events involved in the history of these rock units are shown in
Figure 2.52. Source: Photo courtesy of john Bluemle.

P FIGURE 2.52 .
Generalized sequence of events making up the geologic history }a

of the rock exposure shown in Figure 2.51. (a) Deposition of the
rocks of sequence A. (b) Deformation and uplift. (¢) Erosion of
the rocks of sequence A. (d) Deposition of the rocks of sequence
fi forming an unconformity between sequences A and B.

(e) Uplift and erosion of both rock sequences as a unit.
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The geologic cycle. Rocks in the earth's crust follow a cycle that includes deposition of sediments, forma-
tion of sedimentary rocks, conversion to igneous or metamorphic rocks, and erosion to form sediments.

next event in the history of that outcrop must have been a period of erosion representing
an enormous amount of geologic time. A mountain range must have been gradually worn
down by erosion to a low-lying plain on which the sediments of rock unit B were deposit-
ed, perhaps by a sea gradually spreading over the plain. The surface separating the two
rock sequences is called an unconformity. The tremendous amount of time that these
changes represent must have convinced Hutton that he was right about the great age of
the earth.

By studying rock exposures in many areas, Hutton reached the conclusion that rocks in
the crust follow a pattern that has been repeated over and over again throughout geologic
time. Hutton’s chain of events is known as the geologic cycle (Figure 2.53). Although the
cycle has no definite beginning or end, it is convenient to think first of sediments being de-
posited in continuous horizontal beds according to the principles of Steno. As successive
layers are deposited, the beds near the base of the sequence become compacted and begin
the transformation from sediments into sedimentary rocks, a process known as lithification.

With continued deposition, the sedimentary rocks are deeply buried and subjected to
higher temperatures and pressures. Under these conditions, the rocks are deformed; layers
may be bent, broken, or heated to the melting point. The melting or partial melting of a
rock produces magma, a molten liquid that can later cool to form an igneous rock. Magmas
can also be produced from sources other than sedimentary rocks. If any type of rock is
highly altered by heat and pressure but not to the point of melting, the original rock is
changed to such a great degree that it is now called a metamorphic rock. The close associa-
tion of deformation, metamorphism, igneous activity, and mountain belts suggests that
these activities are all related. It was obvious to Hutton and most other early geologists
that thick sequences of sedimentary rocks are intensely deformed and altered in the
process of mountain building (Figure 2.54).
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A FIGURE 2.54
An exposure of a metamorphic rock produced by alteration under high temperature and pressure.
Source: C. C. Hawley; photo courtesy of U.5. Geological Survey.

The final step in the cycle occurs after the uplift of a mountain belt. Exposed to the de-
structive agents of gravity, wind, rain, and ice, mountains are gradually lowered by ero-
sion. The sediments produced by erosion are transported by rivers to the ocean, where the
cycle can continue in a new location. Given enough time, mountain ranges can be worn
down to gentle, low-lying plains. The interior of Canada contains regions of igneous and
metamorphic rocks that once must have been at the core of towering mountains but now
are reduced to an elevation barely above sea level, In the United States, both the Ap-
palachian and Rocky Mountains are following the path of the geologic cycle (Figure 2.55).
The Appalachians are older and thus erosion has reduced them to a lower elevation than
the Rockies, We now place the geologic cycle, with its partial explanation of lithospheric
processes, in the larger context of plate tectonics.
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A FIGURE 2.55
The Grand Tetons, a mountain range consisting of igneous and metamorphic rocks. Uplift and ero-
sion have produced the striking, rugged topography. Source: Photo courtesy of the author.

The controversy set off by Hutton's ideas raged in scientific circles for many years.
It was not until the mid-19th century that uniformitarianism was accepted by the ma-
jority of scientists. Unfortunately, uniformitarianism was carried too far by early geolo-
gists and delayed acceptance of the ice ages and other ideas that required different
conditions than currently exist. The work of Steno, Hutton, and many others paved the
way for the recognition of geology as a modern science. The practice of geology re-
quires the observation of rock or sediments and the interpretation of the origin and se-
quence of events that has led to the present condition. The only change in this approach
since the time of Hutton lies in the ever-increasing sophistication and complexity of the
tools and instruments that scientists have available to study the evidence found in the
natural landscape. In this respect, geology differs from other sciences because the inter-
pretations of past geologic events cannot be verified by experimentation. Geologic
study is not unlike the procedure followed by a detective who collects clues and evi-
dence in order to solve a crime.

Relative Time

Geologists are, in part, historians. Our goal is to decipher the physical, chemical, and bio-
logical evolution of our planet from its origin to the present time. Like historians who
study the history of the human race, geologists must have a method of determining the
time at which various events in the earth’s history took place. Imagine how difficult it
would be to study the history of the United States if there were no concept of time; how
could we comprehend the differences between the exploration of the West and the space
program of the 20th century if we did not understand the amount of time and technologi-
cal progress that separates the two periods?

Geologists in some ways face a much more formidable task in the investigation of
the earth’s history. There are no written records available. The only direct evidence that
exists from the geologic past is the sequence of rocks and sediments that we can observe
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A FIGURE 2.56
Beds of sedimentary rock can be traced across areas in which they are not present by using correla-
tion based on the principles of Superposition and Original Continuity.

at and below the earth’s surface. In the 20th century, we have learned to use the natural
radioactivity in certain types of rocks and organic materials to directly determine their
age; with this method we can determine the absolute time of an event. Geologic pioneers
like Hutton, however, did not have radioactive age dating available to them. Hutton
could only speculate about the amount of time represented by an unconformity in a
rock exposure. Confronted with this problem, geologists began to work out the history
of the rock record using relative time. This method is an attempt to construct a time scale
based upon the relative ages of rock units by establishing their relationship to other
rock units.

Steno’s Principle of Superposition is a useful tool in determining the relative age of
sedimentary rocks. In an undisturbed layered sequence, the beds are successively younger
from bottom to top. Another method that can be used with sedimentary rocks is correlation,
the tracing of rock units from one area to another. In addition, the Principle of Original
Continuity can be used to extend the correlation of rock units with similar characteristics
across areas in which the rocks are not present or are not exposed (Figure 2.56).

More complicated rock exposures require additional techniques to establish rela-
tive time. The Principle of Cross-Cutting Relationships, for example, is particularly useful
in some places. It states that any rock that cuts across or penetrates a second rock body
is younger than the rock it penetrates. This principle is often called upon for interpreta-
tion of sequences containing igneous rocks that were forced (intruded) into existing
rocks in a liquid state and then cooled to a solid state. Because the igneous rocks often
cut across the layering of sedimentary or metamorphic rocks, they can be identified as
younger than the rocks that enclose them (Figure 2.57). In some places a layer of ig-
neous rocks lies between two beds of sedimentary rocks. In these instances, it is some-
times possible to determine the relative age by examining the boundaries, or contacts, of
adjacent rock units. If the heat of the molten rock altered the rocks both above and
below the igneous rock at the time it was intruded, then the igneous rock penetrated
the sequence and is younger than both the overlying and underlying units. If only the
upper contact of the sedimentary rock below the igneous rock was altered, then the ig-
neous rock was probably formed as a lava flow on the ground surface and thus is

» FIGURE 2.57 T T i L T
A body of igneous rock penetrates and cuts across the = Tty —

bedding of a series of sedimentary rocks. It is therefore
younger than the sedimentary rocks.
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The principles of Original Horizontality, Original Continuity,
Cross-cutting relationships, and Superposition can be used to
unravel the sequence of events in this rock exposure. They in-
clude (1) deposition of rock sequence A; (2) metamorphism of A;
(3) uplift and erosion of A to produce an unconformity; (4) dep-
osition of sequence B, (5) deformation, uplift, and erosion of se-
quences A and B to produce an unconformity; (6) deposition of
sequence C; and (7) intrusion of igneous rock body D through
sequences A, B, and C.

younger than the rock beneath it but older than the rock above it (Figure 2.58). It is
often possible to use several of the principles described here to determine the sequence
of events of a rock exposure (Figure 2.59). We therefore would be using relative time to
compare the ages of rock units but still have no idea of the absolute age.

However useful the methods described may be, the foundation of relative age
dating is based upon fossils, the visible remains of organisms preserved in rocks.
William Smith (1769-1839), an English civil engineer, was one of the first scientists to
recognize the usefulness of fossils as tools for determining relative age and correla-
tion of sedimentary rocks. While supervising the construction of canals and other en-
gineering works over a period of many years, Smith discovered that certain rock units
always contained the same group, or assemblage, of fossils. The fossilized shells of ma-
rine organisms were most useful in this work. By using superposition and other prin-
ciples, Smith was able to group these rock units in order of relative age on the basis of
the correlation of fossil assemblages. The method was later applied throughout Eu-
rope, and a geologic column was constructed for all sedimentary rocks known in that
region (Figure 2.60). The rocks of each system contained a distinct and unique assem-
blage of fossils. Although certain fossils were similar to those in other systems, con-
sistent differences between systems were evident. Rocks beneath the Cambrian
system were generally thought to be nonfossiliferous and therefore could not easily
be divided. They were given the name Precambrian.

The reasons for the changes in fossil characteristics were not known in the time of
William Smith. Charles Darwin later provided an explanation for this phenomenon with
his theory of evolution. The idea of the systematic change of organisms over long periods
of time was consistent with the fossil record.
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» FIGURE 2.60 Systems Where first described
The geologic column, showing the
names of the rock systems and the re- Quaternary Europe
gions for which they were named. Tertiary Europe
Cretaceous England
Jurassic Jura Mts. Europe
?n Triassic Germany
g Permian Russia
£ Carboniferous Great Britain
Devonian Great Britain (Devonshire)
Silurian Great Britain (Wales)
Ordovician Great Britain (Wales)
Cambrian Great Britain (Wales)
E Precambrian Nonfossiliferous,
~ Era therefore not well
e subdivided
Absolute Time

The construction of the geologic column was the culmination of relative age dating of
rocks. Throughout the 19th century, geologists and physicists began to speculate about the
age of the earth and the ages of the systems of the geologic column. The estimates became
older and older. In the early 20th century, one of the triumphs of modern geology was
achieved with the application of radioactivity to the dating of rocks. Finally, a method for
determining the absolute ages of certain rocks was available.

Radioactive particles (atoms) are disseminated throughout many types of rocks in
trace amounts, These particles decay spontaneously by emitting atomic particles from the
nucleus of the atom. Most of the radioactive particles are isotopes of elements; that is, they
are forms of a certain element that differ slightly in atomic mass from other isotopes of the
same element. (Atomic particles are more fully discussed in Chapter 3). Upon radioactive
decay, isotopes are altered to different elements by the loss or gain of atomic particles by
the nucleus.

A basic assumption of radioactive dating is that each radioactive isotope (uranium
235, for example) will decay at a constant rate. In the example of uranium 235, the number
235 represents the mass of the isotope, that is, the number of protons and neutrons in the
nucleus. The radioactive decay rate is often described using the half-life of the isotope. The
half-life is the amount of time required for the decay of half of any amount of a particular
isotope. For example, the half-life of uranium 235 is 0.7 billion years. After this amount of
time, only one-half of the original amount of uranium 235 will remain. After two half-lives,
only one-fourth of the original amount will be left.

Radioactive decay is an exponential process and as such can be explained by the same
mathematical expression as equation (1.1), with one modification: In equation (2.2), N be-
comes the number of molecules of the radioactive isotope of an element at time {, instead
of the number of people in a population, and N}, is the original number of isotopes prior to
decay, rather than the number of people at the beginning of the time interval.

N = Ne™® (2.2)

The one difference in the two equations is that the term k represents the decay rate instead
of the growth rate, and it is negative in this case because molecules of the radioactive iso-
tope are declining instead of increasing like people in a growing population. Half-life is
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analogous to doubling time and can be determined as follows. Since after one half-life,
N/Ny is equal to ',

1_ =Kty
5 =g
where 1y 7 is the half-life. We then have
2=¢"Mn and In2 =kt

Therefore,

0.693

2 = In

=~

A radioactive isotope that decays to another isotope is called the parent; the isotope
produced by the decay is known as the daughter. To determine the age of a rock, the
amount of both parent and daughter isotopes must be measured. This analysis is per-
formed with a mass spectrometer, an instrument that can measure minute amounts of mat-
ter with great accuracy. The most useful parent-daughter isotope pairs are shown in
Figure 2.61. With the exception of carbon 14, all these isotopes can be used for dating very
old rocks. The date obtained, however, must be carefully interpreted. It can be considered
to be accurate only if the rock has not been substantially altered since its formation. The
age of an igneous rock, therefore, would represent the time that it cooled from a magma.
Sedimentary and metamorphic rocks present some difficult dating problems. Sedimenta-
ry rocks consist of particles eroded from older rocks. The date obtained from an igneous
grain incorporated into a sedimentary rock would thus represent the cooling of the ig-
neous rock rather than the deposition of the sediment to form the sedimentary rock. In
metamorphism, parent and daughter particles can be separated by heat and partial melt-
ing. Therefore, dates obtained from metamorphic rocks may or may not yield the correct
age of the metamorphism.

Carbon 14 serves a different function in radioactive dating due to its short half-life of
5730 years. The value of carbon 14 lies in its utilization for dating very recent sediments, par-
ticularly those from the last part of the most recent Ice Age. Carbon 14 is a radioactive iso-
tope of carbon produced by the activity of cosmic rays in the earth’s atmosphere. It mixes
with the normal carbon (carbon 12) in the atmosphere and is taken up by plants and animals,
0 organic material contains carbon 14 at the same concentration as the atmosphere at the
time of the death of the organism. Wood fragments and bone buried by the sediment de-
posited by glaciers can be used for dating the time of glacial advance. Because of the short
half-life, about 75,000 years is the practical limit for dating by the carbon 14 method.

Application of radioactive dating to rocks began soon after the discovery of ra-
dioactivity. By dating rocks from all over the world and integrating these dates with the
geologic column, scientists were able to construct an absolute chronology of geologic

Radioactive Stable Half-life « FIGURE 2.61
parent nuclide daughter nuclide (years) Radioactive isotopes used for geo-
logic radioactive age dating.
Potassium 40 K Argon 40 Ar 1.3 billion
Rubidium 87 Rb Strontium 87  Sr 47 billion
Uranium 235 U Lead 207 Pb 0.7 billion
Uranium 238 U Lead 206 Pb 4.5 billion

Carbon 14 c Nitrogen 14 N 5730
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time. The geologic time scale (Figure 2.62) is the result. Geologic time is divided into
two eons, Precambrian and Phanerozoic. The Phanerozoic eon is divided into eras, pe-
riods, and epochs. The periods are named after the rock systems in the geologic col-
umn; thus, finally, geologists had a means for relating evolutionary changes in organisms
to absolute time.

The ages of rocks determined by radioactive dating made it necessary to greatly in-
crease our conception of the age of the earth. Phanerozoic time alone, which includes most
of the fossil record, is only a small percentage of geologic time (Figure 2.62). The oldest rocks
dated extend back to about 4 billion years. If the age of the earth were reduced to a 24-hour
scale, the human species would not appear until the last few seconds. Thus, radioactive dat-
ing has had a major effect upon our thinking about the age of Earth and the other planets.

Summary and Conclusions

The earth is best studied as a system, one in which subsystems and cycles operate in
complex interrelationships. The internal circulation of the earth has been creating and
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consuming lithosphere since differentiation soon after becoming a distinct planetary
body. Differentiation included the formation of the core through melting and descent of
iron and nickel through the rocky mantle. Circulation currents in the outer core produce
the magnetic field of the earth, which fingerprints volcanic rocks as either normal or re-
versed as they cool from eruption. The flow of heat from the core heats the mantle to the
point that circulation occurs here as well, especially where the rocks are near the melting
point. Plumes of high heat flow rise through the mantle and force their way through the
lithosphere. New lithosphere is created at divergent plate boundaries by volcanism at
continental or oceanic rifts where rising plumes force lithospheric plates apart. The over-
all formation of lithosphere, along with its destruction and recycling at convergent plate
boundaries, is explained by plate tectonics, the unifying model of solid earth behavior
that has revolutionized the science of geology.

Complementary systems exist on and near the earth’s surface in response to solar en-
ergy reaching the planet. These systems involve the circulation of the atmosphere and
oceans, which, to a great extent, control our climate. Human alteration of these cycles
could lead to dramatic changes in climate.

Although Hutton and other early geologists had begun to suspect that the earth was
very old, refuting older nonscientific concepts of the earth’s history, its true age was not
determined until the method of radioactive age dating was developed in the early 20th
century. This dating provided a method of quantifying the divisions of the geologic col-
umn, These divisions were incorporated into the geologic time scale.

Problems

1. What is the distribution of elements in the earth? 10. What drives deep circulation of the oceans and what

How and why is this distribution different from that

is the importance of these deep currents?

of planets such as Jupiter and Saturn? 11. Tn what way do the early concepts of catastrophism

2. Describe the interval of the earth’s history between and neptunism differ from modern scienlific thought?
its accretion and the beginning of plate tectonics. 12. What were the contributions of Nicolaus Steno to

3. How has the interpretation of the earth’s internal the science of geology?
structure changed in the past several decades? 13. Why is Hutton's Principle of Uniformitarianism so

4. What is the origin of the earth’s magnetic field? important to modern geology? How have modern
How did magnetism of the lithosphere support the interpretations of uniformitarianism changed since
model of plate tectonics? the development of the theory?

5. How does gravity vary across major surface fea- 14. What forms of evidence are used in relative age dating?
tures of the earth? .E:"rhﬁt is meant by the term 15. Discuss the limitations of radioactive age dating.
i 16. What is the decay rate of carbon 14?7 Express your

6. Summarize the various lines of evidence that were answer in yr™',
mcnrl?nrated mtn.the Fsiey of plsts fectoron 17. In dating using radiocarbon, the amount of ' re-

7. Describe each major type of Pl‘r*“hE boundary. H“:"" maining at the time of measurement is expressed as
can these boundaries be recognized at the earth’s a percentage of modern carbon. For example, for a
surface? sample that has 30% modern carbon, N /N, would

8. How is energy distributed by atmospheric circula- be (1.3. Using equation (2.2) and the k value deter-
tion? Explain why atmospheric circulation is broken mined in problem 16, what is the age of the sample
into cells limited to specific latitudes. in years?

9. Discuss the differences between atmospheric and

oceanic circulation.
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Minerals

he minerals, rocks, and soils that occur at and beneath the earth’s surface

are the materials with which the engineer and environmental scientist
must work. Unlike the materials used in buildings and other structures,
which have uniform, homogeneous properties, these natural materials are
notoriously variable and nonhomogeneous. The task for engineers design-
ing any structure is to evaluate the distribution and properties of the natural
materials present at the site and then base the design upon this assessment.
It i3 impossible to evaluate natural materials at specific sites without a gen-
eral understanding of the physical and chemical characteristics of earth ma-
terials. In addition, the engineering properties must be ascertained. In this
part of the text, we will concentrate upon the origin and characteristics of the
minerals and rocks that make up the earth’s crust. In the following sections,
we will turn our attention to geologic processes operating both deep within
the earth and at its surface.

An in-depth study of geology usually begins with an introduction to
minerals. This particular point of departure should not come as a surprise,
considering that the earth’s solid surface is composed of rocks and soils that
are primarily mineral aggregates. An understanding of mountains, volca-
noes, earthquakes, and all other geologic phenomena could never be com-
plete without some knowledge of the types and states of matter that make
up the solid part of the earth.

Knowledge of minerals is essential for the engineer who deals with
earth materials, Minerals are partially responsible for the physical and me-
chanical properties of rock and soil encountered in mines, tunnels, excava-
tions, and environmental cleanups. Likewise, dams, embankments, and other
structures built from earth materials function because engineers have suc-
cessfully utilized the properties of rock and soil in the project design. In in-
dustry, minerals are directly incorporated into chemicals, abrasives, and
fertilizers and are processed into thousands of other useful products.

The Nature of Minerals

Minerals are inorganic, naturally occurring solids. In order to define the term
mineral completely, however, we must further state that minerals are crystalline
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substances that have characteristic internal structures and chemical compositions that are
fixed or that vary within fixed limits. The distinct internal structure of each mineral results in
diagnostic external properties that can be used in mineral identification. In subsequent sec-
tions, we will examine each component of the definitions of a mineral.

Internal Structure

At the heart of the definition of a mineral is the concept of a regular internal structure. It is
this characteristic that distinguishes minerals from other types of solid, inorganic matter.
A mineral, therefore, is a chemical compound in which elements react and combine to
form a regular arrangement of particles within the solid.

The fundamental unit of each chemical element in the periodic table is the atom, the
smallest amount of the element that retains its characteristic properties. An atom, howev-
er, is composed of even smaller particles. The most common model of atomic structure
consists of a central concentration of mass, the nucleus, surrounded by concentric shells in-
habited by minute charged subatomic particles called electrons (Figure 3.1). Electrons are
held in the vicinity of a nucleus because of the attraction of opposite electrical charges. By
convention, electrons are considered to be negatively charged and the nucleus is consid-
ered to be positively charged.

The nucleus of the atom can also be subdivided. Positive charges are concentrated
in particles called protons. The number of protons in an atomic nucleus defines the
atomic number of the element. Thus, an atom of sodium has 11 protons in the nucleus
balanced electrically by 11 electrons orbiting around the nucleus in three shells (Figure 3.2).
Particles that are neither positively nor negatively charged also reside in the nucleus.
These neutrons have about the same mass as a proton, so the atomic mass of an atom is
basically the mass of the protons plus the neutrons. The mass of an electron is about
three orders of magnitude less than the mass of a proton or neutron and can be neglect-
ed in determining the atomic mass. Unlike the atomic number, the atomic mass of an el-
ement is not fixed.

Nuclei of an element may vary slightly in the number of neutrons that they contain.
Isotope is the name given to atoms of the same element that differ in the number of neutrons
in the nucleus. For example, hydrogen, with one proton in the nucleus, forms the isotope
protium with an atomic mass of approximately 1. With the addition of one neutron to the
nucleus, the hydrogen isotope deuterium is formed. Another hydrogen isotope, tritium,
contains two neutrons in the nucleus. Even though the properties of these three forms of

= FIGURE 3.1

Electron cells around the nucleus of an atom.
Source: From L. D. Leet, S. Judson, and M. E. Kauffman,
Physical Geology, 5th ed., ©® 1978 by Prentice Hall, Inc.,
Englewood Cliffs, N.J.
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<4 FIGURE 3.2
Atomic structure of sodium.

11 protons

&

11 neutrons

hydrogen vary slightly, they are all unmistakably hydrogen. The proportions of the three
isotopes of hydrogen vary in substances such as water as a function of temperature, age,
and other variables. Thus, the measurement of the isotopic content of a particular body of
water is an important research tool in hydrology and other branches of the earth sciences.

A final type of atomic particle with which we must be familiar is the ion. Tons form
when an atom gains or loses electrons, so the number of electrons is then no longer equal
to the number of protons. When an ion is formed, the atomic particle then becomes a pos-
itively charged cation or a negatively charged anion. The formation of ions is caused by the
tendency of atoms to attain a state in which the outer electron shell is completely filled
with electrons. Thus, atoms like sodium with a small number of electrons in their outer
shells will readily lose them and become cations. Elements that lack only one or two elec-
trons to complete their outer shells will gain electrons and become anions. The charge of a
cation or anion, called its oxidation number, is determined by the number of electrons that it
gains or loses. The oxidation number of the sodium ion is +1 because sodium loses the sin-
gle electron from its outer shell.

In a mineral, atoms or ions are arranged in an orderly fashion to form the regular in-
ternal structure. Among the reasons that particles assume a certain structure are chemical
bonds between adjacent atoms or ions in the internal framework. The presence of interpar-
ticle bonds indicates that minerals are no different from any other type of chemical com-
pound. As compounds, the elemental composition of minerals can be described by
chemical formulas that specify the exact proportions of elements in the mineral. Quartz,
for example, has the formula 5i0;, meaning that there are two oxygen ions for every sili-
con ion in the structure.

Two types of bonds are of particular importance for geologic applications (Figure 3.3).
An ionic bond is formed when one atom donates one or more electrons to an atom of another
element. The first atom becomes a cation and the second, an anion. As illustrated in Figure
3.3, when an electron is transferred from an atom of sodium to an atom of chlorine, both ions
then have achieved a stable state because their outer shells are filled with electrons. The re-
sulting compound is called sodium chloride (common table salt), has the formula NaCl, and
is given the mineral name halite. Elements that do not have as strong a tendency to lose or
gain electrons may form covalent bonds, in which electrons are shared between atoms to com-
plete the outer shell. Examples of covalent bonding are methane (Figure 3.3) and water. The
type and number of bonds that particles in a mineral form with adjacent particles have a
strong influence on the properties of the mineral. In fact, two entirely different minerals can
have the same chemical composition. Diamond and graphite, for example, are both composed
only of carbon. In diamond, the carbon atoms form a three-dimensional framework with
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Common types of atomic bonding in minerals. (a) lonic bonding (electron transfer). (b) Covalent
bonding (electron sharing). Source: From E. A. Hay and A. L. McAlester, Physical Geology: Principles and Per-
spectives, 2nd ed., © 1984 by Prentice Hall, Inc., Englewood Cliffs, N.).

» FIGURE 3.4

The internal structure of (a) diamond and

(b) graphite, both composed entirely of carbon.
Source: After Linus Pauling, General Chemistry, @ 1953
by W. H. Freeman and Co., San Francisco.

i)

each atom bonded strongly to four adjacent atoms (Figure 3.4). The graphite structure con-
sists of strong bonds between each carbon atom and three neighbors, all within a single
plane. This results in sheets or layers of graphite with much weaker bonds between layers
than within layers. Because of these differences in internal structure, diamond is the hardest
mineral known and graphite is one of the softest.
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4 FIGURE 3.5

Structure of h.alite, showing arrangement of chloride
lons (large spheres) and sodium ions (small spheres).
Source: From 5. Judson, M. E. Kauffman, and L. D. Leet,
Physical Geology, 7th ed., © 1987 by Prentice Hall, Inc.,
Englewood Cliffs, N.].

The regular internal structure of minerals that we have alluded to justifies their de-
scription as crystalline. A crystalline solid is one in which a regular arrangement of atoms is
repeated throughout the entire substance. The smallest unit of this structure is called the
unit cell. The relative size of the ions plays an important role in the manner in which ions
are packed in a particular structure. The unit cell of halite is composed of six chloride ions
surrounding each sodium ion. The repetition of the unit cell in three directions produces a
cubic structure, as shown in Figure 3.5, The presence of a regular, unique internal structure
for each mineral was suspected by mineralogists for several centuries before proof was ob-
tained in the early part of the 20th century. In the process called X-ray diffraction, X-rays are
passed through mineral samples. Photographic images produced by the X-rays as they
emerge from the sample show the regular pattern of atomic particles in the structure,

As we have seen in the cases of quartz and halite, the chemical composition of a miner-
al can be expressed by a chemical formula. For some minerals, the chemical formula is
fixed. There are minerals, however, that have a variable composition. If two ions have sim-
ilar size and charge, they may occupy the same types of sites in a mineral structure without
altering the structure and without greatly affecting the properties of the mineral. Magne-
sium and iron form cations that have the same charge and the same approximate size. In
the silicate mineral olivine, magnesium and iron can substitute freely. The varying propor-
tons of magnesium and iron constitute a solid-solution series. Thus, olivine can range in
composition from Mg35i04 to Fes5i04. These two end members represent olivine with all
magnesium or all iron. In addition, any intermediate composition is possible. A sample of
olivine with 50% iron and 50% magnesium would have the formula (Mg 5, Fe( 5),510,4. Al-
though the composition of a solid-solution-series mineral is variable, it varies within fixed
limits. The limits for olivine are the magnesium and iron end members.

Crystals

We have now reached the point in our discussion where we can consider the exterior ap-
pearance of minerals. Normally, minerals will be present as irregular grains in a rock. Occa-
sionally, however, we will be lucky enough to find a mineral specimen bounded by smooth,
plane surfaces arranged in a symmetrical fashion around the specimen (Figure 3.6). This
type of sample is said to be a crystal. The plane, exterior surfaces, or crystal faces, are mani-
festations of the internal structure of the mineral.

The unique internal arrangement of atoms in each mineral determines the possible
crystal faces that can be present. Crystals form slowly by adding unit cells of the miner-
al to the outer faces. Only when crystals are allowed to grow in this manner in an un-
crowded environment, that is, unhindered by the growth of neighboring crystals, are
well-shaped crystal faces developed. These conditions are somewhat rare, explaining
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» FICURE 3.6

A crystal of garnet. The exterior surface of the
specimen is composed of smooth, planar crys-
tal faces arranged in a regular geometrical
pattern. Source; Photo courtesy of the author.

> FIGURE 3.7

Crystals of the same mineral, no matter what size,
have the same angle between corresponding crystal
faces. Source: From E. A. Hay and A. L. McAlester,
Physical Geology: Principles and Perspectives, 2nd ed.,

© 1984 by Prentice Hall, Inc., Englewood Cliffs, N.J.

the occurrence of most minerals as irregular grains. Despite the lack of crystal develop-
ment, the characteristic internal structure is always present in any mineral.

Crystals have been treasured as gems for thousands of years. The scientific study of
crystals took great strides when Nicolaus Steno recognized in 1669 that the angles between
corresponding crystal faces of the same mineral are always the same. This holds true no
matter what size crystals are measured. Steno’s observation is now known as the Law of
Constancy of Interfacial Angles (Figure 3.7).

The location of crystal faces on a crystal is quantified by their orientation with respect
to the crystallographic axes, which are imaginary lines drawn through the crystal connect-
ing the centers of corresponding crystal faces on opposite sides of the crystal. Despite the
large number of possible crystal-face orientations that have been observed in natural crys-
tals, all crystals have been grouped into six crystal systens based upon their geometrical
properties. The definition of each system is based upon the number of crystallographic
axes and the angles between the axes. Illustrations and examples of the crystal systems are
presented in Figure 3.8.

Physical Properties

Because minerals are rarely present as crystals, we must use criteria other than the shape
and arrangement of crystal faces for identification. Although there are about 2000 miner-
als known, only a few are abundant in the most common rocks of the earth’s crust, The
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A FIGURE 3.8

The six crystal systems with representative minerals and crystal forms. Source: From E. A. Hay and
A. L. McAlester, Physical Geology: Principles and Perspectives, 2nd ed., © 1984 by Prentice Hall, Inc.,
Englewood Cliffs, N.J.

common rock-forming minerals can be identified by their physical properties, which are
characteristics that can be observed or determined by simple tests.

Cleavage and Fracture

The internal structure of a mineral is responsible for an extremely useful group of proper-
ties involving its strength. For example, there are two ways in which a mineral can break.
First, the breakage can take place along regularly spaced planes of weakness caused by
weak bonds in those directions within the internal structure. This type of breakage is
called cleavage and the planes are called cleavage planes. The second type of breakage occurs
in minerals that lack preferred directions of weakness. The surfaces of rupture are more ir-
regular in these minerals and the type of breakage is known as fracture.

Cleavage planes can sometimes be confused with crystal faces because both develop
in response to the internal arrangement of atoms in a mineral, Crystal faces, however, do
not necessarily represent planes of weak bonds. For example, quartz has no cleavage but
often exhibits well-developed crystal faces. Cleavage is classified as perfect if the cleavage
planes are level and smooth. Biotite and muscovite, the micas, are examples of minerals
with excellent cleavage in one direction (Figure 3.9). Cleavage can be developed in as
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A FIGURE 3.9
Muscavite, showing excellent cleavage in one direction. Samples split readily parallel to the cleavage
planes into very thin plates. Source: Photo courtesy of the author.

» FIGURE 3.10
Halite, a mineral with well-developed cubic cleavage.
Source: Photo courtesy of the author.
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many as six directions, creating a variety of cleavage types. Several common minerals de-
velop cleavage in three directions. When the three planes are mutually perpendicular, the
cleavage form is called cubic (Figure 3.10). If the three directions of cleavage do not inter-
sect at right angles, rhombohedral cleavage can be formed (Figure 3.11).

Most fractures are relatively rough and irregular. Fracture is the form of breakage dis-
played by materials composed of atoms that are evenly spaced and equally attracted to ad-
jacent particles in all directions. Occasionally, when materials of this type break, the
surface is marked with smooth, concentric depressions (Figure 3.12). This type of fracture
is called conchoidal fracture. Quartz sometimes displays this surface feature.

Hardness

The strength of atomic bonds, along with the size and the density of the packing of atoms
or ions in a mineral, determines its hardness. The physical test used to determine the hard-
ness of a mineral involves scratching it with various materials. A mineral with a high
hardness value cannot be easily scratched by most substances. A soft mineral, on the
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4 FIGURE 3.11
Rhombohedral cleavage in the mineral calcite. The

three directions of cleavage intersect at angles of 75°
and 105°. Source: Photo courtesy of the author.
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<« FIGURE 3.12

Obsidian, a type of volcanic glass that produces con-
choidal fracture upon breakage. Source: Photo courtesy
of the author.

other hand, can be scratched by any harder material. Tests of this type have shown that
minerals vary quite widely in hardness. A relative scale used to compare minerals is the
Mohs Hardness Scale (Table 3.1). The scale is made up of 10 levels arranged in order of in-
creasing hardness, each represented by a common mineral. [t is important to remember,
however, that the scale is relative and the hardness increments between the levels are not
necessarily equal.

Color and Streak
[t would simplify mineral identification greatly if each mineral had a unique color that
never varied from sample to sample. Unfortunately, this is not the case; many minerals
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Table 3.1 The Mohs Hardness Scale

Mineral Common Object
1. Talc
2. Gypsum Fingernail (215)
3. Calcite Penny (3)
4. Fluorite
5. Apalite Knife blade {512}
6. Orthoclase File (), window glass (6)
7. Quarlz Unglazed porcelain streak plate (7)
8. Topaz
9. Corundum
10. Diamond

occur in a wide variety of colors. The property of color is caused by the absorption of
selective wavelengths of white light. The color of a mineral is associated with the wave-
lengths that are not absorbed. These portions of the spectrum are reflected from the sur-
face of the mineral. The absorption of light energy is related to the configuration of
electrons around the nucleus in certain elements. In the transition elements, the outer
electron shell contains one or two electrons before the adjacent inner shell is filled.
Upon stimulation by light energy, the loosely held electrons in the outer shell vibrate
easily and in doing so readily absorb energy. Even a minute percentage of such ele-
ments present in a mineral as an impurity can supply color to the mineral, For example,
pure quartz is colorless, but only a small amount of manganese or titanium can impart
a pink hue to the mineral. Quartz of this color is known as rose quartz.

The color of finely powdered mineral particles produced by scraping the specimen
across a porcelain (streak) plate is often more diagnostic than the bulk color of the mineral.
The mineral hematite, for example, produces a reddish brown streak, even though the sam-
ple may have a metallic gray appearance. The limitation of a streak plate is that it can only
be used on minerals with a hardness less than 7.

Luster

Luster is a property that results from the manner in which light is reflected from a mineral.
All minerals can be classified with respect to luster as either metallic or nonmetallic. Metal-
lic luster is caused by high surface reflectivity of light by the opaque minerals, minerals
that strongly absorb light. The native metals such as gold and silver, as well as numerous
other minerals (Figure 3.13), have the appearance that we normally associate with metals
because of their metallic luster.

The remaining minerals have various types of nonmetallic luster. These include the
brilliant, reflective luster of diamond and other gems known as adamantine luster. One of
the most common varieties of nonmetallic luster is vitreous luster, which is best illustrated
by common glass. Quartz is a mineral with vitreous luster. Other minerals have luster that
can be described as greasy, waxy, pearly, or dull (earthy).

Specific Gravity

Density provides a simple way of identifying some minerals that look similar simply by
lifting the specimen. When the density is expressed as the ratio of the weight of a mineral
to the weight of an equal volume of water, it is called the specific gravity. It is most useful
for minerals composed of heavy elements, such as iton, nickel, and lead. The mineral gale-
na (Figure 3.13), which contains lead and sulfur, has a specific gravity of 7.57. A sample of
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< FIGURE 3.13

The mineral galena has metallic luster. Cubic cleavage
is also evident. Source: Photo courtesy of the author.

galena is much heavier than a specimen of quartz of about the same size because quartz
has a specific gravity of 2.65.

Other Properties

A few other properties may be useful for identifying specific minerals. Examples are mag-
netism, radioactivity, and taste, smell, or touch. Magnetite, an iron-bearing mineral, is the
best example of a magnetic mineral. Highly magnetic varieties of magnetite called
lodestone were used as the first compasses in the early days of navigation.

Mineral Groups

Minerals are classified according to chemical composition and structure. The composition
of the most common rock-forming minerals is limited by the abundance of elements in the
earth’s crust. In fact, only eight elements constitute about 98% of the weight of the earth’s
crust (Table 3.2). Most of the minerals are members of a group characterized by combina-
tions of the two most abundant elements, oxygen and silicon. This group is called the
silicate group because all its members contain a specific structural combination of silicon
and oxygen, even though most silicate minerals also contain other elements. Similarly, the

Table 3.2 Elemental Abundance in the Earth’s Crust

Element Symbol Weight Percent
Oxygen 8 46.60
Silicon Si 27.72
Aluminum Al 8.13
Iron Fe 5.00
Calcium Ca 3.63
Sodium Na 2.83
Potassium K 2.59
Magnesium Mg 2.09

Source: From Brian Mason, Principles of Geochemistry, © 1958 by John
Wiley & Sons, New York.
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» FIGURE 3.14

The silica tetrahedron shown from (a) top and
(b} side views. A central silicon ion is surrounded
by four oxygen ions. Source: From 5. Judson, M. E.
Kauffman, and L. D. Leet, Physical Geology, 7th ed.,
© 1987 by Prentice Hall, Inc., Englewood Cliffs, N.J.

other major mineral groups are composed of specific compositional units, usually anions
or ion groups. We will begin our description of these groups with the silicates because of
their abundance in rock-forming minerals.

Silicates

Every silicate mineral contains a basic structural unit called the silica tetrahedron. As shown
in Figure 3.14, its structure involves a central silicon cation with an oxidation number of
+4 surrounded by four oxygen anions, each with an oxidation number of —2. The four
oxygen anions form the corners of a four-sided geometric form called a tetrahedron. In its
isolated state, the silica tetrahedron has a charge of —4. To form a mineral with an overall
neutral charge, the negative charge must be balanced by adding cations or by forming
linked tetrahedra in which the oxygen ions are shared by adjacent tetrahedra. The vast
number of silicate minerals are formed by utilizing both of these mechanisms.

The silicate group is subdivided by the way in which silica tetrahedra interact within
the structure. The most basic structural form consists of isolated tetrahedra with no shar-
ing of oxygens. Olivine (Figure 3.15) is an example of a mineral with isolated tetrahedra.
Magnesium and iron are added in various proportions to balance the charge, forming the
solid-solution series that we previously considered. The physical properties of olivine are
listed along with other minerals in Table 3.3.

In other subdivisions of the silicate group, the linking pattern of silica tetrahedra be-
comes successively more complex. One common type of linkage produces chains of tetra-
hedra. Two types of chains are formed: The pyroxene group consists of silicate minerals
with single chains (Figure 3.16), and the amphibole group contains double chains of silica
tetrahedra (Figure 3.17). Augite and hornblende are common representatives of the pyrox-
ene and amphibole groups, respectively. Hornblende has a particularly recognizable form
of cleavage with two directions intersecting at angles of 56° and 124°,

The sheet silicates are composed of thin layers, or sheets, of silica tetrahedra in which
three oxygens are shared with adjacent tetrahedra (Figure 3.18). These sheets are described
as tetrahedral sheets because the silicon atoms are surrounded by four oxygens. In addition,
the sheet silicates contain other structural types of sheets. For example, octahedral sheets
(Figure 3.18) contain aluminum, magnesium, or other cations coordinated by the six oxy-
gens or hydroxyl atoms. The geometric figure defined by the arrangement of oxygen atoms
is an octahedron. Important minerals within the sheet silicate group include the micas and
the clay minerals. Different minerals are formed by different ways of combining sheets and
by variations in charge caused by ionic substitutions within the structures. The clay miner-
als are especially significant to engineering because of the tendency of some clays to absorb
water and swell, The effects of swelling soils on foundations can be very destructive.

One of the most basic structural configurations is the combination of one tetrahe-
dral sheet and one octahedral sheet to form the clay mineral kaolinite (Figure 3.19). Alu-
minum ions fill the octahedral sites. Hydroxyls substitute for some of the oxygens to
balance the charge of the structural unit. Adjacent double-sheet layers of kaolinite are
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A FIGURE 3.15

(a) Photo of the mineral olivine. Source: Photo courtesy of the author. (b) Structure of olivine is character-
ized by isolated silica tetrahedra and regularly spaced magnesium and/or iron ions. Source: From

E. A, Hay and A. L. McAlester, Physical Geology: Principles and Perspectives, 2nd ed., ® 1984 by Prentice Hall,
Inc., Englewood Cliffs, N.J.

attracted to each other by very weak forces called van der Waals bonds. When two tetra-
hedral sheets crystallize and are separated by an octahedral sheet, several minerals can
form. The smectite group of clay minerals, which includes the mineral montmorillonite,
crystallizes with this structure (Figure 3.20). Substitutions of cations in the smectite
structure commonly include aluminum (+3) for silicon (+4) in the tetrahedral sheets;
and magnesium (+2), iron (+2), or other cations for aluminum (+3) in the octahedral
sheets. The result of these substitutions is that there is a net negative charge on the
structure that must be balanced to maintain electroneutrality. Charge balance is main-
tained by the incorporation of cations into positions between the layers (Figure 3.20).
These cations, which usually include calcium and sodium in montmorillonite, serve to
balance the positive charge deficiency and, in addition, bond adjacent montmorillonite
layers together. Because the charge imbalance is relatively small for montmorillonite,
the interlayer cations are weakly held and can be exchanged for other cations that may
be brought into contact with the clay. Cation exchange is a very important clay property.
In addition to cations, interlayer sites contain variable amounts of water. If water comes
into contact with the clay, water molecules are drawn into the interlayer spaces and the
structure expands with a force sufficient to lift or crack the foundation of fully loaded

buildings.



Table 33 Physical Properties of Common Rock-Forming Minerals

Cleavage Specific Other
Mineral Chemical Formula Color Directions  Hardness ~ Gravity Properties
Silicates
Augite (pyroxene) Ca(Mg, Fe, Al)(AL, 5ix0¢) Dark greentoblack ~ 2at90° 5-6 32-36
Biotite (mica)  K(Mg, Fe)sAlSiy0y9(OH), Black 1 23 2832
Gamet (Ca, Mg, Fe, Mn)3(Al, Fe, Cr),(Si0 )y Dark red, brown, green 0 -7 3543
Homblende ~ (Na, Ca)y(Mg, Fe, Al)sSig(Si, Al},0p(OH),  Dark greentoblack ~ 2at56° 5-6 29-32
(amphibole) and 124°
Muscovite (mica) KAlyAlSi;0yp)(OH), Colorless to pale green 1 2-2% 28-29
Olivine (Mg, FeySiO Pale greentoblack ~ None b3-7 3344
Orthoclase KAISi, 05 White, gray, orpink ~ 2at%0° b 26
(feldspar)
Plagioclase (Ca, Na)(Al,Si) AlSi,0f White to gray 2at90° b 26-27  Striations
(feldspar)
Quartz 510, Colorless to white None 7 26
but often tinted
Oxides
Hematite Fe,0s Reddish brown None 56 52
to black
Goethite FeO-OH Yellowish brown None 5-5% 437 Limonite is
(limonite) to dark brown noncrystalline
Magnetite Fey0y Black None b 518 Strongly magnetic
Halides and
sulfides
Halite NaCl Colorless or white Jat90° 2-; 216
Pyrite FeSy Pale brassy yellow ~ 3at90° ﬁ-ﬁ% 502 Sometimes called
“fool's gold”
Chalcopyrite ~ CuFe5, Brassy yellow 2at90° 3%—4 41-43  Ore of copper
Sphalerite InS Brown to yellow fat120° 3%—4 39 Oreofzinc
Galena PbS Lead gray Jat90° 2% 754 Oreoflead
Sulfates and
catbonates
Gypsum (CaS0y+2H,0 Colorless to white 1 2 13
Calcite CaCOy White to colorless Jat7s 3 272 Forms imestome

o  Dolomite CaMg(CCh)y Pink, white, or gray ~ 3at74° 354 185
N
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A FIGURE 3.16

(a) Photo of pyroxene. Source: Photo courtesy of the author. (b) In pyroxene, single chains of silica tetra-
hedra are bound together by calcium and magnesium ions. Source: From E. A. Hay and A. L. McAlester,
Physical Geology: Principles and Perspectives, 2nd ed., ® 1984 by Prentice Hall, Inc., Englewoad Cliffs, M.).

<4 FIGURE 3.17

Hornblende, a member of the amphibole group of sili-
cate minerals. The distinctive cleavage of hornblende
consists of two planes intersecting at angles of 56° and
124", Source: Photo courtesy of the author.

The structure of the micas is very similar to the smectites. The excellent cleavage of
muscovite (light mica) and biotite (dark mica) is developed along the planes of the indi-
vidual layers (Figures 3.9 and 3.21). The micas differ from the smectites in that aluminum
ions always substitute for silicon in the tetrahedral layers in the micas, resulting in a larg-
er charge imbalance. Potassium ions fill the interlayer positions in micas and, unlike the
smectites, are tightly bound and not exchangeable. Illite is a clay mineral similar in struc-
ture to muscovite, but it has a structure in which the exchange of interlayer potassium
does occur because of variations in ion substitutions,
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(a)

b}

A FIGURE 3.18

The sheet silicates are composed of two types of sheets: (a) A tetrahedral sheet of linked silica tetrahe-
dra (single tetrahedron shown at left) and (b) an octahedral sheet (single octahedron shown at left)
in which cations are surrounded by oxygens in octahedral coordination. Source: From R. E. Grim, Clay
Mineralogy, 2nd ed., © 1968 by McGraw-Hill, Inc., New York.

() Oxygans R Hydroxyls @ Auminums @O Silsons

A FIGURE 3.19

The kaolinite structure forms layers composed of one octahedral sheet and one tetrahedral sheet. Ad-
jacent layers are held together by van der Waals bonds. Source: From R. E. Grim, Clay Mineralogy, 2nd ed.,
€ 1968 by McGraw-Hill, Inc., New York.



90

Chapter 3

Minerals
nHz0
O Oxygens @ Hydroxyls . Aluminum, iran, magnesium
QO and @ Sllicon, occasionally aluminum
A FIGURE 3.20

Two tetrahedral sheets and one octahedral sheet form the smectite structure. i_ayers are sc—;paratad h}f
exchangeable cations and water molecules. Source: From R. E. Grim, Clay Mineralogy, 2nd ed., © 1968 by
McGraw-Hill, Inc., New York.

The final group of silicate minerals, the framework silicates, contain the feldspars and
quartz, which are the most abundant minerals in the earth’s crust. The word framework
refers to the three-dimensional linking of the silica tetrahedra, forming strong bonds in
all directions. There are two important types of feldspar. Plagioclase feldspar includes a
number of minerals in a solid-solution series with sodium and calcium as end members.
Plagioclase can sometimes be recognized by fine, closely spaced lines, or striations, on
the cleavage faces of the specimen. Striations are caused by defects in the crystal struc-
ture that formed as the mineral was crystallizing. Orthoclase is the other main type of
feldspar. It differs from plagioclase in its lack of striations and in its high potassium con-
tent (Figure 3.22).

Quartz (Figure 3.23) is a framework silicate composed entirely of silica tetrahedra in
which all four oxygen ions are shared. The development of strong bonds in all directions and
the lack of additional elements in the structure result in the absence of cleavage. The color of
quartz is extremely variable due to minute amounts of impurities within the structure.

The silicate minerals are used for many purposes in our society. Most gem stones, in-
cluding emerald, topaz, jade, and turquoise, are silicate minerals. In addition, silicate min-
erals are mined as ores for various metals and used in a variety of industrial processes. The
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O Oxygens  ©H) Hydroxyls @) Aluminum O Potassium

O and @ Silicons (one-fourth replaced by aluminums)

A FIGURE 3.21

The muscovite structure is similar to the smectites except that layers are more strongly bonded by

nonexchangeable potassium cations. Source: From R. E. Grim, Clay Mineralogy, 2nd ed., ® 1968 by
McGraw-Hill, Inc., New York.
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A FIGURE 3.22

Orthoclase, one of the two major types of feldspar, is a framework silicate mineral. Note two direc-
tions of cleavage at right angles. Source: Photo courtesy of the author.
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A FIGURE 3.23
Quartz, one of the most common silicate minerals, occurs as well-developed crystals (lower left), but
more commeonly in massive form (upper right). Source: Photo courtesy of the author.

clay minerals are particularly valuable in industry and manufacturing, with uses in the
production of brick, tile, plastics, rubber, paint, ceramics, and paper.

Oxides

Minerals that form by combination of various cations with oxygen are called oxides.
Among the oxide minerals are important ore minerals of iron, aluminum, chromium, and
other metals. The iron oxide minerals are particularly common. Iron and oxygen can form
several different minerals, depending on the oxidation number of the iron ions. In
hematite (Figure 3.24) and geothite, iron is present in the oxidized (+3) state, while in mag-
netite, iron is present in both the oxidized and reduced (+2) states.

Halides and Sulfides

Minerals of the halide and sulfide group contain anions of fluorine, chlorine, bromine, io-
dine, and sulfur as the framework anion. Minerals composed of the first four elements of
this list constitute the halide minerals. An example of a halide mineral is halite, or common
table salt (Figure 3.10). The sulfide mineral group constitutes a very important source of
the metallic ores of iron, copper, zine, and lead. Pyrite (Figure 3.25) is a common mineral
often mistaken for gold because of its metallic luster. For this reason, it is sometimes called
“fool’s gold.”

Sulfates and Carbonates

Sulfates and carbonates consist of framework radicals similar to the silica tetrahedra in
that an anion group is the basis of the structure. The sulfate anion group consists of sulfur
and four oxygen ions (SO{7). An important mineral in this group is anhydrite, CaSO4. An-
hydrite is similar in composition to an even more common calcium sulfate mineral,
gypsum. Gypsum is a hydrated mineral with the formula CaSOy + 2H,0. Gypsum and an-
hydrite precipitate from solution as seawater evaporates in restricted basins. They are as-
sociated with deposits of limestone, dolomite, and halite. Because of their origin, these
minerals are often called evaporites. They occur in beds of variable thickness that can be
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» FICURE 3.24
Hematite, a common iron oxide mineral. Source: Photo
courtesy of the author.

O | 2 3cm

Q | 2 3em

A FIGURE 3.25

Pyrite, an important iron sulfide mineral, can be recognized by its brassy yellow color, cubic cleavage,
and metallic luster. The specimen on the left contains thin parallel lines, or striations, on Its exterior
surfaces. Source: Photo courtesy of the author.

very extensive in sedimentary rock sequences, Evaporites accumulated in marine basins
that were located in warm climates and had a restricted flow of seawater between the
basin and the open ocean. As seawater evaporated from these basins, the water became
more saline and evaporate minerals began to precipitate. The distribution of evaporate
basins in the United States is shown in Figure 3.26.
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Location of major evaporite deposits in the United States and southern Canada. Sylvite, carnallite,
and langbeinite are potassium salts. Source: James R. Craig, David |. Vaughan, and Brian ]. Skinner, Resources
of the Earth: Origin, Use, and Environmental Impact, 3rd ed., @ 2001. Reprinted by permission of Pearson Education,
Inc., Upper 5addle River, N.J.

In carbonate minerals, the basic building block is the carbonate ion (CO%™). The most
important carbonate minerals are calcite (Figure 3.11), which combines calcium with the car-
bonate ion, and delomite, which contains calcium and magnesium in its structure. Calcite is
often found in hot-spring deposits and caves. Large amounts of travertine (a variety of calcite)
have been deposited at Mammoth Hot Springs in Yellowstone National Park (Figure 5.13) in
a beautiful series of terraces and pools. Among the many uses of calcite and dolomite are as
building stones and in the production of lime and Portland cement, which is discussed in the
next section. Lime is valuable for its acid-neutralizing properties with applications in agri-
culture and industry, and Portland cement is an essential ingredient of concrete.

Native Elements

Certain minerals consist of a single element. Examples are gold, silver, copper sulfur, and
carbon. Elemental gold, silver, and copper are relatively rare in nature; they more common-
ly occur as components of other minerals. Sulfur is utilized in the production of sulfuric
acid and other chemicals. Graphite and diamond (Figure 3.4) are two minerals composed of
carbon. The difference in structure between graphite and diamond is largely due to pres-
sure at the time of formation. Diamond forms in high-pressure geologic environments deep
within the earth and therefore develops a dense structure, Its great hardness is attributed to
a three-dimensional network of strong covalent bonds. Graphite is a soft, greasy mineral
with perfect cleavage in one direction.

Use and Misuse of Minerals

Minerals are the raw materials of our industrial society. There is no question that minerals
are essential for the products that we use in our daily life. A partial list of minerals used in
industry is given in Table 3.4. Some of the minerals listed are rare and were not discussed
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Table 3.4 Uses of Minerals in Industry

Minerals

Abrasives Bauxite, garnet, industrial diamond

Aggrepates Diatomite, dolomite, limestone, perlite, pumice, vermiculite

Cements Asbestos, dolomite, gypsum, limestone

Ceramics Barite, bauxite, bentonite, beryllium minerals, feldspar,
kaolinite, lithium minerals, manganese minerals,
pyrophyllite, rare earth minerals, silica, talc,
wollastonite, zircon

Drilling fluids Barile, bentonite, sepiolite and attapulgite

Electronics Beryllium minerals, graphite, manganese minerals, rare

Fertilizers and soil conditioners
Fillers, filters, and absorbants

earth minerals, silica
Dolomite, limestone, nitrales, phosphates, poltassium salts
Diatomite, kaolinite, mica, sepiolite and attapulgite, silica,
talc, wollastonite, zeolites

Fluxes Fluorite, limestone

Foundry sands Bentonite, chromite, graphite, olivine, silica, zircon

Glass Borax and borales, celestite, feldspar, fluorite, limestone,
lithium minerals, silica, soda ash, zircon

Insulation Asbestos, mica, perlite, pumice

Lubricants Graphite, molybdenite

Pigments Barite, iron oxide pigments, titanium minerals

Plasters Gypsum

Refractories Bauxite, chromite, graphite, magnesite, pyrophyllite, silica,

95

sillimanite, andalusite, kyanite, zircon

Source: L. L. Y. Chang, Industrial Mineralogy: Materials, Processes and Uses, ® 2002 by Prentice Hall, Inc., Upper
Saddle River, N.].

in the general introduction to minerals in this chapter. In addition, some of the minerals
are not entirely consistent with the definition of minerals in that they may be groups of re-
lated minerals or rocks that are dominated by a particular mineral. Minerals, or mineral
aggregates, are also essential ingredients of construction materials. Because of the large
quantities that are needed, sources must be found close to the point of use to keep con-
struction costs reasonable. Inclusions of minerals with unfavorable properties can cause
major problems during construction or in the performance of the project.

Location and extraction of economically recoverable mineral deposits constitutes one
of the major career fields for geologists and engineers. The search is worldwide because
most minerals occur only in areas where specific types of rocks occur and the geological
conditions that control the size, concentration, and depth of a commercial deposit may be
very rare. The political stability and infrastructure of the country that contains the deposit
are also important factors in its exploitation. Mineral deposits are a major source of wealth
for countries that are lucky enough to have rich mineral deposits.

Metals

Out of the 35 metallic elements that are mined for industrial use, 6 elements are present in
quantities above 0.1% by weight in the earth’s crust. These metals—silicon, aluminum,
iron, magnesium, titanium, and manganese—are in sufficient abundance that their sup-
ply should not be a problem for the next several centuries. The extraction of metals is eco-
nomically feasible only when they are concentrated in ore deposits. Although the 6
abundant metals occur in many different minerals, a relatively small number constitute
ore minerals because these have high concentrations of the metal and can easily be
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Metal Important Ore Minerals Amount of Melal in the Ore Mineral
Silicon Quartz (Si0;) 46.7
Aluminum Boehmite (AlO-OH) 450
Diaspore (AlO« OH) 45.0
Gibbsite (Al{OH)3) 34.6
Kaolinite (AlSiO5(OH),) 209
Anorthite (CaAlzSi;Og) 19.4
Tron Magnetite (FesOy) 724
Hematite (Fe,03) 70.0
Goethite (FeQ - OH) 62.9
Siderite (FeCOj3) h2.1
Chamosite (Fey(Si, Al)205(0OH)y) 457
Magnesium Magnesite (MgCO3) 287
Dolomite (CaMg(COy)a) 131
Titanium Rutile (TiO;,) 60.0
Timenite (FeTiOs) 31.6
Manganese Pyrolusite (MnOy) 63.2
Psilomelane (BaMnyOy4 - 2H,0) 46.0
Rhodochrosite (MnCQOj3) 39.0

Source: James R. Craig, David ]. Vaughan, and Brian ]. Skinner, Resources of the Earth: Origin, Use, and Environmental
Impact, 3rd ed ., © 2001. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.|.

processed to extract the metal (Table 3.5). Aluminum, after iron the most widely used
metal, is a good example—although it is a constituent in common minerals such as the
feldspars—it is too difficult to extract and too poorly concentrated for these to be consid-
ered ore minerals. Instead, aluminum is obtained from minerals that form by weathering
processes in tropical climates. These ores, known as bauxites, will be further described in
the chapter that covers weathering,

Iron ores occur in a wide variety of geological settings. By far the most important in
terms of importance to worldwide production are the rocks known as banded iron forma-
tions (Figure 3.27). These deposits date from early Proterozoic time—2.8 to 1.6 billion
years ago. The distribution of these deposits is shown in Figure 3.28. They are limited to
early Proterozoic rocks because of the lack of oxygen in the atmosphere at this time. In
the presence of oxygen, iron precipitates in its ferric (+3) form as oxide minerals and is
immobile in aqueous environments. However, in the low-oxygen, early Proterozoic at-
mosphere, iron was released by weathering processes and transported in dissolved form
in rivers to shallow lakes or seas where it precipitated in concentrated layers. When pho-
tosynthesis began to release oxygen to the atmosphere, iron was no longer mobile and
the window of opportunity for formation of banded iron formations was closed. The
sediments containing the banded iron layers were subsequently metamorphosed and
the iron is present in the minerals hematite and magnetite, along with various other sili-
cate and carbonate minerals. The banded iron formations in the Lake Superior region
provided the iron ore for the production of steel during the Industrial Revolution in the
United States. Banded iron formations throughout the world will supply iron ore well
into the future.

The other abundant metals—manganese, magnesium, titanium, and silicon—are wide-
ly used in industry and occur in numerous minerals. Even quartz, one of the most common
minerals, serves as an ore mineral for silicon, the raw material for computer chips.
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A FIGURE 3.27
Banded iron formation, Lake Superior region. Source: Photo courtesy of the author.
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A FIGURE 3.28

Location of the banded iron formations. Source: James R. Craig, David |. Vaughan, and Brian ). Skinner,
Resources of the Earth: Origin, Use, and Environmental Impact, 3rd ed., ® 2001. Reprinted by permission of Pearson
Education, Inc., Upper Saddle River, N.).
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A large group of minerals contains metals that are much less common than the six
abundant metals just discussed. Despite their scarcity, these metals are essential for many
industrial processes and products. These geochemtically scarce metals can be divided into
four groups: the ferro-alloy metals, the base metals, the precious metals, and the special metals.
The concentrations of these metals in the crust are so low that extraction is economically
feasible only where they are significantly concentrated. The ferro-alloy metals, including
chromium, cobalt, molybdenum, nickel, tungsten, and vanadium, are added to iron to cre-
ate many of the varieties of steel that are currently utilized in manufacturing. The base
metals have been essential to human societies since prehistoric times. They include cadmi-
um, copper, lead, mercury, tin, and zinc. These metals and their alloys are critical to count-
less products—from coins to electrical wires. Brass (copper and zinc), bronze (copper and
tin), and pewter (lead and tin) are three of the most ancient base-metal alloys. Lead was
the first metal used for pipes in plumbing systems. Gold, silver, and the platinum group
metals comprise the precious metals. Gold, in particular, has been the standard of wealth for
human societies since civilization began (Figure 3.29). Silver has also been highly prized
since ancient times. The special metals constitute a diverse group of rare metallic elements
that have specialized uses in many industries.

Examples of ore minerals for the geochemically scarce metals are given in Table 3.6.
Occasionally, gold, silver, and other metals occur as native elements. Although this is more
common for the precious metals, copper (Figure 3.30) and other metals also occur in ele-
mental form. Ore minerals containing other elements are much more common hosts for
the scarce metals. The geological origins and settings of ore minerals are extremely di-
verse, leading to a wide variety of mineral assemblages. The ore deposits of the Mississip-
pi Valley lead-zinc deposits are an excellent example. These deposits are associated with
sedimentary rocks in former marine basins in the eastern and midwestern United States
(Figure 3.31). The geological history of these ore bodies includes dissolution and transport
of ore fluids in groundwater solutions. Eventually, the minerals precipitated from solution
in bodies of carbonate rocks such as limestone and dolomite. The primary ore minerals in-
clude the sulfide minerals sphalerite (ZnS) and galena (PbS). Because these minerals pre-
cipitated in large voids in the carbonate rocks, large, well-developed crystals of other
minerals occur in association with the ore minerals (Figure 3.32). Large crystals of fluorite,
much prized by mineral collectors, are characteristic of the lead-zinc depusits.

« FIGURE 3.29

The death mask of Pharaoch Tutankhamen of ancient Egypt
is made of 11 kg of gold with inlays of turquoise, lapis
lazuli, and carnelian (a variety of chalcedony). Source: Photo
courtesy of the author.
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Table 3.6 Examples of Ore Minerals Containing the Geochemically Scarce Metals

Examples of Ore Minerals

Sulfide Minerals:
Copper Chalcocite (Cu3S), chalcopyrite (CuFeS;)
Lead Galena (FbS)
Zinc Sphalerite (ZnS)
Mercury Cinnabar (HgS)
Silver Argentite (Ag,S)
Cobalt Linnaeite (CosS;), Co-pyrite ((Fe,Co)S2)
Molybdenum Molybdenite (MoS;)
Nickel Pentlandite ((Ni, Fe)ySg)
Oxide Minerals:
Beryllium Beryl (BeyAlaSigO1g)
Chromium Chromite (FeCryOg)
Niobium Columbite (FeNb;Og)
Tantalum Tantalite (FeTa,0O)
Tin Cassilerile (SnO3)
Tungsten Wolframite (FeWOy), scheelite (CaWOy)
Vanadium V in solid solution in magnetite (FesOy)
Native Metal:
Gold Native gold
Silver Native silver
Platinum Platinum-palladium alloy
Palladium Platinum-palladium alloy
Tridium Osmium-iridium alloy
Rhodium Solid solution in osmium-iridium alloy
Ruthenium 5olid solution in osmium-iridium alloy
Osmium Osmium-iridium alloy

Source: James R. Craig, David ). Vaughan, and Brian ). Skinner, Resources of the Earth: Origin, Use, and Environmental
impact, 3rd ed., ® 2001. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N..

Construction and Agricultural Minerals

A number of common minerals are utilized in construction and in agriculture for fertilizer.
The actual raw materials that are mined are more correctly considered to be rocks, or min-
eral aggregates. For example, stone used in construction of buildings, both interior and ex-
terior, consists of rocks quarried for that purpose and used without significant alteration
or treatment. In this chapter, we will discuss applications that utilize rocks consisting of
one or more dominant minerals, which are extracted from the rock during processing for
use in construction. Cement is by far the most important material of this type. Portland ce-
mtent, which is the standard type of cement, uses the mineral calcite, extracted from the
rock limestone, as its basic raw material. Limestones that are composed of nearly pure
CaCOj are necessary for the production of Portland cement. To produce the final product,
limestone from the quarry is crushed and heated to 1500°C to drive off carbon dioxide.
The remaining lime (CaO) reacts during heating with alumina (Al,04) and silica (5i0,) to
produce a glassy material, which is then ground to a fine powder. A small amount of the
mineral gypsum is also added prior to sale of the product. When water is added to the
powder, chemical reactions produce calcium and aluminum silicate compounds that hard-
en to a material of high strength. Sand is added to Portland cement to produce mortar
used in masonry construction, and sand and gravel, or aggregate, can be added to produce
concrete, the material used for roads and buildings. The characteristics of aggregate,
which are relevant to performance of the concrete, will be discussed later.
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A FIGURE 3.30

Large clast of native copper from the Upper Peninsula of Michigan. In elemental form, copper is weak
and malleable. This clast, which is approximately 0.75 m in height, was deformed during erosion and
transport by a glacier. Source: Photo courtesy of the author.

A FIGURE 3.31

Location of Mississippi Valley lead-zinc ore deposits in the central United States. Source: James R. Cralig,
David |. Vaughan, and Brian |. Skinner, Resources of the Earth: Origin, Use, and Environmental Impact, 3rd ed.,

© 2001. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.|.
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A FIGURE 3.32
Crystals of sphalerite (dark, smaller crystals), fluorite (cubes), and barite (light-colored sphere), Elm-
wood Mining District, Smith County, Tennessee. Source: Photo courtesy of the author.

Gypsum is another mineral that is essential for modern construction. Gypsum occurs
in deposits of sedimentary rocks that formed by evaporation from seawater. In addition to
Portland cement, gypsum is the raw material for plaster, which prior to the last century
was the most common finished surface for interior walls. Plaster is produced by heating
gypsum and driving off some of the water contained in the mineral structure. Today, plas-
ter is manufactured as plasterboard, which is composed of plaster inserted between sheets
of heavy paper. During manufacture, drying of the plaster creates solid, crystalline gyp-
sum. Production of gypsum in the United States is widespread (Figure 3.33).

The advent of modern agriculture, with dramatic increases in crop yields, has been
made possible by the widespread production of fertilizers. Of the three elements con-
tained in fertilizer—nitrogen, phosphorous, and potassium—two are derived from miner-
al sources, Nitrogen fertilizers now are produced almost exclusively from atmospheric
nitrogen. Phosphorous and potassium are both derived from sedimentary rocks of shallow
marine origin. Of the two, phosphorous-bearing rocks are more restricted in extent. The
principal mineral used for phosphorous production is apatite, Cas(POy)3(F, Cl, OH),. Eco-
nomically significant deposits of phosphorous formed where upwelling ocean currents
saturated with phosphate moved across shallow nearshore environments where the ap-
atite was able to precipitate. Fish bones and teeth also contain phosphate and these make a
significant contribution to the amount of recoverable phosphorous in some deposits.
Large deposits of potassium occur in evaporite sequences in association with calcite,
halite, and gypsum (Figure 3.26). The mineral sylvife, KCl, is one of several potassium-
bearing evaporite minerals. Fortunately, deposits of potassium and phosphorous are
widely distributed in the world and the production of fertilizers should not be a problem
in this century.
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Health Effects and Environmental Problems

Although minerals are put to an almost endless list of beneficial industrial uses, the ex-
traction and utilization of minerals is not without problems. A major concern lies in the
recognition that some minerals are harmful to human health. Chief among these is as-
bestos, which actually includes several specific minerals. To be called asbestos, the miner-
al varieties must be composed of a fibrous structure. The most abundantly used asbestos
mineral is chrysotile, which is a 1:1 sheet silicate mineral that resembles the structure of
kaolinite (Figure 3.19). The major difference between the two is that in chrysotile the cen-
tral ions in the octahedral layer are magnesium, The fibrous structure of chrysotile devel-
ops when long sheets roll up, much like a roll of wrapping paper. The other main type of
asbestos is represented by the mineral crocidolite, which is a member of the amphibole
group of double-chain silicate minerals. In crocidolite, the fibers are sharper and needle-
like in structure. The properties of asbestos that make it so useful as a construction materi-
al include its high tensile strength and its heat resistance. It is an important component in
products such as roof shingles, floor and ceiling tile, insulation, brake linings and many,
many others. The health effects of asbestos arise when the fibers are inhaled as dust, usu-
ally during the manufacturing of asbestos products. The fibers of crocidolite and similar
minerals become trapped in the lungs and cannot be broken down by the body. The re-
sulting disease, asbestosis, is deadly in itself and is also associated with lung cancer.

In the 1980s, the recognition of the dangers of asbestos led to its banning from many
products and triggered its removal from certain types of buildings, for example, schools.
The remodeling or demolition of old buildings became extremely expensive because re-
moval of asbestos requires specialized workers wearing protective clothing and disposal is
costly because it must be treated as a hazardous waste. Ironically, this huge effort, costing
as much as $100 billion annually in the United States, may have been mostly an overreac-
tion. There has been no evidence that humans exposed to chrysotile asbestos, which
makes up more than 90% of the total amount used in building materials, have incurred
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A FIGURE 3.34
Asbestiformn amphibole fibers from Libby Montana. Source: Photo courtesy of Greg Meeker, U.S. Geo-
logical Survey.

any significant health effects. Asbestos workers appear to be by far the people most signif-
icantly threatened by these minerals. Heath problems from dust inhalation are not limited
to asbestos. Prolonged breathing of silica, either in crystalline or amorphous form, is re-
sponsible for silicosis, a disease of the respiratory tract that is also linked to lung cancer.
Silica, which is derived from deposits of sand or sandstone, is widely used in industry for
foundry sand, abrasives, filters, and many other purposes.

Mining or extraction of minerals is associated with a wide range of environmental
problems. Many of these problems are caused by either the processing of ore minerals
or the disposal of waste rock produced during mining. Sulfide ore bodies mined for
metallic ores are a particular concern. When exposed to air and water, the reduced sul-
fur in minerals such as pyrite becomes oxidized, and the oxidized sulfur reacts to form
sulfuric acid. Acid mine drainage, which occurs in old underground mines or surface
mines, can be a very serious problem, affecting streams, lakes, and groundwater. Waste
rock materials derived from mining are called tailings, and they are emplaced in huge
piles at mine sites or slurried to ponds or lagoons. Because of the huge volume of rock
involved, problems can persist for a very long time. The Berkeley Pit, a huge surface
mine pit in Butte, Montana, was once mined for rich sulfide ore deposits. After it was
abandoned, it slowly began to fill with groundwater and is now a grossly contaminated
lake with a pH of 2.7.

High concentrations of metals occurring in soils or air are most likely located near
ore smelters, where the ore is recovered from the source rock. A range of health problems
have been attributed to smelter emissions. In elemental form, after extraction from their
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respective ore minerals, metals are hazardous in some circumstances. Good examples
include lead in paints and gasoline, which can cause health problems if ingested in large
enough quantities. Leaded gasoline is now banned in the United States for this reason.
Metals disposed of in landfills or waste lagoons can be leached into surface water or
groundwater where they can be intercepted by wells or water supply intakes. Strict en-
vironmental laws, especially in the developed countries, have made tremendous strides
in preventing and mitigating these problems, but some degree of environmental degra-
dation from mineral production is inevitable.

Summary and Conclusions

The rocks of the earth’s crust are aggregates of minerals, which are inorganic crystalline
solids with a chemical composition that is fixed or varies within fixed limits. Within each
mineral, atoms and ions are arranged in a specific structural pattern that determines the
properties we can observe on the exterior surfaces of each sample.

When a mineral slowly crystallizes in unobstructed surroundings, crystals form. The
smooth, planar crystal faces reflect the internal structure of the mineral and, for a specific
mineral, maintain uniform angles between corresponding faces on crystals of any size. The
conditions necessary for the formation of crystals are rare, so, instead, minerals usually
occur as irregular masses in rocks because of competition for space with other minerals
during crystallization.

Identification of most common rock-forming minerals is possible by using observation
and simple tests to determine the physical properties of the specimen. The most useful
physical properties include color, streak, luster, cleavage, hardness, and specific gravity.

Composition is the main criterion for dividing minerals into classes of chemically sim-
ilar minerals, The basic structural unit used in classification is the major anion or anion
group in the mineral. Silicates, constituting the most abundant group, are defined by the
silica tetrahedron, a structural unit of four oxygen anions and one silicon cation. Sub-
groups of silicates are formed by different arrangements and linking of silica tetrahedra in
the structure. Oxides, halides and sulfides, sulfates and carbonates, and native elements
are the classes of nonsilicate minerals.

Minerals are indispensable to human society. Metallic ore minerals, in which the
metallic element occurs in economically extractable concentrations, are found in an ex-
tremely wide variety of geologic settings. Sources of the abundant metals are sufficiently
widely distributed that supply will not be a major problem in this century. Other metals
critical to industry, however, are much more limited in their occurrence. Mining and ex-
traction of minerals pose an environmental threat and a health hazard in the case of as-
bestos and other minerals. Mineral deposits of phosphorous and potassium are adequate
for agricultural needs for the foreseeable future.

Problems
1. List the characteristics of each major atomic particle. 5. What is mineral cleavage? How could cleavage af-
2. How do ionic bonds and covalent bonds differ? fect the engineering properties of a rock composed

3. Why are only crystalline solids included in the defi-

of minerals with strong cleavage?

nition of a mineral? 6. For which common minerals is hardness a very use-

4, How does the internal structure of a mineral relate

ful diagnostic physical property?

to its external appearance? 7. Why are the silicale minerals so important?



8. Briefly describe the structure of clay minerals. What
is it about these minerals that makes their presence
in soil so important to engineering?

9. What is cation exchange?

10. If you allow a bucket of seawaler to totally evapo-
rate, various minerals will precipitate. Into which

mineral groups do you think most of these minerals
will fit?

11. Find five industrial uses for each of the abundant
metals.
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12. Why are the base metals so important in human
history?
13. What elements are needed for agricultural fertiliz-

ers? Discuss the occurrence of the two that are ex-
tracted from minerals.

14. Why is asbestos considered to be hazardous? Is the
massive effort to remove asbestos from buildings re-
ally necessary?
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CHAPTER

Igneous Rocks
and Processes

ocks that crystallized below the earth’s surface from magma or at the

earth’s surface from lava fall into the most fundamental category of
rocks, the igneous rocks. In order to understand the formation of these rocks,
we will first discuss igneous processes. When magma reaches the surface, a
wide array of possible phenomena occur that can be grouped under the um-
brella of volcanism. These processes include not only the formation of the
rocks themselves by the cooling of lava but the often hazardous related
processes that are characteristic of volcanoes. Throughout history, volcanic
eruptions have posed one of the great natural risks facing the human popu-
lation. These risks persist today, even with our extensive knowledge of vol-
canic processes. In fact, increasing development encroaching upon potentially
active volcanoes has increased the risk to uninformed citizens of countries
that cannot afford to do the basic science necessary to understand and pre-
dict potential hazards.

From a practical standpoint, a basic understanding of how rocks are
formed and how their properties may influence various engineering proj-
ects is extremely important. The consequences that result from failure to
understand rocks and their properties will be a recurrent theme in this
book. Thus, although it may seem academic to study the processes of rock
formation, an understanding of these processes must be applied in every
major rock-engineering project.

Volcanism

Volcanism is the most obvious igneous process. Major eruptions generate
worldwide interest because of their spectacular power and beauty and, as
Mount Pinatubo in the Philippines and Mount St. Helens have recently
proven so clearly, their danger and destructiveness. In addition to the areas
of the earth that have been affected by volcanic activity in historic times, vast




regions, including all the ocean basins, are underlain by volcanic rocks that were erupted
earlier in geologic time.

Volcanoes and Plate Tectonics

One of the most important applications of the theory of plate tectonics is its use in ex-
plaining the distribution of active volcanoes on the earth’s surface. Most of these are con-
centrated in narrow bands along the edges of lithospheric plates. Divergent plate margins
are characterized by voluminous outpourings of basaltic lavas at midoceanic ridges
(Figure 4.1). These lavas form the foundation of new oceanic crust that fills the void left as
the plates move away from each other. Convergent plate margins (Figure 4.1) also gener-
ate volcanic activity. Here, the descending plate and /or the rocks above the descending
plate in a subduction zone are partially melted. The magmas formed at depth migrate to
the surface to form chains of volcanic mountain ranges, such as the Cascades of the north-
western United States, or to form island arcs composed of volcanic accumulations on the
sea floor that rise above sea level. The Aleutian Islands of Alaska form an island arc adja-
cent to a subduction zone. The volcanic rocks of convergent plate margins are usually in-
termediate in composition, as defined by their silica content. Andesite, named for the
Andes Mountains of South America, is a common volcanic rock at convergent plate mar-
gins. The location of the major subduction zones, as well as the midoceanic ridges, are
shown on Figure 4.2,

Volcanism is not restricted to plate margins. A number of volcanic areas occur at
some distance from plate margins. The volcanic activity is attributed to localized zones of
high heat flow extending downward, deep into the mantle. These mantle plumes are as-
sumed to remain in fixed positions as the plates above move along their current paths. As
long as the plate movement is in a straight line, a linear chain of volcanoes is produced.
The Hawaiian Ridge-Emperor Seamount chain records the passage of the Pacific plate
over the Hawaiian hot spot (Figures 4.3 and 4.4). The bend in the ridge indicates a change
in direction of plate movement from northward, the orientation of the Emperor Seamount
chain, to northwestward, the bearing of the Hawaiian Ridge. Seamounts in the ridge and
seamount chain are extinct volcanoes that have subsided below sea level. The Hawaiian
Islands themselves are located near and over the hot spot. Individual islands increase in
age from Hawaii, which lies over the plume and is the location of the active volcanoes

Divergent Convergent
plate margin plate margin
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Qceanic crust
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A FIGURE 4.1

Volcanism is common at both divergent and convergent plate margins. Fissure eruptions produce
new oceanic crust at divergent margins; composite volcanoes of andesitic compaosition are commeon
at convergent margins, where partial melting of the crust occurs.
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Diagram of Pacific Plate moving over hot spot to form Hawaiian islands. Source: From R. 1. Tilling,
C. Heliker, and T. L. Wright, 1987, Eruptions of Hawaifon Volcanoes: Past, Present and Future, U.5. Geological
Survey; based on a drawing by the late Maurice Krafft.

Mauna Loa and Kilauea, to Kauai at the northwest end of the chain. The size of these vol-
canoes is truly impressive. Mauna Kea on the island of Hawaii, for example, rises 4200 m
above sea level but extends another 6000 m below sea level to the depth of the seafloor
adjacent to the ridge. Therefore, the total height of the voleano, from the seafloor to the
summit, makes it the largest mountain on the earth. A comparison of the total size of
Mauna Loa to some land-based volcanoes is shown in Figure 4.5. Hot spots are not limit-
ed to ocean basins. The Snake River Plain in southern Idaho and the Yellowstone vol-
canics are related to the migration of the North American Plate over a hot spot.

Eruptive Products

Volcanoes erupt quite a wide variety of materials. Aside from the gases mentioned earlier,
eruptive products generally can be divided into lava and pyroclastic material. Lava, the
name for magma after it reaches the surface, flows downslope away from the eruptive
vent at a rate dependent on its temperature and silica content. Basaltic lavas, which are

Vent__ ! 0 10km b c d
F__r—-"—" Scale_ sealevel ﬁﬁh R "~ Cinder cone:
| Sunset Crater, AZ
Shield volcano: Mauna Loa, HI Composite volcano: Dome:

Mt. Rainier, WA  Lassen Peak, CA

A FIGURE 4.5

Hot-spot volcanoes in the Hawaiian Islands, when measured from their base on the sea floor to their
tops, dwarf volcanoes on land Seurce: john D. Winter, Introduction to lgneous and Metamorphic Petrology,
An, 1st ed., © 2001, p.48. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.].
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4 FIGURE 4.6
Recently erupted
pahoehoe lava, Hawaii.
Source: Photo courtesy
of the author.

low in silica and are erupted at high temperatures (~1100°C) are fluid and may flow
great distances. Even so, there are variations in the flow characteristics of basaltic lavas.
Highly fluid basaltic lava flows develop a smooth, ropy surface that is given the Hawai-
ian name pahoehoe (Figure 4.6). More viscous lava flows move at a slower rate and form
a rough, jagged upper surface as blocks of partially solidified lava in the upper parts of
the flow are broken apart by the slowly advancing mass beneath. The rubbly flows,
which can cut a person’s boots to shreds within a short hiking distance, are known as aa,
also a name of Hawaiian origin (Figure 4.7). Occasionally, the molten center of a lava

A FIGURE 4.7
Aa lava, Hawaii. Source: Photo courtesy of the author.



A FIGURE 4.8
Roof collapse of a lava tube, Idaho. The tube forms by the cooling of the lava-flow surface and by the
outflow of the molten interior. Source: Photo courtesy of the author.

flow may flow out from beneath the solidified crust, leaving a natural tunnel known as
a lava tube (Figure 4.8).

In addition to temperature and the amount of silica, an important influence on lava
characteristics is the volatile content of magma. Siliceous magmas are generally higher in
volatile content than mafic magmas, but the volatiles tend to boil off as the magma ap-
proaches the surface. The resulting lavas become more viscous after the degassing of
volatiles. Rhyolite, one of the most silicic types of lava, is much more viscous than basaltic
lava. Rhyolite lava can often be found in the form of plugs or domes that remain close to
the vent area of the volcano because the lava is too viscous to flow away (Figure 4.9). The
rhyolite flows that do occur move as thick, sluggish masses of lava with very steep fronts
(Figure 4.10).

The separation of gas from magma as it rises in a volcano often occurs with explosive
force. Particles of all sizes are blasted into the air and carried away from the vent. Collec-
tively, all materials of this type are called pyroclastics, or tephra. The individual particles
may consist of rock, minerals, or glass. The smaller particles, called volcanic ash, may be
carried upward thousands of meters into the atmosphere and then transported around the
earth several times as clouds of dust. In sufficient quantities, volcanic dust can even affect
short-term climatic conditions by reflecting solar radiation. The abnormally cool summer
of 1992 in North America was attributed by some meteorologists to the eruption of Mount
Pinatubo in 1991 in the Philippines. The coarsest particles, which range in size from about
6 cm to many meters in diameter, fall close to the volcano or upon the mountain itself,
where they then may bound or roll downward to the base of the slope (Figure 4.11). Rocks
formed from volcanic ash are given the name fuff, whereas breceias are rocks formed from
angular, coarse-grained pyroclastic material.

One of the most destructive volcanic phenomena is the pyroclastic flow, or pyroclastic
surge (Figure 4.12), In these events, pyroclastic material, buoyed by gases and dust at an
extremely high temperature, flows down the sides of a volcano at great speeds. In 1902, a
pyroclastic surge from the volcano Mount Pelée on the Caribbean island of Martinique

Volcanism
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A FIGURE 4.9
A lava dome that formed in the crater of Mount 5t. Helens after the May 18, 1980, eruption.
Source: R. Tilling; photo courtesy of U 5. Geological Survey.

A FIGURE 4.10
Margin of rhyoelite flow, lceland. Source: Photo courtesy of the author.

killed 28,000 people in the town of 5t. Pierre (Figure 4.13). Flows of pyroclastic material
form distinctive rocks called welded tuffs. Particles of rock and voleanic glass contained in
these flows are still very hot when they are deposited on the ground surface. Thus, as the
material cools, the soft, high-temperature particles become “welded” together to form a
hard, dense rock unlike other pyroclastic material. Pyroclastic flows will be described in
more detail in the following section.



A FIGURE 4.11
Two large pyroclastic fragments on the flank of a volcano in the Canary Islands. Source: University of
Colorado.

A FIGURE 4.12
A pyroclastic surge flowing down the flank of a volcano. Source: University of Colorado.

Another type of flow produced by volcanic eruptions is called a lahar. Lahars,
which are similar to mudflows, are generated when pyroclastic material becomes sat-
urated with water from melting snow, glacial ice, or rainfall. The resulting mass of de-
bris flows down the mountainside in existing stream valleys, burying roads, bridges,
and buildings in its path. The deposition of debris from lahars in stream channels
leads to increased flooding because of the resulting reduction in flow capacity of the
river channels,

Volcanism
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A FIGURE 4.13
The remains of 5t. Pierre, Martinique, West Indies, after the pyroclastic surge of May 8, 1902.
Source: Howell Williams.

Types of Eruptions and Volcanic Landforms

Volcanoes erupt in a variety of styles. The type of eruption is governed by the composi-
tion of the magma and the characteristics of the vent. Characteristic landforms are
formed by combinations of these two factors, as well as by the number of eruptions from
a single vent and relative proportions of lava and pyroclastics (Figure 4.14). The basic
forms of surface ruptures are central vents and fissures. A central vent constitutes a point
source for eruptive products, and the resulting landforms are symmetrical accumulations
of material. If the eruption produces lava of basaltic composition, the fluid lavas will
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procucts SAptch Central vent Fissure
- . 1 = Lava fissure
E B?S""'] tic Lava cone row
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E =1 Shield volcano Basalt plateau
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] Lava and tephra 1 Spatter cone Spatter cone row
=1 Composite volcano Stratified ridge

Tephra 1 Cinder cone Cinder cone row
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21 Location Size Type

% Small Crater
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E Large Caldera

&) Lowlands Small-Large Maar

Erosional Volcanic necks and diatremes
A FIGURE 4.14

Landforms of volcanic vent areas.



A FIGURE 4.15
The gentle slopes and symmetrical profile of this small volcano in lceland are typical of shield volca-
noes. Source: Photo courtesy of the author.

spread laterally from the vent in all directions, producing a symmetrical cone with gently
sloping sides (Figure 4.15). The slope angles of these lava cones and shield volcanoes are low
because the basaltic lava flows can travel great distances owing to their low viscosity.
Smaller counterparts of lava cones are called spatter cones. Basaltic lava flows frequently
exhibit a distinctive joint pattern called columnar jointing. During cooling of the lava, con-
traction initiates a series of cracks that form a polygonal pattern on the flow surface.
Viewed from the side of the lava flow, the jointed rock resembles a series of columns
(Figure 4.16). Lava of a more silica-rich composition than basalt is more likely to form
domes and plugs in a vent area (Figure 4.9) than a complete cone.

P FIGURE 4.16
Columnar jointing at Devil’s Postpile,
California. Source: University of Colorado.

Volcanism
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A FIGURE 4.17
Alternating strata of lava and pyroclastics in a compaosite volcano.

Composite volcanoes are formed when a volcano erupts both lava and abundant pyro-
clastic material. The resulting cone has a layered internal structure (Figure 4.17) consisting
of alternating layers of lava and pyroclastics. The lava of composite volcanoes is more vis-
cous than that of shield volcanoes and falls into the intermediate range of composition.
Andesite is a common rock type associated with composite volcanoes. Because of their
high viscosity, andesitic lavas do not flow very far, and the side slopes of composite volca-
noes are quite steep. Volcanoes in the Cascade Range, including Mount St. Helens, are
composite volcanoes (Figure 4.18). The tephra associated with very silicic eruptions, called
pumice, is nearly white in color and highly vesicular. Vesicles lower the density of some
pumice fragments to the point where they will float.

The origin of andesitic lava is somewhat different from that of basaltic lava. Compos-
ite volcanoes occur above descending plates at convergent plate boundaries (Figure 4.19).
As oceanic crust is forced downward into the mantle, where the temperature is much
higher, partial melting of the asthenosphere may occur. In the process of partial melting,
silica-rich minerals in the rock melt before other minerals, so the magma produced is more
silicic in composition than the host rock. By partial melting, basaltic oceanic crust and its
overlying asthenosphere may produce magma of andesitic composition. The composition
of the magma may also be influenced by partial melting of sediments on the subducted
slab or of other crustal rocks.

In some volcanic eruptions, the gas content associated with magma rising toward the
surface is so high that the eruption is extremely explosive. This situation produces mainly
pyroclastic eruptive products. The larger clasts that fall around the eruptive vent form a

A FIGURE 4.18
Mount Hood, a composite volcano in the Cascade Range. Source: Photo courtesy of Glenn Oliver.
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Location of the Cascade volcanoes with respect to the subducting Juan de Fuca Plate. Shading is

Oligocene through Quaternary volcanism.

Volcanism

cinder cone, or tephra ring (Figure 4.20). The finer particles may be carried by winds for
thousands of kilometers. The gas content of an explosive eruption may include steam,
which is formed by the explosive vaporization of groundwater or surface water above the
eruptive vent. The rocks containing the groundwater over the magma chamber are blasted
apart, adding to the eruptive pyroclastics to construct the cone (Figure 4.21). A cinder cone
represents a higher contribution of pyroclastics from the magma, relative to a tephra ring.
If the magma contribution of pyroclastics is very low, the landform is predominantly a de-

pression called a maar, with low ring of debris produced from the explosion.

In contrast to eruptions from central vents, surface ruptures may be a linear crack, or
fissure. Fissure eruptions are common along the midoceanic ridges, where lithospheric
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A FIGURE 4.20

Hverfall, a large tephra ring in northern lceland. Source: Photo courtesy of the author.

a) Cinder cone 0.25-2.5km dia. 4 FIGURE 4.21

S5 Volcanic cones formed at a central eruption. If the erup-
tion has a high pyroclastic content, a cinder cone is
formed. If the eruption has a lower pyroclastic content,
mixed with debris caused by the explosive conversion of
groundwater or surface water to steam, the result is a
b) Maar 0.2-3.0km dia.  tephra ring. Eruptions deficient in pyroclastics, but with
strong water-related explosions are maars.

¢) Tephra ring 0.2-3.0 km dia.

plates are being pulled apart. Basaltic lava formed by partial melting of the astheno-
sphere moves upward to the surface to form new crustal material as the plates move
away from each other. The entire oceanic crust is generated in this fashion. Iceland is a
portion of a midoceanic ridge that projects above sea level (Figure 7.45). Here, fissure
eruptions sometimes produce lava cone rows (Figure 4.22). Voluminous fissure eruptions
of basaltic composition also occur away from plate boundaries. The highly fluid lava
spreads out from fissures over vast areas. The Columbia River and Snake River basalt
plateaus in the northwestern United States (Figure 4.23) are underlain by immense vol-
umes of basalt that originated from fissure eruptions. The origin of these volcanic
provinces appears to be different. The Columbia River basalt plateau might be the
equivalent of a back arc basin (Figure 2.34) in a continental area. According to this
model, the volcanism is the result of tension and spreading behind the Cascades vol-
canic arc. In this case, spreading never actually produced a basin, but just a vast out-
pouring of basaltic lavas. Beneath these plateaus, basalt flows are stacked on top of each
other to form a basalt sequence thousands of meters thick (Figure 4.24). A generalized




b FICURE 4.22

The line of small cones marks the site of a fissure erup-
tion that produced the surficial lava flows in the valley.
Source: Photo courtesy of the author.

P FIGURE 4.23

Location of the Columbia River
(CRB) and Snake River Plain (SRP)
basalt plateaus. The Columbia River
plateau volcanism may be the result
of the formation of a back arc basin,
but the Snake River-Yellowstone vol-
canism is caused by the movement
of the North American Plate over a
hot spot. Previous positions of the
hot spot are shown. Source: From |. D.
Winter, An [ntroduction to lgneous and
Metamorphic Petrology, © 2001, by Pren-
tice Hall, Inc., Upper Saddle River, N.).

CANADA

cross section of a Columbia River basalt flow (Figure 4.25) shows that columnar jointing
is best developed near the top and bottom of the flow. The pillow-palagonite complex at
the base of the flow is formed by movement of the flow into a body of water, Pillows are
formed underwater as blobs of molten basalt are squirted out through cracks in the flow
front and then rapidly cool and settle to the bottom. The lava is cooled more rapidly in
water than in air, and much of the lava and pyroclastic material chills to a basaltic glass,
which is later altered to form palagonite (Figure 4.26).

Volcanism
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a4 e « FIGURE 4.24
= The Columbia River basalts in eastern Washington con-
sist of a sequence of nearly continuous horizontal lava
flows, stacked one upon another. Source: Photo courtesy
of the author.

Vesicular top ~ 4 FICURE 4.25
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scabland, Washington, Geological Soci-
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Pillow Palagonite

The volcanic landforms that we have described thus far are primarily constructional;
that is, they are associated with accumulations of volcanic debris. Topographic depres-
sions of volcanic origin also occur both on and off of volcanic cones. The most common
depression is a crater, which is simply the vent area at the top of a voleanic cone. If the vent
area has been subjected to collapse or subsidence following eruption, the name pit crater is
used. Subsidence, which is caused by removal of some of the underlying magma by erup-
tion, is indicated by a circular pattern of fractures with near-vertical walls that formed as
the central region of the crater sank downward toward the magma chamber (Figure 4.27).
In some cases, a larger part of the roof of the magma chamber collapses to form a large de-
pression that sometimes resembles a pit crater. This type of depression, called a caldera, is
typified by Kilauea caldera in Hawaii and Crater Lake in Oregon. To be classified as a
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A FIGURE 4.26
Pillow basalt, lceland. Source: Photo courtesy of the author.

caldera, the depression must be equal to or greater than an arbitrary 1.6 km in diameter.
Caldera formation is illustrated in Figure 4.28.

Other types of depressions are more likely to be found in lowland areas adjacent to
volcanic cones. The ways in which these craterlike depressions form include eruptions
caused by the rise of gases from a magma, without the accompanying lava or pyroclastics,
and the explosion generated when magma or lava comes in contact with groundwater or
surface water. The explosiveness in the latter case is caused by the vaporization of the
water into steam to form a maar (Figure 4.21). Maars often form lakes in humid regions.

After a volcano becomes dormant, erosion begins to attack the volcanic cone. During
long periods of geologic time, entire volcanoes can be eroded away, along with the rock
surrounding the volcano. Erosion to this degree may expose the pipe or conduit that led
from the magma chamber to the vent. These pipes are filled either with solidified magma
or breccia that was formed by the explosive escape of gases from the magma chamber. In
either case, the rock in the volcanic pipe may be more resistant to erosion than the sur-
rounding rock and may therefore project above the landscape as an imposing monument
to past volcanism. Shiprock is a breccia-filled pipe, or diatreme, that towers above the New
Mexico landscape (Figure 4.29). Volcanic necks are similar features composed of magma
that cooled and solidified prior to reaching the surface.

Volcanic Hazards

Volcanoes pose some of the most serious hazards in nature. The specific hazards that are
attributed to volcanic processes are listed on Table 4.1. In addition to these phenomena,
which are directly related to the eruption, many deaths by starvation occur after a major
eruption, because of the loss of crops and livestock or the physical isolation of people who
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A FIGURE 4.27

Obligue aerial photo of Kilauea caldera, looking north. The Halemaumau pit crater is in left-center.
Source: Photo courtesy of U.S. Geological Survey.

4 FIGURE 4.28

Hypothetical sequence of events in
the formation of a caldera. Source:
After Howell Williams, 1941, Calderas
and their origin, Bull. Univ. Calif. Dept.
Geol. Sci., 25:239-346.
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A FIGURE 4.29
Shiprock, a diatreme in New Mexico. The thin, dark, linear feature extending outward from the dia-
treme is a dike. Source: University of Colorado.

Table 4.1 Volcanic Hazards

Lava flows and domes
Pyroclastic density currents
Pyroclastic flows
Hot pyroclastic surges
Cold, or base, surges
Directed blasts
Lahars, lahar-runout flows, and floods
Structural collapse
Debris avalanches
Gradual or jerky sector collapse
Tephra falls and ballistic projectiles
Volcanic gases
Volcanic earthquakes
Atmospheric shock waves
Tsunamis

Source: W. E. Scott, 1989, Volcanic and related hazards, in R. 1.
Tilling, ed., Volcanic Hazards, American Geophysical Union.

survive the eruption. Deaths from volcanic eruptions actually increased in the 20th centu-
ry relative to the previous three centuries (Table 4.2), although the distribution of deaths
among the various causes changed dramatically. The number of deaths from direct flows
of various types from volcanic eruptions increased, both in numbers and percentages.
Although this could be caused by the coincidence of some major eruptions in populated
areas in the 20th century, it is also likely that population growth around volcanoes—
drawn to these areas to exploit the fertile soils that develop on eruptive products—was
also a factor, Deaths from other hazards such as starvation decreased as better communi-
cation technology and disaster response were employed.
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Table 4.2 Human Fatalities from Volcanic Hazards in Two Periods of Time. The

average fatalities per year increased in the 20th century, although the relative
contribution of different types changed from the previous three centuries.

Primary Cause 1600-1899 1900-1986

Pyroclastic flows and debris avalanches 18,200 (9.8%) 36,800 (48.4%)
Mudflows (lahars) and floods 8,300 (4.5%) 28,400 (37.4%)
Tephra falls and ballistic projectiles 8,000 (4.3%) 3,000 (4.0%)
Tsunami 43,600 (23.4%) 400 (0.5%)
Post-eruption starvation, disease, elc. 92,100 (49.4%) 3,200 (4.2%)
Lava flows 900 (0.5%) 100 (0.1%)
Gases and acid rains — — 1,900 (2.5%)
Other or unknown 15,100 (8.1%) 2,200 (2.5%)
TOTALS 186,200 (100%) 76,000 (100%)
Fatalities per year (average) 620 880

Source: W. E. Scott, 1989, Volcanic and related hazards, in R. I. Tilling, ed., Volcanic Hazards, American
Geophysical Union.

Lava Flows and Domes

In rare occurrences, thin, very fluid lava flows have taken human lives. More commonly,
however, residents of threatened areas have time to evacuate prior to release of a lava flow
into an occupied area. Lava flows are a definite threat to human property, including roads,
houses, and other structures. The island of Hawaii is an excellent example of lava flow
hazards, although other types of volcanic hazards are low in Hawaii owing to the low-
volatile content of basaltic magmas and lavas. The island is constructed of five volcanoes,
two of which—Mauna Loa and Kilauea—are currently active. Kilauea is the most active
because it is more directly above the hot spot as the Pacific Plate moves northwesterly. An
even younger volcano is building up below sea level off the coast of the island south of
Kilauea; it may add to the area of the island at such time when it emerges.

The lava flow hazards on the island of Hawaii are shown in Figure 4.30. Kilauea,
which has been erupting intermittently from vents along its East Rift since 1982, is studied
continuously by scientists at the Hawaiian Volcano Observatory run by the U.S. Geologi-
cal Survey. Lava flows from these events have occasionally flowed into developed areas
and caused significant loss of property (Figures 4.31, 4.32).

Pyroclastic Density Currents

Pyroclastic density currents (Table 4.2) include a range of related phenomena involving
the rapid downslope movement of pyroclastic debris and gases. They occur at nearly
every composite volcano because of the explosive eruptions and high pryroclastic con-
tent. As mentioned earlier, two basic types of density currents can be identified: pyroclastic
flows and pyroclastic surges. Flows have a high proportion of pyroclastic debris relative to
gas and are therefore denser. They range in temperature between 300°C and 800°C and
attain velocities up to several hundred meters per second. Because of their higher densi-
ty, they tend to hug the ground and follow existing valleys. Pyroclastic surges are densi-
ty currents with a lower density and higher gas content. They can be “cold” (less than
the boiling point of water) if they have a high content of water vapor derived from
groundwater, surface water, or snowmelt. Hot surges constitute the most deadly hazard
associated with pyroclastic eruptions. Thousands of people have been killed by inciner-
ation and asphyxiation from hot pyroclastic surges. Because of their lower density, surges
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A FIGURE 4.30

Hazards map of the island of Hawaii. Relative hazard from lava flows ranges from 1 (high) to 9 (low).
The thin, solid line marks the boundary between the Mauna Loa and Kilauea volcanoes. The stipple
pattern indicates areas covered by pre-1975 historical lava flows. Nearly 30% of the land surface in
hazard zone 2, south of the East Rift Zone of Kilauea, has been covered with lava flows since 1955.
Source: From D. R. Mullineaux, D. W. Peterson, and D. R. Crandall, 1987, U.5. Geological Survey Professional
Paper 1350.

can move faster than flows and are not confined by topography. The rapid velocity of
these events makes it impossible to escape once they have started. Pyroclastic surges are
genetically related to pyroclastic flows and can separate from the denser flows during
the event (Figure 4.33).

Directed blasts are very similar to pyroclastic flows and surges, except that a surge
moves along the path of the directed blast rather than downslope from the top of the vol-
cano. The most famous example is the lateral blast from the 1980 eruption of Mount. St.
Helens. This event is described in Case In Point 4.1. Directed blasts represent a hazard that
can occur anywhere around the volecano, without regard for topography.
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A FIGURE 4.31

Distribution of lava flows from the Pu'u O'o eruption from the East Rift Zone of Kilauea between 1983
and 2003. Flows covered parts of the Royal Gardens subdivision and a major coastal road. Source:
Hawaiian Volcano Observatory, U.S. Geological Survey.

Lahars

When pyroclastic debris comes in contact with water, snow, or ice on the slopes of a vol-
cano, a high-density slurry can be generated. The resulting lahars move downslope
along the paths of existing river valleys. Velocities vary greatly but most do not exceed
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A FIGURE 4.32
Lava flow covering road along south coast of Hawaii. Source: Photo courtesy of the author.

10-20 m/sec. These velocities, much lower than pyroclastic flows and surges, along
with easily predicted paths, allow time for evacuation if the threat is recognized, evac-
uation procedures are in place, and warnings are issued. The lahar hazard is increased,
however, because lahars can travel great distances, sometimes as much as several hun-
dred kilometers.

When warnings are not given or heeded, the consequences can be deadly. By most
standards, the November 1985 eruption of Nevado del Ruiz in Columbia was not major.
The volume of magma erupted was only about 3% of the Mount St. Helens eruption.
Lahars generated on the snow-covered peak, however, buried the town of Armero
(Figure 4.34), killing 23,000 people in the process. The most tragic aspect of this erup-
tion is that the destruction of Armero could perhaps have been avoided. A hazards map
published just one month before the eruption clearly indicated the potential danger for
the town. Even more lamentable is that there was a historical record of lahar damage in
Armero. Mudflows similar to those of 1985 had inundated the town twice before, in
1595 and 1845, with hundreds dead in both cases. Unfortunately, natural hazard pre-
diction and mitigation is not the highest priority in underdeveloped countries.

A much more active response undoubtedly saved thousands of lives during the 1991
eruption of Mount Pinatubo in the Philippines. This eruption is now thought to be one of the
largest eruptions of the century. Small, precursor eruptions and seismic activity began in
April and May 1991. A geologic study of the volcano and the surrounding area was begun im-
mediately, This investigation showed that pyroclastic flows were widely distributed around
the base of the voleanic cone. As the activity intensified, about 50,000 people were evacuated
in stages, including 14,000 personnel and dependents from Clark Air Base, a U.S. Air Force fa-
cility, On June 12, a massive explosion occurred, blasting a column of ash to a height of 19,000
m above sea level. Three days later, on June 15, a lateral blast sent huge pyroclastic flows in all
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A FIGURE 4.33

Formation of a pyroclastic flow and surge from the same original event. (a) Orginal pyroclastic densi-
ty current. (b) Gradual separation of flow (dark stipple) and surge (light stipple) by density. (c) The
surge outruns the flow and begins to rise as sediment Is being deposited from it and the density de-
creases. (d) The pyroclastic flow overtakes the surge. This sequence can be repeated if the flow accel-
erates. Source: W. E. Scott, Volcanic and related hazards, Volcanic Hazards, © 1989, American Geophysical
Union. Reproduced by permission of American Geophysical Union.

directions down the volcano (Figure 4.35). After this event, the total number of evacuees was
pushed to 200,000 people, the largest number ever evacuated for a volcanic eruption, By an
unfortunate coincidence, a typhoon was moving through the area at the same time as pyro-
clastic flows were moving across the landscape. Torrential rains soaked the ash, making it
much heavier. The distribution of pyroclastic flow and lahar deposits is shown in Figure 4.35.
The loss of life from the eruption—about 300 people were killed—was immeasurably less be-
cause of the ability and willingness to respond to the hazard effectively.

Structural Collapse

Large volcanic cones are inherently unstable masses. Heterogeneous eruptive products
may accumulate very rapidly on the steep slopes of the cone. These rocks and sediments
may also be subjected to very rapid weakening by weathering processes that are unique
to volcanoes. Because most composite volcanoes are very high, they receive substantial
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A FIGURE 4.34

Hazards map of Nevado del Ruiz, Columbia, published one manth before the 1985 eruption. Distrib-
ution of mudflows from the eruption are shown. Source: From T. L. Wright and T. C. Pierson, Living with
Volcanoes, The U.S. Geological Survey’s Volcano Hazards Program, U.5. Geological Survey Circular 1073.

orographic precipitation and may contain extensive snowfields and glaciers, even near
the equator. As rain and snowmelt infiltrate into the rocks of the volcano, they are
warmed because of the high heat flow emanating from the magma chamber. This warm
water reacts rapidly with minerals in a process called hydrothermal alteration. Feldspars
and other primary minerals can be converted to clays, thus weakening the rocks that host
them. Other conditions on a volcano are ideal for massive collapses—the slopes are steep
and rising magma prior to eruptions can produce earthquakes similar to the sequence of
events at Mount St. Helens leading up to the lateral blast. The collapse and downslope
movement of huge sections of the mountain under these conditions is not unexpected.

A wide variety of slope movements results from structural collapse. One of the most
common is the debris flow or avalanche. These are downslope movements of rock debris
at highly variable velocities and with highly variable amounts of water. They are general-
ly limited to the volcano itself, but if water is present, the debris can mobilize into fluid la-
hars that move much farther.

Tephra Falls and Ballistic Projectiles

Hazards of various types accompany tephra falls from volcanic eruptions. Pyroclastic parti-
cles are classified according to size as ash (<2 mm), lapilli (2-64 mm), and blocks or bombs
(=64 mm). Bombs are hot enough to be viscous at the time of impact. Blocks and bombs
pose an obvious threat of injury or death; clasts this size can be carried for as much as 5 km
from the vent. A tragic event that epitomizes the notion of bad timing occurred at the active
Columbian volcano Galeras in 1993. Many of the world’s top volcanologists were attending
a workshop on volcanic hazards in the nearby city of Pasto. On one of the field trips at the
conference, a group of 12 scientists, journalists, and tourists descended into the crater of the
voleano to sample gas emission. By all indications of activity, the volcano appeared to be in a
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Map showing pyroclastic and lahar deposits from the 1991 eruption of Mount Pinatubo. Contours
show thickness of airfall deposits. Source: From E. W. Wolfe, The 1991 eruptions of Mount Pinatubo, Philip-
pines, Volcanoes and Earthquakes, 23:5-37.

period of dormancy and the short trip into the crater was not expected to pose more than the
normal risks of this dangerous profession. Unfortunately, the volcano began a minor erup-
tion at the very time that the party was beginning its ascent out of the crater. Bombs up to a
meter or more in size began to rain on to the floor and sides of the crater. Six members of the
party were killed and five more were injured.

Beyond the range of the larger pyroclastic particles, the finer tephra falls have many
deleterious effects. Tephra accumulations on roofs can cause collapse, particularly when it
becomes wet and waterlogged. This occurred with the Mount Pinatubo eruption, and many
of the deaths from the eruption occurred by collapse of roofs buried beneath thick ash accu-
mulations (Figure 4.36). The total accumulations of tephra from the eruption are shown in
Figure 4,35, Ash in the air above and downwind from eruptions is damaging to jet engines,
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A FIGURE 4.36
Thick accumulation of pyroclastics near Mount Pinatubo. Source: R. P. Hoblitt, U.5. Geological Survey.

and several flights almost crashed while flying through the tephra plume from Pinatubo.
Ash falling on land can damage auto engines, start fires, and kill livestock and vegetation.
The ash particulates also cause respiratory problems for humans outside during the airfall.

Volcanic Gases

In addition to water vapor, the most abundant volcanic gas, more hazardous gases are emit-
ted, including carbon dioxide, carbon monoxide, sulfur oxides, hydrogen sulfide, chlorine,
and fluorine. Carbon dioxide is denser than air and undetectable by humans. Several well-
known releases of carbon dioxide have caused many deaths to humans and animals by as-
phyxiation. The most famous example of gas release occurred at two lakes in the west
African country of Cameroon in the mid-1980s. The lakes involved are located in volcanic
maars that are less than 1000 years old. Gases that rise through the volcanic vent conduits
accumulate in the bottom of these deep lakes, one of which is called Lake Nyos. The gas,
much of which is carbon dioxide, tends to build up at the bottom of the lakes, perhaps be-
cause lakes in the tropical climate typical of Cameroon are not subject to yearly overturn as
are lakes in temperate climates. On August 21, 1986, Lake Nyos released a large quantity of
carbon dioxide as a giant bubble, which caused a splash as high as 100 m on the steep walls
of the crater. The mechanism causing the sudden rise of gases from the bottom of the 208-
m-deep lake is still not definitely known. At any rate, the gas release formed a lethal cloud
of CO; that flowed as a density current near the ground surface down several river valleys
(Figure 4.37). The momentum of the gas cloud was sufficient to flatten stalks of corn due to
the fact that COz is 1.5 times denser than air. When the gas encountered several villages
along its path, people were overwhelmed and killed by asphyxiation. The survival rate was
less than 1% in the village of Nyos. In all, 1746 people and 8300 livestock were lost. Deaths
were caused as far as 23 km from Lake Nyos. A similar event of this type at a nearby lake
occurred in 1984, although with a much lower loss of life. This indicates that gas releases
must be considered a continuing threat in Cameroon and in other tropical volcanic regions.

A solution to the threat of future gas eruptions of Lake Nyos has been tested and is
now in operation. The solution is based on the principle of a self-siphon (Figure 4.38), in
which a pipe is installed from the lake bottom to its surface. The self-siphon is initiated by
pumping water from the pipe, which lowers the pressure on the gas at depth to the point
that it becomes saturated. Bubbles will then form and rise to the surface and, at this point,
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A FIGURE 4.37
Map of the Lake Nyos area, showing areas covered by the gas cloud. Source: From Eos, Transactions,

American Geophysical Union, June 9, 1987.

<4 FIGURE 4.38

The principle of a self-siphon to put
into operation a controlled release of
gas from Lake Nyos. 1. Pumping
water to initiate self-siphon. 2. Self-
sustained release of gas bubbles.
Source: From M. Halbwachs, 2001,
http://perso.wanadoo.fr/mhalb/nyos/ind
ex.htm.
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the pump is no longer needed. This technology is probably a controlled version of the
spontaneous gas release. Implementation of this technology would keep gas contents in
the lake below the level at which spontaneous releases would occur.

Volcanic Earthquakes, Atmospheric Shock Waves, and Tsunamis

Earthquakes are commonly measured at volcanoes as magma moves into the volcano. These
events are carefully monitored by scientists to help understand the internal conditions of the
volcano and to attempt to predict eruptions. The earthquakes generally are small in mag-
nitude and do not cause extensive damage. The release of huge amounts of pyroclastic
material can generate an atmospheric disturbance that propagates outward from the vol-
cano. Damage to structures can occur within several hundred kilometers of the mountain.
Tsunamis are huge waves generated in the oceans by sudden movement of faults or various
volcanic processes such as structural collapse. These waves travel through the ocean basins
at high velocities and cause extensive damage to low-lying coastal areas. The Indian Ocean
tsunami of December 2004 provides a chilling example of these phenomena (Chapter 15).

Case in Point 4.1
Effects of a Major Eruption and Predictions for Future Eruptions:

Mount St. Helens and Mount Rainer

The Cascade Range in the northwestern United States is a continental voleanic arc related to
subduction of the Juan de Fuca Plate (Figures 4.19, 4.23). The active volcanoes in this chain
pose a very serious geologic hazard to the region, especially as the development and popu-
lation growth in the major cities of the region expand outward toward the mountains. The
main volcanoes in Washington and Oregon, along with their hazard zones, are shown in
Figure 4.39. There is no better illustration of these hazards than the 1980 eruption of Mount
St. Helens. We will review the effects of this event and then apply the lessons learned to an
equally dangerous, but currently quiescent, volcano, Mt. Rainier.

The eruption of Mount St. Helens on May 18, 1980 terminated a 123-year period of in-
activity. Preliminary signals, including earthquake activity, minor eruptions, and the for-
mation of a huge bulge on one side of the mountain, preceded the eruption for months and
left no doubt that a major event was possible at any time. A huge effort was made to evac-
uate the nearby population to safety, but the eruption began in an unpredicted fashion—
the north side of the mountain gave way in a massive debris avalanche that buried the
upper part of the North Fork of the Toutle River valley beneath 3 billion m? of rock, ash,
pumice, snow, and ice (Figure 4.40). The sudden release of pressure caused by the debris
avalanche unleashed a lateral blast of hot gases and ash. This unexpected directed blast of
pyroclastic material devastated the forests to the north of the mountain for a distance of 25
km and affected a total area of 650 km?. Fifty-seven people were killed, mainly because the
lateral blast had not been anticipated. Trees within the blast zone were blown over like
toothpicks (Figure 4.41). Subsequent to the lateral blast, ash was erupted vertically into the
atmosphere, where it began to drift eastward across the United States as a dense cloud.

Among the most damaging long-term effects of the Mount St. Helens eruption were la-
hars mobilized from the debris avalanches; within hours after these huge landslides came
to rest, waves of fluidized debris moved down the major rivers draining the volcano.
The largest lahar swept down the North Fork of the Toutle River into the Cowlitz River,
and eventually into the Columbia River (Figure 4.42). The channels of the Toutle and
Cowlitz Rivers were filled by the surging mudflows, which occasionally overflowed
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A FIGURE 4,39

Delineation of hazard zones for the Cascade volcanoes in Washington and Oregon. Circles indicate
proximal hazard zones with a radius of 50 km. Hazards that can oceur within this zone include
structural collapse, debris avalanches, pyroclastic flows and surges, and tephra falls. The shading shows
lahar and flooding hazard areas in valleys downstream from the volcano. Source: From P. T. Pringle, 1994,
Veleanic hazards in Washington—A growth management perspective, Washington Geology, 22 (no. 2):25-32.

onto the floodplain, where roads and buildings were buried by the debris (Figure 4.43). In
all, 27 bridges and nearly 200 homes were damaged by the lahars. The blast and lahars to-
gether destroyed more than 185 miles of highways and roads and 15 miles of railways.

Deposition within the channel itself was also a serious problem. In some places, the ca-
pacities of the channels were reduced to only one-tenth of their preeruption value. Thus,
the threat of flooding was increased to a much greater degree than before the eruption.
Soon after the eruption, flood-abatement programs were initiated, These projects included
dredging and levee improvement in flood-prone areas.
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A FIGURE 4.40

Debris-avalanche deposits on the north flank of Mount 5t. Helens and extending into the upper por-
tions of the North Fork Toutle River valley. Deposits are about 200 m thick in the area shown.

Source: R. M. Krimmel; photo courtesy of U.S. Geological Survey.

A FIGURE 4.41
Blown-down timber in the Green River valley from the Mount 5t. Helens eruption. Source: Washington
Dept. of Natural Resources.



136 Chapter4  Igneous Rocks and Processes

123° 1227456 122°30 122°16° 122°
T T T 1

gt ih\ft

S~

ey
R ‘ 3
e Ty
f ol
Maount
St. Helons
WASHINGTON o
iver el
Swilt Reservoir T
Kalama 4 :‘,{sﬂlbf};_;':-. )
[f~  River oo o e
[ ] Yala U
/7 Lake
L 1 { f 1 A
10 16 20 mi ]f Explanation
S + i — . - D A 4
Mount nbris ottt Lahar
33 :xn St. Helans L_ ,.j - avalanche ﬁ
WASHINGTON deposit

A FIGURE 4.42
Map of the Mount 5t. Helens region showing the extent of debris avalanches and lahars.

Source: Madified from U.S. Geological Survey Circular 850-B.
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A FIGURE 4.43
Building partially buried by lahar deposits, North Fork Toutle River valley. Source: R. L. Shuster; photo

courtesy of U.5. Geclogical Survey.
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(b)

A FIGURE 4.44
Mount St. Helens before (a) and after (b) the 1980 eruption. Source: Courtesy Cascade Volcano Observa-
tory). (a) Photo by Richard P. Hoblitt. (b) Phato by Lyn Topinka.
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The net effect of the Mount St. Helens eruption on the mountain itself was a reduction in
elevation from 2950 m before to 2550 m after (Figure 4.44). This eruption created a new ur-
gency to understand the hazards of the Cascade volcanoes and to protect the rapidly growing
population in the lowlands below these volcanoes. Recent activity in Mount St. Helens in
2004 and 2005 has again focused interest on this dangerous mountain.

Mount Rainier is the highest and potentially most dangerous volcano in the Cascades,
mainly because of the large and rapidly growing population that lives within reach of lahars
and other hazards (Figure 4.45). In recent decades, especially after the eruption of Mount St.
Helens, research into the geological history of Mount Rainier has intensified. Because of its
great height, Mount Rainier is covered with glaciers and snowfields. Snow and ice provide
the water necessary for the formation of lahars that can travel long distances. Mount Rainier
also has extensive hydrothermal alteration, which weakens the rock and leads to large-scale
structural collapses. Lahars that have a high clay content, which can be inherited from hy-
drothermally altered rocks, have been shown to travel farthest. These two factors make lahars
the most feared hazard for this volcano.

Mount Rainier has not erupted for about 150 years. Despite this period of dormancy, re-
cent research has shown that the volcano has experienced between five and seven major
eruptions in the past 5000 years of geologic time. Each of these eruptions produced a struc-
tural collapse of part of the cone and generated a clay-rich lahar (Table 4.3). The distribution
of the deposits of three of these lahars is shown in Figure 4.46. Today, more than 100,000
people live on the deposits of these flows; because lahars are topographically confined,
these same areas will again be targeted by lahars, depending on which side the mountain
fails in the eruption. The largest of recent lahars was the Osceola mudflow. This lahar was

A FIGURE 4.45
Mount Rainier with Tacoma, Washington in the foreground. Source: Lyn Topinka; photo courtesy of U.S.
Geological Survey.



6€L

Table 4.3 Characteristics of the Most Recent Lahars Originating from Mount Rainer. The clay content of these flows
indicates that structural collapse was involved in the respective eruptions,

Clay Age (yr, Volume
Flow (percent) before present) Drainage km® Extent
Central part of 4 <500 Tahoma Creek; <0.15 Probably to Elbe
Tahoma lahar Nisqually River
Electron mudflow 6-11 530-550 Puyallup River 0.26 Puget Sound lowland
1000-yr-0ld lahar 5-12 1050-1000 Puyallup River Possibly Atleast to Mowich River;
>0.30 possibly to Puget Sound
lowland
Unnamed lahar (possibly 45 Same as below? Puyallup River - Puget Sound lowland
same as Round Pass
mudflow).
Round Pass mudflow 45 2170-2710 Puyallup River - Puget Sound lowland
(main part)
Osceola mudflow 215 4500-5000 White River (main 3 Puget Sound lowland
(probably includes fork and West
Greenwater lahar) Fork)
Greenwater lahar <3 - Main fork White - Puget Sound lowland
(probably part of River
Osceola mudflow)

Source: K. M. Scott, |. W. Vallance, and P. T. Pringle, 1995, Sedimentology, behaviar, and hazards of debris flows at Mount Rainier, Washington, U.S. Geological Survey

Professional Paper 1547,
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A FIGURE 4.46

Extent of three large lahars from Mount Rainier (dark stippling); the Osceola mudflow (White River),
the Paradise lahar (Nisqually River), and the Electron mudflow (Puyallup River). Source: National
Research Council, 1994

mobilized by a structural collapse of the voleano between 4500 and 5000 years ago during a
major eruption. The Osceola mudflow traveled nearly 100 km, into the area that is now part
of metropolitan Tacoma, Washington. Recent estimates put the volume of the mudflow at
more than 3 km®. By comparison, the lahar that killed 23,000 people in Armero, Columbia
had only about 3% of this volume. An eruption equal to the one that produced the Osceo-
la mudflow would dwarf the damages of the 1980 Mount St. Helens eruption. The broad
valleys leading up to Mount Rainier are much more attractive sites for development than
the steeper topography between the valleys (Figure 4.47). While adequate warnings and
evacuation procedures could perhaps save most lives, the property damage would be un-
precedented. As more time passes before this eruption, the hazard will only increase as
population growth continues,



Intrusive Processes

> FIGURE 4.47

New house under con-
struction in subdivision in
Orting, Washington, with
Mount Rainier in the back-
ground. In the fore-
ground, a spruce stump
projects upward from the
storm drainage basin.
Spruce trees in this area
were buried by the Elec-
tron mudflow about 500
years ago. Source: Photo
courtesy of the author.

Intrusive Processes

Intrusion refers to the movement of magma from a magma chamber to a different subsur-
face location. Bodies of rock formed by the intrusion of magma are called plutons. Rocks
that make up plutons usually have phaneritic texture because the cooling time was suffi-
cient to allow the formation of large crystals. It is only after erosion has removed the over-
lying rocks that we are able to observe intrusive rocks at the earth’s surface.

Types of Plutons

Plutons ditfer in terms of size, shape, and composition from the rocks that were intruded
by the magma, which are older rocks known as country rocks. A major group of plutons is
classified as tabular because they are thin in one dimension as compared with the other
two dimensions (Figure 4.48). If a tabular pluton is roughly parallel to the layering of the
country rocks, it is said to be concordant and is called a sill. Discordant plutons cut across the
layering of the country rock. Dikes (Figure 4.49) are vertical or steeply dipping tabular ig-
neous bodies that fill planar cracks through which magma was moved to the surface in fis-
sure eruptions. At the close of the eruption, the magma remaining in the crack connecting
the magma chamber with the fissure solidifies to become a dike.

Nontabular plutons include laccoliths, stocks, and batholiths. The shapes of these plu-
tons are thick as well as broad. A laccolith is a relatively shallow concordant pluton that
causes doming of the overlying country rocks (Figure 4.50). The rocks above are bowed
upward during the intrusion of the magma. Nontabular, dlau:rddnt plutons are called
stocks if their surface exposure covers an area of less than 100 km” and batholiths if they
are exposed over a larger area. Batholiths are truly immense bodies of rock that form the
cores of entire mountain ranges. The Idaho and Sawtooth batholiths in central Idaho are
excellent examples (Figure 4.51). The distribution of batholiths in western North America
is shown in Figure 4.52.
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A FIGURE 4.48

Types of plutons. Source: From 5. Judson, M. E. Kauffman, and L. D. Leet, Physical Geology, 7th ed., © 1987 by
Prentice-Hall, Inc., Upper Saddle River, N.|.

A FIGURE 4.49

(a) A basaltic dike (dark rock at center) cutting metamorphic rocks near Bar Harbor, Maine.
(b) Granitic dikes cutting Precambrian metamorphic rocks, South Sinai, Egypt. Source: Photos
courtesy of the author.

Crystallization of Magmas

The great variety in the mineral and chemical composition of igneous rocks suggests that the
crystallization of magma is not a simple process. Pioneering experiments by N. L. Bowen in
the early 1900s (Bowen, 1922) demonstrated that minerals crystallize sequentially as the tem-
perature drops in a silicate magma and that solid crystals can react with the liquid phase of
the magma to form new minerals during the crystallization process. This process is also
known as magmatic differentiation.
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A FIGURE 4.50

Laccoliths in Texas exposed by erosion of the overlying sediments. Source: C. C. Albritton, |r.; photo cour-
tesy of U.5. Geological Survey.

A FIGURE 4.51
Granitic rocks of the Sawtooth batholith, central Idaho. Source: T. H. Kilsgard; photo courtesy of U.5.

Geological Survey.

To explain the differentiation process, let us assume that we have a silicate melt of
basaltic composition at about 1500°C. As the temperature is slowly lowered, crystals begin
to separate from the liquid. There are two crystallization sequences that are observed as
the melt cools. The first sequence can be illustrated by the crystallization of plagioclase,
which, as indicated in Chapter 3, forms a solid-solution series between calcium-rich and
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« FIGURE 4.52

Map of batholiths in western Morth America.
Source: From |. P. Davidson, W. E. Reed, and P. M.
Davis, Exploring Earth, 2nd ed., © 2002 by Pren-
tice Hall, Inc., Upper Saddle River, N.J.
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sodium-rich compositions. The first plagioclase crystals to form are higher in calcium con-
tent than the calcium content of the liquid phase. As the mixture continues to cool, the
crystals that form have progressively less calcium and more sodium than the original pla-
gioclase crystals, In addition, the earlier-formed crystals react with the liquid by exchang-
ing sodium from the liquid for calcium in the solid crystals. The internal structure of the
mineral remains the same during this process. The crystallization of plagioclase follows
what is called a continuous reaction series, in which the liquid and the crystals continuously
change in composition until no liquid remains.

The ferromagnesian minerals follow a second type of crystallization sequence. In this
series, olivine is the first ferromagnesian mineral to crystallize. As the temperature de-
creases, no change in the olivine crystals occurs until a critical temperature is reached. At
this point, pyroxene rather than olivine begins to crystallize and the earlier-formed olivine
crystals react with the liquid to form pyroxene. These reactions are different from the con-
tinuous reaction of plagioclase because entirely new minerals with different internal struc-
tures form at specific temperatures. For this reason, the ferromagnesian crystallization
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Bowen's Reaction Series describes the sequence of minerals that crystallize from a basaltic melt.

sequence is called a discontinuous reaction series. The same type of reaction occurs between
pyroxene and the liquid to form amphibole at a lower temperature.

The entire sequence of mineral crystallization is known as Bowen’s Reaction Series
(Figure 4.53). As the composition of minerals crystallizing from the melt changes, the
magma composition changes, or differentiates (Figure 4.53), especially if early crystals can
be separated from the melt. This can happen by gravitational settling, which is evident in
some intrusions. In other cases, the magma can migrate to a different location after separa-
tion from early-formed crystals. In this process of differentiation, a mafic magma could
gradually evolve to a felsic magma, from which rhyolitic or granitic rocks could crystallize.
Through differentiation, a wide range of rock types could form from a magma originally of
mafic or ultramafic composition. Differentiation alone, however, cannot explain the huge
volumes of granitic rocks occurring in batholiths. For these plutons to form by differentia-
tion of a mafic magma, there would have to be a gabbroic pluton many times the volume of
the granitic batholith. These do not appear to exist. Alternative explanations for the forma-
tion batholiths include melting of continental igneous or metamorphic rocks or the melting
of mixtures of basaltic mantle rocks and sedimentary rocks associated with subduction.

Properties of Igneous Rocks

When a rock sample is examined, much can be inferred about its origin by observing its
color, texture, and mineral content. The term fexture refers to the size, shape, and arrange-
ment of the mineral grains in a rock. In this chapter we are concerned with igneous rocks,
rocks that were formed by cooling and solidification from a molten liquid called magma.
These rocks are known as intrusive igneous rocks if the cooling takes place below the land
surface. If the molten liquid flows to the surface, it is called lava; here cooling can also take
place to form extrusive igneous rocks. In subsequent chapters we will examine the other
two fundamental rock types, sedimentary and metamorphic.
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Table 4.4 The Texture of the Igneous Rocks

Rock type Description and interpretation
Extrusive rocks
Glassy Noncrystalline, very fine-grained; very rapid cooling
Aphanitic Uniformly fine-grained; rapid cooling
Porphyritic Large phenocrysts within fine-grained groundmass; two-stage cooling process
Vesicular Numerous small holes on surface; gas escape during cooling
Intrusive rocks
Phaneritic Uniformly coarse-grained; slow, gradual cooling in subsurface
Texture

The texture of igneous rocks (Table 4.4) is variable but usually consists of an interlocking
network of mineral crystals that grew from the magma or lava during cooling. If the
crystals are too small for observation by the naked eye, the texture is called aphanitic
(Figure 4.54). These extremely fine-grained rocks are associated with volcanic processes
because of the relatively rapid cooling that occurs when a magma reaches the earth’s
surface during a volcanic eruption and becomes lava. Crystal size is one of the major dif-
ferences between extrusive, rocks and intrusive rocks. Growth of large crystals in a rock
takes long periods of time and conditions of gradual, undisturbed cooling. The intrusive
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A FIGURE 4.54

Rhyolite, an igneous rock with aphanitic texture. Individual crystals are not visible with the unaided
eye. Source: Photo courtesy of the author.
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A FIGURE 4.55
Phaneritic texture is characteristic of coarse-grained rocks. This specimen of granite contains large
grains of orthoclase, quartz, and biotite. Source: Photo courtesy of the author.

rocks that formed under these conditions have a texture called phaneritic (Figure 4.55).
Phaneritic rocks are composed of an interlocking network of large crystals that are eas-
ily visible.

When a volcano erupts, the outpouring lava is quickly cooled by contact with the at-
mosphere, which is much cooler than the subsurface magma chamber that contained the
magma prior to eruption. At times, this cooling can be so rapid that crystallization is
prevented. The silica tetrahedra are frozen in place before they can attain an orderly
arrangement necessary for mineral growth. Cooling at these rates leads to the formation
of glassy texture, the glass in this case being a natural, noncrystalline material. Obsidian
(Figure 3.12) is a good example of a rock composed primarily of volcanic glass.

Several other types of textures are associated with volcanic rocks. Rocks that are com-
posed of crystals of two sizes have a porphyritic texture (Figure 4.56). The interpretation of
this texture is that crystals began to separate from the magma in the magma chamber or
within the conduit leading from the magma chamber to the surface. These earlier-formed
crystals grew to a substantial size by the time they reached the surface, enclosed in the
still-liquid magma. Once exposed to the air, the remainder of the magma then crystallized
rapidly as much smaller crystals. The resulting rock therefore consists of large phenocrysts,
the early crystals, surrounded by a fine-grained crystalline groundmass.

In addition to liquid, magmas contain significant amounts of dissolved gases that are
kept in solution by the great pressure exerted on the magma chamber by the overlying
rocks. Water vapor is the most abundant gas, although carbon dioxide (CO,), sulfur diox-
ide (SO;), and other gases are present. When a magma reaches the earth’s surface, the
pressure decreases and the dissolved gases subsequently migrate to the surface of the lava
and escape to the atmosphere. The upper surfaces of solidified lava flows are given an ap-
pearance much like Swiss cheese by the small holes, or vesicles, through which the gases
escape (Figure 4.57). These rocks are said to have a vesicular texture. The types of igneous
rock texture are summarized in Table 4.4,
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A FIGURE 4.56
Porphyritic texture is composed of large phenocrysts embedded in a finer-grained groundmass.
Source: Photo courtesy of the author.

4 FICGURE 4.57

A sample of vesicular basalt.
As this lava cooled, gases
escaped to the air through
the holes (vesicles) in the rock.
Source: Photo courtesy of the
author.

Color and Composition

The chemical and mineralogical composition of igneous rocks is a reflection of the compo-
sition of the magma from which the rocks crystallized. Magmas are variable in composi-
tion, most importantly in the amount of silica (5i0;) that they contain. The silica content
ranges from less than 24% to more than 66%. Rocks that are rich in silica are called silicic,
or felsic, rocks; and those that are low in silica are called mafic rocks. Fortunately, color pro-
vides a valuable clue for identification of igneous rocks because the silicic rocks are main-
ly composed of light-colored minerals like quartz and feldspar, whereas the mafic rocks
are dark colored because of the abundance of ferromagnesian minerals, The dark-colored
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ferromagnesian minerals, which, as their name implies, are rich in iron and magnesium,
include olivine, pyroxene, and hornblende. The major igneous rock types fall into cate-
gories of high, intermediate, and low silica content. Figure 4.58 shows the principal miner-
als contained in each of these rock types.

Texture and silica content provide a basis for classifying the igneous rocks. Aphanitic
and phaneritic rocks of the same silica and mineral content have different rock names. For
example, granite and rhyolite are both light-colored felsic rocks containing mostly quartz
and orthoclase. They receive different names, however, because granite is a phaneritic in-
trusive rock and rhyolite is an aphanitic extrusive rock. In the intermediate range of silica
content (52%—66%), diorite and andesite are the coarse-grained and fine-grained equiva-
lents, respectively. The common intrusive rock granodiorite falls between granite and dior-
ite in silica content. As Figure 4.58 indicates, granodiorite contains more plagioclase
feldspar than orthoclase.

On the mafic side of the chart, gabbro and basalt (Figure 4.58) are important rock types.
Basalt is the most common type of volcanic rock present on the earth’s surface. The equiva-
lent intrusive rock is gabbro. Rocks that are even lower in silica than gabbro have been dis-
covered in the crust and are inferred to be much more common in the mantle. These rocks,
which are largely composed of ferromagnesian minerals, are known as ultramafic rocks.

The most common rock with a glassy texture is obsidian (Figure 3.12). Despite its high
silica content, obsidian is usually black in color. This dark-color exception to the usual
light color of silica-rich rocks is due to the presence of impurities.

Figure 4.58 is a handy guide to the igneous rocks. By observing the color, it is possible
to estimate the silica content of an igneous rock and thereby to predict its major minerals.
The texture of the rock indicates whether it is intrusive or extrusive, Together, the color
and texture can be used to assign the proper rock name.

Engineering in Igneous Rocks

Igneous rocks vary greatly in suitability for various types of engineering projects. An engi-
neering site investigation must answer two questions: First, what rock types are present
and how are they distributed; and second, how have the rocks been changed or altered
since formation?

The first question deals directly with the topic of this chapter. The geologists and
engineers working on the project must determine the nature of the igneous rock, the
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contacts it has with the adjoining rock types and their conditions, and the mineralogy
of the rocks.

Unaltered intrusive igneous rocks generally are very suitable for most types of engi-
neering projects. The interlocking network of mineral crystals gives the rock great strength.
These rocks thus provide adequate support for building or dam foundations, can remain
stable at high angles in excavations, and require minimal support in tunnels. Because of
the dense interlocking of crystals within the rock, very little water can move through.
Therefore, unaltered intrusive rocks are well suited for the construction of reservoirs be-
cause of the low potential for leakage.

The engineering properties of extrusive rocks are much less uniform. Sequences of ex-
trusive rocks contain pyroclastic materials and lahar deposits, which are much weaker
than the interlayered lava flows. These rocks may be susceptible to slope failures in exca-
vations and also provide more variable and generally weaker foundation support. In gen-
eral, the water-bearing capacity of extrusive rocks is much greater than intrusive rocks.
Sequences of basaltic lava flows on the Columbia Plateau and elsewhere are known for
their great supplies of groundwater. This same property can render the rocks unsuitable
for reservoir or tunnel construction. The presence of lava tubes in a series of basalt lava
flows would prove to be an especially serious problem.

The second question concerns the geologic history of the igneous rocks since the time
of their formation. Several types of changes have significant engineering implications.
Any process that tends to fracture the rocks will cause weakening of a large rock mass
with respect to engineering suitability. Under the forces imposed by the interaction of
lithospheric plates, fracturing of crustal rocks is quite common. These processes will be
discussed in Chapter 8. It is sufficient to note at this point that a network of fractures with-
in a rock mass can greatly increase the potential for failures of natural or excavated slopes
and also increase the construction problems of dams, tunnels, and other structures. Frac-
tured welded tuffs were implicated in the failure of the Teton Dam in 1976 in Idaho. Ac-
cording to a probable scenario for the failure of the dam, groundwater flowing through the
fractured volcanics came in contact with erodible silt in the core of the dam and washed
the silt through fractures in the rock. Larger and larger channels in the silt were eroded,
leading to collapse of the embankment (Chapter 11).

Although tectonic fracturing is important, there are several other mechanisms that
cause fracturing. Fracturing of the extrusive rocks, as we have seen, occurs during cooling,
in addition to any later processes that may take place. An additional class of fracturing
mechanisms becomes possible when the rock mass is at or near the earth’s surface. These
processes are collectively called weathering. A detailed discussion of weathering is found in
Chapter 9. Rocks can be fractured in the near-surface environment by freezing and thaw-
ing as well as by other means. Thus, a mass of igneous rocks generally is more fractured
near the surface than at depth.

Weathering produces other changes in the rock besides fracturing. Chemical reactions
between the minerals within the rock and air and water gradually form new minerals.
Clay minerals are a common product of these alteration processes. The result is a signifi-
cant loss of strength as the feldspars and ferromagnesian minerals are converted into clay.
In warm, humid climates, igneous rock bodies may be mantled with tens of meters of
weathered material. The engineering properties of this material are totally different from
the properties of unaltered rock.

Summary and Conclusions

Volcanoes erupt many types of materials and produce a variety of landforms. Most active
volcanoes are associated with tectonic-plate margins, although intraplate volcanism is
known to occur; mantle plumes are thought to be the cause of some of this activity.



Voleanic products include gas, lava, and pyroclastic material. All of these products can
be hazardous during eruptions. Lava flows range from high-temperature, low-viscosity
flows of basaltic composition to highly viscous, silicic flows. When gas is explosively re-
leased during an eruption, pyroclastic materials are abundant. Large pyroclasts fall in the
immediate vicinity of the vent, whereas volcanic ash can be transported thousands of kilo-
meters by winds. Occasionally, destructive pyroclastic flows and pyroclastic surges are
generated during eruptions. These mixtures of pyroclastic debris and gases flow down the
mountainsides at high velocities and with great force. Lava and pyroclastic materials
sometimes mix with snow, ice, or water to form lahars, flows that are similar to mudflows
in terms of velocity and the mechanics of movement.

Volcanic products can be extruded from fissures or central vents. Fissure eruptions
produce highly fluid lavas of basaltic composition that flow great distances. By successive
eruptions, vast plateaus composed of thick vertical sequences of flood basalts are built up.
Eruptions from central vents, on the other hand, tend to produce conical mountains com-
posed of lava, pyroclastic materials, or both. Shield volcanoes are composed of lava flows
only, whereas composite volcanoes contain alternating layers of lava and pyroclastic ma-
terials. Cinder cones form when the eruption is limited to pyroclastic material.

Intrusions are formed by migration of magma from a magma chamber to a subsurface
location higher in the crust. The resulting plutons range from moderate-size laccoliths and
stocks to giant batholiths that form the cores of major mountain ranges. Some batholiths
probably formed by melting or alteration of existing rocks rather than by intrusion of
magma from a separate magma chamber.

Magma composition and the rocks that crystallize during cooling evolve in a process
known as differentiation. The order in which minerals crystallize from a silicate melt is
known as Bowen's Reaction Series. This sequence includes both a discontinuous and a con-
tinuous series, the latter represented by plagioclase, in which the earlier-formed crystals and
the liquid change composition gradually while retaining the internal structure of plagioclase.
The ferromagnesian minerals follow the discontinuous series, in which reactions between
crystals and liquid produce entirely new minerals at specific temperatures. By separation of
crystals from the cooling magma, successively more felsic magmas are produced.

Igneous rocks can be divided into extrusive rocks that crystallized at the earth’s sur-
face and intrusive rocks that crystallized below the surface. Texture is the major criterion
used to assign rocks to one of these categories. Texture and mineralogical composition
form the basis for classification of igneous rocks. Based on mineralogy, composition also
refers to the amount of silica in the rock, ranging from the low-silica mafic rocks to the sili-
cic rocks. Each major compositional group (silicic, intermediate, and mafic) has both intru-
sive and extrusive rock types. With the exception of obsidian, color is a good indication of
composition because the silicic minerals like quartz and feldspar are mostly light in color.

Engineering conditions in igneous-rock terrains depend on the composition and type
of rock as well as on the amount and type of alteration that has occurred since intrusion or
extrusion. Weathering and fracturing are two types of alteration that can weaken the rock
and render it less suitable for engineering projects.

Problems
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Problems

1. If an igneous rock has phaneritic texture, what ori- 4, How can the distribution of volcanoes on the

gin can be presumed for the rock? earth be explained by the theory of plate

2. List all the criteria you might use to identify a tectonics?

volcanic rock. 5. If someone told you you were walking across rocks
3. What criteria are used to classify the igneous rocks? that cooled from pahochoe lavas, what would you
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know about the characteristics of the lava at the time
of eruption?

6. Pyroclastic surges and lahars both involve flow of
material from a volcano. What are the differences
between the two processes?

7. What factors control the type of volcanic landforms
that develop from an eruption?

8. List and discuss the volcanic hazards that are associ-
ated with compaosite volcanoes in the Cascade range.

How and why do these hazards differ from those of
the Hawaiian volcanoes?

9. What factors determine whether a dike or a sill will
form?

10. Summarize Bowen's Reaction Series.

11. Contrast the general conditions relative to engineer-
ing projects that would be encountered in intrusive
and extrusive rock terrains.

References and Suggestions for Further Reading

Bowen, N. L. 1922, The reaclion principle in petrogene-
sis. Journal of Geology, 30:177-198.

EICHELBERGER, ], ed. 1987. Lethal gas bursts from
Cameroon crater lakes. Eos, Transactions, American
Geophysical LInion, June 9, 1987:568.

Davinson, J. P, W. E. Reep, and P. M. Davis, 2002,
Exploring Earth, 2nd ed. Upper Saddle River, N.J.:
Prentice Hall, Inc.

Hay, E. A, and A. L. MCALESTER. 1984. Physical Geology:
Principles and Perspectives, 2nd ed. Upper Saddle River,
N.J.: Prentice Hall, Inc.

Jupson, S, M. E. KauriMaN, and L. D. LEET. 1987
Physical Geology, 7th ed. Upper Saddle River, N.J.:
Prentice Hall, Inc.

MurLLiNeaUx, D. R, D. W. PETERSON, and D. R. CRAND-
ALL. 1987. Volcanic hazards in the Hawaiian [slands,
in Voleanism in Hawaii, R. W. Decker, T. L. Wright, and
P. H. Stauffer, eds. U.S. Geological Survey Profession-
al Paper 1350.

NaTioNAL RESEARCH COUNCIL. 1994, Mount Rainier:
Active Cascade Volcano. Washington, D.C.: National
Academy Press.

PRINGLE, P. T. 1994, Volcanic hazards in Washington—A
growth management perspective, Washington Geology,
22 (no. 2):25-32.

ScorT, K. M., J. W. VALLANCE, and P. T. PRINGLE, 1995,
Sedimentology, Behavior, and Hazards of Debris Flows at

Mount Rainier, Washington. U.S. Geological Survey Pro-
fessional Paper 1547.

ScotTt, W, E. 1989. Volcanic and related hazards, in R. L.
Tilling, ed. Volcanic Hazards. American Geophysical
Union, Short Course in Geology, v. 1.

TiuNng, R. I, C. HELIKER, and T. L. WRIGHT. 1987,
Eruptions of Hawaiian Volcanoes: Past, Present, and Fu-
ture. U.S. Geological Survey.

U.S. GEOLOGICAL SURVEY. 1980. Hydrologic Effects of the
Eruptons of Mount St. Helens, Washington, 1980. U.5.
Geological Survey Circular 850.

WINTER, J. D. 2001. An Introduction to Igneous and Meta-
morphic Petrology. Upper Saddle River, N.J.: Prentice
Hall, Inc.

Worrg, E. W. 1992. The 1991 eruptions of Mount Pinatubo,
Philippines. Earthquakes and Volcanoes, 23:5-37, U.S. Geo-
logical Survey.

Worrg, E. W, M. O. Garcia, D. B. Jackson, R. Y.
Kovanact, C. A NEAL, and A, T. OKAMURA., 1987, The
Pu'u Oo eruption of Kilauea Volcano, Episodes 1-20,
January 3, 1983 to June 8, 1984, in Volcanism in Hawai,
R. W. Decker, T. L. Wright, and P. H. Stauffer, eds. U.S.
Geological Survey Professional Paper 1350.

WriGHT, T. L., and T. C. PrERSON. 1992. Living with Volca-
noes. The U5, Geological Survey's Volcano Hazards Pro-
gram. U.S. Geological Survey Circular 1073



CHAPTER

Sedimentary Rocks
and Processes

Eaﬂy in the development of geology as a science, James Hutton and others
recognized that rocks exposed on the continents, particularly in moun-
tainous areas, are continuously broken down into small particles under the
relentless attack of the atmosphere. These finer constituents of the rock are
gradually transported to lower elevations, where they are deposited as sedi-
ments, This phase of the geologic cycle leads to the formation of sedimentary
rocks, the second major rock group. The paths leading from existing rocks to
sediments and finally to sedimentary rocks may be long and complicated.
Our understanding of these rocks is aided, however, by using the Principle of
Uniformitarianism. By studying the deposition and characteristics of sedi-
ments on the earth today, sedimentologists can reconstruct the geologic histo-
ry of ancient sedimentary rocks.

Although sedimentary rocks constitute less than 10% of the rocks in
the crust, their importance is emphasized by the fact that they cover about
70% of the surface of the continents. As a result, sedunentdry rocks and
modern sediments are the most common materials encountered in con-
struction and waste disposal projects. In addition, sedimentary rocks con-
tain the deposits of petroleum, coal, and other energy resources upon
which our society depends.

The benefits of utilizing geology in engineering practice have never been
better illustrated than by the work of the English civil engineer William
Smith (1769-1839). Smith compiled the first real geologic map, which
showed the surficial sedimentary rock units in southern England, as a result
of his observations of rocks and fossils in connection with the construction of
canals and roads. Since the time of Smith, sedimentary rocks have been in-
tensely studied for clues into the history of the earth as well as to locate the
resources they contain,
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Origin of Sedimentary Rocks

The processes involved in the formation of sediment from existing rocks, in addition to
those processes relating to the transportation and deposition of sediment, will be de-
scribed in considerable detail in later chapters of this text. For this reason, we briefly intro-
duce these concepts here and concentrate on the characteristics and properties of the
sedimentary rocks that result from these processes.

The decomposition and disintegration of igneous, sedimentary, and metamorphic rocks
near the earth’s surface is the result of physical and chemical weathering processes. The prod-
ucts of weathering are detached rock fragments, or clasts, that can be transported by gravity,
water, wind, or ice from higher elevations to lower elevations (Figures 5.1 and 5.2). The ulti-
mate repository of sediments is the ocean basin, but by the time sediments reach the oceans,
they have been reduced to extremely small particles. There are many intermediate points of
deposition along the path from mountain peak to ocean basin. These depositional environ-
ments can include almost any part of the continent or ocean floor. On the continents, deposi-
tional environments include alluvial (stream) (Figure 5.3), lacustrine (lake), paludal (swamp),
desert (Figure 5.4), and glacial types. Along the continental margins a variety of shallow ma-
rine depositional environments can be recognized (Figure 5.5). Finally, sediment can be de-
posited in deep marine settings away from the influence of continents.

The nature of the depositional environment determines the characteristics of the result-
ing sedimentary rock. Some of the factors that influence rock type are listed in Table 5.1.
These factors leave their geologic signature upon the sediments and resulting rocks that
form in a particular environment. One of the most frequent objectives of studies of sedi-
mentary rocks is to reconstruct the conditions of an ancient depositional environment from
the rocks that remain.

<« FIGURE 5.1

The weathering of rocks in mountainous re-
gions commonly begins by the formation of
large rock fragments, or talus, that accumu-
late on slopes (Shenandoah Valley, Virginia).
Source: |. T. Hack; photo courtesy of LU.S. Geo-
logical Survey.
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» FIGURE 5.2
The river plain in the foreground is composed of sedi-
ments transported by the stream from uplands in the

background (Southern leeland). Source: Photo courtesy of
the author.

A FIGURE 5.3

Meandering stream at base of a valley, Mono County, California. Source: W. T. Lee; photo courtesy of U.S.
Geological Survey.

Table 5.1 Important Factors of Depositional Environments

Type of transporting agent (water, wind, ice)

Flow characteristics of depositing fluid (velocity, variation in velocity)

Size, shape, depth of body of waler, and circulation of water (in lacustrine and marine basins)
Geochemical parameters (lemperature, pressure, oxygen content, pH)

Types and abundances of organisms present

Type and composition of sediments entering environment
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A FIGURE 5.4
Some deserts are depositional environments for sand transported by strong winds (Sonora, Mexico).
Source: E. D. McKee; photo courtesy of U.5. Geological Survey.

A FIGURE 5.5
Coral reefs constitute important shallow marine depositional environments in tropical areas (Aga
Point, Guam). Source: |. |. Tracey, |r.; photo courtesy of U.5. Geological Survey.

A final step is required to convert an aggregate of particles into a sedimentary rock.
This step is called lithification, and it can be accomplished in several ways. The most basic
lithification process is compaction. Sediment deposited in a loose condition is gradually
compacted to a denser state as the weight of additional material is added from above.
Glaciers and tectonic forces can impose additional stress upon the sediment. The result of
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P FICURE 5.6
Decrease in porosity with depth in South Louisiana

Tertiary sands; data include 17,367 samples aver- 1000
aged for each 1000-ft interval. Source: Modified
from H. Blatt, G. Middleton, and R. Murray, Origin of
Sedimentary Rocks, 2nd ed., ©® 1980 by Prentice Hall, 2000 -
Inc., Englewood Cliffs, N.|.; data from G. |. Atwater and
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compaction is a reduction in void space between particles. One measure of the relative
amount of void space is porosity (Chapter 7). In a deep sedimentary basin, decreases in
porosity with depth are significant (Figure 5.6). A process that accompanies compaction is
the expulsion of water from the void spaces between particles as they are forced closer to-
gether. Clay-rich sediments undergo a much greater degree of compaction than sands. In-
terparticle attractive forces between clay particles also aid in the lithification process.

Along with simple compaction of sediments to a denser state, a wide variety of physi-
cal and chemical processes contribute to lithification. Over long periods of time, the pore
spaces remaining after compaction may be gradually filled by precipitation of solid mate-
rial from groundwater circulating through the sedimentary sequence. The filling of void
spaces by chemical precipitation is appropriately called cementation. Cementation is one of
the most effective lithification processes because the chemical cement bonds the particles
in the rock together. Most commonly, the cements are composed of either silica (S5i0;) or
calcium carbonate (CaCQj). Iron-bearing compounds are also fairly common cements.
Rocks cemented by silica are among the hardest and strongest sedimentary rocks known.,
As such, they make excellent foundation materials for large structures,

In addition to cementation, crystallization can also contribute to the lithification of a
rock. Crystallization usually refers to crystal growth within the void spaces in a rock.
Under high pressures and temperatures, however, some of the original materials in the
rock may chemically react to form crystals of new minerals that are more stable under the
prevailing conditions. If temperatures and pressures reach sufficiently high levels, the al-
teration of sedimentary rocks is great enough to be called metamorphism. Because the
transition between the two is gradual, it is sometimes hard to draw the line between sedi-
mentary and metamorphic rocks. The boundary between sediments and sedimentary
rocks is also difficult to define. Accordingly, some poorly lithified sedimentary rocks may
be classified as soils for engineering purposes because their mechanical behavior may be
closer to particle-aggregate systems than to well-cemented rock.

Characteristics of Sedimentary Rocks

Sedimentary rocks exhibit a variety of distinctive features. By carefully observing these
characteristics, it is possible to assign the proper rock name to a specimen as well as to
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deduce the origin and depositional environment of the sediment that was lithified to
form the sedimentary rock.

Texture and Classification

Perhaps the most important characteristic of a sedimentary rock is its texture, which, as is
true for the igneous rocks, refers to the size and arrangement of the particles or grains that
make up the rock. There are only two main types of texture with which we need to be con-
cerned: clastic and nonclastic. Clastic rocks are composed of aggregates of individual min-
eral or rock fragments. When these fragments have been eroded, transported, and then
deposited, the origin of the rock can be described as detrital (Table 5.2). Individual grains
can be seen with the naked eye in conglomerates, breccias, and sandstones, which make
up the coarse-grained clastic rocks. Hand-lens or microscopic observation is necessary for
clasts in fine-grained sandstone and siltstone. Clay particles in shale and mudstone are so
small that electron microscopes are used to study them.

If the texture of a rock is nonclastic, it means that the grains form an interlocking net-
work similar to igneous rocks with crystalline texture. Nonclastic rocks are formed by
chemical and biochemical precipitation from aqueous solutions. This type of texture can
be observed in rocks formed by both inorganic and organic processes (Table 5.2). Organic
precipitation is common to organisms that secrete shells composed of calcium carbonate
or silica. However, if a rock is composed of an accumulation of shell fragments, its texture
is considered to be clastic rather than nonclastic.

Once the texture of a rock is identified, it is necessary to measure the size of the grains.
Geologists often use the Wentworth scale for classification of particle sizes (Table 5.3). An-
other commonly used measure of grain size is the phi unit (Table 5.3). This unit is defined
by the formula

¢ = —log, X (5.1)

where X is the grain size in millimeters. Phi units are useful for statistical analysis because
the grain-size distribution is often normally distributed when expressed in phi units.

Table 5.2 Classification of Sedimentary Rocks

Origin Texture Particle size or composition Rock name
Detrital Clastic Granule or larger Conglomerate (round
grains)
Breccia (angular
grains)
Sand Sandstone
Silt Siltstone
Clay Mudstone and shale
Chemical
Inorganic Clastic or nonclastic Calcite, CaCOy Limestone
Dolomite, CaMg(CO4), Dolomite
Halite, NaCl Salt
Gypsum, CaSO; * 2H;0 Gypsum
Biochemical Clastic or nonclastic CaCO, (shells) Limestone, chalk
Coquina
Si0; (diatoms) Diatomite
Plant remains Coal

Source: From S. Judson, M. E. Kauffman, and L. D. Leet, Physical Geology, 7th ed., @ 1987 by Prentice Hall, Inc.,
Englewood Cliffs, N.J.
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Table 5.3 Wentworth Scale of Particle Sizes for Clastic Sediments

Size (mm) ) Size name
Boulder
256 -8
Cobble
6d fh
Pebble
4 -2
Granule
2 -1
Sand
1/16 (0.0625) 4
Silt
1/256 (0.0039) 8
Clay

Source: From C. K. Wentwaorth, A scale of grade and class terms for clastic sediments, fournal
of Geology, 30:381, © 1922, University of Chicago Press.

The names of several particle sizes are used to form the rock name for the correspon-
ding rocks. For example, sandstone is composed of particles between % and 2 mm in di-
ameter. Actually, there may be a wide range in grain sizes. Finer particles that fill the void
spaces between larger grains are called matrix. Because of its resistance to erosion, sand-
stone often forms cliffs or upland areas (Figure 5.7). Detrital rocks with most particles
larger than sand size are called conglomerate if the particles are rounded or breceia if the
particles are angular (Figure 5.8). Fine-grained clastic rocks are called shale or mudstone
(Figure 5.9). The term shale usually refers to a rock that tends to split into thin slabs par-
allel to the depositional layering of the sediment. These fine-grained rocks are typically
weaker than sandstone and form low-angle, covered slopes or valleys in sedimentary
rock terrains.

A FIGURE 5.7
Resistant sandstone (Entrada Formation) exposed in Arches National Park, Utah. Natural arches are

formed by weathering processes and wind erosion. Source: Photo courtesy of R. A. Kehew.
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A FIGURE 5.8

(a) Conglomerate is a detrital sedimentary rock composed of large, rounded particles (south-central
Norway). (b) Breccia is similar in grain size to conglomerate but differs because the grains are angular
(western Maryland). Source: Photos courtesy of the author.

The particle size of detrital rocks gives an important clue about the depositional envi-
ronment. In the case of water-laid materials, the ability to transport particles is dependent
upon the current velocity of the transporting fluid. Therefore, conglomerates represent
sediment deposits of high-velocity streams, like those that rush down steep mountain
slopes or form at the edge of a melting glacier. In contrast, silt and clay accumulate in low-
energy environments, like lakes or seafloors.

The chemical and biochemical sedimentary rocks include a wide variety of materials.
Chemical precipitation from water is responsible for deposits of limestone (Figure 5.10). De-
posits of marine origin are the most common type of limestone. Most of Florida is underlain
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A FIGURE 5.9

(a) An outcrop of shale showing characteristic layering (Mancos Shale near Aspen, Colorado).

Source: B. Bryant; photo courtesy of U.5. Geological Survey. (b) Under the microscope, the mineral
composition of shale can be observed. Minerals in the light-colored bands are mostly gquartz, whereas
the dark-colored layers are made up of platy crystals of muscovite (Kuskokwim region, Alaska).

Source: W. M. Cady; photo courtesy of U.5. Geological Survey.

by fossiliferous limestone deposited under shallow marine conditions on a carbonate shelf,
Classification of these rocks is based upon the types of grains and the amount of matrix
making up the rock. Grain types include bioclastic debris, oolites, intraclasts, and pellets. Bio-
clastic debris includes the skeletal remains of organisms that secrete shells of calcium car-
bonate. Paleontologists, geologic specialists who study fossils and their evolution through
geologic time, have identified thousands of these organisms. Examples include corals that
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4 FIGURE 5.10

An exposure of limestone in a quarry in Florida show-
ing a solution cavity filled with soil that callapsed into
the void from above. Source: Photo courtesy of the author.

build extensive reefs composed of intergrown networks of skeletal calcite (Figure 5.11) and
solitary organisms like clams and snails. Ancient reefs buried in sedimentary basins are ea-
gerly sought by petroleum geologists because of their abundant void space, which may
serve as a reservoir for oil and gas. Oolites are spherical grains formed by precipitation of
concentric layers of calcium carbonate in a shallow-water marine environment where waves
or currents periodically roll grains across the bottom (Figure 5.12). Intraclasts are fragments
of precipitated calcium carbonate that are eroded and then redeposited, and pellets are com-
posed of the fecal matter of organisms. These four grain types may or may not be surround-
ed by a matrix composed of calcium carbonate mud. Rock names describe the grain type and
matrix characteristics. For example, an oomicrite is a rock containing abundant oolites within
a muddy matrix. Micrite is an abbreviation for microcrystalline calcite.

A FIGURE 5.11
Brain coral (Diploria, species) and several species of Alcynonarian corals on a shallow reef in 5t. Croix,
U.5. Virgin Islands. Source: Photo courtesy of W. B. Harrison, [I1.
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» FIGURE 5.12

Photomicrograph of oolitic limestone from core, %30.
Sand grains form the nuclei of many oolites (Hernando
County, Florida). Source: P. L. Applin; photo courtesy of
U.5. Geological Survey.

Areas underlain by carbonate rocks present a unique set of conditions for engineers and
geologists involved in development and environmental problems. Although carbonate ter-
rains frequently contain abundant groundwater resources, groundwater may easily become
contaminated due to the ability of rain to dissolve calcium carbonate and create pathways for
the rapid downward movement of contaminants. Florida and other limestone terrains are
also plagued by rapid subsidence of the land surface to form sinkholes, as subsurface rocks
are slowly dissolved by infiltrating rain or snowmelt (Chapter 11). Although dissolution of
the rock may take thousands of years, collapse of the surficial soil into the underground cav-
ity may be instantaneous. A solution cavity filled with younger soil materials is shown in
Figure 5.10. The actual and potential damage caused by subsidence is a major threat to de-
velopment in carbonate terrains. Groundwaters precipitate calcium carbonate under certain
conditions as well as dissolve it; most commonly, this occurs in caves and around hot
springs. This type of limestone is known as travertine. The spectacular travertine deposits at
Mammoth Hot Springs in Yellowstone National Park (Figure 5.13) are a good example.

A FIGURE 5.13
These terraces at Mammoth Hot Springs at Yellowstone National Park were formed by precipitation
of travertine from the emerging spring water. Source: Photo courtesy of the author.
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Minerals precipitate from water because the concentration in the liquid phase is
greater than the solubility of the solid phase. The concentration at the point of equilibrium
between dissolution and precipitation is a function of temperature, pH, and other factors.
Some minerals are so soluble that they rarely precipitate. For example, halite requires a
very high concentration of sodium and chloride to initiate precipitation. The necessary
concentrations are sometimes achieved by evaporation of water from a lake or marine
basin. The Great Salt Lake in Utah (Figure 5.14), for example, is a remnant of a much larg-
er lake, Lake Bonneville, that existed during a cooler and wetter climatic period during the
Pleistocene Epoch. Climatic changes, including warmer temperatures and less precipita-
tion, led to a gradual shrinking of the lake by evaporation. As the lake water became con-
centrated, precipitation of halite and other salts formed the Bonneville salt flats, the floor
of ancient Lake Bonneville. Salt deposits of this type are called evaporites. Evaporites can
also form in marine basins that are deeper than the surrounding parts of the sea. The iso-
lation and depth of these basins limits normal oceanic circulation, and the necessary evap-
orative concentration can occur. Precipitation of evaporites follows a sequence controlled
by the solubility of the evaporite minerals. As water begins to evaporate from seawater,
calcite is the first mineral to precipitate. Gypsum follows as evaporation continues, and fi-
nally halite and other salts drop out of solution when the remaining water is nearly gone,

When beds of halite become buried by thousands of feet of other sedimentary rocks,
a curious phenomenon sometimes occurs due to the mechanical behavior of salt under
high pressures. Evaporite rocks are extremely weak, and under pressure, they behave as
a plastic material and can be made to deform, or flow, for great distances. From an ini-
tially uniformly thick bed subjected to small differences in overburden pressure, salt be-
gins to gradually flow toward a point in the bed that slowly thickens. Because of the low
density of salt, thickened zones bulge upward, forming a salt dome (Figure 5.15). Sinking
occurs adjacent to the dome because of the loss of salt there, due to the flow of salt to-
ward the growing dome. More sediment is deposited in the low-lying areas during

| < FIGURE 5.14
The Great Salt Lake is a small remnant of
— . P— .4 ancient Lake Bonneville. Evaporites were
-I_ deposited as evaporation caused the lake

| to shrink in size.
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A FIGURE 5.15

Cross section of the Vacherie Salt Dome. Notice caprock above and on the sides of the dome. Sedi-
mentary rock beds are thin above the dome and thicken away from the dome. Aquifers are rock units
that contain economically significant groundwater supplies and confining units are beds that do not
contain economically significant groundwater resources. Source: From U.5. Dept. of Energy, Draft Environ-
mental Assessment—Vacherie Dome Site, Louisiana.

dome growth, so that rock formations thicken outward from the center of the dome.
With continued dome expansion, salt may break through overlying rock units and rise
hundreds of meters until a stable condition of equilibrium is reached and no further
growth occurs. Dissolution of salt at the top and margins of the dome by groundwater
flowing in the adjacent rock formations leaves behind less soluble material as a caprock.
The formation of a caprock isolates the soluble salt to some extent from groundwater in
adjoining rocks.

Salt domes sometimes form effective petroleum traps and have been exploited for pe-
troleum production in the U.5. Gulf Coast region for many years. Because of its low per-
meability, some of our emergency supplies of oil are stored in large underground cavities
excavated in salt. More recently, salt beds and salt domes have been suggested for another
purpose: disposal of high-level radioactive wastes. Prior to selection of the Yucca Moun-
tain site for further study, seven of the original nine potential repository sites chosen by
the U.S. Department of Energy (DOE) were sedimentary rock sequences containing evap-
orite beds or domes. Studies of these materials have continued, and it is likely that these
sites will eventually serve as repositories for some types of hazardous wastes.

Sorting

The range of particle sizes in a sedimentary rock is known as sorting. Rocks that contain a
narrow range of sizes are described as well sorted; those that consist of a wide size range are
termed poorly sorted (Figure 5.16). The value of sorting in interpretation of sedimentary
rocks lies in its use as an environmental indicator. Poor sorting in a water-laid sedimentary
rock suggests rapid fluctuations in current velocity and rapid deposition, Wind-deposited
sediments, on the other hand, tend to be well sorted because wind is capable of transport-
ing only small particles. Thus, the small particles are separated from the larger particles
and accumulate in one location when the windstorm ceases. Sediment transported direct-
ly by a glacier can often be recognized by its very poor sorting. Although glaciers move
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A FIGURE 5.16
(a) Photomicrograph of well-sorted quartz sandstone, Moffat County, Colorado. Source: W. R. Hansen;
photo courtesy of U.S. Geological Survey. (b) A poorly sorted sandstone under the microscope. Particles
range in size from silt to fine gravel, Valmy Formation, Nevada. Source: |. Gilluly; photo courtesy of U.S.
Geological Survey.

very slowly, they are equally capable of picking up both huge boulders and small clay par-
ticles as they advance over an area. Very little segregation of the particles occurs during
the movement of the glacier.

Sedimentary Structures

Sedimentary structures set sedimentary rocks apart from other rock types. The result of
sediment transport and deposition, these structures are critical for understanding the con-
ditions under which the sediments were deposited. Using sedimentary structures and
other factors, geologists can reconstruct the environment of deposition of a sedimentary
rock unit. When the depositional environment is known, variations in rock type and engi-
neering characteristics can be predicted. If an engineering project involves subsurface data
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» FICURE 5.17
Bedding stands out even
at a great distance in the
well-exposed sedimenta-
ry rocks of the Grand
Canyon. Source: |. R. Bals-
ley; photo courtesy of U.S.
Geological Survey.

that can be very expensive to obtain, reconstructions of sedimentary environments quick-
ly become very relevant to the investigation.

The most fundamental sedimentary structure is bedding. Individual layers, or beds,
of sediment stacked upon each other are the most recognizable indication of sedimen-
tary rock (Figure 5.17). A bed is a unit that differs in some way from the beds above and
below it. Laminae are layers similar to bedding that are less than 1 cm thick. Bed bound-
aries may be sharp or gradational. Bedding is the result of variation in the depositional
process. A slight change in current velocity is all that is necessary to change the size of
the material being transported and deposited. A river may deposit sand or gravel on
the bed of its channel. Later, if that reach of the channel is abandoned in favor of a new
channel, beds of silt and clay representing a lower-energy environment may be de-
posited over the coarser sediments. Thick sequences of sedimentary rocks like the
Grand Canyon record much more drastic changes in depositional environments—alter-
nating terrestrial and marine conditions, for example. Beds and other structures are the
evidence of these changes.

Differences in the process of sedimentation can lead to different types of bedding.
Three main types include parallel bedding, cross bedding, and graded bedding (Figure 5.18).
Parallel bedding can be produced by transport of sediment by currents or by deposition in
standing bodies of water where sediment particles fall through a column of water to their
resting points on the bottom.

Cross bedding is the result of the deposition of sediment that moved in wavelike bed-
forms near the sediment-fluid interface. These conditions occur in streams and in wind-
blown sand. Three major types of cross beds are recognized (Figure 5.19). Tabular and
wedge-shaped cross beds are bounded by planar boundaries that are parallel for tabular
and nonparallel for wedge-shaped cross beds. Trough cross beds have curved lower
boundaries. The formation of cross beds is illustrated in (Figure 5.20). The wavelike
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— - < FIGURE 5.18
N Types of bedding: (a) parallel bedding; (b) cross bedding;
and (c) graded bedding.
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bedforms are known as ripples if they are less than 0.3 m from crest to crest (Figure 5.21)
and dunes or megaripples if they are longer (up to 10 m). Sand is eroded and transported up
the gentle upstream slope and deposited by avalanching down the steeper lee slope, As
the next bedform migrates over the bed, it truncates the upper surface of the ripple or
dune to form a planar boundary (Figure 5.22). Large-scale cross bedding is typical of sub-
aerial sand dunes in desert environments. The Navajo Sandstone on the Colorado Plateau
(Figure 5.23) is interpreted to be a rock formed from eolian deposits.
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Formation of ripples or dunes. Grains are eroded and transported up the stoss (upstream) side of the

bedform and deposited by avalanching on the lee (downstream) side. Migration of the bedform trun-
cates tops of previous bedforms.

P FIGURE 5.21

Sand ripples on a mod-
ern streambed. The in-
ternal structure of ripples
and dunes is often pre-
served as cross bedding.
Source: Photo courtesy of
the author.

P FIGURE 5.22

Cross bedding in sand.
The inclined layers are
remnant downstream
faces of migrating
dunes. Source: Photo cour-
tesy of the author.
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« FIGURE 5.23
Checkerboard Mesa, at
Zion National Park,
Utah, displays large-scale
cross bedding typical of
wind-deposited sand-
stone. Source: Photo cour-
tesy of R. A. Kehew.

Graded bedding is similar to parallel bedding except that the grain size within the bed
decreases systematically from the bottom toward the top. This gradual change in grain size
is produced by currents in which sediment is carried partially in suspension rather than being
transported along the bed. Such currents, called turbidity currents (Chapter 15), are dense,
rapidly moving currents that flow down submarine slopes near the edges of continents or
along lake bottoms. Graded bedding is produced by the order in which particles settle out of
suspension. As the current flows out onto an area of more gentle slopes, the flow velocity
gradually decreases. As this occurs, the larger particles begin to fall to the bed, so that large
particles are concentrated at the bottom. The process continues, leading to a gradual de-
crease in grain size from bottom to top. Sequences of turbidities indicate that, in sorme marine
environments, turbidity currents occur at regular intervals. Graded beds, therefore, alternate
with nongraded beds, representing the intervals between turbidity currents (Figure 5.24).

Other types of sedimentary structures are also recognized in sedimentary rocks.
Under some conditions, entire bedforms are preserved on a streambed or tidal flat—for
example, the ripples in Figure 5.25—rather than being truncated by subsequent erosion
and deposition. The resulting sedimentary structures are called ripple marks. Mud cracks
(Figure 5.26) are polygons formed at the surface of a fine-grained sediment as it gradually
dries and shrinks. The presence of these structures in an ancient sedimentary rock would
be an indication of periodic exposure of the sediment surface, an important clue in deduc-
ing the depositional environment of the rock.

Color

The color of sedimentary rocks is often diagnostic of the geochemical environment at the time
of formation. Shades of red or brown indicate formation of the sediment in an environment
with abundant free oxygen. Under these conditions, iron exists in the ferric, or oxidized, state.
A small amount of ferric iron is sufficient to impart a reddish or yellowish color to the de-
posit. Sediments that accumulated in environments lacking oxygen are usually darker in
color. The somber gray and green shades of these rocks are attributed to the presence of iron
in the ferrous, or reduced, state, Marine and lacustrine environments frequently have suffi-
ciently low dissolved-oxygen levels to ensure that iron will exist in the reduced form.

If sediment rich in organic matter is deposited in a reducing environment, the result-
ing sediments will be black in color. Petroleum and coal are good examples. The lack of
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A FIGURE 5.24
Alternating beds of sandstone with graded bedding and shale in a turbidite sequence (San Mateo
County, California). Source: D. G. Howell; photo courtesy of U.5. Geological Survey.

A FIGURE 5.25
Current ripple marks on bed of sandstone tilted upward by tectonic forces (Northern Alaska).
Source: R. H. Campbell; photo courtesy of U.5. Geological Survey.



172

Chapter 5

Sedimentary Rocks and Processes

A FIGURE 5.26
Mud cracks indicate that this bed dried in the open air soon after deposition (Isle Royale National
Park, Michigan). Seurce: R. B. Wolff; photo courtesy of U.5. Geological Survey.

oxygen is critical to the preservation of these materials because bacteria will decompose
the organic matter if an oxygen supply exists.

Fossils

The presence of organic remains in sedimentary rocks is a major concern to the science of
geology. It was primarily by the study of fossils that the geologic time scale was devised.
Living organisms consist of soft and hard parts. The soft parts, including cell tissue
and internal organs, decay rapidly in the presence of oxygen when the organism dies.
Hard parts—bones and shell, for example—can be preserved for long periods of time
under favorable conditions in sedimentary deposits (Figure 5.27). Shells are usually

iSC 4 FIGURE 5.27
Coquina, a rock com-
posed almost entirely of
fossils of marine organ-
isms (Gila County, Ari-
zona). Source: C. Teichert;
photo courtesy of U.S. Ge-
ological Survey.
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» FICURE 5.28
Petrified stumps in west-
ern North Dakota pre-
served in their original
growth position by the
replacement of organic
matter by dissolved silica
carried by groundwater.
The stumps have been
exposed by erosion of
the surrounding materi-
als. Source: Photo courtesy
of the author.

composed of calcium carbonate or silica, whereas bones consist of a phosphatic materi-
al. In anaerobic environments, soft organic remains can be preserved, although they may
be greatly altered from their original state. These environments account for deposits of
petroleum, which are derived from the remains of microscopic marine organisms, and
coal, the product of terrestrial plants.

Fossils also include material that is not necessarily organic in origin. Petrified wood,
for example, is composed of silica that has been precipitated by groundwater circulating
through sedimentary materials. In this process, silica precipitation gradually replaces the
organic material while retaining the original cellular structure (Figure 5.28).

Stratigraphy and Depositional Environments

When thick exposures of sedimentary rocks are examined—in the Grand Canyon, for ex-
ample—one characteristic that is immediately apparent is that there are vertical changes in
the rock units. The different appearance of adjacent rock units reflects changes in physical,
or lithologic, properties of the rock. When rock units can be traced for a substantial dis-
tance, lateral changes in lithology within a particular unit can also be observed. The reason
for these changes is simply that the boundaries of a specific depositional environment are
finite. In fact, most depositional environments can be divided into subenvironments, or fa-
cies, each containing lithologically distinct sediments deposited contemporaneously with
those in the adjacent subenvironment. For example, facies in a meandering stream envi-
ronment are shown in Figure 5.29. A complete description of depositional environments is
well beyond the scope of this book. The most important types of depositional environ-
ments are shown on Table 5.4. The major environments can be grouped into continental,
marginal-marine, and marine types. The neritic environments occur on the continental
shelves, which are actually part of the continents, but inundated by the oceans. These
shallow-water environments are modern-day depositional analogies of periods in geolog-
ic time during which much larger areas of the continents were covered by shallow seas.
The neritic environments are therefore very important natural laboratories to study
processes similar to those that formed the rocks that cover large areas of the North Ameri-
can and other continents.

The branch of geology that deals with the horizontal and vertical changes and rela-
tionships between sedimentary rock units is known as stratigraphy. The use of only physi-
cal properties of the rock units would be an application of lithostratigraphy. But there are
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A FIGURE 5.29
Generalized facies in a meandering stream environment. Source: From R. K. Matthews, Dynamic Stratigra-
phy, 2nd ed., © 1984 by Prentice Hall, Inc., Upper Saddle River, N.|.

Table 5.4 Generalized Classification of Depositional Environments

Primary depositional setting Major environment Subenvironment

*Alluvial fan
Continental *Fluvial *Braided stream
*Meandering stream

*Desert
Lacustrine
*Clacial
*Delta plain
*Deltaic *Delta front
*Prodelta
Marginal-marine
*Beach/barrier island
*Estaurine/lagoonal
Tidal flat
Neritic { *Contim:‘ntal shelf
*#*Organic reef
Marine
Oceanic { Continental slope
Deep-acean floor

*Dominantly siliciclastic deposition

**Dominantly carbonate deposition

Environments not marked by an asterisk(s) may be sites of siliciclastic, carbonate, evaporite, or mixed
sediment deposition depending upon conditions. Source: 5. Boggs, |r., Principles of Sedimentology and
Stratigraphy, 3rd ed., © 2001 by Prentice Hall, Inc., Upper Saddle River, N.J.
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other types of stratigraphy as well. The application of fossils in sedimentary rocks to the
interpretation of their lateral and vertical relationships is biostratigraphy. The changes in
organisms over geologic time, the record of evolution, can be used to assign relative ages
to rock units. For example, Ordovician fossils in North America are identical to those in
the type area in Wales, whether or not specific rock units were ever physically continuous
between the two regions. There are other subtypes of stratigraphy as well.

Since both vertical and lateral lithologic changes in sedimentary rocks are impor-
tant, let’s consider vertical changes first. The boundary between a lithologic unit and the
unit immediately above or below it in a section is called a contact. Contacts can be either
conformable, when the overlying unit was deposited very soon after the lower unit, or
unconformable, when there is a significant break in sedimentation between the two units.
The plane representing the break is an unconformity. The famous unconformity that
helped James Hutton realize the great longevity of geologic time (Chapter 2) is one type
of unconformity.

Some examples of different types of contacts are shown in Figure 5.30. The vertical
change in lithology can be either abrupt or may occur over an interval of rock. Figure 5.31
shows an abrupt contact between the cross-bedded Permian Coconino Sandstone, a terres-
trial deposit that was originally deposited as windblown sand dunes, and the marine
Toroweap Formation, which is a limestone also of Permian age. When the contact occurs
within an interval, the change can be a smooth transition from one lithology to another, or

oarse sandstone)

Intercalated
vertical contact

-
"

Progressive gradual
vertical contact
/
—"
Laterally continuocus units

Abrupt vertical contacts
& [ 5 IRSEDEEEy S (R
gy ol

{Iinl'hastor:a)
I 7 71 7 T —— e — — — ———— — ——
7 1 -

Laterally discontinuous units

[S-al'ldﬂlﬂl'la} .ll'.l : .! : .'I.--.' ,'I', .. ': l B S e Pinchot

A FIGURE 5.30
Types of lateral and vertical contacts between lithologic units. Source: Sam Boggs, Principles of Sedimentology
and Stratigraphy, 3rd ed,, © 2001. Reprinted by permission of Pearson Educations, Inc., Upper Saddle River, N.|.
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« FIGURE 5.31

An abrupt contact between the cross-bedded Coconino
Sandstone and the overlying Toroweap Formation, Grand
Canyon. Source: Photo courtesy of the author.

it can consist of alternating thin units of the upper and lower lithologies. This situation
would imply that the depositional environment was fluctuating back and forth between
two different facies for a period of time before the upper facies became dominant,

Lateral facies changes also produce characteristic relationships. These can also be grada-
tional, but in a lateral rather than vertical sense, or other types, such as pinchouts, when
one unit thins laterally until it terminates. Intertonguing contacts are similar to pinchouts,
except that thin subdivisions of a thicker unit pinch out individually. It is easy to visualize
how a pinchout contact could develop at a continental margin when sea level rises or falls
(Figure 5.32). If sea level begins to rise, which stratigraphers call transgression, the new shore-
line will move inland. The depositional facies of nearshore sand, offshore silty mud, and far-
ther offshore mud will also shift laterally. The nearshore sand will be vertically overlain by

< FIGURE 5.32

o Vertical and lateral relation-
Rise in sea level ships of facies during a ma-
10 new position rine transgression. Source:
Sam Boggs, Principles of Sedi-
mentology and Stratigraphy, 3rd
ed., © 2001. Reprinted by per-
mission of Pearson Education,
Inc., Upper Saddie River, N.J.

Original position
of sea level

Transgressive
vertical
succession
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silty mud after transgression and this sand will pinch out in the seaward direction. Multiple
pinchouts could be created if sea level rises and falls over a petiod of geologic time.

The unconformity shown in Figure 2.31, which is known as an angular unconformiity,
is only one of several types that have been identified (Figure 5.33). Sometimes the un-
conformity is an undulating surface produced by erosion, but the rocks below have not
been deformed as in the angular unconformity. Here the unconformity is quite obvious.
There are also cases in which the overlying and underlying units are closely parallel

P FIGURE 5.33

Types of unconformities. The unconformities in
all cases represent a significant period of geo-
logic time during which the rocks below the
unconformity were being folded, faulted,
and/or eroded or during which erosion was
minimal but no younger sediments were being
deposited. Source: From S. Boggs, |r., Principfes of
Sedimentology and Stratigraphy, 3rd ed., ® 2001 by
Prentice Hall, Inc., Upper Saddle River, N.).
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. igneous or metamorphic rock
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with no obvious surface of erosion. These unconformities are known as paraconformities.

Finally,

oped on igneous or metamorphic rocks. This is called a nonconformity.
The rocks exposed in the Grand Canyon contain several types of unconformities. The
“Great Unconformity” is an angular unconformity between Precambrian sedimentary
rocks and flat-lying Paleozoic rocks (Figure 5.34) in the eastern part of the Grand Canyon.
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A FIGURE 5.34
Geologic column in the Grand Canyon. Source: © 1988. lllustration reprinted with permission of the publisher
from Pages of Stone: Geology of Western National Parks and Monuments by Halka Chronic, The Mountaineers, Seattle.

the flat-lying sedimentary rock sequence may overlay an erosion surface devel-
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» Figure 5.35

Unconformities between Precambrian and Cam-
brian rocks in the Grand Canyon. (a) Tilted and
eroded Precambrian sedimentary rocks 700 to
1.5 billion years old form an angular unconfor-
mity with the overlying flat-lying Cambrian
rocks. (b) The Inner Gorge, formed by the Pre-
cambrian Vishnu Schist (=2 billion years old). A
nonconformity occurs at the contact between
the schist and the flat-lying Cambrian rocks
above. Source: Photos courtesy of the author.

(b)

Nearly a billion years of erosion and nondeposition separate these two units. In the west-
ern section of the canyon, Cambrian rocks lie directly on top of Precambrian metamorphic
schist to form a nonconformity (Figure 5.35a, b). Disconformities in the section include the
contact between the Cambrian Muav Limestone and the Devonian Temple Butte Lime-
stone. A time interval of at least 100 million years, which encompasses the Ordovician and
Silurian periods, is represented by this contact.

Six major unconformities have been discovered to be worldwide in extent. The rocks be-
tween them are largely conformable sequences of rocks separated by these major unconfor-
mities. In recent years, the recognition of these major rock sequences has led to the
development of a new type of stratigraphy—sequence stratigraphy. Each major sequence is
bounded above and below by an unconformity that represents a major erosional interval. A
sequence would therefore involve a major trangression after the lower erosional interval, fol-
lowed by a major regression and subaerial exposure. During the transgressive phase of the se-
quence, sea level rose dramatically and covered large parts of the continents with shallow
seas, During this part of the sequence, nearshore sedimentary rocks, mainly sandstone,
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The major sequences recognized in sequence stratigraphy. Each one represents a widespread sea-level
rise and fall and is bounded by an unconformity. Source: Jon P. Davidson, Walter E. Reed, and Paul M. Davis,
Exploring Earth: An Introduction to Physical Geology, 2nd ed., © 2002. Reprinted by permission of Pearson
Education, Inc., Upper Saddle River, N.J.

would be overlain by offshore rocks, including shales and carbonate rocks. As the regression
takes place, the shoreline migrates off the continent and nearshore formations are deposited
on top of the offshore shales and carbonate rocks. Figure 5.36 shows the relationship of the six
major sequences to the geologic time scale. The recognition of these sequences is a very im-
portant tool in correlating rock units in thick sedimentary rock strata, particularly in the sub-
surface. An obvious question is what caused such extensive sea-level changes? Three types of
mechanisms have been suggested—expansion and retreat of large continental glaciers during
an ice age, expansion or contraction of midocean ridge volumes during periods of rapid or
slow seafloor spreading, and major tectonic uplift or subsidence of continental areas.

Geologic Maps and Cross Sections

Imagine that you are assigned to a highway design project in an area of sedimentary rocks.
Since the route may cross several rock types with different engineering properties, where
do you get preliminary information on the distribution of these rocks? With luck, there
will be a published geologic map of the area available. For this reason, engineers should be
familiar with the use of these maps.
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The basic map unit on geologic maps is the formation. In a sedimentary rock terrain, a
formation is a bed or group of related beds whose contacts can be traced where they are
exposed or approximated where they are covered by other units or eroded away. Other
units that may be shown on geologic maps include members, which are significant subdivi-
sions of formations, and groups, which include two or more formations that appear to have
a genetic relationship. These map units are called rock units because they are based strictly
on lithologic characteristics without any consideration of age.

The field geologist constructs the map by measuring and describing vertical se-
quences of beds wherever they are well exposed. These measured sections are correlated
to other sections across areas where the rocks are not exposed by using color, grain size,
sedimentary structures, fossils, and any other characteristic that may be distinctive
(Figure 5.37). Diagrams showing vertical sections and correlations are called cross sections.

Correlation of rock units within a small area
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Correlation of rock units within a small area. Source: From W. L. Newman, Geologic Time, U.5. Geological
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Geologic map and cross section of the Cody Highway Tunnels area, Wyoming. Source: From W. F. Sherman,
1964, Engineering geoclogy of the Cody Highway Tunnels, Park County, Wyoming, in Engineering Geology Case
Historles, No. 4, P. D. Trask and G. A. Kiersch, eds.

Contacts are drawn on topographic or planimetric base maps to complete the geologic

map, and the map and cross sections are often published together (Figure 5.38).
Correlations can be made at larger scales using other types of units. For example, units

for which age can be assigned are known as time-rock units. A time-rock unit might consist
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Subsurface correlation of time-rock units across the Williston Basin. Source: After |. A. Peterson, 1988,
Phanerozoic Stratigraphy of the northern Rocky Mountain region, in The Geology of North America, vol. D-2: Sed-
imentary Cover North American Craton, U.S., Geological Society of America.

of the rocks that were deposited in the Cambrian period. Correlations across large dis-
tances and different depositional basins can be made (Figure 5.39). The unconformity-
bounded units developed in sequence stratigraphy are particularly useful for this type
of correlation.

Sedimentary Basins and Fossil Fuel Energy Resources

Sedimentary rocks contain many types of mineral resources. The Mississippi Valley lead-
zinc ore deposits discussed in Chapter 3 are a good example. Energy resources, however,
are particularly important because they are confined to sedimentary rocks. Petroleum and
natural gas require very complex conditions for formation and concentration where they
can be economically recovered. The first step in the sequence of events involves burial of
abundant marine organisms in sedimentary basins that maintain low oxygen levels; in
some cases, this has been caused by a restricted circulation between the basin and the sur-
rounding ocean. Sedimentary basins can be formed in a variety of ways. Plate tectonic
processes are associated with most of these types. For example, seafloor spreading creates
oceanic basins on both sides of the midoceanic ridge. Deposition of sediments, however, is



184

Chapter 5

Sedimentary Rocks and Processes

not the same in all parts of the basin. In the North Atlantic Ocean, sediment deposition is
greatest near the North American continent because of the high sediment load carried to
the coast by rivers draining the continent and decreases with distance away from the con-
tinent toward the center of the ocean. Thick sediment accumulations are also present near
subducting plate margins, in which the source could be an island arc or a continental plate.
Once sediment begins to accumulate in a basin, the weight of the sediment itself leads to
subsidence of the basin, making it more likely to serve as a sediment trap.

During the Paleozoic era, much of North America consisted of relatively stable continen-
tal crust, a craton, covered by shallow seas during the major marine transgressions that took
place. Sedimentary basins developed both near plate margins and in areas of crustal subsi-
dence within the more stable craton (Figure 5.40). These areas are known as intracratonic
basins, and as they gradually subsided, thicker sediments were deposited in them. The Willis-
ton Basin (Figure 5.39) is an intracratonic basin, as is the Michigan Basin (Figures 5.40, 5.41).
Subsidence of the basin began in Cambrian time and continued intermittently through the
Paleozoic. Over an interval of about 200 million years, the basin filled with about 4800 m of
mostly marine sedimentary rock. A detailed diagram of the stratigraphy of the Michigan
Basin is available at www.deq.state.mi.us/documents /deg-glm-rcim-geology-Stratigraphic_
Nomenclature_2000.pdf. These sedimentary rocks include organic rich shales that served as
source rocks for petroleum formation and more permeable rocks such as limestones,
dolomites, and sandstones that constitute reservoir rocks.

The formation of petroleum from source rocks involves a complex series of events be-
ginning with the deposition of the remains of marine organisms—mainly phytoplankton
and zooplankton, which are microscopic plants and animals, respectively, that live in the
upper part of the water column. When these organisms die and sink to the seafloor, they
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A FIGURE 5.40
Petroleum basin map of the United States. Source: From C. D. Masters and R. F. Mast, 1987, Geological set-
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Stratigraphic units exposed beneath glacial deposits in the Michigan Basin. Cross section shows bowl-
shaped form of basin at depth. Heavy dark line shows approximate boundary of Michigan Basin.

can be partially preserved if they are buried by sediment and if oxygen levels are low. A
very complex sequence of biochemical reactions begins to anaerobically degrade the or-
ganic matter. One of the first steps in this process is the release of gases such as carbon
dioxide and methane, In subsiding basins, pressure is added through the weight of sedi-
ments deposited above the organic matter, and temperature increases with depth because
of the geothermal gradient. The increases in temperature and pressure are critical to the
formation of petroleum. One intermediate step is the formation of a substance called
kerogen, which is a carbon-rich residue produced by expulsion of water and other elements
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that is insoluble in the organic acids that are also produced by the degradation of organic
matter. Kerogen is a precursor for the formation of almost all oil and gas. With continued
burial, the kerogen-rich sediment may enter a critical range of temperatures and pressures
known as the oil window. The temperatures in the oil window range between 100°C and
200°C, which usually corresponds to a depth of burial between 1 and 3 km. Subjected to
higher temperatures, the organic matter undergoes thermal cracking, or breakdown, of the
organic compounds in petroleum to smaller molecules such as methane (CHy), or natural
gas. These relationships are summarized in Figure 5.42. Pressure has another effect during
this processes. The rising fluid pressure in petroleum and natural gas produced from kero-
gen can exceed the strength of the fine-grained source rocks, creating microcracks, which
allow the fluids to migrate into more permeable reservoir rocks. Permeability is discussed in
more detail in Chapter 7.

The final component necessary to produce an economically significant accumulation
of oil or gas in a sedimentary basin is a trap (Figure 5.43). The conditions necessary to form
a trap include some kind of barrier that prevents the oil and gas from migrating. The bar-
rier can be provided by a fault and the favorable configuration of a rock of low permeabil-
ity, such as a shale or evaporite. Folds that are bowed upward (anticlines), illustrated in
Figure 5.43¢c, were one of the first types of traps to be recognized by the petroleum indus-
try. The oil and gas is trapped at the crest of the anticline against an overlying imperme-
able unit because oil and gas are less dense than the saltwater or brine that is also usually
present in reservoir rocks. Fluids move toward regions of lower pressure; at the crest of an
anticline, the hydraulic pressures acting on the oil and gas are greater in both directions
and the hydrocarbons are therefore trapped in this location.

Many of the basins that contain oil and gas resources also contain coal. Coal differs
from petroleum in that its primary source is land-based plants that accumulated in low,
swampy regions during periods of subaerial exposure of the basins. The organic matter is
preserved because of the high water table in these swamps and wetlands, which mini-
mizes the amount of oxygen present to oxidize organic matter. Much like the formation of
petroleum, the accumulating plant matter goes through a series of changes after burial and
increase in temperature. During these changes, oxygen, hydrogen, and water are driven
off and the original partly decomposed plant matter, known as peat, is converted to coals
of increasing rank (Figure 5.44). High-rank coals, including bituminous and anthracite
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Four types of petroleum traps. (a) Trap is caused by truncation of reservoir rocks by fault. (b) Oil accu-
mulates in permeable reef structure surrounded by less permeable rocks. (c) Oil and gas accumulate
at crest of anticline because they are less dense than surraunding fluids. (d) Various types of traps as-
sociated with salt domes. Source: Robert C. Laudon, Principles of Petroleum Development Geology,
1st ed., ® 1996. Reprinted by permission of Pearson Education, Inc., Upper Saddle River, N.].

Rank stages Characteristics H,0 Heat content
Peat Large pores
Details of original 3000 keal /kg
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Characteristics of different ranks of coal,
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Location and rank of major coal fields in the United States. Source: |James R. Craig, David . Vaughan, and
Brian ]. Skinner, Resources of the Earth: Origin, Use, and Environmental Impact, 3rd ed., © 2001. Reprinted by
permission of Pearson Education, Inc., Upper Saddle River, N.|.

coals, are more valuable because they yield a greater heat content upon burning. Lignite, a
form of low-rank coal, is abundant in the northern Great Plains of the United States, but its
moisture content is too high to make transport to power plant sites economically feasible.
Power plants are therefore constructed near the lignite mines and the electricity is trans-
ported to end uses through power grids. The most important coal-producing regions of
the United States are shown on Figure 5.45.

Engineering in Sedimentary Rocks

Engineering conditions in sedimentary rocks are difficult to generalize because of the wide
range in lithology, in degree of lithification, and in the orientation of bedding planes and
other structures.

Stable vertical slopes can usually be excavated in well-cemented, horizontally bedded
sandstones and limestones, Flatter slope angles must be cut for weaker rock types. Partic-
ularly important factors in the stability of sedimentary rock slopes are the direction and
the amount of slope, or dip, of bedding. The most unfavorable situation occurs where bed-
ding dips parallel or nearly parallel to the downslope angle of the slope. Bedding planes
are zones of weakness in sedimentary rock masses and failure may occur. A huge landslide
took place at the Vaiont Reservoir in Italy in 1963 partly because bedding dipped toward
the center of the valley (Chapter 13).
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Tunneling and underground mining in sedimentary rocks are influenced by lithology
and structure (the orientation of the bedding). Where the stratigraphy of sedimentary
rocks consists of horizontal or gently dipping beds, it is quite simple to predict the rock
types to be encountered along the path of a tunnel. Difficulties arise in areas where the
structure is more complex. Well-cemented sedimentary rocks are generally adequate for
most types of building foundations. Special problems occur in limestones and evaporite
deposits because these rocks are soluble under the action of flowing groundwater. The
soils and rocks overlying underground cavities produced by chemical dissolution may
collapse into the voids, damaging or destroying buildings constructed at the surface
(Chapter 10). This phenomenon is also a problem above shallow underground mines.
Dams and reservoir sites are subject to similar limitations. Undesirable leakage of water
may occur along bedding planes or through solution cavities in the rock.

Like igneous rocks, the engineering properties of the sedimentary rocks are influenced
by geologic events that take place long after deposition of the sediments. Strength can be
increased by compaction and cementation. Alternatively, sedimentary rocks can be weak-
ened by weathering. Shales are particularly susceptible to breakdown to clayey soils upon
exposure to air and water. These relatively rapid changes can lead to problems in excava-
tions and foundations.

Discontinuities in the rock caused by tectonic events are also important in determin-
ing the engineering behavior of a sedimentary rock mass. Faults and fractures can sig-
nificantly weaken a body of rock, as well as allow the movement of water through the
material.

Case in Point 5.1

Low-Level Radioactive Waste Disposal

One of the most controversial environmental problems facing nations that use nuclear
power and possess nuclear weapons is the disposal of radioactive wastes. These wastes in-
clude high-level components that have long half-lives and must be isolated from the envi-
ronment for thousands of years and low-level waste products that must be isolated for
much shorter periods. Under current policy in the United States, a single repository is
being developed for high-level commercial nuclear power plant wastes, In contrast, low-
level waste, because of its lower hazard, will be disposed of in regional facilities licensed
by the U.S. Department of Energy.

The history of radioactive waste disposal, like almost every other type of waste dispos-
al, has progressed from little to no regard for health or the environment to a state approach-
ing paranoia on the part of some individuals and groups in our society. As commercial
nuclear reactors became common in the United States after World War II, low-level waste
was commonly buried in shallow trenches at federally operated sites. After 1962, commer-
cial sites were licensed to dispose of the waste from nuclear power plants (Figure 5.46).
These sites were distributed across the country from arid to humid climatic settings, Burial
methods changed little from earlier operations—wastes were buried in shallow trenches and
capped with nearby soil materials (Figure 5.47). Materials of low permeability (a low ability
to transmit fluids) were selected if possible to minimize migration of waste that could be
leached by water infiltrating through the cap and into the waste. Unfortunately, most of
these sites were not able to contain the wastes as anticipated and radionuclides migrated out
of the trenches for various distances. Currently, only three commercial sites remain open
until the new generation of engineered facilities can be developed. A brief history of two of
the sites constructed in sedimentary rocks will be presented subsequently.
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Commercial and Department of Energy low-level radioactive-waste sites in the United States. Source:
From M. S. Bedinger, 1989, Geohydrologic Aspects for Siting and Design of Low-Level Radioactive-Waste Disposal,
U.5. Geological Survey Circular 1034,

A FIGURE 5.47
Active trenches containing low-level radioactive waste at the Barnwell, South Carolina, site. Source:
Photo courtesy of the author.
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The Oak Ridge National Laboratory has been used for burial of low-level wastes since
1944, Trenches were excavated in weathered material overlying Paleozoic sedimentary
rocks that were mainly composed of shale and limestone (Figure 5.48). Water frequently ac-
cumulated in the trenches in this humid climate and was not initially considered to be a
problem. Problems developed, however, and radionuclide migration occurred in several
ways. In the carbonate rocks, leached radionuclides were transported through solution cav-
ities and fractures. In the shale sites, a different process occurred. Because of the low per-
meability of these materials and the higher permeability of the trench caps, the filled
trenches behaved according to the “bathtub” effect: Water infiltrated from the surface more
rapidly than it drained through the trench walls and bottoms, and gradually waste liquids
overflowed in seeps at the contact point between the cap material and the natural soils.

Maxey Flats, Kentucky, is located about 300 km north of the Oak Ridge site. Here, a
commercial site was constructed in flat-lying, late Paleozoic shale and sandstone (Figure
5.49). Trenches were excavated in the soil developed upon the Nancy Member of the
Borden Formation, a unit composed of interbedded sandstone and shale. Despite grad-
ing the trenches to a sump containing pipes to drain off accumulated water, radionu-
clides migrated out of the trenches. The primary pathway was found to be a fractured
sandstone unit that occurred near the bottom of the trenches. Certain radionuclides were
estimated to be migrating at a rate of 17 m per year, and seeps along hillsides near the
trenches showed contamination by radioactive isotopes. In an attempt to reduce infiltra-
tion into the trenches, compacted clay caps were used to cover the trenches. When the
clay caps failed to solve the problem, PVC (polyvinylchoride) sheets were used to cover
the trenches. Although these covers have been effective, it is obvious that the site was
poorly suited for the method of waste disposal chosen.
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Geologic cross section of sedimentary rock units at the Oak Ridge National Laboratory site in Ten-
nessee. Source: From M. 5. Bedinger, 1989, Geohydrologic Aspects for Siting and Design of Low-Level Radioactive-
Waste Disposal, U.S. Geological Survey Circular 1034,
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Geologic cross section of sedimentary rock units at the Maxey Flats, Kentucky, disposal site. Source:
From M. 5. Bedinger, 1989, Geohydrologic Aspects for Siting and Design of Low-Level Radioactive-Waste Disposal,
U.S. Geologic Survey Circular 1034.

Under the Low-Level Radioactive Waste Policy Act (1980) and Amendments Act
(1985), states must take responsibility for their own waste. New facilities must meet very
strict performance requirements. Siting will be based upon favorable geological and hy-
drological conditions as indicated by extensive geological investigations at prospective
sites. In addition, the disposal facilities will be engineered structures, designed to pro-
vide multiple barriers to waste migration. Design concepts include both above- and be-
lowground concrete vaults, with multiple permeability barriers and drainage systems to
prevent any leachate from migrating into the surface or subsurface environment (Figure
5.50). Continuous monitoring of all components of the site will be required.

As part of the Low-Level Radioactive Waste Policy Act, regional waste compacts
were established so that a group of states could band together to develop a site that
would accept waste from all states in the compact (Figure 5.51). This strategy has been
unsuccessful in establishing new sites for any of the compacts owing to public concerns
about site selection and political disputes between states. Some states—Michigan, for
example—have pulled out of regional compacts to avoid hosting a site that would ac-
cept waste from other states. Currently, only the 11 states of the Northwest and Rocky
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A FIGURE 5.50
Potential design concepts for engineered low-level radioactive-waste repository. Source: From Michigan
Low-Level Radicactive Waste Authority, 1989, Siting Process Overview.
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A FIGURE 5.51
Map of Low-Level Radioactive Waste compacts. Shaded states are not members of a compact. Source:
Nuclear Regulatory Commission.
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Volumes of low-level radioactive waste disposed of in three existing commercial facilities, along with
the proportions for each site. Source: U.S. Nuclear Regulatory Commission.

Mountain compacts, which use the Richland, Washington, site, and the 3 states of the
Atlantic Compact, which use the Barnwell, South Carolina, site, have assured long-term
access to disposal facilities. The other 36 states utilize Barnwell, which is phasing out its
national acceptance of waste, and the Envirocare site in Clive, Utah. The amounts of
waste and their division among these three sites is shown in Figure 5.52. Only Texas is
close to permitting a new site. Ultimately, litigation may be the only way to break the
logjam that currently exists and force compliance with the Low-Level Radioactive
Waste Policy Act.

Summary and Conclusions

Sedimentary rocks originate from sedimentary processes that have been operating
throughout geologic time. The first stage in the evolution of these rocks is the weathering
and erosion of existing rocks. The products derived from this activity are then transported



and deposited in a variety of terrestrial and marine environments. After deposition has oc-
curred, then compaction, cementation, and crystallization cause lithification of the initial-
ly soft sediment.

Sedimentary rocks exhibit either clastic or nonclastic textures. Clastic textures are
characteristic of the detrital rocks, those that have been transported to their point of depo-
sition. The classification of the detrital rocks depends upon the size of the particles that
make up the rock.

Although clastic textures may also be present in the chemical and biochemical sedimen-
tary rocks, many of these rocks are composed of grains that have chemically precipitated at
the site of deposition. Nonclastic textures, characterized by interlocking grain networks, re-
sult from this process.

The nature of each depositional environment imparts numerous characteristic features
to the resulting rocks. Current strength, mode of transport, and water depth influence the
sorting and bedding of the rock. Transport of sediment in ripples or dunes causes cross
bedding to develop. Parallel bedding forms both by current action and by deposition in
standing water. Turbidity currents transport high concentrations of suspended sediments
that are deposited in graded beds.

The color and fossil content of sedimentary rocks are partially determined by geo-
chemical factors. The presence or absence of oxygen is an extremely important variable in
this regard.

Study of the stratigraphy of sedimentary rocks, using all the characteristics that have
been described, has produced important information about the geologic past as well as
practical data of great value to engineering projects. Fossil fuel energy resources are re-
stricted to sedimentary rocks. Qil and gas form in subsiding sedimentary basins from the
remaing of microscopic marine organisms. Pressure and temperature drive the biochemical
reactions to produce the organic compounds in petroleum and natural gas. The three con-
ditions that are necessary for commercial accumulations are source rocks, reservoir rocks,
and traps. Coal is the result of the conversion of organic matter derived from land plants
under the action of burial and temperature increase.

Problems
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Problems

1. How do sedimentary rocks fit into the geologic cycle? 9. Why is petroleum production associated with an-

2. What characteristics of the depositional environ- cient sedimentary basins? What factors must be

ment influence the properties of sedimentary rocks? present for an economically significant accumula-

ti f ail 7
3. How do postdepositional changes convert sedi- ‘on ot otLor gas

ments to sedimentary rocks? 10. What do unconformities tell us about the history of

4. What chemical conditions influence the precipitation

of nonclastic sedimentary rocks? Sfpes il el imp ating,

8, ‘Howr doceoss beds foriz? 11. What is sequence stratigraphy?

6. What does color indicate about the geochemical con-
ditions of the depositional environment? disposal? Why?

7. What methods are available to gather data necessary
to construct a stratigraphic cross section in an area?
Why are cross sections useful in highway construc-

tion and other engineering projects? tary rocks?

8. What properties influence the strength or possible
failure of slopes underlain by sedimentary rocks?

a sedimenlary rock sequence? Describe the different

12. What types of sedimentary rocks are considered to
be potentially suitable for high-level nuclear waste

13. Describe the design features of low-level radioactive
wasle-disposal facilities. What problems have been
encountered with respect to these sites in sedimen-
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CHAPTER

Metamorphic Rocks
and Processes

The igneous and sedimentary rocks that form at or beneath the earth’s sur-
face are not always the final result of the dynamic activity of the earth’s
crust. When exposed to the atmosphere, the minerals in these rocks may
chemically alter to become new minerals that are more stable under the tem-
peratures and pressures at the earth’s surface. Similarly, when igneous and
sedimentary rocks become buried deep within the crust because of the
movements of lithospheric plates, they are subjected to elevated tempera-
tures and pressures. Just as the rocks are unstable at low temperatures and
pressures on the earth’s surface, they are also unstable at the high tempera-
tures and pressures existing at depths well below the surface. Under these
conditions, minerals in the rock recrystallize to become new minerals, and
new rock is formed. The processes that cause these changes are grouped
under the term metamorphism. Study of these rocks yields valuable informa-
tion about the effects of these conditions on rock and about the geologic his-
tory of a region.

Metamorphic Processes

The normal increases in temperature and pressure with increasing depth in
the earth are sufficient to initiate metamorphic activity. In addition, tectonic
stresses caused by the collision of two lithospheric plates, for example, can
generate intense pressures oriented in a particular direction (Figure 6.1). The
heat and pressure in deep crustal envitonments are two of the main compo-
nents of metamorphic processes. A third component is the effect of liquid or
gaseous solutions that move through the rocks and promote the chemical re-
actions that form new minerals.

Heat is perhaps the most important metamorphic agent. In Figure 6.2,
the rate of increase of temperature with depth, or the geothermal gradient,
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suggests that the temperature in the crust at a depth of 15 km is approximately 300°C. This
temperature is sufficient for the recrystallization of some minerals to begin. Because the
geothermal gradient is highly variable from place to place, the depth associated with a
particular temperature is not constant.

The effect of pressure varies at different depths in the crust. At shallow depths, rocks
are relatively cold and brittle, so they can be fractured and crushed when subjected to high
pressures. At greater depths, rocks are much softer because of the high temperatures.
Under the action of pressure, they tend to deform by plastic flow, like modeling clay
squeezed between the fingers. In the region of plastic deformation, pressure influences the
types of new minerals formed. Typically, the atoms within the mineral structure are more
closely packed together when the mineral crystallizes under high pressure,

The recrystallization of minerals during a metamorphic event is largely a solid-phase
process. The rock does not actually melt and then recrystallize. The solid-phase reactions
between minerals are greatly facilitated by the movement of small amounts of liquid or
gaseous solutions through the rock. These solutions, which travel through the pores and
cracks of the rock, add and remove various ions and molecules as the reactions occur. In
this way, new chemical constituents can be brought into contact with mineral grains so
that they may diffuse through the mineral structures during recrystallization.

Types of Metamorphism

Metamorphism is associated with several types of geologic events, The intrusion of a plu-
ton, for example, brings magma into contact with existing crustal rocks (Figure 6.3).
Contact metamorphist is the name given to the alteration of the surrounding country rock by
the intruding magma. Heat is the most significant influence in contact metamorphism.
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The effect of pressure is much less important. The extent of contact metamorphism, the
zone of altered rock called the metamorphic aureole, rarely extends more than several hun-
dred meters outward from the magmatic body. Thus, contact metamorphism is limited in
areal extent to a thin shell around the pluton. More extensive effects may occur if solutions
and vapors given off by the magma penetrate into the country rock along fractures. These
hydrothermal solutions carry volatile components that separate from the cooling magma.
Important vein-type ore deposits can be formed by hydrothermal solutions that migrate
during contact metamorphic events.

A second type of metamorphism is characterized by much more extensive zones of rock
alteration than found in the contact metamorphism zones. Its name, regional metamorphism,
suggests a process that may transform rocks through huge portions of the crust. The con-
ditions that produce regional metamorphism involve the effects of both temperature and
pressure. Thus, regional metamorphism must occur deep within the crust, at depths of at
least 10 km.

Geologic studies of metamorphic rocks indicate that the mineral content of rocks in re-
gionally metamorphosed areas varies systematically. The specific group of minerals pres-
ent in rock can be used to define a certain metamorphic grade in a particular area. High
grade, for example, means that the rock was subjected to very high temperatures and pres-
sures, Different metamorphic minerals can be produced from the same original rock under
various metamorphic grades. Figure 6.4 shows the conditions of temperature and pressure
under which the minerals kyanite, sillimanite, and andalusite form. All three metamor-
phic minerals have the same chemical composition ( Al;SiOs) but different internal struc-
tures. Regional metamorphism produces areas in which metamorphic grade is very high.
Grade decreases in all directions from the most intensely altered zones (Figure 6.5).

Regional metamorphism is often associated with the central cores of mountain ranges,
whose rocks are exposed after the removal by erosion of thousands of meters of overlying
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Regional metamorphism in northern Vermont. Metamorphic grade decreases outward from granitic
plutons. Source: From F. |. Turner, Metamorphic Petrology, 2nd ed., ® 1981 by Hemisphere Publishing Corp.,
New York.

rocks. This relationship suggests that regional metamorphism may be a part of the mountain-
building process. A likely scenario for regional metamorphism involves the intense lateral
pressure generated at convergent plate margins. Thick wedges of sediment deposited
adjacent to continents or island arcs are downwarped as the plates collide. Granite
batholiths are often found at the centers of these metamorphosed zones, surrounded by
metamorphic rocks that decrease in grade radially outward (Figure 6.5). Rocks called
migmatites (Figure 6.6) exhibit characteristics of both igneous and metamorphic rocks.
Migmatites can often be observed to merge laterally with granite of igneous appearance in
one direction and with unmistakable metamorphic rocks in the opposite direction. All
these relationships suggest that metamorphism of downwarped crustal rocks may be so
intense that remelting occurs in the zone of highest temperature and pressure. Thus, granitic
batholiths surrounded by metamorphic rocks may represent an episode of plate collision
in the geologic past.
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A FIGURE 6.6
Migmatite, a metamorphic rock containing thin layers of light-colored granitic igneous rock (Park
County, Colorado). Source: C. C. Hawley; photo courtesy of U.5. Geological Survey.

A third type of metamorphism is recognized when pressure is the dominant metamor-
phic agent. In the upper part of the crust, the intense pressure associated with folding and
faulting is sufficient to crush and pulverize the minerals along a fault plane. The alteration
of rocks under these conditions is called dynamic metamorphism. The zones of crushing are
limited to the close proximity of planes of shearing between adjacent masses of brittle
rock. Temperature is a minor factor in dynamic metamorphism.

Characteristics and Types of Metamorphic Rocks

A major division of metamorphic rocks can be made according to texture. The aspect of tex-
ture that is most important is called foliation, the parallel orientation of mineral grains with-
in a metamorphic rock. Foliation gives metamorphic rocks a banded or layered appearance,
and for this reason foliation resembles the bedding of sedimentary rocks (Figure 6.7). In
low-grade metamorphic rocks, the layering is bedding inherited from the sedimentary
rocks. In other cases, however, foliation is produced by an entirely different mechanism
than bedding. Tectonic stresses acting on rocks during metamorphism are usually applied
in one principal direction. The stress, or pressure, acting in other directions is considerably
lower. When minerals recrystallize under these pressure conditions, platy grains that are
elongated in the direction of lowest pressure are favored (Figure 6.8). The long axes of the
mineral grains are therefore perpendicular to the direction of greatest pressure, and the par-
allel orientation of these grains—as seen in the micas, for example—gives the rock foliation,
which is perpendicular to the applied stress. Remnant bedding may be sometimes observed
at various angles to the foliation.
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A FIGURE 6.7
Foliation, the orientation of platy minerals that gives metamorphic rocks a layered appearance
(Southern Maine). Source: Photo courtesy of the author.

Direction ot stress 4 FIGURE 6.8
EAIG TIE SN Orientation of platy mineral grains at right angles
to direction of highest pressure during metamor-
phism. Foliation is best developed in rocks that
originally contained clays, which recrystallize to

l Platy mineral platy grains.
grains

Metamorphic rocks can be classified as foliated or nonfoliated. Foliated rocks are asso-
ciated with regional metamorphism where tectonic stress is a major factor. Nonfoliated
rocks are produced during contact metamorphism or where platy minerals cannot crystal-
lize because of a lack of necessary chemical components. For example, in a sedimentary se-
quence of sandstone and shale, the clay minerals in the shale may recrystallize to produce
foliated rocks, whereas the sand grains in quartz may recrystallize as interlocking quartz
crystals without a strong foliation.

The presence of foliation also imparts to a rock a tendency to split or break along the
foliation planes rather than across the planes or at some other orientation. This inclination
to break along planes of weakness is called cleavage, although it must be kept in mind that
the planes of weakness are not of the same origin as cleavage in a mineral. Several com-
mon foliated metamorphic rocks are named because of the type of cleavage that they pos-
sess. If the cleavage planes are very thin and the rock is fine-grained, the cleavage is known
as slaty cleavage. The resulting rock is slate (Figure 6.9), a rock that has been used as roofing
material for centuries because of its smooth and regular cleavage surfaces. Slate is usually
produced by low-grade metamorphism of shale, primarily consisting of directed pressure
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A FIGURE 6.9
Well-developed slaty cleavage in slate outcrop near Kodiak, Alaska. Source: G. K. Gilbert; photo courtesy
of U.5. Geological Survey.

and fairly low temperatures. With increasing metamorphic grade, slate can be converted to
schist, which has well-developed foliation but has a coarser grain size than slate.

The surfaces of cleavage planes in schist (Figure 6.10) are relatively rough because of
the coarse grain size, Schist represents a still higher metamorphic grade. Many types of ig-
neous and sedimentary rocks can be metamorphosed to form schist. Because of the variety
of mineralogy in schists, the complete rock name is formed by using the name of the most
abundant mineral or minerals. Thus, a biotite schist would be mainly composed of biotite
with lesser amounts of other minerals,
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A FIGURE 6.10

An outcrop of schist near Riggins, Idaho. The well-developed foliation is evident. Source: W. B. Hamil-
ton; photo courtesy of U.5. Geological Survey.

The foliated rock that develops under high-grade metamorphic conditions is known as
gneiss. Gneiss is a coarse-grained, coarsely banded rock (Figure 6.11). The foliation consists
of alternate bands of light- and dark-colored minerals. The light-colored layers are main-
ly composed of quartz and feldspar, whereas the dark layers contain biotite, hornblende,
augite, and other minerals. Gneisses are formed from silicic igneous rocks as well as from
various types of sedimentary rocks. A common sequence of metamorphic rocks is shown in

4 FIGURE 6.11

Gneiss, a coarse-grained
metamorphic rock, with
broad light- and dark-
colored bands of foliation
(Ferry County, Washing-
ton). Source: R. L. Parker;
photo courtesy of U.S.
Geological Survey.
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» FIGURE 6.12 (a) Surface
Sequential metamorphism of mud- 0 Temparature (°C) 80O
stone to higher-grade metamorphic - —EE
rocks as temperatures and pressures
increase. Source: Jon P. Davidson, Walter
E. Reed, and Paul M. Davis, Exploring
Earth: An Introduction to Physical Geology,
2nd ed., ® 2002. Reprinted by permis-

sion of Pearson Education, Inc., Upper
Saddle River, N.|.

Figure 6.12, produced by gradually increasing temperatures and pressures. Thus, a shale or
mudstone could be progressively altered to slate, schist, gneiss, and migmatite,

Of the nonfoliated metamorphic rocks, quartzite and marble are the most common.
Quartzite is the name given to metamorphosed quartz sandstone (Figure 6.13). Recrystal-
lization of quartz in the original sandstone fills voids between the existing grains and in-
creases the strength and density of the rock. Quartzites are among the strongest and
hardest rock types. Because quartzite consists mainly of nonplaty quartz grains, foliation
is lacking, although some quartzite may appear foliated because of relict bedding struc-
ture in the rock. Marble (Figure 6.14) is recrystallized limestone or dolomite. The recrystal-
lization process produces large interlocking grains of calcite or dolomite. Impurities in the
rock give marble a number of possible colors. Many of these varieties are highly sought
after for use as decorative building stone.

Rocks formed by dynamic metamorphism may be foliated or nonfoliated. If rocks ad-
jacent to a fault zone are crushed by pressure and shear displacement, a structureless fault
breccia (Figure 6.15) may be produced. If the zone of shear is subject to an intense degree
of crushing, a fine-grained rock called mylonite may be formed. Under these conditions,
recrystallization and foliation are produced. In some areas, mylonite has been linked to
high levels of radon gas in buildings that overlie these rocks. Radon is a radioactive gas
that is produced by the decay of uranium. Fault zones, which may contain mylonite, pro-
vide conduits for the upward migration of radon from its source rocks. Migration has to
be rapid for the gas to reach the surface because its half-life is only 3.8 days. The danger
to human health from radon occurs when it accumulates in basements and people breathe
it on a long-term basis. Once in the lungs, radon decays to polonium, another radioactive
element, and the rapid decay of polonium can cause damage to lung tissues that may lead
to cancer. Although high radon levels are common in areas underlain by metamorphic
rocks, particularly those with fault zones containing mylonites, radon is not limited to
metamorphic rocks. A variety of igneous and sedimentary rocks also contain enough ura-
nium to create a radon hazard when the conditions in soils and buildings in the area are
also favorable.
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« FIGURE 6.13
Quartzite, a very hard
metamaorphic rock in
which recrystallization
forms a dense network of
quartz grains (East of
Knoxville, Tenmesse).
Source: ). B. Hadley; photo
courtesy of U.S. Geological
Survey.

4 FIGURE 6.14
Metamorphism of lime-
stone or dolomite pro-
duces marble, a rock
commonly used as build-
ing stone. The coarse,
sugary appearance on
the broken face of the
specimen is characteris-
tic. Source: Photo courtesy
of the author.
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A FIGURE 6.15
Fault breccia composed of dolomite fragments (Clark County, Nevada). Source: C. Deiss; photo courtesy
of U.S. Geological Survey.

Engineering in Metamorphic Rock Terrains

The engineering characteristics of metamorphic rocks can be generalized into two basic
types. Nonfoliated rocks possess similar engineering properties to intrusive igneous rocks.
In an unaltered and unfractured condition, they can be considered to be strong materials,
with few limitations for foundations, tunnels, and dams. Vertical excavation slopes will re-
main stable. Foliated metamorphic rocks, however, are more similar to sedimentary rocks
because of their tendency to fail along specific planes. Foliation planes in this instance are
similar to bedding planes. The orientation of foliation planes with respect to a natural slope
or excavation, therefore, becomes critical to the stability of the material. Similar to the igneous
and sedimentary rocks, the ultimate behavior of a metamorphic rock mass depends upon
the degree and orientation of fractures and the weathering characteristics. These properties
must be ascertained prior to construction of each individual engineering project.

Case in Point 6.1

Failure of the St. Francis Dam

Construction in metamorphic rock terrains requires careful mapping of rock types and foli-
ation directions. Foliation imparts a directional weakness to the rock that can be critical to
the design and operation of engineering projects. On March 12, 1928, only months after
construction was completed, the 5t. Francis Dam in California (Figure 6.16) collapsed, re-
leasing a wall of water 30 to 50 m high, which caused more than 400 deaths and great de-
struction in the valley below.
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A FIGURE 6.16
5t. Francis Dam (a) before and (b} after failure. Source: Photos courtesy of Los Angeles Department of Water

and Powaer.

The geologic setting of the dam site is shown in Figure 6.17. On the east side of the val-
ley, schists with foliation planes inclined toward the center of the valley formed the foun-
dation material for the dam. The inherent weakness of the micaceous shists due to weak
bonds along the foliation planes between adjacent mica grains was undoubtably a factor in
the failure of the dam. Beneath the center of the dam, the schists were in fault contact with
sedimentary rocks. The fault zone itself contained brecciated rocks produced during fault
movement.
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A FIGURE 6.17

Geologic cross section of the St. Francis Dam. Failure probably occurred in the schists beneath the
east side of the dam. Source: Modified from C. F. Outland, Man-made Disaster: The Story of 5t. Francis Dam,
& 1977 by the Arthur H. Clark Co., Glendale, Calif.

Although the precise cause of the dam collapse has never been proven, it is highly like-
ly that water from the impounded reservoir seeped into the rocks beneath the dam, thus
weakening the rock materials. On the east side, penetration of water into the schists may
have weakened the resistance to failure along the inclined foliation planes in this abutment
(Outland, 1977). At a critical point, failure of the rock abutment may have initiated the col-
lapse of the dam.

Case in Point 6.2

Tunneling Problems in Metamorphic Rocks

Tunneling often presents some of the most complex and dangerous problems in civil engi-
neering. These problems usually result from unknown or unexpected adverse geologic
conditions encountered along the path of the tunnel.

The Harold D. Roberts Tunnel was constructed to divert water from the west slope
of the Continental Divide, through the Front Range of the Rocky Mountains, for munici-
pal use in the city of Denver, Colorado. Problems experienced during the construction of
this 37.5-km concrete-lined tunnel were directly related to the physical properties of the
rocks encountered along the centerline of the tunnel (Warner and Robinson, 1981). The
geologic setting of this part of the Front Range consists of a highly complex series of ig-
neous, metamorphic, and sedimentary rocks (Figure 6.18). The Precambrian metamor-
phic rocks, including schist, gneiss, quartzite, and migmatite, provided some of the most
troublesome tunneling conditions along the route. Foliated and nonfoliated metamor-
phic rocks are present in various sections of the route, with biotite responsible for most
of the foliation.

One of the major problems was the inflow of groundwater at high pressure from
fractured rocks at certain locations. Flows as high as 32 L/s (500 gal/min) were meas-
ured. In order to test for zones of water inflow, which could not be predicted in advance,
feeler holes were drilled ahead of the advancing tunnel face. When a flow was detected,
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Generalized geologic section along the route of the Harold D. Roberts Tunnel, Colorado. Source: From
L. A. Warner and C. . Robinson, 1981, Geology of the Eastem Part of the Harold 0. Roberts Tunnel, Colorado (Sta-
tions 690 + 00 to 1238 + 58), U.S. Geological Survey Professional Paper 831-D. Diagram reprinted with
permission of the Board of Water Commissioners, City and County of Denver, Colo.
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grout (a cement slurry) was injected into the rock at high pressure to seal the fractures.
Relatively strong gneiss frequently yielded high inflows of water through occasional
fractures. Apparently, this rock behaved as a brittle material that could maintain open
fractures, unlike the weaker foliated schist, in which fractures were most likely to seal
themselves under the immense weight of the mountain range.

The cost of a tunnel is directly related to the number of steel supports that are needed
to prevent collapse of the rock walls into the opening. These supports were installed as
needed during construction at (.6- to 0.18-m centers along the tunnel. Where the tunnel
passed through strong, competent rock, steel supports were unnecessary. The percentage
of a particular segment of tunnel that required steel supports ranged from 7.3 to 100, de-
pending upon the rock type. When steel supports are needed at a section, the contractor
must blast and excavate a larger cross-sectional area of rock than the estimated cross-sec-
tional area, which is the area inside the payline (Figure 6.19). The extra area excavated is
called overbreak. Overbreak increases the cost of a tunnel to the contractor because more
concrete is needed to construct the finished tunnel lining. In Figure 6.20, mean overbreak,
roughness factor, and eccentricity are plotted against percent support for a section of the
Harold D. Roberts Tunnel. Roughness factor and eccentricity are parameters related, re-
spectively, to irregularities and to differences in direction of the amount of overbreak. The
graph clearly shows that, of the rock types compared, the foliated gneiss and schist had
the highest values of the overbreak parameters and required the highest percentage of
support. In this case, foliated metamorphic rocks were more costly for tunnel construction
than other rock types.

> FIGURE 6.19

Cross section of a tunnel
showing the overbreak, or area
excavated beyond the payline
to accommodate steel sup-
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Plot of various overbreak parameters versus percent support, showing that overbreak and therefore
cost of tunneling increases in areas of foliated metamorphic rocks. Source: From L. A. Warner and C. 5.
Rabinsan, 1981, Geology of the Eastern Part of the Harold D. Roberts Tunnel, Colorado (Stations 690 + 00 to
1238 + 58), U.S. Geological Survey Professional Paper 831-D.

Summary and Conclusions

Metamorphic processes produce new rocks under the influences of heat, pressure, and
hydrothermal solutions. Contact metamorphism is produced by the emplacement of
magma bodies within the crust. Under the action of heat from the cooling magma, rocks
are altered within a thin zone around the pluton. Nonfoliated metamorphic rocks are
most commonly produced by contact metamorphism because of the minor effect of pres-
sure in the process.

Pressure plays a much more important role in the formation of foliated rocks during re-
gional metamorphism. Tectonic stress, the result of lithospheric plate interactions, combined
with heat from deep burial, produces metamorphism on a regional scale. Metamorphic grade
often decreases outward from a core of intensely altered rocks, where remelting may occur.
This process may explain the huge granitic batholiths of the crust associated with migmatites.

Foliated metamorphic rocks develop by recrystallization of long, platy minerals ori-
ented normal (perpendicular) to the direction of greatest pressure. Foliation is associated
with various types of rock cleavage. With increasing metamorphic grade, slate, phyllite,
schist, and gneiss can be formed. Nonfoliated rocks, such as quartzite and marble, involve
recrystallization without the development of mineral-grain alignment.

The orientation of foliation is an important factor in construction in areas of metamor-
phosed rocks. The strength of a rock mass is much lower in the direction of the foliation
than in other directions.
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Problems

1. Where and why does metamorphism occur in the
earth?

2, What are the differences between regional and con-
tact metamorphism?

3. Explain how metamorphism can alter a rock chemi-
cally as opposed to mineralogically.

4. How is foliation produced in a metamorphic rock?

5. How do the characteristics of the original rock influ-
ence the properties of the metamorphic rock?

6. What are some of the engineering problems associ-
ated with metamorphic rocks?
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CHAPTER

Mechanics of Rock
Materials

tis not enough for engineers to have a basic understanding of the physical,

chemical, and mineralogical characteristics of rocks, for in dealing with
rock as an engineering material, engineers are involved with the mechanics of
rock and other earth materials, Mechanics refers to the response of materials
to applied loads. Although the same mechanical principles apply to all types
of earth materials, two subdisciplines, rock mechanics and soil mechanics, have
evolved to deal with the specific problems of rock and soil masses. The ap-
plication of mechanics is also critical to an understanding of tectonic process-
es and the natural deformation of rock masses in the earth’s lithosphere as
well as in surficial processes such as mass wasting and land subsidence. We
will address these topics in subsequent chapters.

General Types of Earth Materials

Rocks, Soils, and Fluids
From an engineering perspective, earth materials can be subdivided into three
categories: rocks, soils, and fluids. Rocks are solid, dense aggregates of mineral
grains. Igneous and metamorphic rocks are composed of interlocking mineral
grains that were formed by crystallization from a magma or by recrystalliza-
tion of an existing rock. The degree of interlocking of the mineral grains is one
of several factors that determine how strong a rock will be. Chemically precip-
itated sedimentary rocks can also be interlocking aggregates of mineral grains.
Clastic sedimentary rocks, on the other hand, are composed of particles that
were derived from a preexisting rock. These particles were then transported by
wind, water, or ice, deposited at a particular location, and bound together by
various types and amounts of cementing agents. Even more important than the
inherent properties of a rock are the properties of the rock mass, the field-scale
volume of rock that includes fractures, joints, and other planes of weakness.
Soils, from the engineering standpoint, are similar to transported sedi-
mentary rocks in that they consist of rock particles and minerals derived
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from preexisting rocks. Soils, however, lack strong cementing material between grains. For
this reason, they usually can be excavated easily without heavy machinery or blasting. We
will turn our attention to these materials in a later chapter.

The third major category of earth materials is composed of fluids. The earth’s fluids in-
clude such liquids as water, magma, and petroleum, but they also include gases—for exam-
ple, natural gas beneath the land surface and the gases of the atmosphere above the surface.

Phase Relationships

All rocks contain some void space between grains. This void space may be occupied by
liquids and gases. For example, a sandstone rock unit several thousand meters below the
surface may contain petroleum and natural gas. Near the surface, however, void spaces
are usually filled or partially filled with water. Above the water table (Chapter 11), gases
like nitrogen, oxygen, and carbon dioxide fill the remainder of the voids. Rocks must be
considered as three-phase systems in many instances.

The volume of void space in an earth material can range from a very small percentage
of the solid volume to several times the volume of the solid material. The relative amount
of void space, along with the type and amount of fluid occupying the space, has an impor-
tant influence on the mechanical behavior of the material. The relative amount of void
space is quantified by the use of the parameters porosity and void ratio (Figure 7.1). The
porosity, n, is defined as

%
"

n = (7.1)

where V, is the volume of voids and V} is the total volume of a representative volume of
rock. The void ratio, ¢, is principally used by soils engineers. It can be defined as

g == (7.2)

where 1/ is the volume of soil solids. Porosity is usually expressed as a percentage, where-
as void ratio is expressed as a decimal.

» FIGURE 7.1 Particle
Definition of porosity and void ratio of an WVs!
earth material. Void space (V,) includes
liquid and gas phases. an:iij'aﬂs
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Rocks with large, interconnected pore spaces allow the rapid migration of fluids like petroleum or
water, but rocks with low permeability transmit fluids very slowly.

Although both porosity and void ratio describe the amount of void space in a soil or
rock, they do not give any indication of the rate at which fluids will move through a sat-
urated material. This property, called permeability (Figure 7.2), is determined by the size
and degree of interconnection of the voids, as well as by the properties of the fluid, in-
cluding its temperature, density, and viscosity. Intrinsic permeability measured in darcys
or cm” (Table 7.1) refers to the material properties that influence fluid movement. The
characteristics that determine intrinsic permeability include the size, shape, and packing
of the grains as well as the degree of cementation and fracturing. Intrinsic permeability is
of great importance to petroleum geologists and engineers. A rock may be saturated with
oil, but if the permeability of the rock is low, oil would not move rapidly enough for an oil
well to be considered economically feasible.

A composite parameter, hydraulic conductivity (m/s), is used by groundwater hydrolo-
gists and soils engineers to measure the ability of a rock or soil to transmit water (Table 7.1).
Hydraulic conductivity, K, is defined as

P8
K=k= 7.3
m (7.3)

where k is the intrinsic permeability, p and p are the density and viscosity of water, respec-
tively, and g is the acceleration of gravity. The properties of the material and the fluid
are combined in hydraulic conductivity because water at relatively constant values of
density and viscosity is usually the only liquid encountered when dealing with the
upper part of the earth’s crust. Contamination with petroleum fuels is an exception to
this statement.
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Table 7.1 Range of Values of Intrinsic Permeability, k (cm?, darcys)

and Hydraulic Conductivity, K (cm/s, m/s)
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Stress, Strain, and Deformational Characteristics

Stress

When a load is applied to a solid, it is transmitted throughout the material (Figure 7.3).
The load subjects the material to pressure, which equals the amount of load divided by the
surface area of the external face of the object over which it is applied. Pressure, therefore, is
force per unit area. Within the material, the pressure transmitted from the external face to
an internal location is called stress. Stress, at any point within the material, can also be de-
fined as force per unit area.

Stresses can be classified according to their orientation within a body (Figure 7.4).
Stresses of equal magnitude that act toward a point from opposite directions are called
compressive stresses. When the stresses are directed away from each other, tensile stress is act-
ing at the point. The third type of stress, shear stress, includes stresses that are offset from
each other and act in opposite directions, as in a couple. On any plane passed through a
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4 FIGURE 7.3
Pressure A weight resting on a block causes pressure on the external surface

Stress of the block and stress on internal planes in the body.

Compressive <4 FIGURE 7.4
——®=<——  (|assification of stress.

Tensile
- ——.

Shear
—
—_————

solid body, there are stresses acting normal to the plane, either compressional or tensional,
as well as shear stresses acting parallel to the plane (Figure 7.5). In mechanics, it is possible
to resolve the stresses acting at any point within an object into three mutually perpendicu-
lar principal stresses that are called the maximum, intermediate, and minimum principal stress-
es (Figure 7.5). The planes perpendicular to the directions of the three principal stresses,
which are known as principal planes, have no shear stress acting upon them.

At shallow depths beneath the earth’s surface, the vertical and lateral (horizontal)
stresses present are due to the weight of the overlying rocks, soil, and air. Thus in Figure 7.6,
the vertical stress, o, acting on a horizontal plane at a depth h can be calculated as

oy = yh + Py (7.4)

where v is the unit weight of rock material and F, is atmospheric pressure acting on the sur-
face above the rock. Atmospheric pressute is usually neglected in calculating subsurface

4 FIGURE 7.5

Maximum (1), intermediate (o;), and minimum
(er3) principal stresses acting at point P within a
body produce shear (r) and normal (o) stresses
acting on a plane containing point P passed
through the body.
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b FICURE 7.6

The vertical stress acting on shallow horizontal
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weight y of the material times the depth (h)
and the atmaospheric pressure (P,).
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stresses because it is assumed to be a uniform component of all subsurface stresses. The
vertical stress is calculated like hydrostatic stress in a liquid, although the lateral stress in
the earth may or may not be equal to the vertical stress. In most subsurface applications, the
vertical stress is considered to be the maximum principal stress. The minimum and inter-
mediate principal stresses are assumed to be horizontal. When the horizon of interest is
ovetlain by units of different unit weights, the stress components of each unit are summed
to get the total vertical stress (Figure 7.7).

Calculate the vertical stress at a depth of 8 m at a location where a 5-m bed of sandstone with a
unit weight of 25.1 kN/m?* overlies a thick shale unit with a unit weight of 27.5 kN/ m®.

Solution

219
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Ty = 'r’aha + yuhy
dy = 25.1kN/m® X 5m + 275 kN/m* X 3m
o, = 208 kN/m?
Mohr’s Circle

Example 7.1 deals with the case in which we want to measure stresses upon the major
principal plane. Suppose, however, that we now wish to measure stresses on a plane in-
clined at some angle, 6, measured counterclockwise from the major principal plane
(Figure 7.8). It is possible to work in two dimensions with the assumption that, below
ground surface, the intermediate principal stress, g, is equal to the minimum principal
stress, o3, The new plane is not a principal plane and therefore will be acted upon by both
normal and shear stresses. The determination of stresses on planes inclined to the princi-
pal planes has applications in lab testing of rock strength, in investigating the stability of
slopes, and in interpreting the geologic history of deformed rocks.

A graphical method for representing shear and normal stresses on inclined planes
was devised by Otto Mohr (1835-1918). The plot, which is known as Mohr’s circle, is
shown in Figure 7.9. To construct the circle, values of oy and o3 are plotted on the hori-
zontal axis, which represents normal stress. By convention, compressive stresses are

i 4 FICURE 7.8
Position of a random plane oriented at angle ## measured counter-
clockwise from the major principal plane.
ff
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A FIGURE 7.9

(a) Stresses acting on an incremental element surrounding a point in the subsurface. (b) Mohr's circle
plot for the stresses shown in (a). Deviator stress is the difference between oy and 3. (¢) Relationship
of planes on the incremental element to points on Mohr’s circle.
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positive on the diagram. These points establish a circle of radius (o) — o73)/2. The center
is then plotted on the axis and the circle is drawn. Points on the circle represent the nor-
mal and shear stress on any plane oriented at angle ¢ from the principal plane, as meas-
ured from o (Figure 7.9). Because of the properties of a circle, the angle # is equal to
angle 26, measured from the center of the circle (Figure 7.9¢). We now have a diagram
representing the stress on any plane inclined relative to the principal plane. Normal and
shear stress values can be determined graphically using the circle or by using the equa-
tions shown in Figure 7.10.

Vertical and horizontal principal stresses are 144 KN/m? and 36 kN/m?, respectively. Deter-
mine the normal and shear stresses on a plane inclined at 45° to the principal plane. As
shown, # is measured counterclockwise from the major principal plane and angle 24, or 90°, is
measured counterclockwise from the center of Mohr's circle. In this case, oy is equal to o
plus the radius, and 7, the shear siress, is equal to the radius. It is evident from the diagram
that a plane inclined at 45° from the major principal plane will have the highest value of shear
stress of any plane.

Solution
1
oy = oy + radius = 80
e
oy = 144 kN/m? |
|/ ~ 1
i=45° = = 54 =
V. R W
gy == 7 ey = 36 kN/m? o
Pl 1/ 80 et
4 0=459 / Q
/ 1 oy = 36 o = 144
]

T:m ;- s _ 1442— 3h=54kN,’m2

oy = oy + radius = 36 + 54 = 90 kKN/m?*
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Deformation: Response to Stress

The application of stress to a body of rock or soil causes the material to yield or deform. The
amount of deformation is called strain. The type and amount of strain that a particular materi-
al experiences depends on the type of stresses applied, as well as the depth and temperature.
An understanding of deformation is important to geologists concerned with the behavior of
earth materials during geologic processes and to engineers, who are more interested in defor-
mation of material under the loads applied by engineering structures. Before considering nat-
ural materials, we will first review the deformation of so-called ideal materials.

Ideal Materials

Fundamental types of deformation can be demonstrated by the use of simple mechanical
systems. As shown in Figure 7.11, the three basic types of material behavior are elastic,

’ «4 FIGURE 7.11
T}rpes of idealized material deformation as
g lllustrated by simple mechanical systems.
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viscous, and plastic. Perfect elastic behavior, the type demonstrated by a spring, results in a
linear plot of stress versus strain. The slope of the line relating stress and strain is an im-
portant material property called the modulus of elasticity. It can be stated as

Em (7.5)

=g

where E is the modulus of elasticity, o is the applied stress, and « is the strain. The modu-
lus of elasticity specifies how much strain will occur under a given stress, In this case,
strain (g) is measured as

s 0
L

where AL is the change in length of the spring and L is the original length. Another char-
acteristic of elastic materials is that they tend to return to their original condition when
the stress is removed. Thus, elastic strain is recoverable. Some rocks approach ideal elas-
tic behavior during deformations of small magnitudes. If the modulus of elasticity is
known, it is therefore possible to predict the amount of deformation that will occur under
an applied load.

Certain fluids display the type of behavior known as viscous (Figure 7.11). Stress is
directly proportional to strain rate for these fluids. The constant of proportionality is the
viscosity of the liquid, which is the slope of the stress versus strain rate plot. Even solid
earth materials may exhibit viscous behavior under certain circumstances. The model for
viscous behavior is a dashpot, in which a piston is moved through a cylinder containing a
viscous liquid. The liquid flows through a space between the piston and the wall of the
cylinder as the piston is pulled.

Plastic behavior, as demonstrated in Figure 7.11 by a block pulled along a surface, in-
volves continuous deformation after some critical value of stress has been achieved. There
is no deformation until the critical stress has been reached. Many rocks display plastic de-
formation under stress, but they differ from ideal plastic behavior in the other types of de-
formation that occur before plastic behavior begins.

Models that more closely approximate the behavior of real earth materials are provided
by combining basic models of ideal behavior. The St. Venant model, for example, which com-
bines elastic and plastic behavior, approximates the deformation of many rocks under stress.
The Bingham model combines all three types of ideal behavior. This response has been used
as a model for mud, lava, and similar flows. These processes will be described in Chapter 13.

E

(7.6)

Stress-Strain Behavior of Rocks

Although rocks can be compared with the idealized models just discussed, their actual be-
havior is more complex. One common method of testing rock behavior is the unconfined
compression test, in which a cylindrical sample of rock is subjected to an axial load applied
to the ends of the sample (Figure 7.12). As the axial stress is increased during the test, the
changes in length of the sample can be measured. From this value, the strain at any instant
can be determined using equation (7.6).

In Figure 7.13, a generalized stress-strain curve for rocks is shown. Unlike the ideal
models, the curve is nonlinear and has three distinct segments. The first segment relates to
the closing of microscopic pores and void spaces in the rocks as stress is applied at low
levels. In the middle section of the curve, the nearly linear response approximates elastic
behavior. The slope of this segment can be used to calculate a modulus of elasticity for the
rock, even though the rock is not perfectly elastic (Figure 7.11). The final segment of the
curve is most similar to plastic behavior. At the point of failure, where the sample crumbles
and loses all resistance to stress, the curve terminates.
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Axial load « FICGURE 7.12

Schematic diagram of the unconfined compression test.
An axial load Is applied to a rock or soil sample and the
resulting strain is measured.
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Different types of rocks vary considerably in their stress-strain behavior. In Figure 7.14,
two types of response are shown. Rocks that display mostly elastic behavior until rupture
are called brittle. Those that exhibit a significant amount of plastic response before failure
are termed ductile. Ductile rocks usually deform elastically to a point called the elastic limit,
where strain becomes more plastic with increasing stress.

Compressive Strength

We have described the failure of a brittle rock as the point when the rock loses all resist-
ance to stress and crumbles. In a plastic material, a specific point of failure is harder to
identify because deformation continues indefinitely at a constant level of stress. Failure in
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this case has to be defined as a certain amount, or percentage, of strain. For whatever cri-
teria established for failure, strength is defined as the level of stress at failure.

When the stress at a certain point in the ground or in a laboratory test sample is re-
solved into its principal stresses, a stress differential is apparent between the three princi-
pal stresses. In an unconfined compression test, for example, the axial load becomes the
greatest principal stress and the other two principal stresses are zero. When a stress dif-
ferential exists, shear stresses develop on planes at all angles to the principal stress di-
rections within the body (Figure 7.15). It is possible to resolve the principal stresses
acting on the sample into shear and normal stresses acting on any plane within the sam-
ple (Figure 7.16). Mohr’s circle is a handy way to calculate the value of these stresses. For
an unconfined compression test, the o3 value would be plotted at the origin. For any
plane, the shear stress, 7, tends to cause failure, and the normal stress, o, tends to resist
failure. On two critical planes within the rock, the combination of shear and normal
stresses will produce the greatest tendency for failure. If the shear stress on these planes
exceeds the shear strength of the rock in those directions, failure of the rock will occur.
Therefore, the unconfined compression test indirectly determines the shear strength of

P FIGURE 7.15 "
Shear stresses on planes inclined to the principal planes produced by a
stress differential.

» FIGURE 7.16 ”

Shear and normal stresses acting on a plane within a test sample.
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the rock. A relationship between the consistency or hardness of various earth materials
and the unconfined compressive strength is shown in Figure 7.17. The most useful as-
pect of this relation is the establishment of a minimum strength envelope. The large
ranges of unconfined compressive strength for a particular consistency have to do with
the type of joints, fractures, and other discontinuities in natural materials and other fac-
tors such as the orientation of the sample with respect to these features.

The relationship between shear and normal stresses during a strength test, and at fail-
ure, is critical to understanding the deformation behavior of the material. A test that can be
used to determine this relationship directly is called, appropriately, the direct shear test
(Figure 7.18). In the direct shear test, the failure plane is specified by the construction of the
test cell so that variable shear and normal stresses can be applied to test for shear strength
along the plane where the cell separates. Although the direct shear test is more commonly
used for soils than for rocks, it provides an excellent illustration of strength, because shear
strength is directly measured in contrast to the unconfined compression test. The test is
usually conducted by applying a constant value of normal stress and then increasing the
shear stress until failure occurs. Successive tests are then repeated at a higher normal
stress. If the cell is filled with dry sand for a strength test, the results will be as shown in
Figure 7.19. The line on the graph shows the relationship between shear stress and normal

4 FICURE 7.18
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» FIGURE 7.19
Direct shear test results for dry sand.
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stress at failure. The constant slope indicates that shear strength is directly proportional to
the normal stress applied to the failure plane. This result is obtained because the strength
of the sand is controlled by frictional contact between sand grains, and the shear stress
necessary to cause failure is directly dependent upon the normal stress applied to the fail-
ure plane. The angle that the plotted line makes with the horizontal axis (¢) is a basic
property of the specific sand tested, and it is called the angle of internal friction. It depends
upon the grain size, distribution, shape, and packing of the sand grains in the sample test-
ed. The equation of the line relating shear strength, S, and normal stress, oy, i8

S =o,tan ¢ (7.7)

The shear stress versus normal stress curve for dry sand passes through the origin
because frictional contact between grains is the only component of strength in this mate-
rial. For rocks, as well as for some soils, there are additional components of strength aris-
ing from the interlocking nature of grains in the rock, the cement in the pores of the rock,
or attractive forces between grains or particles. These properties give the rock or soil a
certain inherent strength that is independent of normal stress. In soils, this strength is
called cohesion. These materials also have a strength component proportional to normal
stress on the failure plane. The strength test results, then, for rocks and some cohesive
soils, are of the type shown in Figure 7.20. The intercept on the vertical axis is a measure

P FIGURE 7.20
Generalized direct shear test results
for rocks and some cohesive soils.
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of the inherent sh‘engﬂx or cohesion of the material, The formula for shear strength in this
case can be written as

S=C+o,tang (7.8)

where C is cohesion. This equation is called the Mohr-Coulomb equation.

A direct shear cell 25.4 cm by 25.4 cm in plan is filled with dry sand. A normal load of 6 kN is ap-
plied to the sample, and the shear force at failure is 3.5 kN. What is the angle of internal [riction
for the sand, based upon this one test?

Solution

The normal stress on the failure plane is 6 kN/0.065 m? = 92.3kN/m?, and the shear stress at
failure (shear strength) is 53.8 kN/m?2 When plotted on a graph of shear stress versus normal
stress, ¢ can be determined as shown.

63.8
Test results on

stress-strain

o = 92.3 kNim? coordinates

Shearing strain

7 = shearing
stress, kN/m?

53.8p————- _:?T Test information
r= shearinqj -~ i plotted on Mohr's
stress, kN/m a \.p | circle coordinates
- l
92.3

Mormal stress, kN/m?

538
tan ¢ = Y (.58

¢ = 302°

Effects of Confining Pressure

The unconfined compression test is applicable to rock engineering where rock masses are
exposed at the surface. However, in the design of a tunnel, an underground mine, or an
underground waste repository, we would need to take into consideration the effects of
deep burial of the rock upon its strength characteristics. Similarly, geologists must under-
stand the deformation of rocks far below the earth’s surface to interpret tectonic struc-
tures (Chapter 8) that were formed by deformation of the crust in the geologic past.
Under these conditions, o3, the minimum principal stress, would no longer be equal to
zero as in the unconfined compression test. The weight of the overlying column of rock
translates into a pressure applied from all directions to any given element of rock at
depth. This all-around stress is known as confining pressure. It is similar to hydrostatic
pressure in that it increases with depth; however, this lithostatic pressure is not always
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Schematic diagram of triaxial test cell.

equal in all directions. The major principal stress, oy, may be applied from a vertical or
lateral direction.

A laboratory test called the triaxial test (Figure 7.21) has been devised to more closely
simulate the behavior of rocks or soil at depth. In this test, the cylindrical sample is enclosed
in a jacket through which a radial confining pressure can be applied. Gases or liquids can be
used to apply this all-around pressure. An axial load can then be applied, similar to an un-
confined compression test, until failure occurs. With this apparatus, tests can be run repeat-
edly to study the effect of confining pressure upon deformation. The results of several tests
can be used to establish a failure envelope (Figure 7.22) by drawing a line tangent to the
Moht’s circle representing each test. The point of contact with each circle represents the
shear strength for the corresponding values of confining and axial pressure. Notice that be-
cause the failure envelope is a sloping line, the point of contact with each circle does not
occur at the highest value of shear stress, which would be at the top of the circle. Thus, fail-
ure does not necessarily take place on the plane where shear stress is the maximum, but on
the plane where the combination of shear and normal stresses produce optimum failure
conditions. When used for soils, the triaxial test data yield the angle of internal friction (the
slope of the failure envelope) and the cohesion (the intercept of the shear stress axis).

Under increasing levels of confining pressure, as we might expect with increasing
depth, rocks no longer deform as they did at shallow depth. Triaxial test results plotted on
stress-strain diagrams illustrate several types of changes (Figure 7.23). First, as the confining

» FIGURE 7.22
Construction of failure envelope using Mohr's
circle results from multiple tests.

Shoss slress

Nl stress, o



230

Chapter 7

Mechanics of Rock Materials

10,000 [—rmmm ey e
9000 — =

8000 - i e
WH:.“‘

]

a0 Kufﬂfﬂ
20 -
G000 — a0 kole®

7000 — i}

5000 — -

4000 |- 1000 ka/eem? e
700 keicm®
3000 —[ 300 kg;je'crr\'d -
1 kg/om?
2000 =

Compressive stress Ii:-g;:‘;n".z'l

1000 =

5 1 | | | |
4] & 10 15 20 25 30

Strain --ghortaning %]

A FIGURE 7.23
Effect of confining pressure on a rock sample (Solenhofen Limestone) in a triaxial test. Each curve

represents a test conducted at a different confining pressure. Source: From M. P. Billings, Structural
Geology, 3rd ed., © 1972 by Prentice Hall, Inc., Upper Saddle River, N.|.

pressure is increased, the rock passes through a transition from brittle to ductile behavior.
Ductile response becomes dominant at confining pressures above 700 kg/ em?. This result
supports our expectation that rocks whose behavior may be brittle at the earth’s surface be-
come ductile under high confining pressures. Second, the tests run at higher confining pres-
sures indicate that the strength of the rock increases with increasing confining pressure,

Confining pressure is not the only change in rock deformation with depth. Because the
temperature increases steadily with depth, it is likely that rocks will behave differently at
higher temperatures. Triaxial test cells can be constructed to investigate the effects of tem-
perature on rock behavior under stress. Some results are shown in Figure 7.24. A particu-
lar rock type was tested at several temperatures under a constant confining pressure.
Strength decreased at higher temperatures. In addition, the samples became ductile (reached
their elastic limit) at a lower stress. Thus, plastic deformation will become more prevalent
with increasing depth because of greater temperatures and pressures.

Another factor that affects rock deformation is time. Pressures are applied to rocks
over millions of years in the earth. Although we obviously cannot duplicate such condi-
tions in a lab test, it is possible to vary the rate of strain at which a rock sample approaches
failure. In this way the effect of time can be investigated, although extrapolation to geolog-
ic time intervals is still difficult. When the strain rate of a triaxial test is decreased, two
observations can be made. First, rock strength decreases with decreasing strain rate (in-
creasing the time to failure); second, the rocks become more ductile at lower strain rates.
These results hold true even at stresses below the elastic limit, The stresses are applied over
long periods of time. In fact, the relationship between stress and strain rate can even be
compared with that of a viscous material. Rocks, therefore, that are strong and brittle at the
earth’s surface may deform like a fluid deep within the earth over long periods of time.
Lab values of unconfined compressive strength, along with other mechanical properties of
rocks, are shown on Table 7.2,
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Effect of temperature on rock strength (Yule Marble). Source: From M. P. Billings, Structural Geology,
3d ed., ® 1972 by Prentice Hall, Upper Saddle River, M.).

Tensile Strengh

In addition to compressive strength, rocks also can mobilize significant resistance to tensile
stresses prior to failure, a property which is known as tensile sirength. As the values in
Table 7.2 indicate, tensile strength is much less than compressive strength, in many cases in
fact, only about 10% of compressive strength. The low tensile strength of rocks plays a role
in some weathering processes that we will discuss in Chapter 9. There are other implica-
tions of this property as well, In the ancient civilizations of Egypt, Greece, and Rome, large
temples were constructed using rock columns to support various types of roof structures.
Resting on top of the columns were horizontal beams, or lintels, of rock (Figure 7.25). When
a lintel spans two supporting columns, the beam tends to bow downward in the center and
tensile stresses develop and increase with the distance between the columns, When the
beams are composed of extremely hard, homogeneous rock, rock lintels can perform well
and some have lasted several thousand years. However, when discontinuities or planes of
weakness are present in the rock, the tensile strength may be even lower than the value for
uniform, massive rock. For these reasons, rock beams had to be chosen very carefully to
avoid any potential planes of failure. Very few rock masses even approach homogeneity,
and construction with rock beams is a risky affair. The Romans solved this problem by ex-
tensive use of the arch in bridges, aqueducts (Figure 7.26), and buildings like the Coliseum,
a design that transmits the load to the supporting columns by creating compressive stress-
es around the curved geometric form. With its high compressive strength, rock performs
well in structures that utilize the arch. Modern building materials like steel, with a tensile
strength as high as its compressive strength (Table 7.2) avoid problems of this type. The
arch is still used in construction, especially in dams, in which the arch lies in a horizontal
plane and transmits the stress to the rock abutments at the end of the dam.

Engineering Classification of Rock and Rock Masses

The performance of rock in engineering projects involves both the properties of rock as de-
termined on small, intact samples tested in the laboratory and the properties of the rock
mass in the field. The behavior of the rock mass is almost alwaya weaker than lab tests

231
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Table 7.2 Mechanical Properties of Rock and Other Materials

Ultimate Strength

p E Modulus o, Compressive o, Tensile

Density of Elastici Strength Strength
Rock type Locality (g/em®) (%10° N/m?) (%10% N/m?) (%10® N/m?)
Amphibolite California 2.94 924 278.0 228
Andesite Nevada 237 37.0 103.0 7.2
Basalt Michigan 2.70 41.0 120.0 14.6
Basalt Colorado 2.62 324 58.0 3.2
Basalt Nevada 2.83 339 148.0 18.1
Concrete — 2.7-3.2 2.1-1.0 0.41-0.21 0.04-0.02
Conglomerate Utah 2.54 14.1 88.0 3.0
Diabase New York 2.94 95.8 321.0 85.1
Diorite Arizona 2.7 46.9 119.0 B2
Dolomite Mlinois 2.58 51.0 90.0 3.0
Gabbro New York 3.03 55.3 186.0 13.8
Gneiss Idaho 2.79 53.6 162.0 6.9
Gneiss New Jersey 271 55.16 223.0 15.5
Granite Georgia 2.64 39.0 193.0 2.8
Granite Maryland 2.65 254 251.0 20.7
Granite Colorado 2.64 70.6 226.0 11.9
Graywacke Alaska 2.77 h8.4 221.0 5.5
Gypsum Canada 232 —_ 22.0 24
Limestone Germany 2.62 63.8 63.8 4.0
Limestone Indiana 2.30 26.96 53.1 4.07
Marble New York 2.72 54.0 126.9 11.7
Marble Tennessee 2.70 48.3 106.0 6.5
Phyllite Michigan 324 76.5 126.0 228
Quarlzite Minnesota 2.75 BB 629.0 234
Quartzite Utah 2.55 22.06 148.0 3.5
Salt Canada 2.20 4.64 35.5 2.5
Sandstone Ohio 217 10.52 389 517
Sandstone Utah 2.20 21.37 107.0 11.0
Schist Colorado 247 8.96 15.0 —
Schist Alaska 2.89 39.3 129.6 5.5
Shale Utah 2.81 58.19 215.8 17.2
Shale Pennsylvania 272 31.2 101.4 1.38
Siltstone Pennsylvania 2.76 30.6 113.0 2.76
Slate Michigan 293 75.85 180.0 255
Steel — 7.85 200.00 365.0 365.0
Tuff Nevada 2.39 3.65 11.3 1.17
Tuff Japan 19 76.0 36.0 431

Source: P. H. Rahn, Engineering Geology: An Environmental Approach, 2nd ed., ® 1996 by Prentice Hall, Inc.,
Upper Saddle River, N.J.

would suggest because of the natural variations in composition and the planes or zones of
weakness that are present in almost all rock masses.

Classification of Intact Rock

Laboratory properties of many types of rocks are shown on Table 7.2. Values such as
these relating to stress-strain behavior are utilized in the engineering classification of
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> FIGURE 7.25

Horizontal beam used to support the roof of Kar-
nak Temple, Luxor, Egypt. The beam shows a
crack at the center formed in response to tensile
stresses. Source: Photo courtesy of the author.

A FIGURE 7.26
Roman agueduct in Segovia, Spain, which uses the arch in construction. S5tones were fitted so careful-
ly that mortar was not necessary. Source: Photo courtesy of the author.

rock developed by D. U. Deere and R. F. Miller (Deere, 1968). One component of the clas-
sification is the unconfined compressive strength (Table 7.3). Five categories are estab-
lished for an intact sample of rock. The modulus of elasticity forms the other aspect of
the classification. This classification applies only to rock that is internally continuous, or
intact. Most masses of rock contain discontinuities that strongly influence engineering
behavior. Rock-mass properties will be discussed in a subsequent section.

Table 7.3 Strength Classification of Intact Rock

Unconfined Compressive

Class Description Strength (kg/cm?)
A Very high strength =225(0)
B High strength 1125-2250
C Medium strength 562-1125
D Low strength 281-562
E Very low strength <281
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Definition of the tangent modulus (E,) used
in the Deere and Miller classification. The
tangent is drawn at 50% of unconfined com-
pressive strength.

/{ 4 FIGURE 7.27
/ Eryn

A

Stress
~=

Strain =

Table 7.4 Modulus of Elasticity Classification of Rocks

Description Ey,, (kg/em? X 10°)
Very shiff 8-16

Stiff 4-§
Medium stiffness 2-4

Low sliffness 1-2
Yielding 0.5-1

Highly yielding 0.25-0.5

In Figure 7.27, the definition of the particular modulus value used is illustrated. Ly is
the modulus obtained by taking the slope of a line tangent to the stress-strain curve at 50%
of the unconfined compressive strength. The classes of modulus of elasticity are listed
in Table 7.4. Together, the modulus of elasticity (E;, ) and the unconfined compressive
strength (o) can be used to calculate a modulus ratio, which is defined as

Ly,
My = A (7.9)
Modulus-ratio values are plotted on a diagram (Figure 7.28) divided into fields of high
modulus ratio (=500:1), medium modulus ratio (500:1-200:1), and low modulus ratio
(=200:1). The position of plotted points on the modulus-ratio diagram gives a visual com-
parison of rocks and indicates the strength and modulus values, the rock properties that
control engineering behavior.

Igneous Rocks

The strength of igneous rocks is high when the rock is composed of a dense network of inter-
locking crystals, This condition is usually present in the intrusive rocks, which had sufficient
time for crystallization to develop a three-dimensional network. As shown in Figure 7.29, in-
trusive rocks generally have a high modulus of elasticity and a medium modulus ratio.

The extrusive igneous rocks have a much wider range in strength and modulus. Lava
flows may develop strength and modulus properties that are similar to the intrusive rocks,



» FICURE 7.28
Classification diagram for
the Deere and Miller clas-
sification of intact rock.
Source: Modified from D. U.
Deere, Rock Mechanics in
Engineering Practice, K. G.
Stagg and O. C. Zienkiewicz,
eds., © 1968 by Jjohn Wiley
& Sons, Ltd., London.

» FIGURE 7.29
Engineering classification
of intact igneous rock.
Source: Modlified from D. U.
Deere, Rock Mechanics in En-
gineering Practice, K. G. Stagg
and O. C. Zienkiewicz, eds.,
© 1968 by John Wiley &
Sons, Ltd., London.
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but vesicular extrusive rocks are usually weaker. The pyroclastic rocks extend the field of
the extrusive rocks into the area of low strength and modulus because of their low density
and high porosity caused by their formation from airfall or flow processes. Most extrusive
rocks, however, fall into the medium modulus ratio category.

Sedimentary Rocks
Sedimentary rocks have extremely variable strength and modulus properties (Figure 7.30).
For the clastic rocks, these values depend on the rock characteristics acquired in the de-
positional environment, as well as on all changes that have affected the rock in the lithi-
fication process. Important depositional factors include grain-size distribution, sorting,
rounding, and mineral composition. Lithification processes, such as compaction and ce-
mentation, usually increase the strength of the rock. Clastic rocks of medium and coarse
grain size usually fall into the moderate modulus-ratio class over a wide range of strength
and modulus values. Shale exhibits a strong tendency for plastic deformation. As a result,
the modulus of elasticity is low and the modulus ratio overlaps into the low zone.
Nonclastic rocks differ in engineering properties according to the composition of the
rocks. Limestone and dolomite generally have medium to high strength and modulus ra-
tios. Evaporite rocks exhibit weak, plastic behavior. The tendency for plastic deformation
at low strength in the evaporite rocks explains why these rocks are considered to be a pos-
sible option for high-level nuclear waste repositories. Because of their stress-strain behav-
ior, any cavities or cracks in the rocks are sealed by plastic flow. This property is important
in preventing migration of waste products from the disposal site.

Metamorphic Rocks
Metamorphism increases the strength of some sedimentary rocks by compaction and recrys-
tallization. Thus (Figure 7.31), the modulus ratio of quartzite is limited to the high-strength
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side of the diagram relative to the corresponding sedimentary rock sandstone. Marble is an
exception to the trend of increased strength following metamorphism. When limestone or
dolomite recrystallizes, the crystals in the resulting marble are large. The strength of a rock
generally is proportional to the surface area of contact between grains, and a fine-grained
rock has a higher contact area than a coarse-grained rock. Therefore, limestone and dolomite
lose strength when they are metamorphosed. Because only the grain size changes during
metamorphism, and the mineral composition remains the same, the modulus-ratio field of
marble falls within the high modulus-ratio section of the chart.

Schists have a wide variation in strength and modulus because of their strongly ori-
ented foliation, which produces planes of weakness parallel to the foliation. The strength
of a schist depends upon the direction from which stresses are applied. If the stress config-
uration tends to produce failure in the direction of the foliation, the strength is minimized.
A much greater strength develops if the stresses tend to cause failure perpendicular to the
foliation planes. Gneisses are limited to the high-strength and modulus regions of the
chart because the coarse bands of alternating light- and dark-colored minerals in gneiss do
not result in highly developed planes of weakness in the rock.

Rock-Mass Properties and Classification

The strength and deformational properties of rocks that we have discussed usually are de-
termined by laboratory tests on rock samples. These samples are necessarily small, intact
specimens taken from large bodies of rock at a field location. Although the test results ob-
tained from intact samples are useful for comparison of properties between various rock
types, the strength values cannot be directly applied to the overall rock mass in the field sit-
uation, The reason for this apparent discrepancy is that the behavior of a rock mass under
load in the field is partially controlled by the strength developed along discontinuities in the
rock and by the weathering characteristics, rather than by the strength of the intact portions
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of the rock itself. Discontinuities are present in almost every type of rock and they act to
lower the strength of the rock mass (Figure 7.32). For example, in the direct shear and triaxi-
al tests, shear strengths can be determined under variable conditions of confining stress
(er3). The angle of internal friction ¢ can be determined by this procedure. Table 7.5 illus-
trates that the ¢ values of the materials filling joints are much lower than values determined

44 FIGURE 7.32
Highly jointed Precambrian igneous rock mass, south Sinai
Peninsula, Egypt. Source: Photo courtesy of the author.

Table 7.5 Appoximate Friction Angles and Cohesion Values for Rocks
and Joint Infilling Materials

I . b ¢ (massive rock)

Rock {intact rock) (discontinuity) (ultimate) kN m~?
Andesite 45 31-35 268-30
Basalt 48-50 47
Chalk 35-41
Diorile 53-55
Granite 5064 31-33 100-300
Greywacke 45-5(0)
Limestone 3060 33-37 50-150
Monzonite 48-65 28-32
Porphyry 40 30-34 100-300
Quartzite 64 44 26-34
Sandstone 45-50 27-38 25-34 50-150
Schist 26-70)
Shale 45-64 a7 27-32 25-100
Sillstone 50 43
Slate 45-60 25-34
Infilling material ¢h° (approximate)
Remolded clay gouge 10-20
Calcitic shear zone material 20-27
Shale fault material 14-22
Hard rock breccia 22-30
Compacted hard rock aggregate 40
Hard rock fill 38

Source: P. H. Rahn, Engineering Geolagy: An Environmental Approach, 2nd ed., © 1996 by Prentice Hall, Inc.,

Upper Saddle River, N.J.
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A FIGURE 7.33
Rock bolts used to prevent failure of sandstone slabs bounded by discontinuities in the Colorado River

canyon downstream from the Glen Canyon Dam. Source: Photo courtesy of the author.

for intact rocks. Under stress, therefore, the rock will fail along existing planes of weakness
rather than develop new fracture planes within intact, solid rock (Figure 7.33). Therefore, it is
very important to determine the properties of the rock mass as well as the properties of in-
tact rock within the rock mass.

Some of the types of rock discontinuities are shown in Table 7.6. Depositional discon-
tinuities are acquired by sedimentary rocks as their constituent particles are deposited as
sediment. These discontinuities include bedding planes between beds and laminations of
different lithology (Chapter 5). Sedimentary structures, including mud cracks and ripple
marks, also represent discontinuities in the rock. In addition to knowing the types of dis-
continuities, engineers must also determine their spacing, orientation, and roughness. The
orientation is particularly important in considering the ability of a rock slope to support it-
self under the load of the rocks and soils that make up the slope. Failure in this situation
occurs when part of the rock mass breaks away along a discontinuity and moves downs-
lope (Figure 7.34). Slope movements, which will be discussed in more detail later, consti-
tute a very significant category of geologic hazards.

Table 7.6 Rock Discontinuities

Sedimentary Metamorphic
Bedding planes Foliation
Sedimentary structures Cleavage

(mud cracks, ripple marks,

cross beds, and so on) Igneous
Unconformities Cooling joints

Flow contacts

Structural Intrusive conlacts
Faults Dikes
Joints Sills

Fissures Veins
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A FIGURE 7.34
Rockfall on eastbound lane of Interstate 70, |efferson County, Colorado. Failure occurred along joints
and foliation planes in Precambrian gneiss. Source: W. R. Hansen; photo courtesy of U.5. Geological Survey.

Case in Point 7.1

The Anclient Egyptians and Rock-Mass Properties

As living gods, the pharaohs of ancient Egypt constructed massive temples to glorify
themselves and the large cadre of nonliving deities worshiped in their religion. The obelisk
was one of the most impressive symbols of their power and importance. The obelisks at
Karnak Temple, near present day Luxor, were erected about 3500 years ago (Figure 7.35).
These narrow rock spires, which are as much as 30 m high and covered with hieroglyphics,
are chiseled out of beautiful pink, coarse-grained granite that crops out at Aswan, about
150 km up the Nile from Luxor. To construct these monuments, workers had to locate a
suitable exposure of unweathered rock with no significant fractures, excavate the obelisk
to its final size in place from the outcrop with primitive hand tools, move it from the quar-
ry to a boat on the Nile, float it downriver for 150 km, and raise it at the temple without
damage. That this challenging series of steps did not always succeed is illustrated by an
unfinished obelisk in an Aswan quarry (Figure 7.36). The obelisk was excavated and
shaped to its final form on three sides but then abandoned in place when a large fracture
developed in the rock. This obelisk, at 42 m in length, would have been the largest ever
quarried and the largest object sculpted from a single stone in history. The Aswan granite
is remarkable for its uniformity and lack of rock-mass discontinuities. The unfinished
obelisk, however, i3 an indication of the limits of rock-mass homogeneity.
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A FIGURE 7.35
Obelisks as high as 30 m rise above the walls of Karnak Temple, Luxor, Egypt. Source: Photo courtesy of
the author.

» FIGURE 7.36

An upfinished 42-m-long obelisk abandaned in a
quarry near Aswan, Egypt. Source: Photo courtesy of
the author.
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Table 7.7 Rock Quality Designation (RQD)

ROD (%) Description of Rock Quality
0-25 Very poor
25-50 Poor
50-75 Fair
75-90 Good
90-100 Excellent

Quantification of rock-mass properties is very difficult because of the number of vari-
ables involved. One index that is used is called the rock quality designation (RQD). During
site investigation for an engineering project, test holes are drilled to determine subsurface
rock formations. One sampling technique is to obtain a core, which is a small cylindrical
sample of the entire vertical interval drilled. The core can then be used for laboratory tests
of the rocks penetrated. The length of an individual piece of core is dependent upon the
degree and orientation of fractures in the rock. Cores of highly fractured rock will consist
of long, unbroken segments. RQD is defined as the percentage of core recovered in pieces
10 em or longer in length. The index is expressed as a percentage of the total depth drilled
(Table 7.7). Thus, in 10 m of drilling, recovery of 9.2 m in pieces 10 cm or longer in length
would have an RQD of 92% and be described as excellent quality.

Several rock-mass classifications have been devised for specific applications, Few of
these, if any, are suitable for all purposes. A rock-mass classification devised to predict the
type of excavation needed for various types of materials is shown in Figure 7.37. Numerical
values can be assigned for each variable and summed to obtain an overall rock-mass classi-
fication. Problems arise in assigning numerical values to largely descriptive variables such
as weathering characteristics. Rock is divided into five classes in this classification based on
the uniaxial compressive strength of intact rock and the joint spacing in the rock mass. The
resulting rock-mass categories can be related to methods of excavation, types of tunnel sup-
port systems, and other applications.

Rock-mass classification for underground excavations, including mines and tunnels,
is particularly important because of the potential loss of life that could result from col-
laspse of the uncompleted excavation. One of the most widely used classifications is the
Gemechanics Classification of Bieniawski (1989), which is illustrated in Table 7.8. Also
known as the Rock Mass Rating (RMR) system, the classification is based on six individ-
ual factors: the uniaxial compressive strength of the rock material in a particular section
of the tunnel, the RQD value, the spacing of discontinuities, the condition of discontinu-
ities, the groundwater conditions, and the orientation of discontinuities. Each factor is
rated as shown, and the ratings are summed to give a total rating between 1 and 100. Five
rock-mass classes are defined by ranges in the total ratings. The sum of factors 1 through
5 gives an initial RMR score, which then can be modified by factor 6, the orientation of
discontinuities. The five descriptive classes of orientations—very favorable, favorable,
etc.—are based upon the strike, or compass heading, and dip (angle of inclination) of the
discontinuities with respect to the orientation of the tunnel axis. Table 7.9 presents the cri-
teria. A fracture running parallel to the tunnel axis with a high dip angle would be the
worst possible case, as it would create the most likely condition for blocks of rock to col-
lapse into the tunnel. The nonzero values of factor 6 are negative and are subtracted from
the previous total to yield the total rating. Part D of Table 7.8 summarizes some applica-
tions of the RMR classes.
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Strength diagram for jointed rock masses showing types of excavation needed. Source: From Z. T. Bieni-
awski, 1974, Geomechanics classification of rock masses and its application to tunnelling, Proc. 3rd Cong. Int.
Soc. Rock Mech., 1:27-32. Reprinted with permission of Butterworth-Heinemann Limited.

Knowledge of the stand-up time, the time that a rock-cut opening will stand with-
out support, is essential to tunnel construction. The method of excavation and support
are related to the RMR value in Table 7.10. The easiest way to advance a tunnel is by
blasting or cutting the full face, but this is only possible for very good or good rock. For
less favorable conditions, the tunnel cross section is often excavated in sections, or
drifts, because smaller openings are easier to control and support can be installed grad-
ually as the cross section is enlarged. Several examples of drift sequences are shown in
Figure 7.38. In Figure 7.38a, the first excavation is known as a top heading. Completion
of side drifts (2) will create a bench allowing roof supports to be installed, arch ribs in
this case. The bottom can then be excavated using a bottom drift (3), followed by later-
al drifts to install wall ribs below the arch ribs. In Figure 7.38b, the lower side drifts are
first in the sequence, followed by the top drifts (2), the top side drifts (3), and finally the
central core (4) of the tunnel. In very weak rock masses, drifts surrounding the final
tunnel cross section are first drilled and filled with concrete (Figure 7.38¢). The capping
beam (4) is constructed of reinforced concrete for further support. In Figure 7.38d, the
central drift is excavated first and then expanded laterally to install supports. The use
of steel for tunnel supports, with its great strength, revolutionized tunnel construction
as it did building construction. Timbers were the dominant form of support in the cen-
turies prior to the advent of steel construction. In many cases, timbers were used tem-
porarily until masonry walls or arches made of building stone were constructed to
provide permanent support.
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Table 7.8 The Geomechanics Classification of Rock Masses (Rock Mass Rating System)

Rating is determined by evaluating factors 1 through 5 and summing. Final value s determined by subtraction of the
value of factor 6, if necessary.

A, CLASSIFICATION PARAMETERS AND THEIR RATINGS

Parameter Range of Values
Point-load str For this low range,
Strength of S (MPT& >10 410 24 -2 uniaxial compressive
intact rock test i preferred
mineral w :
1 Uniaxial compressive | 5 g 100-250 50-100 55 | 55| 15 | <1
strength (MPa)
Rating 15 12 7 4 2 1 0
, Drill core quality RQD (%) 90-100 75-90 50-75 25-50 <5
Rating 2 17 13 § 3
3 Spacing of disconfinuities >m 0.6-2m 20-600mm | 60-200 mm <60 mm
Rating 2 15 10 § 5
Very rough Slightly rough | Slightly rough | Slickensided Soft gouge
surfaces surfaces surfaces surfaces >5 mm thick
Not continuous |  Separation Separation o or
. N No separation <! mm <lmm Gouge <5 mm Separation
g  (Conditionofdiscontinuities |y mord | Sightly | Highy hick >5 mm
wall rock weathered weathered or Continuous
walls walls Separation
1-5 mm
Continuous
Rating 30 % 2 10 0
Inflow per 10 m None <10 105 2515 105
tunnel length
(L/min)
or or or or or
5| Groundwater Joint water
. pressure 0 <01 0.1-0.2 0.2-0.5 >0.5
Rafi0 ————
Major principal
slress
or or or or or
General conditions | Completely dry Damp Wet Dripping Flowing
Rating 15 10 7 4 0




=)

B. RATING ADJUSTMENT FOR DISCONTINUITY ORIENTATIONS

Parameter Range of Values
Strike and dip orientations Very Favorable | Favorable Fair Unfavorable | Very Unfavorable
of discontinuities
Tunnels and mines 0 -7 -5 -10 -12
Ratings Foundations ( ) -7 -15 -5
Slopes 0 -5 -2 -50 -60
C. ROCK MASS CLASSES DETERMINED FROM TOTAL RATINGS
Rating 100-81 80-61 6041 40-21 <
Class no. I I 1 I\ v
Description Very goodrock | Good rock Fair rock Poor rock Very poor rock
D. MEANING OF ROCK MASS CLASSES
Class no. I I 1 IV V
Average stand-up fime 2 )rrS;n;n BBm | Iy :;;;I]-m 1 wi; Pf:rn 5m | 10h :;ﬁﬁ-m 30 ml:IIJ i{;r I-m
Cohesion of the rock mass (kPa) >40)) 300-400 200-300 100-200 <100
Friction angle of the rock mass (deg) >15 35-45 25-35 15-25 <15

Source: Z. T, Bieniawski, Engineering Rock Mass Classifications, New York, Wiley Interscience, © 1989,
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Table 7.9 Effect of Discontinuity Strike and Dip Orientations in Tunneling
Strike Perpendicular to Tunnel Axis

Drive with Dip Drive against Dip
Dip 45-90 Dip 20-45 Dip 45-90 Dip 20-45
Very favorable Favorable Fair Unfavorable
Strike Parallel to Tunnel Axis Irrespective of Strike
Dip 20-45 Dip 45-90 Dip 0-20
Fair Very unfavorable Fair

Source: Z. T. Bieniawski, Engineering Rock Mass Classifications, New York, Wiley Interscience, © 1989,

Table 7.10 Guidelines for Excavation and Support of Rock Tunnels in Accordance
with the Rock Mass Rating System

Support
Rock Bolts (20-mm dia,
Rock-mass Class Excavation Fully Grouted) Shotcrete Steel Sets
Very good rock ()~ Full face Generally, no support required except for occasional spot bolting,
(RMR: 81-100) 3-m advance
CGood rock (IT) Full face Locally, bolts in crown 50 mm in crown None
(RMR: 61-80) 1.0-1.5-m advance 3 m long, spaced where required
Complete support 2.5 m, with occasional
20 m from face wire mesh
Fair rock (IIT) Top heading and Systematic bolts 4 m 50-100 mm in None
(RMR: 41-60) bench long, spaced 1.5-2 m crown and
1.5-3-m advance in in crown and walls 30 mm in sides
top heading with wire mesh in
Commence support crown
after each blast
Complete support
10 m from face
Poor rock (IV) Top heading and Systematic bolts 4-5 m 100-150 mm in Light to medium
(RMR: 21-40) bench long, spaced 1-1.5 m crown and ribs spaced 1.5 m
1.0-1.5-m advance in crown and walls 100 mm in where required
in top heading,. with wire mesh sides
Install support
concurrently

with excavation
10 m from face.

{continued)
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Table 7.10 (Continued)

Support
Rock Bolts (20-mm dia,

Rock-mass Class Excavation Fully Grouted) Shotcrete Steel Sets
Very poorrock (V) Multiple drifts Systematic bolts 5-6 m 150-200 mm in Medium to heavy
(RMR: <20) 0.5-1.5-m advance long, spaced 1-1.5m crown, 150 mm ribs spaced 0.75 m

in top heading, in crown and walls in sides, and with steel lagging and

Install support with wire mesh. Bolt 50 mm on face forepoling if required.

concurrently with invert. Close invert.

excavation.
Shotcrete as soon
as possible after
blasting.

Source: Z. T. Bieniawski, Engineering Rock Mass Classifications, New York, Wiley Interscience, © 1989.

» FIGURE 7.38

Methods of advancing a tunnel
heading in incompetent rock.
Drifts are excavated in numbered
sequence. (a) Top heading and
bench. (b) Side drifts and supports
installed first. {(c) Drifts driven out-
side cross section of tunnel and
filled with concrete before excava-
tion of tunnel. (d) Center drift ex-
cavated first followed by side and
lower drifts to install support.

Case in Point 7.2

The Gros Ventre Slide: Role of Discontinuities in Rock-Mass Stability

A good example of the effect of discontinuity orientation upon slope movements is provid-
ed by the Gros Ventre slide, the largest historic rock slide in the United States (Figures 7.39
and 7.40). Sedimentary rock formations are oriented as shown in the Gros Ventre Valley
near Jackson, Wyoming (Alden, 1928). On the south slope of the valley, bedding planes are
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Spur of
Sheep Mt.

river channel

A FIGURE 7.39

The Gros Ventre rockslide. Source: From Alden, 1928; used by permission of the American Institute of Mining,
Metallurgical, and Petroleum Engineers.

A FIGURE 7.40

View across the Gros Ventre Valley of the scar and lower part of the rockslide. Photo taken in 1925,
3 months after the slide. Source: W. C. Alden; photo courtesy of U.S. Geological Survey.

tilted, or dip, in the same direction as the slope. The strength of the rock mass, therefore,
is controlled by the strength developed along the sloping bedding planes rather than by
the strength of the rock itself, After a period of heavy rains in 1925, the slope failed because
the stress along one or more of the bedding planes was greater than the shear strength.

As a result, about 40 million m® of rock slid rapidly into the valley along bedding-plane
discontinuities.




Summary and Conclusions

Earth materials are three-phase substances, with possible solid, liquid, and gas compo-
nents. The volume of the void spaces in the rock or soil, along with the size and inter-
connectedness of pores, determines the intrinsic permeability of the material. A related
parameter, hydraulic conductivity, includes the properties of the fluid in its definition.

Stress is present beneath the surface of the earth as a result of the weight of overlying
rock and soil, as well as any load applied at the land surface. The stress at any point can be
resolved into maximum, minimum, and intermediate components, acting in mutually per-
pendicular directions at the point.

Strain results from the application of stress to a material. Rocks exhibit complex defor-
mational response to stress. Models can be used to approximate the stress-strain relation-
ships of different types of materials. Simple models that demonstrate elastic, plastic, and
viscous behavior can be used to simulate deformation of rocks, although real deformation
may incorporate combinations of more than one type of simple response.

The stresses applied to a rock sample may be high enough to cause failure. Failure is
controlled by the shear strength of the material because the rock fails under the action of
shear stresses that develop on planes inclined at various angles to the principal stresses.
Shear and normal stresses at failure are plotted on diagrams to show the variations of
shear strength under various stress conditions. Mohr”s circle is a convenient way of graph-
ically showing the relationships between principal stresses and stresses on planes inclined
to the principal plane.

The relationship between shear and normal stresses at failure varies for different types
of material. Rocks and some soils derive strength from cementation between grains, cohe-
sion between particles, and the interlocking grain structure of minerals that crystallized
from a magma or solution. These materials follow the Mohr-Coulomb strength criterion,
which includes the intrinsic strength of the material as well as the frictional resistance to
shear that is proportional to normal stress along the failure plane.

The engineering behavior of intact rock can be classified using the modulus of elastic-
ity and the uniaxial compressive strength, but the behavior of rock masses is dependent on
the type and spacing of discontinuities as well as the properties of the intact rock.

Problems
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Problems

1. What are the differences among porosily, void ratio, 8. Discuss the limitations and problems of extrapolal-
and permeability? ing mechanical properties measured on small rock

2. Give as many examples as you can of materials that samples to field situations.

exhibit elastic, plastic, and viscous deformation. 9. Determine the vertical stress, oy, at a depth of
15 m when the overlying rocks include the follow-

3. How does the response of rocks to stress differ from

models of ideal behavior? ing (listed in descending order from ground sur-
4. H d th related? face): Unit A: 9 m thick, y, = 28 kN/m" Unit B: 4
. How are stress and strength relate m thick, vy = 22 KN/ Unit C: 9, = 28 KN/

5. How is shear strength measured? 10

. Asurficial rock unit has a unit weight of 170 pounds

6. What are the two major components of shear strength? per cubic ft (pcf) and a thickness of 20 ft. It is under-

7. Define modulus ratio and explain what it is used for.

lain by rocks with a unit weight of 145 pcf. What is
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the vertical stress at a depth of 30 ft below the origi-
nal land surface after 4 ft of the upper unit have
been removed in an excavation?

11. The major principal stress is 200 kN/m* compres-
sion at a point below the surface. The minor princi-
pal stress is B0 kN / m? compression.

{A) Draw Mohr's circle for these conditions.

(B) Find the maximum shear stress and the normal
stress thal acts on the plane of maximum shear
slress.

(C) Find the normal and shear stresses on a plane
inclined 30° from the major principal plane.

12. Arock unit is composed of rocks with a unit weight
of 200 pcf. Draw Mohr's circle for a depth of 10 ft
below land surface, assuming that the vertical stress
at that point is the major principal stress and the mi-
nor principal stress is one-third of that value. What
is the maximum shear stress acting at the poinf?

13. The difference between the major and minor princi-
pal stresses at a point is 70 kamz. If the major prin-
cipal stress is 140 kN /m?, what are the shear and
normal siresses on a plane inclined at 30° to the
major principal plane?

14. A malerial has an angle of internal friction of 33°,
What is the shear strength of this material at a nor-
mal stress of 2000 psf?

15. A direct shear cell has cross-sectional dimensions of
15 em * 15 cm. In a test of dry sand, the normal
load at failure is 5 kN and the shear force is 2.7 kN.
What is the angle of internal friction of this material?

16. A rock unit has a unit cohesion of 400 psf and an an-
gle of internal friction of 35°. When the normal stress
is 1600 psf, what is the shear strength of the rock?

17. A certain rock mass has an unconfined compressive
strength of 150 Mpa. The RQD value is 70, disconti-
nuities are approximately 1 m apart and consist of
highly weathered, slightly rough walls separated by
<1 mm. The rock mass is wet, with 10-25 L /min
groundwater inflow. The discontinuities strike par-
allel to the tunnel axis and dip 75° from the hori-
zontal. What is the Rock Mass Rating for this rock
mass, which is being evaluated for a tunnel? What
methods of construction and support would you
recommend?
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CHAPTER

Structural Deformation
of the Earth’s Crust
and Earthquakes

t has been obvious to geologists for almost 200 years that many of the

rocks that make up the earth’s crust have in the past been subjected to in-
tense deformation. That these processes continue to the present is no sur-
prise to anyone who has experienced an earthquake. In this chapter, we will
examine the causes and effects of deformation of the earth’s crust, which is
known as tectonic deformation. Brittle deformation, the type that generates
earthquakes, is common in the upper crust. At greater depths, plastic or
ductile deformation is the norm. In the geologist's view, the rock structures
produced by tectonic deformation are evidence that can be used to unravel
the earth’s history. From a practical standpoint, studies of geologic structure
are used in exploration for petroleum and mineral deposits. Engineers must
also understand rock structure because the discontinuities imparted to
rocks during deformation frequently govern the engineering behavior of
rock masses at the surface or in the shallow subsurface regions of the earth.
One of the most significant manifestations of structural deformation is
earthquakes. These sometimes devastating events are perhaps the most
dangerous geologic hazards facing human society.

Geologic Structures

Under the stresses that are imposed upon rocks in the earth, deformation
takes place. The type of deformation is dependent upon the material proper-
ties of the rock as well as the confining pressure, temperature, strain rate,
and other factors. The mechanics of deformation involve various combina-
tions of elastic, plastic, and viscous behavior. When deformation is complete,
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the rock may be totally changed from its initial state. The record of deformation is retained
in the altered rock in the form of geologic structures such as folds, faults, and joints. Engi-
neers are more concerned, however, with the properties that these structures impart to a
rock mass, especially those that impact an engineering project. For example, faults may
bring two rock types with vastly different engineering properties into contact. Joints may
lower the strength of a rock mass as well as increase its permeability. Thus, a mass of large-
ly intact granite may be a favorable site for a nuclear waste repository, whereas a jointed
granitic rock mass may be totally unsuitable.

Strike and Dip

Most geologic structures are studied by measuring the orientation of planar elements within
the rock. The orientation of a plane in space can be specified by measuring its strike and dip.
(Figure 8.1). Strike is the direction of a line formed by the intersection of the plane and the
horizontal. Dip is the amount of slope of the plane. It is determined by measuring the acute
angle between the horizontal and the sloping plane. Dip is always measured in a vertical
plane perpendicular to strike in the direction of maximum inclination of the rock plane.

In the field, strike and dip measurements are often made with a Brunton compass
(Figure 8.2). The types of planes that are measured in the field vary with the types of rocks

Mot . 100 < FIGURE 8.1

2 Strike is the direction of a horizontal line intersecting
a bedding plane or other plane in a body of rock. Dip
is the angle of inclination of the plane measured from
the horizontal. The maximum dip direction is at right
angles to the strike. (After G. D. Robinson et al., U.S.
Geological Survey Professional Paper 505.)

Strike of beds

<4 FIGURE 8.2
Measurerment of dip
with a Brunton compass
at the base of a sand-
stone bed. Source:

J. R. Stacy; photo courtesy
of U.5. Geological Survey.
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and deformational mechanisms. In folded sedimentary rocks, the orientations of bedding
planes are measured throughout the area in order to reconstruct the pattern of folding,.
Fault and joint planes are measured directly so that their distribution throughout a rock
mass can be predicted.

Folds

Folds are produced by lateral compression of the crust. Under this type of stress, the
crustal rocks are deformed into a series of wavelike forms oriented transverse to the direc-
tion of maximum stress (Figure 8.3). Folds are an indication that crustal shortening has oc-
curred. Folds are most easily visible in sedimentary rock sequences because of the bedding
of the rock strata. Bedding planes were initially horizontal prior to deformation (see the
Principle of Original Horizontality, Chapter 2). The bending of these planes facilitates the
recognition and interpretation of folds (Figure 8.4).

Two general fold types are recognized. Anticlines are formed by the upward bending
or buckling of strata, so the fold has the shape of an arch (Figure 8.5). The sides, or limbs,
of an anticline dip downward and outward from the fold crest. The opposite of an anti-
cline is a syncline, in which the central portion is bent downward to form a trough
(Figures 8.4, 8.5). The limbs of a syncline dip toward the center of the trough.

Parts of a Fold

The terminology used to describe folds is shown in Figure 8.6. The line connecting the
points of maximum curvature is called the axis. The axial plane is a plane containing the axis
that divides the fold into two equal sections. The axis of a fold or group of folds may be ap-
proximately horizontal or tilted, in which case the structure is classified as a plunging fold

» FIGURE 8.3

Landsat image of Oua-
chita Mountains in east-
ern Oklahoma. Fold
patterns are defined by
the outcrop pattern of
resistant sedimentary
rock units. Mountains
were formed by folding
and faulting of Paleozoic
sedimentary rocks fol-
lowed by uplift and ero-
sion by streams. The
width of the scene is ap-
proximately 185 km.
Source: U.S. Geological Sur-
vey; EROS Data Center;
Landsat image 1146-
16300-7; Dec. 16, 1972.
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A FIGURE 8.4

Exposure of a syncline in Devonian shales and sandstones in a road cut through Sideling Hill along
I-68 in western Maryland. The roadcut is approximately 255 m in height. Source: Photo by Paul Breed-
ing; courtesy of Maryland Geological Survey.

4 FIGURE 8.5
Cross sections of (a) an anticline
and (b) a syncline.

4 FIGURE 8.6

Parts of a fold. The axial plane divides the fold into two
equal portions, and the axis is a line connecting the
points of maximum curvature.




Geologic Structures

» FIGURE 8.7

Comparisan of (a) nonplunging and (b) plunging
folds. Source: From E. A. Hay and A. L. McAlester, Physical
Geology: Principles and Perspectives, 2nd ed., © 1984 by
Prentice Hall, Inc., Englewood Cliffs, N.|.)

(Figure 8.7). The outcrop pattern of plunging folds differs from nonplunging folds, as illus-
trated in Figure 8.8. In map view, the beds on opposite limbs of the nonplunging fold are
parallel, but form a sinuous pattern in the plunging fold. Erosion of the landscape accentu-
ates these differences. The sharp bends in beds identify the points of intersection between
eroded anticlines and the ground surface. Therefore, in a series of plunging folds the direc-
tion of plunge is toward the bend, or nose, of an anticline (Figure 8.9). For a syncline, the di-
rection of plunge is toward the opposite direction from the sharp bend in the outcrop
pattern of the beds.

The relative age of rock units in a folded sequence can be determined after identifica-
tion of the fold as an anticline or syncline. In an eroded anticline, the oldest rocks are ex-
posed at the center of the structure (Figure 8.10). The relationship is reversed in a syncline,
where the youngest rocks are exposed at the center of the structure.

Types of Folds

Folds can vary in size from structures visible on satellite images to examples that must be
observed through a microscope. In addition to this size variation, there are also many
types of folds. Several of the basic forms are shown in Figure 8.11. Fold types are differen-
tiated by the geometry of the limbs and the orientation of the axial planes. In symmetrical
folds, the limbs dip in opposite directions in about the same amount. Dips of opposing
limbs are not equivalent in asymmetrical folds. If both limbs dip in the same direction, the
folds are said to be overturned. This condition can be caused by an intense stress applied in
one direction. In regions of more severe deformation, axial planes may be nearly horizon-
tal. These types of folds are termed recumbent.

Not all folds consist of two limbs. A steplike bend in strata without two well-defined
limbs is known as a monocline (Figures 8.11 and 8.12). Finally, large-scale warps in relatively
stable continental crustal regions resemble folds. These structures are commonly circular or
oval in plan view. Uplifts of this type are called donres (Figure 8.13), and downwarps are
known as basins (Figure 8.14). Eroded domes are similar to anticlines in that the oldest rocks
are exposed at the center; whereas, in basins, like synclines, the youngest beds are exposed at
the center. Basins are particularly important for their petroleum resource potential (Chapter 5).
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N S < FIGURE 8.8
1 "':tf.‘,‘ Ll ([ LN (a) Map and cross section of nonplunging folds.
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< FIGURE 8.9

Outcrop pattern of eroded, plunging
folds. Beds in a plunging anticline form
a sharp bend or nose in the direction of
plunge. Source: After G. D. Robinson et al.,
1964, U.5. Geological Survey Professional
Paper 505.

During the slow subsidence of the crust to form basins, thick sections of sedimentary rocks are
deposited. Under the proper conditions, petroleum is formed and trapped in these sequences.

Fractures

The brittle failure of rock produces fractures. These curved or planar discontinuities can be
subdivided into joints and faults. Both types are extremely important to identify and eval-
uate at the site of an engineering project.
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QOldest Youngest
exposed rocks exposed rocks

V  Youngest

L[]

I Oldest

A FIGURE 8.10

The relative age of folded sedimentary rocks exposed at the surface depends upon the structure. The
rocks exposed at the center of the anticline, Unit ll, are the oldest exposed rocks in the sequence;
whereas those exposed at the center of the syncline are the youngest. The arrows show the direction
toward which the tops of the beds are facing: away from the axial plane of the anticline and toward
the axial plane of the syncline. Source: From E. A. Hay and A. L. McAlester, Physical Geology: Principles and
Perspectives, 2nd ed., © 1984 by Prentice Hall, Inc., Englewood Cliffs, N.J.

» FIGURE 8.11
Cross sections of fold types as defined by geometry and position of _'N
axial plane: (a) monocline, (b) symmetrical anticline, (c) asymmaetri- N
cal anticline, (d) overturned anticline, and (e) recumbent anticline.

(al

(b

(ch

(d)
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A FIGURE 8.12
Aerial view of a monocline, Arizona. Source: Photo courtesy of the author.

Joints

Joints (Figure 8.15) are fractures in which there has been no movement parallel to the fail-
ure plane. Although joints are produced by unloading (Chapter 9) and cooling of lava
(Chapter 4), our main concern here is for joints caused by tectonic stresses. These fractures
commonly occur in sets consisting of numerous parallel planes spaced throughout a rock
mass at regular intervals. One or more joint sets, each having a distinctive orientation, are
often present.

Joints can be produced by tensional, shearing, and compressional stresses. If struc-
tures other than joints are found in an area, the joints may be related to the stresses that are
responsible for those structures. For example, Figure 8.16 shows two possible orientations
of intersecting joint sets associated with folds. Joint sets that intersect at high angles are
known as conjugate joint sets. The engineering properties of rock masses are established by
the type, origin, and spacing of joints and other discontinuities (Chapter 7). Strength is
controlled by these fractures because failure usually occurs along planes of weakness
rather than within intact rock. The orientation of joints may impart a degree of anisotropy
to the rock mass; in other words, strength may vary with the direction from which the
stress is applied because of the spatial distribution of joints. Rock-slope stability is also
controlled by the spacing and orientation of joints. These factors determine the size and di-
rection of failure of blocks that may be unstable, thus affecting the engineering of highway
cuts, open-pit mine slopes, and other excavations.

Another rock-mass property that is influenced by jointing is permeability. In many
rock types, most of the movement of groundwater, petroleum, and also contaminants is
through fractures rather than through pores in the intact rock. In rocks of low permeabili-
ty, exploration for groundwater involves identifying major joint traces on the ground sur-
face. The point of intersection of two or more joints is a prime location for high well yields
in such areas. Planning for waste-disposal facilities must also consider fracture patterns.
Contaminated groundwater can migrate rapidly along joints and faults; these fractures
must therefore be identified and monitored.
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A FIGURE 8.13

Generalized geology of the Black Hills of South Dakota and Wyoming. Erosion has truncated the original
surface of the dome, and now the oldest rocks (Precambrian metamorphics) are exposed at the center of
the structure surrounded by successively younger rock units. Source: From F. R. Karner and D. L. Halvorson,
1987, The Devils Tower, Bear Lodge Mountains, Cenozoic igneous complex, Northeastern Wyoming, in Geofogical
Society of America Centennial Field Guide—Rocky Mountain Section, Geological Society of America.

Faults

Faults are fractures along which movement of rock masses has occurred parallel to the fault
plane. Faults are classified according to the type of movement, or slip, that has taken place.
The two categories established on this basis include dip-slip faults and strike-slip faults.
Dip-slip faults, in which the relative movement of rock masses is in the direction of the
dip of the fault plane, include normal faults, reverse faults, and thrust faults (Figure 8.17).
Normal and reverse faults can be differentiated if the relative displacement of a bed or
other lithologic feature can be determined. The blocks on opposite sides of the fault plane
are defined as the hanging wall and the foot wall. The hanging wall is always the block
above the fault plane, and the foot wall is always the block below the plane. Therefore, by
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4 FICURE 8.14
Map of the Michigan Basin showing progressively
younger rock units toward the center of the structure.

Lake Michigan

km
I
20 40 a0

Pennsylvanan Devonian
| Mississippian D Silurian

A FIGURE 8.15
Closely spaced joints in an igneous rock body (Whatcom County, Washington). Source: M. H. Staatz;

photo courtesy of U.5. Geological Survey.

definition, if the hanging wall has moved downward with respect to the footwall, the fault
is a normal fault (Figure 8.18), and relative movement in the opposite sense is characteris-
tic of reverse faults.

The amount of slip on a dip-slip fault can range from fractions of a centimeter to thou-
sands of meters. The Teton fault in Wyoming has a combined displacement of 11,000 m



> FICURE 8.16
Conjugate joint sets
caused by stress that pro-
duced folding: (a) fold
with vertical diagonal
joints; (b) fold with strike
joints dipping about 30°.
Source: From M. P. Billings,
Structural Geology, 3d ed.,
© 1972 by Prentice Hall,
Inc., Englewood Cliffs, N.J.

b FIGURE 8.17

Types of dip-slip faults: (a) normal fault, hanging wall
is displaced downward with respect to foot wall;

(b) reverse fault, hanging wall is displaced upward
with respect to foot wall; () thrust fault, similar to
reverse fault except that fault plane is inclined at a
lower angle.
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(Love, 1987). Figure 8.19 shows a block diagram and cross section of this impressive
structure. Paleozoic through Quaternary sedimentary rocks are preserved in the down-
dropped hanging wall, but these formations have been eroded away on the foot-wall
block. Of the total displacement on the fault, only about 1500 to 2000 m are evident at
land surface in the rugged Teton mountain front (Figure 2.55), which is the steepest and
youngest mountain front in the Rocky Mountains. Most of the displacement has oc-
curred in the last 9 million years. The exposed and eroded plane of a fault, in this case
the Teton mountain front, is called a fault scarp. The Teton fault scarp owes its justifiably
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« FIGURE 8.18
MNormal fault, northern Arizona. Displacement is defined

by the offset of light-colored beds. Source: Photo courtesy
of the auther.
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A FIGURE 8.19

Block diagram of the Teton Range and surrounding area, Wyoming. The Teton mountain front is a
fault scarp produced by erosion of resistant Precambrian rocks on the upthrown block of the Teton
fault. (a) Dimensions of the block shown are approximately 85 km by 70 km. (b) Cross section show-
ing displacement across the Teton fault and associated rock units. Source: From |. D. Love, 1987, Teton

mountain front, Wyoming, in Geological Society of America Centennial Field Guide—Rocky Mountain Section,
Geological Society of America.
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famous topography to the youth of the fault and the resistance to erosion of the Precam-
brian metamorphic and igneous rocks in the foot wall.

It is not always possible to identify the type of fault by the slope of the topographic
scarp. Although the topography of the Colorado Front Ranges is similar to the Tetons, the
faults that produced these mountain fronts were reverse faults. Notice in Figure 8.20 that
the topographic scarp formed by the mountain front is almost at right angles to the dip of
the reverse faults at the base of the slope. This occurs because erosion has produced a more
stable topographic scarp that is no longer parallel to the fault scarp. The scarp in this case
is known as a fault-line scarp.

Thrust faults are very similar to reverse faults except that the angle of the fault plane
with respect to the horizontal is quite low. They involve intense crustal compression and
can result in large displacements. The McConnell thrust in the Canadian Rockies of Alber-
ta, for example (Figure 8.21), has a displacement of about 40 km. The Lewis overthrust
(Figure 8.22), exposed in Glacier National Park, has a similar scale of displacement. In iso-
lated exposures, thrusts produce relationships that can be confusing. Notice from the cross
section of the McConnell thrust that Cambrian and Ordovician sedimentary rocks are
thrust over Cretaceous rocks. Without knowing that a thrust fault was present, you might
conclude that an outcrop of this section violates the Principle of Superposition because

A FIGURE 8.20

Schematic cross section through the eastern flank of the Colorado Front Range. The primary structure,
the Rampart Range fault, is a high-angle reverse fault. Precambrain granite in the hanging wall was fault-
ed upward relative to Paleozoic sedimentary rocks to the east. Width of section approximately 25 km.
Source: From |. B. Noblett, A. 5. Cohen, E. M. Leonard, B. M. Loefller, and D. A. Gevirtzman, 1987, The Garden
of the Gods and basal Phanerozoic nonconformity on and near Colorado Springs, Colarado, in Geological Soci-
ety of America Centennial Field Guide—Rocky Mountain Section, Geological Society of America.
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A FIGURE 8.21

Multiple thrusts in the Front Ranges, Canadian Rockies. Cambrian and Devonian rocks are thrust over
Cretaceous rocks along the McConnell thrust. Source: From |. Suppe, Principles of Structural Geology,

© 1985 by Prentice Hall, Inc., Englewood Cliffs, N.]. Reproduced with permission from Prentice Hall, Inc.,

and from the Geological Survey of Canada, GSC Map 1272A.
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A FIGURE 8.22
Photo of Lewis overthrust (dark line along exposure of fault plane), Glacier National Park. Precambri-
an metasedimentary rocks are thrust over Cretaceous rocks. Source: Photo courtesy of the author.

older rocks overlie younger rocks! Careful mapping and identification of the fault would
be necessary to resolve the problem.

Dip-slip faults sometimes occur in pairs (Figure 8.23). A down-dropped block bound-
ed by two normal faults is called a graben. Rift zones, in which the lithosphere is being
pulled apart by plates moving away from each other, usually contain large grabens at the
surface (Figure 8.24). The structure formed when the central block between two dip-slip
faults is up-thrown is known as a horst (Figure 8.23). Strike-slip faults are characterized by
the lateral movement of fault blocks along the strike of the fault plane (Figure 8.25). These

4 FICURE 8.23
Pairs of normal faults forming (a) a graben and
(b) a horst.
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b FICURE 8.24 =
(a) Right-lateral and (b) left-lateral strike-slip faults. The —_—
fence on the surface can be used to determine amount

of displacement. 7 _7 /:'r "

(a)

ib)

faults are either right-lateral or left-lateral types, depending on the relative movement of
fault blocks. The two varieties can be distinguished by facing the fault from either side and
noting the direction, either left or right, toward the continuation across the fault of a linear
feature such as a stream, fence, or road that passed straight across the fault prior to dis-
placement (Figure 8.25). The San Andreas fault is an excellent example of a right-lateral,
strike-slip fault (Figure 8.26).

Dip-slip and strike-slip faults are merely end members of fault types that may display
any combination of dip-slip and strike-slip displacement. Faults that contain components
of both types of movements are called obligue-slip faults. The actual type of movement that
takes place along any individual fault is the result of the type and orientation of the prin-
cipal stresses imposed upon a crustal block. As shown in Figure 8.27, dip-slip faults are as-
sociated with horizontal stresses. When these stresses are compressional, reverse and
thrust faults will occur. When the horizontal stresses are tensional, normal faults develop.
Strike-slip faults are caused by shearing stresses acting as a couple on a crustal block.
When fault movement takes place, the type and amount of displacement is readily observ-
able. Fault scarps can be used to measure the amount of displacement on a dip-slip fault.
These ruptures displace any surface features present. An active strike-slip fault can often
be recognized by a characteristic set of topographic features (Figure 8.28). These include
bends in stream courses or offsets of other linear topographic features, as well as depres-
sions, or sag ponds, along the trend of the fault.

Fault scarps and other types of topography associated with active faults are rapidly
modified by erosion. Because of this, there may be no scarps marking the presence of
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A FIGURE 8.25

Right-lateral displacement of 1.45 m can be measured by the offset of a paint strip along a road near
Kobe, Japan. The rupture occurred during the 1995 Hanshin-Awaji (Kobe) earthquake. Source: Carol
Prentice; photo courtesy of U.S. Geological Survey.

<« FIGURE 8.26

The San Andreas fault in the Carrizo Plains
of California. Source: F. E. Wallace; photo cour-
tesy of U.5. Geological Survey.

inactive faults, and as a result these structures can only be located by careful geologic
mapping. Clues may be provided by linear stream courses or other topographic fea-
tures. Stream courses are readily established along fault zones because of the low re-
sistance to erosion caused by the crushing and grinding of rock along the fault plane.
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Relationship of stress orientation to the style of faulting. Source: From E. A. Hay and A. L. McAlester,
Physical Geology: Principles ond Perspectives, 2Znd ed., © 1984 by Prentice Hall, Inc., Englewood Cliffs, N.).

The identification of active or potentially active faults is critical to the siting of such
projects as nuclear power plants, schools, hospitals, and other buildings. Fault zones
should be avoided for these types of structures. Inactive faults are also relevant to engi-
neering design because they may bring rocks of different engineering properties into
contact, or they may control the permeability and groundwater movement through a
rock mass.

Geologic Maps and Cross Sections

Geologic maps are among the best sources of information for preliminary site location and
design. For this reason, engineers need to become familiar with the construction and use of
these maps. Geologic maps are drawn after extensive field work, during which the geolo-
gist observes as many outcrops as possible in the area being mapped. Lithology, fossils,
contacts, and any other information are systematically depicted. Rock units are divided
into formations, which are traced through the map area by plotting their contacts with
other formations on a base map, which is commonly a topographic map, When the area
contains folded sedimentary rocks, strike and dip are measured frequently and plotted on
the base map at the location of the outcrop. These measurements form the basis for inter-
pretation of these structures. Vertical aerial photographs are commonly used before and
during field work.
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A FIGURE 8.28
Topography developed along an active strike-slip fault. Source: From R. D. Borcherdt, ed., 1975, Studies for
Selsmic Zonation in the San Francisco Bay Region, U.5. Geological Survey Professional Paper 941-A.

The geologic map is the final result of this effort (Figure 8.29). Rock units are shown on
the map by colors or patterns. Because contacts are rarely exposed continuously across an
area, they are sometimes drawn by using indirect evidence. The geologic map, therefore, is
actually the geologist’s interpretation of the geology. A certain amount of uncertainty and
error in placing contacts and representing structural relationships is unavoidable. For this
reason, contacts should not be transferred from a geologic map drawn at a scale of 1:24,000
or smaller to an engineering site map at a much larger scale and be expected to be precise-
ly accurate. More detailed mapping is usually required when the exact position of a con-
tact is required.

Several types of geologic maps are made. When bedrock formations are exposed in an
area, these may be the only units shown on the map, even though there may be surficial ma-
terials, like stream or windblown sediments, overlying the bedrock units in some parts of the
map area. Even though these materials are not mapped, they may be very important for
foundation design or other engineering reasons. Some geologic maps show the surficial geo-
logic materials and some show both surficial and bedrock units. It is important to examine
the map and read the report to determine what types of units were mapped by the geologist.

Cross sections are drawn by projecting contacts and other information from the map
onto a vertical plane oriented along a line that is shown on the geologic map (Figure 8.29).
These diagrams are the geologist’s interpretation of the distribution of map units in the
subsurface. Cross sections are based on outcrop data or direct subsurface data from bore-
holes or well records, if available. In an area of complex geology, there is almost never as
much subsurface control as the geologist would like to have. For this reason, cross sections
are subject to more uncertainty than geologic maps and should be used with caution.
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Geologic map and cross section. Source: From 5. Judson, M. E. Kauffman, and L. D. Leet, Physical Geology,
7th ed., © 1987 by Prentice Hall, Inc., Englewood Cliffs, N.].

Case in Point 8.1

Effects of Rock Structure on Dam Construction

Careful geologic mapping was necessary prior to construction of the Arbuckle Dam near
Ardmore, Oklahoma, which was completed in 1966 by the U.5. Bureau of Reclamation.
The complex geologic setting of this dam consists of a series of tightly folded and faulted
Paleozoic sedimentary rocks and beautifully illustrates the role of geology in a major engi-
neering project (Jackson, 1969). The Arbuckle Dam is located in a region of rolling hills
known as the Arbuckle Mountains. Rocks of the Arbuckle Mountains consist primarily of
a sequence of shales and limestones deposited in a Paleozoic sea (Table §.1). In late Paleo-
zoic time, the rocks were deformed by compression from the southwest into a series of
broad anticlines and synclines. Some of the folds were overturned and some rocks in the
anticlines were thrust over younger rocks in the adjacent synclines. A later sequence of
events included uplift, high-angle normal faulting, and erosion. Sediments eroded from
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Table 8.1 Generalized Stratigraphic Section of Arbuckle Dam and Reservoir

Formation Thickness (feet)
Quaternary ALLUVIUM 0-30
[ VANOSS FM.—Poorly to moderately
cemented conglomerate, shale, and
sandstone of outwash debris on north
flank of mountains. 650900
; DEESE FM.—Varicolored shale;
Fermgytmian : well-cemented conglomerate; thin beds
of hard limestone and sandstone up to 2000
SPRINGER FM., GODDARD MBR.—Black
shale, noncemented but very compact,
\  bituminous, appears graphitic. 10003000
( CANEY FM.—Dark-colored shale,
moderately hard, limy, fissile. 150
SYCAMORE FM.—Blue to weathered
Miggigtpian A limestone, hard, tough. 0-50
WOODFORD FM.—Dark-colored shale,
\ siliceous and cherty, platy and brittle 400-500
Devonian-Silurian HUNTON GR.—Thick to medium bedded
limestone, marlstone 250
SYLVAN FM .—Gray-green fissile shale. 200
Cambitan-Otdowiolin VIOLA FM.—Bituminous limestone. 450
ARBUCKLE GR.—Limestone, dolomite,
shale, sandstone. 5000-8000

Source: From |. L. Jackson, 1969, Geologic studies at Arbuckle Dam, Murray County, Oklahoma, Bulletin of the
Association of Engineering Geologists, 5:79-100.

the rising mountain mass were deposited around the flank of the uplift. During Meso-
zoic time, marine rocks were deposited over the Paleozoic sequence and then removed
by erosion. Continued erosion during the Cenozoic era has produced the present land-
scape. Major structural elements of the region are shown in Figure 8.30.

Geologic conditions at the dam site were defined by careful geologic mapping and
test drilling (Figure 8.31). The stream valley is established in a sequence of steeply dip-
ping, faulted shales and limestones. The center of the valley is a graben formed by sev-
eral normal faults, including the highly deformed Reagan fault zone at the base of the
left abutment (the section of the dam that meets the valley wall). Rocks are fractured,
crushed, and altered along the fault and shear zones.

One of the major concerns in dam construction is to prevent excessive leakage from
the reservoir through the foundation rocks beneath the base of the dam. Leakage can re-
sult in the loss of reservoir storage as well as in the possibility of failure and collapse of
the dam. A common procedure to prevent such leakage involves sealing dam founda-
tions with a grout curtain. The grout curtain is produced by injecting grout (cement
slurry) under high pressure into holes drilled in a line across the valley floor, Grout is
forced into pores, cavities, and fractures within the rock and then hardens to form a
low-permeability seal for the dam. At the Arbuckle Dam, 135 grout holes were used,
ranging in spacing from 25 to 110 ft (7.6 to 33.5 m). The profile of the grout curtain
shown in Figure 8.31 illustrates the amount of grout needed to seal the foundation. The



» FIGURE 8.30
Geologic setting of the
Arbuckle Mountains,
showing major faults and
folds. Source: From |. L.
Jackson, Bulletin of the Asso-
ciation of Engineering Geolo-
gists, 5: 79-100, @ 1969 by
the Association of Engineer-
ing Geologists.

Pk FIGURE 8.31

Cross section of the Ar-
buckle Dam site and
profile of the grout cur-
tain emplaced beneath
the dam. Source: From

I. L. Jackson, Bulletin of the
Association of Engineering
Geologists, 5: 79-100, ©
1969 by the Association of
Engineering Geologists.
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most permeable area was the Reagan fault zone at the base of the left abutment. Relatively
small amounts of grout were needed across the valley, except at a fault and unconformity

in the vicinity of the right abutment.

Construction of the Arbuckle Dam required a thorough understanding of the geology

of the site. At this project, the distribution of folds, faults, and other structures was critical
to the design of the dam.

Earthquakes

At 5:12 A.M. on April 18, 1906, a great earthquake struck San Francisco. During the next 60
seconds, violent ground shaking devastated portions of the city and caused panic and terror.
The ground was actually observed to be moving in waves in some places; train tracks were
bent like wire, and whole buildings or chimneys collapsed to the ground (Figure 8.32). The
aftermath of the earthquake was even more destructive because fires broke out throughout
the city and firefighters were helpless because the city water main had been ruptured by the
shaking. In all, at least 700 people were killed and 250,000 were left homeless.

The 1906 earthquake was the result of a sudden rupture along a 400-km-long segment
of the San Andreas fault, the boundary between two lithospheric plates. Since that time,
the United States has experienced only one other great earthquake, the Alaska earthquake
of 1964, Fortunately, it occurred in a sparsely populated area. In recent years, building
codes have been continually modified to minimize damage from earthquakes. In nearly
every metropolitan area, however, many buildings predate modern building practices.

Eighty-three years after the 1906 earthquake, many Americans were settling in on the
evening of October 17, 1989, to watch the third game of the World Series to be played in San
Francisco, California. What they saw instead, was the gradual unfolding of the effects of an-
other severe earthquake in the San Francisco Bay region, this one centered under the Loma
Prieta mountain near the town of Santa Cruz. This earthquake, while not as strong as the
1906 tremblor, still wreacked havoc in the Bay area (Figure 8.33). Sixty-two people were
killed, 3757 injured, and 12,053 displaced, and property damage amounted to a staggering

4 FIGURE 8.32
Damage to the 5an Fran-
cisco City Hall by the
1906 earthquake. Source:
W. C. Mendenhall; photo
courtesy of U.5. Geological
Survey.




> FICURE 8.33

Rubble from collapsed
building on ]efferson
Street in the Marina Dis-
trict of San Francisco re-
sulting from the Loma
Prieta earthquake. Source:
D. Perkins; photo courtesy
of U.S. Geological Survey.

Earthquakes

$6 billion. Perhaps even more frightening because an anxious nation watched on television
as the drama of rescue and human suffering played out the Loma Prieta event, along with an
even more destructive earthquake near Los Angeles in January 1994, were ominous warn-
ings of things to come. While geologists work to develop the ability to predict earthquakes,
the role of engineers to design and build structures to resist strong ground motion is crucial.

Occurrence

Earthquakes are caused primarily by the rupture of rocks in the earth’s crust along faults.
Most earthquakes take place along faults in the vicinity of plate boundaries (Figure 8.34).
Earthquakes also occur far from plate boundaries. Often, the faults associated with these

intraplate earthquakes are deeply buried and not visible at land surface.
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Locations of shallow earthquakes during a 7-year period. The epicenters are mainly concentrated on

tectonic plate margins. Source: Data from ESSA, U.S. Coast and Geodetic Survey.
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Elastic Rebound Theory

During earthquakes, bodies of rock on opposite sides of faults move relative to each other.
Both dip-slip and strike-slip displacements are recognized, as well as combinations of the
two. During the Loma Prieta earthquake, for example, the relative strike-slip displacement
between the Pacific and North American plates was 1.9 m. In addition, there was 1.3 m of
uplift of the Pacific plate relative to the North American plate (Figure 8.35), despite the
common perception of the San Andreas fault as a strike-slip fault. Vertical displacement
may be due to a bend in the trend of this section of the fault.

A longstanding theory in geology, formulated by the analysis of surface rupture
after the 1906 earthquake, holds that rocks deform in an elastic manner until brittle fail-
ure takes place (Figure 8.36). Elastic strain that had been accumulating on either side of

Surface cracks 4 FIGURE 8.35
’h::”;:'g':'r'::ﬁ“" Relative horizontal and vertical
San Andreas fault movement of plates during the
_— Loma Prieta earthquake. Source: From
U'f“l"u" of P. L. Ward and R. A. Page, The Loma Pri-
i eta Earthquake of October 17, 1989, U.S.

movemeant
& Geological Survey Pamphlet.

18.5
km

7 Fault
7 ~. ™ rupture -~
s,h G /-’
Fault slip -~ Hypocanter

this earthquake

<4 FIGURE 8.36

Elastic rebound theory. Line a-a’ is a real or imaginary
linear feature that crosses a fault (F-F) such as a road
or fence. Elastic strain produces distortion of the line
to the form shown as line b-b'. At the time of rupture,
block A slides rapidly past block B and the elastic strain
energy is now represented by segments ¢-¢" and

" ~c™. Source: From M. P. Billings, Structural Gealogy, 3rd
ed., © 1972 by Prentice Hall, Inc., Englewood Cliffs, N.J.
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the fault is suddenly released, causing the rocks on either side of the fault to abruptly
slide past each other. Elastic strain energy is released in the form of seismic waves, which
radiate outward through the rocks in all directions from the hypocenter, or point of rup-
ture. The energy that can be obtained from elastic strain can be painfully experienced by
holding a rubber band against someone’s arm, stretching it outward, and then releasing
it suddenly from the opposite end. The propagation of seismic waves during fault move-
ment is a consequence of elastic rebound, and the hypothesis is known as the elastic re-
bound theory. It is significant that seven damaging earthquakes occurred in the San
Francisco Bay region during the 83 years prior to the great earthquake of 1906, but only
two have occurred in the 83 years since. Release of strain energy during the 1906 earth-
quake may thus have relieved the stress on the fault for a period of decades. Some seis-
mologists believe that elastic strain energy has now accumulated to the point where
ruptures are beginning to occur. This may suggest that in the coming decades more fre-
quent earthquakes similar to the Loma Prieta event may precede the next “big one” in
the San Francisco region.

Although the elastic rebound theory satisfactorily explains earthquakes produced by
the rupture of the brittle rocks near the earth’s surface, the theory becomes more difficult
to apply to those earthquakes generated at depths greater than a few 10s of kilometers be-
neath the surface. At these depths, the pressure exerted by the overlying rocks makes elas-
tic behavior less likely. A more comprehensive theory for the origin of earthquakes in
regions of plastic deformation is thus needed. Intensive research underway at present may
lead to an improved explanation for deep earthquakes.

Detection and Recording

During rupture at the hypocenter of an earthquake, the elastic strain energy stored in the
rocks is suddenly released in the form of seismic waves. These waves are propagated out-
ward from the hypocenter through the rocks in all directions. This seismic energy causes
rapid vibrations in the rocks in the subsurface as well as on the land surface itself. The in-
strument designed to measure and record the characteristics of seismic waves is called a
seismograph (Figure 8.37). It consists of a weight suspended on a string or wire that acts as
a pendulum. The inertia of the mass resists its motion relative to the rigid frame to which
it is attached. When the pendulum is connected either mechanically or electrically to a pen
in contact with a rotating drum and chart, a record of the wave vibrations, called a
seismogram, is produced. The pendulum of a seismograph is constrained to move in only
one direction. Therefore, a complete seismological station must contain three seismo-
graphs. One measures the vertical component of motion, and the other two measure hori-
zontal motion in directions at right angles to each other.

Ground motion from an earthquake usually is most severe near the epicenter, the
point on the earth’s surface directly above the hypocenter. Instruments called accelerographs
are used to measure the strong motion of an earthquake in the vicinity of the epicenter.
Accelerographs differ from seismographs in that they begin recording only during
strong earth movements. Seismographs record seismic waves continuously. Accelero-
graphs measure ground acceleration relative to g, the acceleration of gravity, which has
a value of 9.8 m/s%, The highest acceleration recorded was 1.25 ¢ during the 1971 San
Fernando, California, earthquake. Accelerations are measured in three directions at
right angles to each other (Figure 8.38). Commonly, accelerographs are installed at dif-
ferent levels in a building or in different geologic settings in order to evaluate the re-
sponse to seismic waves of different types of structures, soils, or rocks. Seismograph
stations are now integrated into regional and worldwide networks. These networks use
similar equipment and process data uniformly in order to standardize data gathering
and analysis.
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4 FICURE 8.37

A seismograph is the in-
strument used to meas-
ure seismic wawes. Source:
Photo courtesy of U.5. Geo-
logical Survey.

Magnitude and Intensity

The strengths and effects of earthquakes are determined in two ways. Magnifude is a quan-
titative measure of the energy released by an earthquake, as obtained from seismograph
records. A method for determining magnitude developed by seismologist Charles F.
Richter defines magnitude as the logarithm of the largest seismic wave amplitude pro-
duced by the trace of a standard seismograph located at a distance of 100 km from the epi-
center. Magnitudes (M) obtained by this method are commonly referred to as the
magnitude on the Richter scale. The highest magnitude values measured have been approx-
imately 8.9, The logarithmic aspect of magnitude means that an earthquake of magnitude
7, for example, produces 10 times the wave amplitude of an earthquake of magnitude 6.
Great earthquakes are classified as those with a magnitude of 8 or more. A new magnitude
measure, the moment magnitude (M) is now commonly used in place of the Richter mag-
nitude. The moment magnitude is based on the seismic moment (M,), of the earthquake,
which is defined as

M, = SAu (8.1)

where § is the amount of slip (m) on the fault during the earthquake, A is the area (m?)
of the fault plane that ruptured, and p is the modulus of rigidity of the rocks at the
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Accelerogram of the 1940 Imperial Valley, California, earthquake recorded at El Centro, California.
Source: From W. W. Hays, 1980, Procedures for Estimating Earthquake Ground Motions, U.5. Geological Survey
Professional Paper 1114.

hypocenter (Nm™2). The modulus of rigidity measures the resistance of the rocks to
shearing distortion by the seismic waves. The moment magnitude is calculated from the
seismic moment as

M, = 2/31log M, — 6.0 (8.2)

The SI units of moment magnitude are Nm. The moment magnitude is considered to be
more quantitative than the Richter magnitude and better correlated with the amount of
energy released by the earthquake. The amount of seismic energy released in an earth-
quake is a function of the volume of rock releasing strain energy during the event. Thus,
the amount of energy liberated is maximized in great earthquakes. In fact, the small num-
ber of high-magnitude earthquakes that occur every year release more energy than the
combined energy of the hundreds of thousands of smaller earthquakes that occur annually.

Unlike earthquake magnitude, intensity is a subjective measure that is determined by
observing the effects of the earthquake on structures and by interviewing people who ex-
perienced the event. The most commonly used intensity scale is the Modified Mercalli scale,
which has 12 divisions (Figure 8.39). Each division describes a particular level of human
response and building performance. Intensity generally decreases with distance from the
epicenter (Figure 8.40); local geologic conditions, however, also influence the amount of
ground shaking. We will discuss these factors in more detail later.

Earthquakes cannot be predicted with accuracy. On a global basis, however, there is
a consistent relationship between magnitude and frequency (Figure 8.41). The inverse re-
lationship illustrated in Figure 8.41 shows that whereas on an average there are about
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The Modified Mercalli scale {abridged) for determining earthquake intensity.

10,000 earthquakes a year of magnitude 4, there are fewer than 10 earthquakes every
year above magnitude 7.

Seismic Waves
Wave Types

Seismic waves generated during an earthquake fall into two basic categories: body waves
that travel through the earth’s interior from the earthquake’s hypocenter, and surface
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waves that move along the earth’s surface from the epicenter. Body waves can be subdi-
vided further into P (primary) and S (secondary) waves. P waves are also known as com-
pressional waves because they travel through rocks as alternate compressions and
expansions of the material (Figure 8.42). The movement of individual rock particles is a
back-and-forth motion in the direction of propagation. P waves are the fastest-moving
seismic waves. Their velocity («), in m/s is expressed as

4
a=V(k+3u)p (83)

where (x) is the bulk modulus of the rock (resistance to volume change), u is the modulus of
rigidity (resistance to change in shape), and p is the density (g/em?).

S waves are also known as shear waves because of their mode of travel (Figure 8.43).
The travel of § waves i analogous to the movement of a rope anchored to a wall at one
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Direction of wave movemant
< )
Direction of particle movement
A FIGURE 8.42

The motion of P waves. The wave moves through rock as a sequence of compressions and expansions
parallel to the direction of wave movement. Particles vibrate in back-and-forth fashion in the direction
of wave movement. Source: After E. A. Hay and A. L. McAlester, Physical Geology: Principles and Perspectives,
2nd ed., © 1984 by Prentice Hall, Inc., Englewood Cliffs, N.).

Diraction ot wave movement 4 FICURE 8.43
< 1 Transmission of § waves. Particle move-
| ment is perpendicular to direction of

wave movement through rock. Source:
After E. A. Hay and A. L. McAlester, Physical

Ml” H . "n Geology: Principles and Perspectives, 2nd ed.,
ﬂ[] umm © 1984 by Prentice Hall, Inc., Englewood

Cliffs, N.J.

Direction ol
particle movamant

end and shaken up and down with your hand at the other end. Although the wave motion
moves from your hand toward the wall, the movement of the rope is up and down as the
wave pagsses. This shear deformation, which is transverse to the direction of wave propa-
gation, explains why § waves cannot be transmitted through a liquid: A liquid has no re-
sistance to shear stresses. The discovery that S waves do not travel through the earth’s
outer core is the main evidence for the hypothesis that this part of the core is liquid-like.
The velocity of § waves (), which is lower than that of P waves, can be expressed as

-
B \/; (8.4)

The modulus of rigidity, u, is equal to zero in liquids; therefore, the S-wave velocity is
Zero.

Surface waves, which arrive at seismograph stations after both P and § waves, include
Love and Rayleigh waves. Surface waves are characterized by long periods (10 to 20 s) and
wavelengths of 20 to 80 km. The period measures the amount of time that elapses between
the arrival of two successive wave crests, and wavelength measures the distance separat-
ing identical points on successive waves, Love waves originate from S waves that reach
the surface at the epicenter. As they move outward along the surface of the earth, they pro-
duce only horizontal ground motion. Rayleigh waves resemble the motion of ocean
waves, with predominantly vertical displacement. A seismogram showing the arrival of
P waves, § waves, and surface waves is shown in Figure 8.44.
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Portion of a seismoagram showing the arrival of B, §, and surface waves. Source: From 5. Judson, M. E.
Kauffman, and L. D. Leet, Physical Geology, 7th ed., ® 1987 by Prentice Hall, Inc., Englewood Cliffs, N.|.

Table 8.2 Travel Time and Time Interval for Arrival of Seismic Waves

Interval
between P
Travel Time and § (5-P)
Distance from s
source, km min 8 min 8 min 8
2,000 4 06 7 25 3 19
4,000 6 58 12 36 5 38
6,000 9 21 16 56 7 35
8,000 11 23 20 45 9 22
10,000 12 57 23 56 10 59
11,000 13 39 25 18 11 39

Diatance
km 500 -

300 4
200+

100+
75+

25

204
10 -
5

Time (5-F)

— 50 sec
s
=30

- 20

~10
=8

04

~0

Source: From 5. Judson, M. E. Kauffman, and L. D. Leet, Physical Geology, 7th ed., © 1987 by Prentice Hall, Inc,,

Englewood Cliffs, N.|.

Time-Distance Relations

The difference in velocity between P and 5 waves means that the time interval between
the first arrival of P waves and § waves increases with distance from the earthquake
source (Table 8.2). Thus, the time interval between P-wave and S-wave arrivals meas-
ured at a seismograph station is an indication of the distance of the station from the epi-
center. Figure 8.45 illustrates how S-P time differences vary with distance. The S-P time
difference can be used for locating the epicenter of a given earthquake if at least three
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Variation of the 5-P time interval with distance from the epicenter. As the distance from the epicenter
increases from seismograph station X, to X, the 5-P time interval increases. Source: From F. Press and

R. Siever, Earth, 3rd ed., ® 1982 by W. H. Freeman and Co., San Francisco.

4 FIGURE 8.46

The epicenter of an earthquake can be located by
plotting three circular arcs with radii determined from
the $-P time interval as shown in Figure B.45. The epi-
center is located at the intersection of the three arcs.
Source: From F. Press and R. Siever, Earth, 3rd ed., © 1982
by W. H. Freeman and Co., San Francisco.

seismograms from different stations are available for the earthquake, The distance from
the epicenter corresponding to the 5-P time difference is used as the radius of a circle to
plot a circular arc in the vicinity of the epicenter (Figure 8.46). The point where three cir-
cular arcs intersect is the epicenter.
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1980, Procedures for Estimating Larth-
guake Ground Motions, U.S. Geologi-
cal Survey Professional Paper 1114.
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The S-P time interval, along with maximum trace amplitude, is also useful in deter-
mining the magnitude (Figure 8.47). If the plotted points representing the trace amplitude
and 5-P time interval are connected with a straight line on a nomogram, the magnitude of
the earthquake is indicated where the line crosses the center scale.

Earthquake Hazards

Most earthquakes accompany major movements of crustal blocks along faults. Crustal
blocks can also move without generating seismic waves. Such movement, called
aseismic creep, is desirable from the standpoint that it relieves accumulating strain grad-
ually, thus preventing a buildup of strain leading to a major earthquake. Aseismic creep
also has detrimental effects because of the associated displacement that takes place
along faults. This displacement can rupture utility lines and wells and cause damage to
streets, sidewalks, and other structures. A particularly dramatic example of aseismic
creep is the 1963 failure of the Baldwin Hills Reservoir in southern California, an im-
poundment that stored water for the City of Los Angeles (Figure 8.48). Aseismic displace-
ment along faults located beneath the reservoir caused fracturing of the reservoir’s
underdrain system and impermeable asphalt membrane. Water leakage through the
reservoir floor and dam eventually led to the complete failure of the dam and the drain-
ing of the impoundment.

Hazards associated with earthquakes include surface faulting, ground shaking, ground
failure, and destructive ocean waves called tsunamis. Rupture of the ground surface by fault
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A FIGURE 8.48

Aerial view of the Baldwin Hills reservoir after failure. Aseismic creep along faults beneath the im-
poundment ruptured the impermeable seal of the bottom. Water then migrated through the dam at
an increasing rate until a section of the dam collapsed and the reservoir drained rapidly. Source: Photo
courtesy of Los Angeles Dept. of Water and Power.

A FIGURE 8.49
Fault scarp formed during the 1959 Hebgen Lake earthquake in Montana. Source: |. |. Witkind; photo
284 courtesy of U.5. Geological Survey.
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displacement includes both vertical and lateral motion. Fault scarps are the result of surface
rupture formed by dip-slip displacement during an earthquake (Figure 8.49). Obviously,
any structure built directly across a fault that sustains surface rupture during an earthquake
is likely to be damaged or destroyed (Figure 8.50). By mapping faults known to be active
(those in which movement has occurred within recent geologic time), engineers can avoid
these hazardous areas for some or all types of structures. Unfortunately, development has
occurred over active faults in some areas (Figure 8.51). In addition, surface displacement
frequently has occurred along faults that were thought to be inactive. Ground shaking is
usually the greatest threat to buildings and human life associated with earthquakes. The
peak acceleration attained by a structure multiplied by its mass defines the dynamic force
applied to the structure during an earthquake. Ground acceleration depends on the dis-
tance from the epicenter, the depth of the hypocenter, and the characteristics of the soils and
rock beneath the foundation. The response of the structure depends upon its size and de-
sign. We will examine these factors more closely in the following sections.

{al Thrust displacement bl Vertical displacemant

T

e —————— - |-
(3 _l L ————
le] Left-lateral displacement (d] Extensional displacement

(o) Localized differential displacements

A FIGURE 8.50

Types of structural damage caused by ground rupture during the San Fernando earthquake. Source:
From U.5. Geological Survey, 1971, The San Fernando, California, Earthguake of February 9, 1971, U.5. Geologi-
cal Survey Professional Paper 733.
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< FIGURE 8.51

Urban development
along the 5an Andreas
fault, San Mateo Coun-
ty, California. Arrows
show location of fault.
Source: R. W. Wallace;
photo courtesy of U.S.
Geological Survey.

Case in Point 8.2

Effects and Damage from the Great New Madrid Earthquakes

Although the interior of the United States is generally considered to be seismically benign,
a devastating series of earthquakes centered around New Madrid, Missouri, struck the cen-
tral United States over a 5-month period in 1811 and 1812. The magnitudes of several of
these earthquakes are estimated to have reached the mid 7s in the Richter magnitude scale,
or over 8.0 in terms of moment magnitude; the seismic intensity map of the earthquakes
(Figure 8.58) indicates that the earthquakes were felt over most of the eastern United States.

The first of the large earthquakes occurred in the early morning hours of December 16,
1811. The five largest earthquakes occurred between Blytheville, Arkansas and New
Madrid, Missouri, coincident with the epicenters of frequent smaller earthquakes that
occur to this day in an area known as the New Madrid seismic zone (Figure 8.52). The
proximity of the epicenters of the large quakes to the Mississippi River was responsible for
the level of damage that was sustained. Most of the population of the day lived in farms or
small villages along the river. The intense ground motion within and along the river gen-
erated great waves that washed onto the banks, throwing boats with them. The weak sat-
urated soils in the river banks failed and slumped into the channel. Several towns totally
disappeared as a result. Saturated sand liquefied and flowed under the stresses of seismic
shaking. Where the liquefying sand was overlain by clayey sediment, the sand burst
through cracks or fissures and flowed onto the land surface. The remnants of hundreds of
these sand boils are still visible throughout the region. Aftershocks were felt daily after the
December 16 event. Large earthquakes struck again on January 7 and February 12, 1812.
These earthquakes were widely felt as far away as the eastern seaboard. The February 12
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Earthquake epicenters and other features of the New Madrid seismic zone. Most of the epicenters are concentrated
along linear zones, interpreted to be faults that failed during the 1811-1812 earthquakes. The faults are concentrat-
ed within the boundaries of the Reelfoot rift, a deeply buried rift zone that was intruded by magma near the end of
Precambrian time. Source: From W. Spence, R. B. Herrmann, A. C. Johnston, and G. Reagor, Responses to Iben Browning's Pre-
diction of a 1990 New Madrid, Missouri, Earthquake, U.5. Geological Survey Circular 1083, 1993.
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event was perhaps the strongest. During the event, a block of crust along the Mississip-
pi River within the fault zone was upthrown to form a horst. This caused the rivet to re-
verse its course and flow northward for a short time. At least two low waterfalls formed
in the river channel as fault scarps were instantaneously created. Although the great
erosional force of the river began to wear down the scarps almost immediately, dozens
of boats were capsized as they were swept over the falls, drowning most of their occu-
pants. Eyewitness accounts of the river paint a terrifying picture of giant waves and
raging, turbulent waters crashing into the banks. In all, more than 2000 shocks occurred
between December and April or May. Loss of life was minimized by the sparse popula-
tion and the low, wooden buildings. A comparable event today, with the greatly in-
creased population and infrastructure, would undoubtedly cause the greatest loss of

life and property from a natural disaster in the history of the United States.

Ground failure includes a variety of processes. During intense shaking, soil structure
and behavior can be drastically altered. Seismic stresses often cause soils to densify and
compact. Certain saturated soils lose strength and liquefy almost instantaneously during
seismic shaking. In this state, the soil can no longer support buildings, which then may
sink and rotate into the soil as complete units (Chapter 10). This process, called liquefaction,
was responsible for extensive damage to buildings in both the Loma Prieta earthquake
and the June 21, 1990, earthquake in northern Iran (Figure 8.53). This 7.7 magnitude earth-
quake left 40,000 dead, 60,000 injured, and 500,000 homeless. A major factor in the loss of
life was the poor performance of buildings during ground shaking. Downslope mass
movements, including slumps, slides, flows, and avalanches can be triggered by earth-
quakes. Often, these movements involve huge masses of material and are responsible for
great damage and loss of life. The Lower Van Norman Dam (Figure 8.54) nearly failed dur-
ing the 1971 San Fernando, California, earthquake because of a large slump that devel-
oped on the upstream side. If the reservoir level had not been maintained at a lower
elevation than normal design limits called for (because of concerns for the safety of the
dam), it most likely would have totally failed during the earthquake. The imminent failure
during the earthquake necessitated the evacuation of 80,000 people downstream. Other
examples of mass movements caused by earthquakes are discussed in Chapter 13.

An earthquake hazard that is greatly feared in coastal areas is the tsunami, or seismic
sea wave. These are high-energy waves generated by earthquakes whose epicenters lie

UMM ¢ < FIGURE 8.53 _
" . "u Differential settlement due to liquefaction during the
= = Y .

1990 northern Iran earthquake. The building to the left
sank relative to the small attached structure at center,
which has a separate foundation. Source: M. Mehrain.
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» FICURE 8.54

Lower Van Morman Dam
near San Fernando, Cali-
fornia, after damage by
the 1971 earthquake.
Slumping of parts of the
dam into the reservoir is
evident. Source: Photo
courtesy of U.5. Geological
Survey.

beneath the seabed. Tsunamis, as exemplified by the December, 2004 Indian Ocean tsunami,
travel rapidly across the ocean basins and cause great damage when they impact coast-
lines. Tsunamis are described more fully in Chapter 15.

In addition to the hazards just mentioned, other problems are encountered during
earthquakes. These include fires, disruption of water supplies, and disease. As the popula-
tion of seismically active areas continues to increase, the potential for damage and loss of
lite grows accordingly.

Seismic Risks and Land-Use Planning

Assessment of seismic hazard for an area is a complex procedure that must take into ac-
count the history of seismic events in the area, the location of active faults, the regional and
local responses to seismic events, and the seismic characteristics of the surficial geologic
materials. If the evaluation of all these factors indicates that the area may be subjected to a
potentially damaging earthquake, measures can be taken to reduce the risks associated
with the event. These measures can include land-use planning and zoning as well as the
adoption of stringent building codes.

Location of Earthquakes

Locations of earthquake epicenters recorded during a particular period of time provide a
good indication of seismically active areas. Such maps (Figure 8.34) show a high concen-
tration of earthquakes along lithospheric plate boundaries. Earthquakes are not limited to
plate boundaries, however. Figure 8.55 indicates that damaging earthquakes have struck
many areas in the United States during the past 200 years. Table 8.3 provides information
on the magnitude and effects of these events.
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Location of past destructive earthquakes in the United States. Source: From W. W. Hays, 1980, Procedures
for Estimating Earthquake Ground Motions, U.5. Geological Survey Professional Paper 1114.

In addition to determining the location of earthquake epicenters, it is also important to
map and identify active faults. A number of specific criteria are used for recognition of an
active fault. For example, the U.S. Nuclear Regulatory Commission (NRC) defines a capable
fault as one that has experienced displacement at least once within the past 35,000 years. A
map of major faults in California is shown in Figure 8.56. If a particular fault segment has
not undergone rupture within a certain period of time, this does not necessarily mean that
the segment is inactive. Instead, it may indicate that that section of the fault is locked, a con-
dition in which large amounts of elastic strain accumulate prior to infrequent, but large-
magnitude, earthquakes. Locked sections of faults are called seismic gaps because plots of
earthquake hypocenters show a lack of events in these areas. A cross section of the San An-
dreas fault from northern to central California (Figure 8.57) indicates three seismic gaps: the
San Francisco Peninsula gap, the southern Santa Cruz Mountains gap, and the Parkfield
gap. The lower cross section shows that the southern Santa Cruz Mountains gap was filled
by the Loma Prieta earthquake and its aftershocks. Seismic gaps are closely monitored be-
cause the longer a gap exists, the stronger the eventual earthquake may be in that area.

Ground Motion

The response of the earth’s crust to an earthquake varies both on a regional and local
scale, The decrease in amplitude of seismic waves as they move outward from the epi-
center is known as seismic attenuation. The seismic attenuation characteristics of the San
Francisco earthquake and the New Madrid, Missouri, earthquake are shown in Figure 8.58.
The contours define zones of equal seismic intensity as measured by the Modified Mer-
calli scale. Even though the San Francisco earthquake was much larger in magnitude than
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Table 8.3 Property Damage and Lives Lost in Notable U.S. Earthquakes

Damage
Year Locality Magnitude (million dollars) Lives Lost
1811-12 New Madrid, Mo. 7.5 (esk.) — —_
1865 San Francisco, Calif. 8.3 (est.) 0.4 -
1868 Hayward, Calif. — 0.4 30
1872 Owens Valley, Calif. 8.3 (est.) 0.3 27
1886 Charleston, 5.C. — 23.0 60
1892 Vacaville, Calif. — 0.2 —
1898 Mare Island, Calif. —_ 1.4 -_—
1906 San Francisco, Calif. 8.3 (est.) 500.0 700
1915 Imperial Valley, Calif. —_ 6.0 6
1925 Santa Barbara, Calif. — 8.0 13
1933 Long Beach, Calif. 6.3 40.0 115
1935 Helena, Mont. 6.0 4.0 4
1940 Imperial Valley, Calif. 7.0 6.0 9
1946 Hawaii (tsunami) — 25.0 173
1949 Puget Sound, Wash. 7.1 25.0 8
1952 Kern County, Calif. g 60.0 8
1954 Eureka, Calif. — 2:] 1
1954 Wilkes-Barre, Pa. —_ 1.0 —
1955 Qakland, Calif. — 1.0 1
1957 Hawaii (tsunami) — 3.0 —
1957 San Francisco, Calil. 53 1.0 —_
1958 Khantaak Island and — - 5
Lituya Bay, Alaska
1959 Hebgen Lake, Mont. — 11.0 28
1960 Hilo, Hawaii (tsunami) — 25.0 |
1964 Prince William Sound, B4 500.0 13
Alaska
1965 Puget Sound, Wash. — 12.5 7
1971 San Fernando, Calif, 6.5 553.0 65

Source: From Office of Emergency Preparedness, 1972, Disaster Preparedness, Report to Congress of the United
States, Vol. 3.

the New Madrid event (Table 8.3), it was felt over a much smaller area. The regional
crustal properties of the eastern and western parts of the United States are therefore in-
ferred to be very different.

On a local scale, the intensity of ground motion is largely a function of the surficial
geology. Soft soils tend to vibrate much more strongly than stiff soils or rock. This rela-
tionship is clearly illustrated by the response to earthquakes in San Francisco. The geo-
logic setting of the city consists of deposits of bay mud and alluvium (river-deposited
soils) in low-lying areas (Figure 8.59) and areas of bedrock at shallow depths through-
out the rest of the city. Figure 8.60 shows the distribution of intensity during the 1906
earthquake. The areas of high intensity correspond closely to the areas underlain by
bay mud and alluvium. Damage from the Loma Prieta earthquake closely followed the
pattern of damage from the 1906 tremblor. The Marina district (Figure 8.60) was the
most heavily damaged sector of the city, with structural damage to 150 buildings. This
area was a lagoon underlain by bay mud at the time of the 1906 earthquake. It was later
filled by rubble from destroyed buildings to create a fairground for the 1915 Panama-
Pacific International Exposition. In 1989, land use in the Marina district was dominated
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Major faults and locations of past ruptures in California and Nevada. Source: From W. W. Hays, 1980,
Pracedures for Estimating Earthquake Ground Mations, U.S. Geological Survey Professional Paper 1114.

by expensive residential dwellings. During the earthquake, ground motion caused lig-
uefaction of the bay muds and damage to many buildings (Figure 8.61).

The relationship between surficial material and ground motion is further illustrated
by the recordings of accelerographs in San Francisco of a distant underground nuclear ex-
plosion (Figure 8.62). Horizontal ground motion was much greater for bay mud and allu-
vium than for bedrock when subjected to the same seismic waves, Similar results were
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Cross sections along the San Andreas fault from north of San Francisco to Parkfield. The upper section
shows locations of earthquakes from January 1969 through July 1989, and the lower section shows
the Loma Prieta earthquake and its aftershocks, which filled one of three gaps in the cross section.
Source: From P. L. Ward and R. A. Page, The Loma Prieta Earthquake of October 17, 1989, U.5. Geological Survey
Pamphlet.
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Seismic intensity plotted for the 1906 San Francisco earthquake and the 1811 New Madrid, Missouri,
event. Even though the San Francisco earthquake had a larger magnitude, it affected a smaller area
because of differences in regional seismic attenuation. Source: From W. W. Hays, 1980, Procedures for Esti-
mating Earthquake Ground Motions, U.5. Geological Survey Professional Paper 1114.

obtained by accelerographs that recorded some of the larger aftershocks of the Loma Pri-
eta earthquake. Soft soils actually amplify incoming seismic waves, a condition that may
have contributed to the collapse of part of the Nimitz Freeway (Interstate 880) in Oak-
land, California, The section that failed was a two-tiered roadway known as the Cypress
structure (Figure 8.63). The mode of failure involved collapse of the upper roadway onto
the lower section. Vehicles on the lower section were crushed and 41 people were killed.
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Generalized geology of the San Francisco area. Source: From R. D. Borcherdt, ed., Studies for Seismic Zona-
tion of the San Francisco Bay Region, U.5. Geological Survey Professional Paper 941-A.

Although the entire Cypress structure was damaged, only that portion constructed on
bay mud collapsed (Figure 8.63).

The common practice of using artificial fill to expand urban areas in low-lying
coastal cities creates a perilous risk for large populations throughout the world. The Jan-
uary 17, 1995 Hanshin-Awaji earthquake in Kobe, Japan (M, = 6.9), became the most
expensive earthquake in terms of property damage to date. In addition to nearly 5400
deaths, the earthquake damaged or destroyed 152,000 buildings along with many other
types of structures and utilities, generating an estimated cost of $100 billion. Damage
was concentrated in reclaimed (filled) land and in adjacent areas underlain by unconsol-
idated materials of various types (Figure 8.64). Ground shaking in the filled areas caused
extensive liquefaction and lateral spreading. Expulsion of water and soil during the
spreading, much like the New Madrid earthquakes, led to subsequent settlement of the
land surface. Like the Nimitz Freeway, elevated expressways in Kobe collapsed or were
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extensively damaged. Building collapse was responsible for about 90% of the loss of life,
but only about 60% of the property loss. The remaining 10% of deaths were caused by
fires ignited by natural gas leaks and /or electrical problems. About 7000 buildings were
destroyed by fire.

The damage to Kobe and San Francisco is a grave warning to coastal cities with simi-
lar geologic settings. For example, Oakland, California, also has large areas of artificial fill
overlying weak estuarine sediments, with an active fault (the Hayward fault) that has pro-
duced historic earthquakes (Figure 8.65). These cities must take all possible measures to
minimize risk from moderate earthquakes that reoccur on a fairly frequent basis, One of
the most effective ways to reduce future losses in areas of high seismic risk is land-use
planning. Zoning ordinances of various types can prevent or restrict development in criti-
cal areas. An obvious restriction is to prevent development over active faults. Although
such a restriction seems to be only common sense, past development has largely ignored
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The third story of a three-story building im the Marina district of San Francisco. The first and second

stories collapsed due

to ground shaking and liquefaction. Source: D. Perkins; U.5. Geological Survey.
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Recordings of horizontal ground motion generated by an underground nuclear explosion. The
ground motion is much stronger for stations located on bay mud and alluvium. Source: From
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» FIGURE 8.63

Surficial geology of the Oakland, Cali-
fornia, area. Segment AB of the
Nimitz Freeway, constructed on bay
mud, collapsed. Segment BC was
damaged but did not collapse. Source:
From 5. E. Hough, P. A. Fregerg, R. Busby,
E. F. Field, and K. H. Jacob, Eos, Transac-
tions of the American Geophysical Union,
Nov. 21, 1989.
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The geological setting of Kobe, Japan, showing the location of reclaimed ground and other surficial
deposits. The stippled area is the Japanese Meterological Agency (JMA) intensity 7 area, where dam-
age was greatest. Source: From T. L. Holzer, 1995, U.S. Geological Survey. The 1995 Hanshin-Awaji (Kobe),

Japan, Earthquake, G54 Today, 5(B):154-167.
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Similarity of Kobe, Japan, and Oakland, California. The two cities are built along an active fault next

to a bay and contain large areas of reclaimed land subject to widespread liquefaction. Source: From
T. L. Holzer, 1995, U.5. Geological Survey.

the presence of known active faults (Figure 8.51). Further zoning options can establish
minimum distances, or setbacks, from active faults for buildings such as schools and hospi-
tals, where damage could result in numerous casualties. Similar restrictions could be ap-
plied to areas of potential landsliding or severe ground shaking. The most stringent
standards for site location and construction should be established for engineering projects
such as dams and nuclear power plants, whose satisfactory performance in an earthquake
is necessary to prevent massive losses in human life and property. In most parts of the
United States, these types of structures now require the most detailed site investigations
and seismic risk-assessment procedures possible.

Earthquake Engineering

The effect of an earthquake upon a building is determined by the relationship and interac-
tion between the characteristics of the seismic waves that reach the site, the response of the
materials beneath the building, and the design and construction of the building itself.

Horizontal ground motions often present the most severe test of a building’s ability to
withstand an earthquake without failure. The resulting lateral accelerations impose inertial
forces on a structure. In the absence of strict building codes, structures rarely are designed to
resist lateral forces of the magnitude imposed by strong ground motion. Figure 8.66 illus-
trates the nature of these inertial forces. For low, rigid structures (Figure 8.66, left) the peak
lateral force can be calculated as the product of the mass of the building and the peak lateral
acceleration. The lateral force for flexible buildings subjected to short-duration seismic shak-
ing can be less than the product of mass times acceleration. This force decrease is achieved
because part of the energy is absorbed by the bending action of the frame (Figure 8.66, cen-
ter). In tall, very flexible buildings, the lateral force can even exceed M X A because of the
increase in inertial force caused by the oscillation of the structure by repeated vibrations
(Figure 8.66, right).

One of the most important factors in earthquake damage is the relationship between
the vibrational period of a structure and the period of the material upon which it is built.
When set into motion, geologic materials, as well as buildings, tend to vibrate at a certain
rate. This characteristic rate is defined by the fundamental period. The period of a wave or
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vibration is the time interval between the passage of two corresponding points on the
waveform, the time between two successive crests, for example. Fundamental periods of
geologic materials range from well below 1 s for bedrock and stiff soils to several sec-
onds or more for deep, soft soils. The fundamental period of a building varies with the
height of the structure. Tall buildings have long periods (several seconds), and low
buildings have short periods. The effect of building height upon acceleration is illus-
trated in Figure 8.67. Accelerographs were installed in the basement and penthouse of a
10-story warehouse that was shaken by the 1952 Tehachapi, California, earthquake. Ac-
celerations were much greater in the penthouse than in the basement. In addition, the
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A FIGURE 8.67

Differences in acceleration between the basement and penthouse of a 10-story reinforced-concrete
building. Source: From F. W. Housner, Design spectrum, in R. L. Wiegel (ed.), Earthquake Engineering, © 1970
by Prentice Hall, Inc., Englewood Cliffs, M.).
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penthouse accelerations clearly show the effect of the fundamental period of the build-
ing, with maximum accelerations occurring every few seconds. No such pattern is evi-
dent in the basement accelerogram.

When the period of a soil and a building are similar, the most hazardous situation oc-
curs. Resonance between the building and the soil leads to more violent shaking and
greater damage is usually the result. Tall buildings sustain greater damage when con-
structed on deep, soft soils because of their similarity in vibrational period. Similarly,
small, rigid buildings may perform more poorly when sited upon short-period materials
such as bedrock. Figure 8.68 illustrates the effect of building height upon relative seismic
damage. The damage intensity for tall structures rises dramatically when the fundamental
period of the foundation soil is longer than 1 5.

Construction materials and design often play a critical role in the performance of a
building during an earthquake (Table 8.4). Small, wood-frame structures are generally
the safest type as long as they are anchored securely to their foundations. Improperly an-
chored houses have been observed to shear apart from their foundations during lateral
ground accelerations. Steel-frame or reinforced-concrete construction methods are least
hazardous for multistory buildings. Buildings that provide the least degree of protection
include those of nonreinforced masonry, brick and mortar, and adobe construction.
Structures of this type are literally deathtraps because of their heavy weight and brittle
behavior. The Guatemalan earthquake of 1976 provides a good example of the high cor-
relation between adobe construction and nearly total destruction of villages in areas of
moderate- to high-intensity earthquakes. (Figure 8.69). Likewise, in the 1990 northern
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Table 8.4 Earthquake Ratings for Common Building Types

Simplified Description of Structural Types

Relative Damageability
(in order of increasing
susceptibility to damage)

Small wood-frame structures, i.e., dwellings not over 3000 sq ft,
and not over 3 stories

Single or multistory steel-frame buildings with concrete exterior
walls, concrete floors, and concrete roof. Moderate wall
openings

Single or multistory reinforced-concrete buildings with concrete
exterior walls, concrete floors, and concrete roof. Moderate
wall openings

Large-area wood-frame buildings and other wood-frame
buildings

Single or multistory steel-frame buildings with unreinforced
masonry exterior wall panels; concrete floors and
concrete roof

Single or mullistory reinforced-concrete frame buildings
with unreinforced masonry exterior wall panels,
concrete floors, and concrete roof

Reinforced-concrete bearing walls with supported floors
and roof of any materials (usually wood)

Buildings with unreinforced brick masonry having
sandlime mortar and with supported floors
and roof of any materials (usually wood)

Bearing walls of unreinforced adobe, unreinforced hollow
concrete block, or unreinforced hollow clay tile

1

15

Jtod

7up

Collapse hazards in
moderate shocks

Source: From D. Armstrong, 1973, The Seismic Safety Study for the General Plan, Sacramento, Calif.: California

Council on Intergovernmental Relations.

Note: This table is not complete. Additional considerations would include parapets, building interiors, utilities,

building orientation, and frequency response.

A FIGURE 8.69

Devastation of adobe houses in the town of Tecpan, Guatemala, by the 1976 earthquake. Source:

Photo courtesy of U.S. Geological Survey.
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Levels of damage to reinforced concrete buildings in Kobe, Japan, plotted by time of construction.
Performance increased significantly in buildings constructed after new building codes were adopted
in 1981. Source: From T. L. Holzer, 1995, U.5. Geological Survey. The 1995 Hanshin-Awaji (Kobe), Japan, Earth-
quake, G5A Today, 5(8):154-167.

Iran earthquake, destruction was overwhelmingly linked to structures with unrein-
forced masonry walls and roofs.

Stringent building codes are among the most effective measures to minimize earth-
quake damage. Structural bracing to increase the lateral resistance of steel and reinforced
concrete buildings to ground motion are particularly effective. The performance of rein-
forced-concrete buildings in the Kobe earthquake was highly dependent on age (Figure 8.70),
with newer buildings faring much better than older ones. New building codes were adopted
in Kobe in 1981 and damage was greatly reduced in buildings constructed under these codes.

Although building performance is certainly a major concern, the effects of earthquakes
upon lifeline systems are also of vital importance. Lifeline systems include electricity and
fuel supplies, water and wastewater facilities, transportation lines, and communication
networks. Loss of these facilities in a large urban area can lead to greater problems than
the earthquake itself. Emergency rescue and relief efforts are severely hampered by dam-
age to energy, transportation, and communication systems. The breakdown of water and
sanitary networks can lead to disease and the inability to combat fires that may break out.
Eighty-three years after uncontrollable fires destroyed the city of San Francisco after the
earthquake of 1906, fires in the Marina district could not be fought with city water due to
the rupture of water mains during the 1989 earthquake.

Earthquake Prediction

Prediction of earthquakes is a scientific goal that, if achieved, could prevent widespread
loss of life in a major earthquake. Unfortunately, accurate prediction is not currently possi-
ble, although intensive research is proceeding in many areas.

Two types of earthquake prediction are theoretically possible. The first type is long-
term forecasting, in which the probability of an earthquake along a particular fault seg-
ment within a certain time interval is calculated by studying seismic gaps and historical
records of earthquakes that have occurred along that fault segment. Table 8.5 presents
this type of analysis for major faults in California, and Figure 8.71 graphically illustrates
the probabilities. That the Parkfield segment of the San Andreas fault was locked is quite
clearly illustrated by the delineation of the Parkfield gap in Figure 8.57. The high proba-
bility of an earthquake in the Parkfield area is discussed below. By plotting the numbers
of earthquakes within specific time intervals against their magnitudes, diagrams similar
to Figure 8.41 can be constructed for a local area. From this plot it is possible to determine
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Table 8.5 Probabilities of Major Earthquakes on California’s Primary Fault Segments

Probability
Estimated of Occurrence Level of
Recurrence between Reliability
Date of Most Expected Interval 1988 and 2018 (A, Most
Fault Segment Recent Event Magnitude (yr) (percent) Reliable)
San Andreas fault
North Coast 1906 8 303 <10 B
San Francisco Peninsula 1906 7 169 20 C
Southern Santa Cruz 1906 6.5 136 30 E
Mountains
Central creeping — — —_ =10 A
Parkfield 1966 ] 21 =90 A
Cholame 1857 7 159 30 E
Carrizo 1857 8 296 10 B
Mojave 1957 7.5 162 30 B
San Bernardino 1812(7) 7.5 198 20 E
Mountains
Coachella Valley 1680 £ 20 7.5 256 40 C
Hayward fault
Northern East Bay 1836(?) 7 209 20 D
Southern East Bay 1868 4 200 20 C
San Jacinto fault
San Bernardino Valley 1890(7) 7 203 20 E
San Jacinto Valley 1918 7 184 10 C
Anza 1892(7) 7 142 30 D
Borrego Mountain 1968 6.5 189 <10 B
Imperial fault

Imperial 1979 6.5 44 50 C

Source: From P. L. Ward and R. A. Page, 1989, The Loma Prieta Farthquake of October 17, 1989, U.S. Geological Survey Pamphlet.

the recurrence interval, or the average time interval between earthquakes of a specific
magnitude. Predictions can then be made that an earthquake of that magnitude has a
high probability of occurrence within a specified time interval, if the date of the last
earthquake is known.

Research leading to short-term predictive ability, involving a time interval small
enough for evacuation of an area, for example, has focused on precursors that have been ob-
served prior to previous earthquakes. Precursors are physical or chemical phenomena that
occur in a typical pattern before an earthquake. These phenomena include changes in the
velocity of seismic waves, the electrical resistivity of rocks, the frequency of preliminary
earthquakes (foreshocks), the deformation of the land surface, and the water level or water
chemistry of wells in the area. Many of these precursors can be explained by a theory called
the dilatancy model, Under this hypothesis, rocks in the process of strain along a fault show
significant dilation or swelling before rupture. This volume increase is caused by the open-
ing of microcracks, which are minute failure zones in weaker mineral grains in the rock and
along grain boundaries. As the porosity increases during the formation of microcracks,
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Probabilities of earthquakes between 1988 and 2018 for segments of major faults in California. Box
size is proportional to probability and expected magnitude is shown above each box. Probabilities
were determined one year before the Loma Prieta earthquake. Source: From P. L. Ward and R. A. Page,
1989, The Loma Prieta Earthquake of October 17, 1989, U.S. Geological Survey Pamphlet.

groundwater flows into the highly stressed areas. These changes in density and water con-
tent affect the ability of the rock to transmit seismic waves and conduct electricity. There-
fore, seismic-wave velocity and electrical resistivity progressively change as the overall
rupture along the fault draws near. Localized changes in land-surface elevation are also re-
lated to volume changes at depth. An area of recent uplift along the San Andreas fault near
Los Angeles, which has been named the Palmdale Bulge (Figure 8.72), is being monitored in
great detail as a possible indicator of a future earthquake.

Volume changes and groundwater movement may be reflected by changes in water
levels in wells as well as by changes in the chemical composition of groundwater.
Radon gas has been observed to increase in wells prior to earthquakes. These increases
are perhaps related to the release of radon gas from rocks during the formation of mi-
crocracks. The pattern of seismic activity in the vicinity of an area of imminent fault rup-
ture is also significant. This pattern consists of an initial rise in the number of small
events, followed by a decline in foreshocks just prior to the major earthquake. The de-
cline may represent a temporary increase in rock strength before the newly formed mi-
crocracks are filled with water.

The precursor phenomena can be grouped into stages according to the dilatancy
model (Figure 8.73). Stage I consists of a gradual stress buildup along the fault. Stages IT
and IIT are correlated with dilatancy and water influx. Stage IV is the major earthquake,
and Stage V is the aftermath of the event. If every earthquake followed the sequence
shown in Figure 8.73, with uniform stage duration, earthquake prediction would be a sim-
ple matter. Instead, each earthquake is unique in terms of specific precursor behavior pat-
terns and length of precursor stages. Two magnitude-5 earthquakes preceded the Loma
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Uplift along the San Andreas fault in the vicinity of Palmdale, California. This activity may be a precur-
sor to a future earthquake. Source: From F. Press and R. Siever, Earth, 3rd ed., © 1982 by W. H. Freeman and
Co., San Francisco.

Prieta event by 15 and 2 months. In each case, a public advisory was issued stating that the
earthquakes could be foreshocks to a stronger earthquake within 5 days. However, the
fault did not cooperate and prediction was not successful. Continued research and study
of future earthquakes will certainly lead to refinement of the dilatancy model, or to a re-
placement model with more accurate predictive capabilities.

The strange behavior of animals before an earthquake has been recognized for cen-
turies and is now being studied scientifically for use in earthquake prediction. The range
of unnatural behavior patterns is extremely diverse. Many animals seem restless and
frightened. Snakes have come out of hibernation during the winter and frozen to death.
Normal eating and sleeping patterns are abandoned. Although the exact means by which
animals sense an impending earthquake are unknown, suggestions have included
changes in subsurface water content, acoustic emissions, and electrostatic effects.

As a result of past earthquake disasters, the People’s Republic of China has devel-
oped the world’s most advanced earthquake prediction program. Since the 1970s, a
number of successful predictions have been made. In 1975, prediction of the Haicheng
earthquake (magnitude 7.3) was responsible for saving tens of thousands of lives by
evacuation from hazardous buildings. A notable failure, however, was the inability to
predict the 1976 Tangshan event (magnitude 7.6), in which perhaps as many as three-
quarters of a million people were killed. Two recent examples illustrate the uncertain-
ties and dangers of earthquake predictions. The high probability of an earthquake in
the Parkfield segment of the San Andreas fault was mentioned earlier. Concern about
the Parkfield area was based on the historical earthquake record (Figure 8.74), in
which significant earthquakes occurred in 1857, 1881, 1901, 1922, 1934, and 1966. The
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average recurrence interval of these events was 22 years, with a maximum time be-
tween events of 32 years. Because of the historical regularity of the events, and because
the previous six events had ruptured the same area on the fault, the U.S. Geological
Survey issued a prediction in 1985 that there was a 95% probablility that a magnitude
5.5-6 earthquake would occur between 1985 and 1993. In anticipation of the upcoming
earthquake, a highly detailed monitoring network was set up at Parkfield, including
seismometers, creep meters, borehole strain meters, and other instruments, many of
which are monitored in real time and can be accessed from the web site, quake.wr.usgs.
gov /research/parkfield /index html. In addition to the monitoring network, the U.S.
Geological Survey established a four-tiered system of alerts: D, C, B, and A, with in-
creasing level of concern for the magnitude-6 event. With a status A alert, the public is
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Past earthquakes on the Parkfield section of the San Andreas fault occurred in 1857, 1881, 1901,
1922, 1934, and 1966. The extrapolation of the trend of these events led to the prediction of a mod-
erate earthquake in 1988, which did not actually occur until 2004. Source: National Earthquake Predic-
tion Evaluation Council Working Group, 1994, Earthquake Research at Parkfield, California, 1993 and
Beyond—Report of the NEPEC Working Group to Evaluote the Parkfield Earthquake Prediction Experiment, U.S. Geo-
logical Survey Circular 1116.

notified and recommended to follow earthquake preparedness procedures that have
been widely circulated to residents. If the earthquake does not occur within 72 h, the
alert is considered to be a false alarm. As of 2001, two level-A alerts had been issued,
triggered by M,,-4.7 and 4.8 earthquakes that occurred in 1992 and 1993. Both proved
to be false alarms. The predicted earthquake finally arrived on Sept. 28, 2004, a M,-6.0
event. The arrival of the main event 11 years after the prediction window shows that
precise earthquake prediction continues to elude our best efforts. The monitoring sys-
tem, however, has produced much new information about the fault and its seismicity.

A much more troubling example of earthquake prediction was the forecast of a New
Madrid earthquake on December 3, 1990. The prediction, a 50% chance of an earthquake
within a 5-day period, was made by Dr. Iben Browning, an independent scientist, albeit one
who had no training in seismology. Following closely on the heels of the widely publicized
damage from the 1989 Loma Prieta earthquake, Dr. Browning's prediction attracted local
and national media coverage. Despite the disavowal of Browning’s methods and prediction
by earthquake experts, New Madrid became the center of a media frenzy. As the day drew
near, tourists and media crews descended on the town. Schools and factories were closed.
Twenty-two million dollars worth of earthquake insurance was purchased by homeowners.
As the period came and went, nothing happened. Although the publicity of a potential
earthquake probably motivated many people in the region to become more knowledgeable
about earthquake preparedness, the public’s confusion between real and “junk” science il-
lustrates a real problem in creating an effective warning system for natural disasters.

With our ever-growing knowledge of earthquake processes, prediction is bound to
become more accurate. In 2003, the U.S. Geological Survey issued another prediction,
this time for the San Francisco Bay regions (USGS, 2003). This one predicts a magnitude
6.7 or greater earthquake within the 30-year period 2003-2032, with a 62% probability.
This prediction considers the numerous faults that potentially could rupture to produce
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30-year probabilities of ruptures for faults in the San Francisco Bay area. The probability for an earth-
quake on any of the faults at a magnitude of 6.7 or greater is 62%. Source: U.5. Geological Survey, 2003.

this event (Figure 8.75), each of which has its own, smaller probability of producing the
earthquake (Table 8.6). The worst-case scenario for this earthquake, a 7.9 event similar to
the 1906 earthquake, is estimated to produce a loss of life of 5800 people if it strikes dur-
ing working hours in the rapidly growing Bay area. This prediction really highlights the
need to prepare for the event with all of the tools available.



Earthquakes 309

Table 8.6 The 10 Most Damaging Earthquake Scenarios for the San Francisco

Bay Area and Their 30-Year Probabilities

30-year Probability Magnitude
Rodgers Creck 15.2% 7.0
Northern Calaveras 12.4% 6.8
Southern Hayward (possible repeal of 1868 11.3% 6.7
carthquake)
Northern + Southern Hayward 8.5% 6.9
Mt. Diablo 7.5% 6.7
Green Valley-Concord 6.0% 6.7
San Andreas: Entire N. CA segment (possible repeat 4.7% 79
of 1906 earthquake)
San Andreas: Peninsula segment (possible repeat 4.4% 72
of 1838 carthquake)
Northern San Gregorio segment 3.9% Tad
San Andreas: Peninsula + Santa Cruz segment 3.5% 7.4

Source: USGS, 2003,

Case in Point 8.3
The San Fernando and Northridge Earthquakes: (Seismic)

History Repeats Itself

Among recent earthquakes in the United States, the February 9, 1971, earthquake in San
Fernando, California, and the nearby January 17, 1994, Northridge earthquake stand out
for several reasons. First, both events struck the same outlying vicinity of a major metro-
politan area, Los Angeles. Thus, despite the relatively moderate magnitude of these events
(Table 8.7), great damage was caused to the densely populated area. Second, although the
earthquakes occurred in a region known to be seismically active, displacement took place
along faults that either were not known or considered to be active prior to the earthquakes.
Third, the network of seismograph stations that recorded the 1971 event provided the
most detailed and abundant data ever gathered for an earthquake. These data provide
many interesting facts and interpretations, including the highest ground accelerations
ever recorded. These accelerations commonly ranged from 0.5 g to 0.75 g, with peak
recorded values of more than 1 ¢. Accelerations of this magnitude are particularly signifi-
cant because they exceed by several times the design values used for earthquake-resistant
structures. Finally, the earthquakes provided a performance test for many modern build-
ings constructed under recent building codes. Unfortunately, many of the structures did
not perform well (Table 8.8). Even worse, some critical highway bridges that were de-
stroyed and rebuilt after the 1971 earthquake collapsed again in 1994,

The San Fernando earthquake was generated by movement along a number of
minor faults near a bend in the San Andreas fault. The locations of the main shock and
major aftershocks are shown in Figure 8.76. Fortunately, the earthquake took place about
6:00 A.M.; at this hour schools were unoccupied and streets and highways were nearly
deserted. Had the earthquake struck just 1 h or 2 h later, the loss of life would have been
much greater, Ground shaking from the main shock lasted about 1 min; the duration of
strong motion was only about 10 s, For a moderate event, the destruction inflicted by the
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Table 8.7 Comparison of the San Fernando Valley and Northridge Earthquakes

1971 San Fernando Valley 1994 Northridge
Deaths 64 (most occurred in one building) 51 (as of January 20, 1994)
Damage $511 million Estimates up to $30 billion
Magnitude 6.5 6.6
Hypocenter 12-13 km 14 km
Fault Reverse fault. Rupture began at Previously unmapped blind
depth but ruptured the surface reverse fault, Rupture began
for 15 km. North dipping. at depth and did not break

Ground movement About 2 m of offset, primarily
vertical, with some

left-lateral slip.

surface. South dipping,
Approximately 1 m of vertical
uplift.

Source: Eos, 1994, Transactions of the American Geophysical Union, 75(4), January 25, 1994,

Table 8.8 Estimate of Damage from the San Fernando Earthquake

Structure Number Damaged Amount
Schools 180 $22,500,000
Hospitals 4 50,000,000
Residential:

Homes 21,761

Apartment houses 102

Mobile homes 1,707 179,500,000
Commercial buildings 542
Miscellaneous structures 250
Highways and roads 27,500,000
Dams 36,500,000
Other public structures 145,000,000
Utilities 42,000,000
Personal property 50,000,000

Total $553,000,000

Source: From R. Kachadoorian, 1971, An estimate of damage in the San Fernando, California, earth-
quake of Feb. 9, 1971, in The San Fernando, California, Earthquake of February 9, 1971, U.5. Geological
Survey and National Oceanic and Atmospheric Administration, 1971, U.S. Geological Survey
Professional Paper 733.

Note: Data supplied by the city of Los Angeles, city of San Fernando, county of Los Angeles, Los
Angeles Unified School District, U.5. Army Corps of Engineers, Los Angeles Food Control System, State
of California, and region 7 of the Office of Emergency Preparedness.

San Fernando earthquake was quite striking. Sixty-four people died, and property
damage estimates ran into the hundreds of millions of dollars (Table 8.7). These dam-
ages would have seemed insignificant had the Lower Van Norman Dam failed (Figure
8.54), an event that was narrowly avoided. By comparison, the Northridge earthquake,
an event of approximately the same magnitude only 16 km from the epicenter of the
1971 event, caused property damage that may amount to 60 times greater than the 1971
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Map of the main shock and aftershocks greater than magnitude 3.0 for a 3-week period following the
San Fernando earthquake. Source: From U.S. Geological Survey, 1971, The San Fernando, California, Earth-
quake of February 9, 1971, U.5. Geological Survey Professional Paper 733.

earthquake (Table 8.7). Aside from inflation, the dramatic increase in losses can be attributed
to an explosion of population growth and development in the area between 1971 and 1994.
Surface ruptures associated with the earthquake were mapped in a zone approxi-
mately 15 km in length. The specific types of surface displacements exhibited a complex
and variable pattern (Figure 8.50). Damage to buildings, roads, and utilities was intense
in these areas (Figure 8.77). Ground shaking provided the other main cause of damage.
High-rise buildings in the area consisted mainly of medical facilities. Of four hospitals
damaged, two were total losses. Parts of Veterans's Hospital, a pre-1930, nonreinforced-
concrete structure, collapsed, killing 45 people (Figure 8.78). The newly constructed $25
million Treatment and Care Facility at the Olive View Hospital also sustained severe
damage and had to be demolished. The building was a five-story reinforced-concrete
structure, The first- and second-story columns were particularly hard hit (Figure 8.79).
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< FIGURE 8.77

Damage to highway by
surface rupture from the
1971 San Fernando, Cali-
fornia, earthquake.
Source: Photo courtesy of
L.5. Geological Survey.

< FIGURE 8.78
Cleanup following col-
lapse of Veterans's Hospi-
tal during the San
Fernando earthquake.
Forty-five people were
killed. Source: Photo cour-
tesy of UL.5. Geological Sur-
vey.

Two other relatively new hospitals were also severely affected. One hundred eighty
school buildings were damaged in the earthquake. Seismic standards were established
for schools in California with the enactment of the Field Act in 1933. Schools built before
the Field Act performed much less satisfactorily than post-Field Act buildings. Seven
pre-Field Act schools in the Los Angeles Unified School District suffered sufficient dam-
age to warrant demolition after the earthquake. Luckily, no schools were occupied at the
time of the earthquake. Other buildings erected prior to 1933 fared poorly during the shak-
ing. Most of these, including Veteran’s Hospital, were constructed of nonreinforced con-
crete. Wood-frame buildings were damaged throughout the area of ground shaking, with
more severe damage occurring in older houses that lacked lateral bracing and that may
have been weakened by dry rot or termite damage. Two-story houses sustained more
damage than one-story structures (Figure 8.80). Mobile homes were shaken from their
foundations in many developments because of inadequate anchoring.

Damage to lifeline systems was extensive in the areas of strongest ground motion.
Water-supply systems were disrupted in several cities, including the failure of dams, and



Earthquakes 313

« FICURE 8.79
Damaged column of re-
inforced-concrete ambu-
lance port at Olive View
Hospital. Source: National
Oceanic and Atmospheric
Administration.

A FIGURE 8.80
Damage to two-story house near San Fernando. Source: Los Angeles Dept. of Building and Safety.

breaks in water lines, tunnels, and aqueducts. The water distribution system for the city
of San Fernando (population 17,000) was completely destroyed. Also affected were gas
systems, sewage lines, and highways. Several major highway interchanges were blocked
by overpass collapse (Figure 8.81). The failure of some of the same overpasses in 1994
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Collapse of an overpass caused by the 5an Fernando earthquake. Source: Photo courtesy of U.5. Geologi-
cal Survey.

was a sobering reminder that earthquake-proof design is not yet a reality in Southern
California.

Overall, the San Fernando earthquake produced widespread damage that could have
been inestimably worse if it had struck during midday or if the Lower Van Norman Dam had
totally failed and released its reservoir upon the large population below. Similarly, the North-
ridge earthquake struck very early in the morning when schools and public buildings were
unoccupied. Although the loss of life was severe, the vast majority of dwellings performed
well enough to limit casualties to fewer than were sustained in 1971 with a lower population.
We can only speculate what the cost in human lives would have been without the advances
in building codes, land-use planning, and seismic monitoring that have taken place over the
past few decades. We can only hope that the combination of improved building codes, strict
land-use planning, and advances in earthquake prediction will minimize loss of life and
damage from future earthquakes.

Summary and Conclusions

In order to understand rock structures, we must take into account the high confining pres-
sures and temperatures at the depths where deformation occurs, as well as the long periods of
time available for the application of stress. The interpretation of aerial photographs and the
construction of geologic maps is the first step in characterizing the structure and geologic his-
tory of an area. These maps are made by plotting the distribution of rock types and the spatial
orientation of structural elements on base maps. The strikes and dips of planes associated
with bedding, joints, and faults are measured in order to reconstruct the deformation of the
area prior to erosion. Cross sections utilizing these data can be derived from geologic maps.

Geologic maps and cross sections are essential tools for engineering site investigations.



Summary and Conclusions

Folding encompasses a range of mechanical processes in which horizontal sequences
of rocks are deformed into undulating, wavelike forms. Anticlines and synclines are the
main types of folds, although folds can be described as symmetric, asymmetric, over-
turned, or recumbent, depending upon the orientations of the axial plane and the limbs.
Domes and basins are large-scale structures whose bilateral cross sections are anticlines
and synclines, respectively. Plunging folds develop complex outcrop patterns after erosion.

Fractures can be classified as either joints or faults. Both types control the strength and
permeability of rock masses. Fault terminology is based on the type of slip displayed and
the relative movement of opposing blocks. The types of faults that occur are governed by
the type and orientation of stresses in the deforming rock mass. Thrust and reverse faults
develop under compression, whereas tensional stresses often are responsible for normal
faults. Strike-slip faults are found where shear stresses dominate between crustal blocks.

When crustal blocks suddenly slip past one another, elastic strain energy is released in
the form of seismic waves. According to the elastic rebound theory, elastic strain energy is
gradually accumulated until brittle rupture occurs. Seismic waves are recorded by seismo-
graphs or, near the epicenter, as ground accelerations by accelerographs.

Earthquake magnitude is a quantitative measure of the amount of energy released,
whereas intensity is a descriptive value assigned by the assessment of earthquake damage
at a given location. Magnitude and frequency are inversely proportional; only a few great
earthquakes strike each year over the entire earth.

Much information about earthquake processes and the earth’s interior is gained by the
study of seismic waves. The compressional (P) waves travel at the highest velocity; shear
(5) waves travel more slowly and terminate abruptly at the earth’s liquidlike outer core.
Love and Rayleigh waves travel outward from the epicenter near the earth’s surface. The
S-P time interval is useful for determining the magnitude of the earthquake as well as the
location of the epicenter.

A variety of hazardous processes are initiated by earthquakes. Surface rupture is com-
mon along the fault that generated the earthquake. Ground shaking, which affects a much
larger area, is responsible for much of the damage to structures. Shaking also can cause var-
ious types of ground failure. When earthquakes take place offshore, tsunamis radiate out-
ward to cause great damage in coastal areas. Finally, earthquakes are responsible for human
catastrophes due to disease and fire when urban and suburban lifeline systems are severed.

Masgive governmental and private efforts have been directed toward reducing earth-
quake damage. These programs include the identification of hazardous areas such as fault
zones and the prediction of localized ground motion. Soil and rock types govern the re-
sponse of a particular site to ground shaking. Specifically, buildings constructed on thick,
soft soils sustain maximum damage when set into vibration. Risks can be reduced by zon-
ing ordinances that prevent construction in high-hazard areas or specify construction tech-
niques for critical structures.

Earthquake engineering is the analysis of the effect of vibrations upon structures and
the design of earthquake-resistant buildings. Each building has a fundamental period of
vibration. When this period corresponds closely to the period of the foundation materials,
maximum damage is likely. Modern steel, wood-frame, and reinforced-concrete designs
perform well during vibrations; heavy, rigid buildings including those of nonreinforced
concrete, brick, and adobe fare poorly. Increasingly, strict building codes eventually will
prove worthwhile in savings of life and property.

Earthquake prediction holds promise for future damage reduction. It is hoped that the
increasing sophistication of seismic detection instruments will allow the recognition of
predictable patterns of precursor phenomena. These data, along with the study of animal
behavior, someday may yield a method for preventing the great disasters to which some
regions are now accustomed.
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Problems

1. How can the deformation of rocks deep within the
earth’s crust be simulated in laboratory tests of rock
samples?

2. What evidence leads us to believe that rocks ex-
posed at the surface were deformed at great depths?

3. What field measurements are made in the study of
rock structures? What do they indicate about the
structures?

4. In what type of geologic setting or province would
you be likely to find highly folded rocks?

5. What is the difference between faults and joinlts?
6. Describe the relationship between fault type and
stress orientation.

7. Summarize the ideas that led up to the theory of
plate tectonics.

8. List as many ways as you can how folds and faults
would influence the construction of tunnels and
dams.

9. Describe the major structural features of your state,
province, or region.

10. Why doesn’t the elastic rebound theory satisfactorily
explain all earthquakes?

11. Describe the instruments used to measure earth-
quakes.

12. Contrast earthquake magnitude and intensity.
13. Why can’t 5§ waves travel through the earth’s core?

14. A city near the epicenter of an earthquake sustains
major damage to poorly constructed buildings, al-
though hospitals and schools designed to resisl
damage from ground motion sustain only minor

damage. Tall, thin structures such as chimneys and
towers topple throughout the city, and newly de-
posited mounds of sand are found on the ground
surface near the river. What was the intensily of
the earthquake?

15. Based on Figure 8.40, what were the probable effects
of the San Fernando earthquake in San Diego,
California?

16. Using Table 8.2, estimate the distance between the
earthquake epicenter and the point at which the
seismogram shown in Figure 8.44 was recorded.

17. If the S-F time interval measured from a seismo-
gram is 32 s and the maximum amplitude is 50 mm,
what was the Richter magnitude of the earthquake?

18. How is a tsunami generated?

19. How do the geologic materials beneath a site influ-
ence its response o an earthquake?

20. A 12-story building is constructed in an area in
which the soils are 600 ft deep. What percenlage of
structural damage can be expected?

21. Approximately how many earthquakes of magni-
tude 7 occur worldwide every year?

22, Suggest two likely locations for future earthquakes
along the San Andreas fault south of San Francisco.

How are these areas identified as possible earth-
quake epicenters?

23. What are the major areas of research concerned with
earthquake predictions?
24. How might the effects of the San Fernando earth-

quake have differed if the magnitude were 8.0 in-
stead of 6.57
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Weathering and Erosion

We have followed the various igneous, metamorphic, and sedimentary
processes leading to the formation of rocks on the surface and below the
surface of the earth’s crust. We have seen how tectonic forces driven by the
earth’s internal energy elevate deeply formed rocks to the earth’s surface. Pro-
gression through the geologic cycle now brings us to the processes acting upon,
or just below, the surface of the earth that are associated with the action of water,
ice, wind, and gravity. These processes, fueled by external energy derived from
the sun, are components of the hydrologic cycle. Together, they lead to the dis-
integration and decompwosition of continental rocks, followed by the transporta-
tion of debris and chemical elements to the ocean basins, where sedimentation
precedes the ultimate formation of new continental rocks.

Weathering is the mechanical and chemical breakdown of rocks exposed
at the earth’s surface into smaller particles that may differ in composition
from the original substance. Although the mechanical and chemical aspects
of weathering will be discussed separately, they occur simultaneously and
are related in many ways.

Weathering processes are of interest and importance to a broad range
of scientists and engineers. Soil scientists study weathering processes in re-
lation to the genesis of agriculturally productive soils from rocks and un-
consolidated deposits. Hydrogeologists investigate the chemical constituents
that are released by weathering reactions in the upper few meters of the
soil zone and are then carried downward to influence the chemical compo-
sition of groundwater. Geologists and engineers have demonstrated the
role of weathering in landslides and other types of slope failure, In the con-
struction industry, the effect of weathering on building stone is of great
concern, an effect obvious to anyone who has observed the faded and in-
distinct inscriptions on old tombstones. The deterioration of building
stone, road aggregate, and other construction materials is a serious and ex-
pensive consequence of weathering phenomena, Perhaps the most impor-
tant influence of weathering is its relevance to the design and performance
of structures built upon weathered rock. Weathering gradually weakens
rock; in some climates the end result is a deep mantle of residual soil with
vastly different engineering properties from the parent rock. The effects of
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weathering must be assessed at every foundation site where design requires the pres-
ence of predominantly unaltered rock.

The types and intensity of weathering processes that occur in a particular area are pri-
marily the result of climate. Temperature controls the mechanical processes caused by the
freezing and thawing of water, as well as influences the rates of chemical weathering reac-
tions. The other main climatic variable is precipitation, because water plays a part in both
physical and chemical weathering processes. The dominant type of weathering that can be
expected in a particular climatic region is indicated in Figure 9.1, which utilizes mean an-
nual rainfall and mean annual temperature to characterize climate.

Mechanical Weathering

Mechanical weathering includes processes that fragment rocks into smaller particles by ex-
erting forces greater than the strength of the rock. Usually, these forces act within rock mass-
es to overcome the tensile strength of the rock, which is much lower than its compressive
strength. The principal mechanical and chemical weathering types are shown in Table 9.1.
Frost action is one of the most effective mechanical weathering processes. When water
freezes within a rock mass, its volume expansion (Figure 9.2) exerts pressure potentially
greater than the tensile strength of most rocks (Chapter 7). The increase in volume is
caused by the formation of a hexagonal structure in which the water molecules are farther
apart than in their more densely packed condition in liquid water. The maximum pres-
sure exerted by this process occurs at a temperature of —22°C. However, experimental
field studies have shown that temperatures rarely reach this point. In addition, the freez-
ing temperature of water declines if dissolved solutes are present and as the pressure in-
creases. Because of these and other arguments it is not considered likely that in-place
freezing of water in rocks can account for the large amount of shattering that is observed
(Figure 9.3). A current alternative hypothesis involves the growth of ice in rock pores and
fractures by migration of water to the freezing front (Figure 9.4). In this model, a thin
layer of liquid water adsorbed to the rock surfaces resists freezing because of its more or-
dered structure. Water will migrate from unfrozen portions of the rock to the ice/water
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Table 9.1 Mechanical and Chemical Weathering Processes

Mechanical
Frost action
Salt weathering
Temperature changes
Moisture changes
Unloading
Biogenic processes

Chemical Solution:

CaCO; + HyCO3 — Ca?* + 2HCO;

(Calcite) (Carbonic (Calcium (Bicarbonate

acid) ion) ion)

Hydrolysis:

2KAISis0g + 2H' + 9H,0 — AlLSi,05(0OH), + 4HSiIO, +  2K'

(Orthoclase) (Kaolinite) (Dissolved (Dissolved

silica) polassium)
Hydration:
CaS0y + 2H,0Q —— CaS0y4:2H,0

(Anhydrite) (Gypsum)
Oxidation:

4FeSi0, + 0Oy + HO — 4FeO(OH) +  48i0,

(Pyroxene) (Limonite) (Dissolved
silica)

<4 FIGURE 9.2

1.00025 The change in volume of water with temperature.

1.00015

1.00010

Yolume of 1g Hy O (cm™)

Temperature (°C)

interface in the pore under an energy gradient that exists because unfrozen water has
more free energy (the type of energy that drives chemical reactions) than water in its
frozen form, The migration of water to the freezing front is a function of the porosity and
permeability of the rock, the dissolved solids content of the pore water, and other factors.
As the incoming water freezes in the pore, the resulting pressure causes the pore to prop-
agate by the formation of microfractures at the pore boundaries. This model is consistent
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A FIGURE 9.3
Angular blocks of rock in the Madison Range, Montana, produced from an outcrop by frost action.
Source: Photo courtesy of the author.

» FIGURE 9.4 _
lce forming within a rock pore or frac- 2 ' W i
ture. A thin layer of ordered water lines '
the rock surface. Pore water from un-
frozen areas of the rock migrates to the
pore under an energy gradient and
freezes in the pore, adding to the volume
of ice and causing microfractures to form
and enlarge the cavity.

Direction of
[racture propagation

Pore water migration

with field conditions, as indicated by experimental studies and field measurements. The
size and shape of the angular rock fragments that are produced by frost action depend
upon the joint spacing and orientation in the rock (Figure 9.3). On slopes, rock fragments
produced in this manner may fall, slide, or roll to lower elevations, where they form a
continuous sloping mantle of loose rock called a talus slope (Figure 9.5).

The effects of crystallization of salt within a rock are somewhat similar to the effects of
freezing water. The expansion and weakening of the rock caused by salt crystallization is
called salt weathering, and it presents one of the most serious threats to the durability and
appearance of stone buildings. The salt that crystallizes from solution in the rock includes
not only sodium chloride but also a number of chloride, sulfate, and carbonate salts that
can enter the rock in several ways. Sedimentary rocks may retain salts from their original
deposition. Other dissolved constituents may be contributed by chemical weathering
processes. The salt may also be introduced after the rock is quarried. Polluted urban air
and rainfall, for example, are excellent sources of salt.

Salt can crystallize from an aqueous solution as a crust on the rock surface or within
rock pores and voids. Often, a concentration of salt forms in a thin layer just below the
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A FIGURE 9.5
Accumulation of loose rock on a talus slope, southeastern lceland. Source: Photo courtesy of the author.

rock surface. In this case, the surficial layer gradually deteriorates until it splits, or spalls,
off from the rock face, at which time the process begins again. Inside the rock, salt crystals
can weaken the rock in at least three ways. The first way is the pressure and expansion
caused by the initial growth of the salt erystal. Second, upon heating, the salt crystals ex-
pand more than the surrounding minerals of the host rock, so that pressure is created.
And third, salt crystals tend to absorb water into their structure to form hydrated crystals.
This entails a volume expansion and an increase in pressure upon the adjacent grains,
which can reach extremely high values (Figure 9.6). These hydration pressures can at
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A FIGURE 9.6

Hydration pressures produced by hydration of CaSO‘-%HZO. Source: From E. M. Winkler and E. ). Wilheim,
1970, Salt burst by hydration pressures in architectural stone in urban atmosphere, Geological Society of America
Bulletin, 81:567-572.
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times exceed the tensional strength of the rock, causing spalling of thin, exterior layers.
Unfortunate demonstrations of salt weathering were initiated by the removal of carved
stone monuments from Egypt and other arid regions and their relocation to more humid
climatic regimes in Europe and the United States. Inscriptions that were clearly readable
after thousands of years in their original climate are destroyed in a hundred years of
weathering in cool, humid climates.

Case in Point 9.1

Salt Weathering and Ancient Egyptian Monuments

The ancient Egyptians built most of their temples and monuments along the flood plain
of the Nile River. In the 1960s, the historical pattern of yearly Nile floods followed by
dry periods was broken by the construction of the Aswan High Dam. The storage of
Nile water in Lake Nasser, upstream from the dam, allowed the Egyptians to regulate
their water usage and, for the first time, grow two or sometimes three crops per year ir-
rigated by water released from the dam during the dry season. Although the enhanced
crop yields were a great benefit to the country, an unintended consequence of the in-
creased irrigation was a rise in water tables beneath the flood plain. Groundwater grad-
ually began to saturate the foundations of stone monuments and temples. The water
moved upward in the stone by capillary action, carrying its dissolved salts along with
it. As the water evaporates in the dry air, salt precipitates, causing damage to the rock
by salt weathering. Figure 9.7 shows the Sacred Lake of Dendara Temple, a 2000-year-
old temple in Upper Egypt near Qena. Cleopatra visited this temple with her lover
Marc Antony and may well have bathed in this pool. Today, the impoundment is dry
because of pumping wells installed around the perimeter designed to lower the water

A FIGURE 9.7

View of the Sacred Lake of Dendara Temple, Egypt. Photo taken from the roof of the temple.
The water table is kept artificially low by pumping groundwater and piping it away from the site.
Source: Photo courtesy of the author.
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4 FIGURE 9.8

Salt precipitate on the lower walls
of the lake. Groundwater rises from
the water table into the sandstone
blocks by capillary action. When
the water evaporates into the air,
salt crystals grow in the rock, caus-
ing decomposition and weakening
of the stones. Source: Photo courtesy
of the author.

table. Figure 9.8 shows the lower part of the walls of the lake. The white precipitate is
salt precipitated from groundwater drawn up into the stone from the high water table.
In some temples, dewatering, excavation, and repair have been necessary to preserve

ancient foundations from the rising water tables.

Temperature changes have long been suspect as a weathering mechanism because of the
observation of cracked boulders on desert surfaces with little evidence of chemical weath-
ering. Early lab experiments involving multiple cycles of heating and cooling did not ap-
pear to cause fracturing in rock samples. More recent work, however, suggests that the
experiments did not fully duplicate natural conditions and that the mechanism may be
significant. Part of the problem is that there are several variables potentially involved in
the process. First, the thermal conductivity of the rock, or the ability to conduct heat into
the rock from the surface, is important. If the thermal conductivity is low, heating and
cooling will be concentrated in the uppermost layers of rock, producing more expansion
and contraction than in rocks of high thermal conductivity. The coefficient of thermal ex-
pansion is also important. This coefficient describes the amount of expansion of a specific
mineral related to a specific rise in temperature. Rocks composed of minerals with differ-
ent coefficients of thermal expansion will experience differential stresses because some
minerals tend to expand more than others and therefore exert different amounts of pres-
sure. Finally, the range in temperature fluctuations and the rate of change of temperature
within the rock are also important. The combination of all these factors may produce the
results that are observed in the field.

Moisture changes, in the form of alternate wetting and drying, have experimentally
been shown to cause expansion and contraction that may lead to weakening of the overly-
ing rock. This mechanism may be even more effective when combined with temperature
changes. Only a small amount of water in a rock may be sufficient to accentuate the effects
of heating and cooling,

A peculiar type of weathering develops on natural rock faces composed of rock that is
susceptible to spalling. In a process that is not as yet totally understood, rounded cavities
or hollows form and gradually enlarge. The hollows may be found individually or in a
dense network of closely spaced holes (Figure 9.9), A variety of names have been applied
to these features, but honeycomb weathering is a useful descriptive term for examples such



Mechanical Weathering

e 15
" W

Ww

3
o | "
T4
139,

A FIGURE 9.9
Honeycomb weathering, Meteor Crater, Arizona. (Camera lens cap for scale.) Source: Photo courtesy of
the author.

as that seen in Figure 9.9. The origin of the pits and hollows probably involves the break-
down of a protective mineral coating composed of iron and manganese oxides and the
spalling off of thin layers of rock. Moisture and wind may then be involved in removal of
detached grains. The action of lichens and other organisms has also been invoked in some
theories. Although honeycomb weathering is not restricted to dry climates, the fact that it
is common in arid regions suggests that mechanical weathering plays a significant role in
its formation.

Rock, like any other material, deforms under the application of stress. Deeply buried
rock experiences both elastic and plastic compression under the weight of the overlying
rocks. Upon removal of the overburden, which could occur during stream erosion of a val-
ley or by deep excavation for a construction project, the elastic component of the deforma-
tion is recovered and the rock expands. The expansion caused by unloading is often
sufficient to fracture the rock along planes parallel to the surface on which stress has been
released. This type of weathering, also called exfeliation, produces thin slabs of rock
bounded by joints oriented parallel to the ground surface as the overlying material ig re-
moved and stress is released (Figure 9.10). The jointed rock slabs generated by exfoliation
are susceptible to further weathering and erosional processes. As the rock slabs are gradu-
ally removed from the slope, the unloading action continues and new joints and slabs
form. A process that produces a somewhat similar result is called spheroidal weathering, in
which thin concentric layers form and gradually split off the outside of weathering boul-
ders, Unlike exfoliation, the forces that cause the curved slabs to deteriorate and break
away from the central core are due to chemical weathering reactions. Exposures of deeply
weathered granitic rock commonly contain spheroidal cores of unweathered rock sur-
rounded by weathered rock (Figure 9.11). Over time, the cores are gradually decreased in
size by spheroidal weathering.
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<4 FICURE 9.10

Exfoliation results in the separation of thin slabs
of rock from a rock mass along planes parallel to
the surface; Sierra Nevada Mountains, California.
Source: N. K. Huber; photo courtesy of U.5. Geological
Survey.

< FIGURE 9.11

Rounded boulders (upper
surface) produced by
spheroidal weathering.
The roadcut below expos-
es rounded corestones sur-
rounded by weathered
residual soil; near Lake
Tahoe, California. Source:
Photo courtesy of the author.

Organisms participate in both mechanical and chemical weathering processes. The
mechanical effects are dominated by plant roots that exploit thin joints or cracks in rock as
they grow. The pressures exerted by the growing roots can wedge apart blocks of rock,
leading to acceleration of other weathering processes in the larger openings.

Chemical Weathering

Most rocks originally formed under conditions very different from those that exist at the
earth’s surface. In particular, the igneous and metamorphic rocks crystallized at very high
temperatures and pressures. When these rocks are exposed to the lower temperatures and
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Production of acidic weathering solutions by formation of CO, in the soil zone.

pressures present at the surface, they are unstable and tend to react chemically with com-
ponents of the atmosphere to form new minerals that are more stable under those condi-
tions. The most important atmospheric reactants are oxygen, carbon dioxide, and water. In
polluted air, however, other reactants are available.

Figure 9.12 illustrates conditions in the zone of plant growth—the upper meter or so of
the soil zone—as rainfall or snowmelt percolates downward from the surface. Decaying
organic matter in this zone, under aerobic conditions, generates carbon dioxide. For exam-
ple, the reaction

D:}_ + CHzo e COE ‘+‘ Hzo (9.1)

indicates that a carbohydrate (CH,0) will react with oxygen to produce carbon dioxide.
Carbon dioxide in the soil zone can reach levels of several orders of magnitude greater
than its concentration in the atmosphere; it then reacts with infiltrating rainfall or
snowmelt by the reaction

Hzo + CDZ — H2C03 (9.2)

to produce carbonic acid. Production of carbonic acid lowers the pH by partial dissocia-
tion according to the reaction

H,CO3 «— HY + HCO3 (9.3)

The resulting increase in hydrogen-ion concentration (lower pH) causes a more intense at-
tack on minerals by the solution. Decomposition of organic matter can also produce humic
acids, which, like carbonic acid, yield hydrogen ions to lower the pH.

The specific types of weathering reactions that have been recognized are listed in
Table 9.1 along with example chemical reactions. When a mineral completely dissolves
during weathering, the reaction is known as solution. The tendency of a mineral to dissolve
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A FIGURE 9.13
Solution of exposed limestone outcrop to produce etched, pitted surface; Lee’s Ferry, Arizona.
Source: Photo courtesy of the author.

in weathering solutions is described as its solubility. Evaporite minerals dissolve readily in
water, whereas carbonate minerals are somewhat less soluble. Even so, solution of lime-
stone and dolomite is extremely important. When limestone is exposed at the surface, pit-
ting and etching of the rock is obvious (Figure 9.13). Even more significant is the subsurface
solution of carbonate rocks to form caves and a type of landscape known as karst topogra-
phy. Karst differs from other landscapes in that surface streams are rare and drainage takes
place underground. The characteristics of karst areas will be described in Chapter 11.
Some silicate minerals weather by solution, but their solubilities are very low. Quartz, for
example, usually dissolves appreciably only under the intense weathering conditions
found in the tropics. Quartz differs from the carbonate minerals in that its solubility in-
creases as the pH increases.

Hydrolysis is the reaction between acidic weathering solutions and many of the silicate
minerals, including the feldspars. The reaction illustrated in Table 9.1 indicates that in hy-
drolysis a feldspar mineral reacts with hydrogen ions to form several dissolved products
as well ag a solid product, the clay mineral kaolinite. Other clay minerals are produced by
similar weathering reactions. This reaction is an example of the breakdown of a mineral
that is stable at high temperature and pressure to form a new mineral that is stable under
conditions near the earth’s surface. Notice that hydrolysis produces dissolved silica and
potassium in the orthoclase example. These constituents are carried downward out of the
weathering zone in the water in which they are dissolved toward the water table, where
they become part of the groundwater flow system. Hydrolysis reactions are responsible
for producing deposits of clay that are mined for use in many industrial processes.

The adsorption of water into the lattice structure of minerals is called hydration. The
formation of gypsum from anhydrite by hydration is illustrated in Table 9.1. Clay minerals
are also susceptible to hydration. The volume expansion that accompanies hydration is an



important contributor to the physical weakening and breakdown of a rock. The role of hy-
dration in salt weathering was previously described.

The reaction of free oxygen with metallic elements is familiar to everyone as rust. This
process, an example of oxidation, affects rocks containing iron and other elements. In an ox-
idation reaction, iron atoms contained in minerals lose one or more electrons each and
then precipitate as different minerals or amorphous substances. For example, in the weath-
ering of pyroxene by oxidation, as illustrated in Table 9.1, iron is oxidized and hydrated to
form the mineral limonite. The presence of limonite in rocks or soils is indicated by brown-
ish or reddish staining.

Stability

The stability of minerals under the action of chemical weathering agents at the earth’s sur-
face depends upon the difference between the conditions at the surface and the conditions
under which the mineral originally crystallized. Minerals occurring in igneous rocks can be
grouped into a sequence of relative weathering stability that is the exact opposite of their
order of crystallization from the magma or lava (Figure 9.14). This relationship is known as
Goldich’s stability series. For example, olivine is the first mineral to crystallize from a silicate
melt and is therefore the most unstable mineral in a weathering environment. Olivine will
weather rapidly when exposed to the atmosphere. Quartz, the last mineral to crystallize
from a magma, is very stable in most weathering environments. It dissolves so slowly that,
for all practical purposes, it is considered to be insoluble except under humid, tropical con-
ditions. The stability of quartz explains why it is so common in sedimentary rocks such as
sandstone. Feldspars and ferromagnesian minerals from the original rocks weather rela-
tively rapidly to clay minerals, leaving quartz to be transported and deposited in deposi-
tional environments. The clay minerals that form by the weathering of feldspars and other

Quartz

Slow Most
weathering stable
Muscovite
Orthoclase
Biotite
Hornblende Sodium plagioclase
Augite
Rapid Least
weathering stable
Qlivine Calcium plagioclase

A FIGURE 9.14
Goldich’s stability series, which shows the relative stability under weathering conditions of primary
minerals in igneous rocks.

Stability
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Table 9.2 Mineral Composition of Weathered Rocks as a Function of Climate

Climate Hot Arid Humid Tropical Humid Temperature

Mineral Percentages

Quarlz 28 8 50
Mite 32 —_ 24
Chlorite 15 —_ —
Montmorillonite 12 —_ 7
Kaolinite — 12 14
Gibbsite — 68 —
Geothite 5 10 —
Gypsum 5 — —
Calcite 2 — —
Others 1 2 5

Source: From F. C. Beavis, Engineering Geology, © 1985 by Blackwell Scientific Publications, Inc., Melbourne.

minerals are stable weathering products that are deposited as muds in low-energy deposi-
tional environments and that later are consolidated to form shales.

The weathering products of rock-forming minerals vary as a function of climate and
other factors. Table 9.2 shows the secondary mineral composition of residual soils weath-
ered from rocks of initially similar composition in three different types of climate in Aus-
tralia. The intense leaching of the humid tropical climate left a weathering residue dominated
by iron and aluminum-hydroxide secondary minerals (goethite and gibbsite, respectively).
Most of the quartz was removed from the original rocks. Weathering products in the hot
arid and humid temperate climates contain greater percentages of clay minerals and quartz.
Determination of the mineralogical weathering products is important because these miner-
als influence the strength and other engineering properties of residual soils.

The importance of climate in chemical weathering cannot be overemphasized. Climate
directly controls temperature and the amount and timing of precipitation and indirectly in-
fluences other variables that play a role in weathering, such as vegetation. The changes in these
variables are responsible both for the types of weathering products, as indicated in Table 9.2,
and also the depth of weathering. Broad variations in rock weathering on the earth’s surface
reflect the gradual changes in climate and vegetation occurring between the poles and equa-
tor (Figure 9.15). Chemical weathering is minimal under the cold conditions at the poles. In
the midlatitude, cool moist conditions, with forest vegetation, the depth of weathering in-
creases and the weathering products are dominated by kaolinite. In the semi-arid to arid re-
gions centered around 30° north and south of the equator, temperature rises, but precipitation
declines, reducing the amount of chemical weathering. The most intense weathering occurs
near the equator, where temperature and precipitation are both high. The depth of weather-
ing penetrates tens to hundreds of meters into near-surface rock masses. Silicate minerals,
even including quartz, are removed by the intense conditions (Table 9.2), leaving weathering
products enriched in iron and aluminum oxides, sometimes to the degree that the soils be-
come ore deposits for these metals. In climatic zones at the edges of the tropic known as sa-
vannas, most of the rain occurs in a distinct wet season as opposed to a more even distribution
closer to the equator. The drying and oxidation of the soils during the dry season can lead to
the formation of a hardened crust of iron and/or aluminum oxides. The soils, known as
laterites when they are composed of iron oxide and bauxite when they are composed of alu-
minum oxides, are unsuitable for agriculture, Some tropical soils harden soon after deforesta-
tion and thus must be abandoned for agriculture. The weathering zones shown in Figure 9.15
are generalized and will be modified by topography and other variables.
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Generalized weathering zones along a transect from the poles to the equator. Source: From A. L.
Bloom, Geomorphology: A Systematic Analysis of Late Cenozoic Landforms, 3rd ed., © 1998 by Waveland Press,
Long Grove, IL.

Weathering and Landforms

The significance of weathering, as can be surmised from the preceding discussion, depends
upon the climate and lithology of the rocks being weathered. When conditions are favorable,
and sufficient time is available, weathering can produce distinctive landscapes. To illustrate,
we will focus upon igneous rock terrains that have been exposed to active chemical weather-
ing for long periods of geological time. Under these circumstances, the effects of weathering
can penetrate to great depths. Alteration of the granitic rocks decreases with depth until a
boundary called the weathering front is reached. This boundary, which can be sharp or transi-
tional, separates weathered from unweathered rock (Figure 9.16). When the spacing of joints
is irregular, the depth of the weathering front can be highly variable, penetrating to great
depths where joints occur close together and extending to much shallower depths where
joints are spaced far apart. If such an area i3 subjected to increased erosion, perhaps due to
uplift or climate change, the weathered residual materials are removed, leaving plains of low
relief broken only by isolated hills of granite, which represent the former zones of shallow

P FIGURE 9.16

Weathering front developed on granite. The material changes from
residual sandy clay at the top of the section to an increasing proportion
of unaltered rock in corestones with increasing depth. The jointed rock
at the base of the section is only slightly weathered. The depth to the
weathering front may be tens of meters. Source: After A. . Gerrard, 1988,
Racks and Landforms, Unwin Hyman.
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« FIGURE 9.17

Inselberg composed of granitic rocks projecting above a
plain; the formation is illustrated in Figure 9.18; Joshua
Tree National Monument, California. Source: Photo cour-
tesy of the author.

< FIGURE 9.18

Formation of inselbergs by a two-stage process: (a) verti-
cal section through granitic rocks with varied spacing of
joints; (b) deep weathering under humid or subhumid
climate; (c) erosion of residual soil under arid conditions
leaving isolated remnants of unweathered rock. Source:
Moadified from D. D. Trent, 1984, Geology of the joshua Tree
National Monument, California Geology, 37:75-86.
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subsurface weathering. These striking residual hills are called inselbergs (Figure 9.17). Insel-
bergs can be composed of any lithology, but they are particularly common in arid, granitic
terrains. Figure 9.18 illustrates the presumed steps in the formation of such a landscape.

Rock Weathering and Engineering

The degree and pattern of weathering are among the most important factors to be deter-
mined in an on-site engineering investigation. The effects of weathering on the engineer-
ing properties of rocks include a decrease in strength, a loss of elasticity, a decrease in
density, and increases in moisture content and porosity. These detrimental changes can be
critical to the suitability of a site for structures such as arch dams, which require maximum
strength and elasticity.

The subsurface distribution of joints and faults is particularly important to determine
in on-site engineering investigation because of the control these discontinuities exert upon
the depth of the weathering front. Rock masses may be deeply weathered along fractures
and unaltered in intact rock at shallow depth between the fractures. Weathering conditions
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Degree of rock weathering at the site of an underground power station in Australia. Weathering
zones include fresh rock (F), slightly weathered rock (5W), highly weathered rock (HW), and com-
pletely weathered rock (CW). Source: From F. C. Beavis, Engineering Geology, © 1985 by Blackwell Scientific
Publication, Inc., Melbourne.
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at an underground hydroelectric power plant in Australia are shown in Figure 9.19. Weath-
ering zones are classified as fresh (F), slightly weathered (SW), highly weathered (HW), and
completely weathered (CW). Tunnel and underground excavations for the project were
sited in order to avoid faults and associated deep-weathering zones.

Erosion

The chemical and physical breakdown of rocks by weathering processes leads to the for-
mation of materials that can be easily transported by processes operating at the earth’s
surface. Erosion is the detachment and transportation of surface particles under the action
of one or more of the forces and agents listed in Table 9.3. The materials that are suscepti-
ble to erosion include not only weathered residual products developed from rocks but any
unconsolidated surficial deposit. We will refer to these materials as soil in the engineering
sense, that is, any unconsolidated material regardless of thickness or origin.

Erosion by Water

Throughout the world, erosion by running water is the most important type of erosion in
terms of the amount of sediment removed from the land surface. Sediment eroded from
slopes is subsequently transported by streams to the oceans. The amount of slope erosion
is a complex function of rock type, climate, vegetation, and topography. In its natural
state, the amount of soil erosion from a landscape, as measured by the sediment load car-
tied by streams draining it, can be related to the climate and vegetation supported by the
climate (Figure 9.20). The highest sediment yield occurs under semi-arid conditions,
where rainfall occurs as infrequent severe storms with high runoff and vegetation is too
sparse to protect the land surface. Sediment yield decreases in desert environments be-
cause there is just too little rainfall to produce runoff; what runoff there is cannot sustain
sufficient streamflow to carry the sediment. Sediment yield also decreases in more humid

Table 9.3 Erosional Agents

Gravity (mass wasting)
Water (fluvial erosion)

Wind (aeolian erosion)

Glacial ice

Waves

Erosion
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« FIGURE 9.20
The relationship between
sediment yield and annual
precipitation for landscapes
E in their natural states. Maxi-
o5 B mum sediment yield occurs
= in semi-arid climates. Source:
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Erosional retreat of slope composed of shale with resistant conglomerate at top. Conglomerate blocks
protect shale from weathering to form pedestals; Lee's Ferry, Arizona. Source: Photo courtesy of the author.

environments supporting grassland and forest vegetation because a dense cover of grass-
es and/or trees protects the soil from the type of rapid runoff that leads to erosion.

A dramatic example of erosion is shown in Figure 9.21, The slope in the background is
composed of a bed of resistant conglomerate at the top of the slope underlain by nonresistant
shale. In the semi-arid to arid climate of the area, erosion of the shale is rapid and the slope is
continually retreating. Blocks of conglomerate break off and roll or slide downslope as the
underlying shale is eroded. When these blocks come to rest, they protect the shale beneath



from erosion. As the shale continues to be eroded outside the protected area, pedestals are
formed, which consist of conglomerate blocks supported by thin columns of shale.

Erosion of land altered by human activity is much more rapid than erosion of land in
its natural state. Unfortunately, agricultural lands are the source of much of the sediment
removed by erosion. The loss of soil productivity caused by the erosion of topsoil is one of
the most serious problems facing the human population. Erosion in stream and river chan-
nels is also a significant problem. Bridge piers, levees, and other structures can be dam-
aged or destroyed by river erosion.

Processes

Soil erosion by water occurs in a variety of ways. Initiation of erosion commonly includes
detachment of soil particles from the surface by raindrop erosion. The energy transferred to
the surface by the impact of raindrops is sufficient to dislodge individual soil particles
from particle aggregates at the soil surface. Downslope movement of particles also begins
by the splash of the raindrop.

In the early stages of a rainstorm, most of the precipitation infiltrates into the ground.
If the duration and intensity of the precipitation are sufficient, a saturated zone develops
just below the soil surface and water begins to pond on the surface. We will discuss these
relationships in more detail in Chapter 11. When ponded water reaches a depth greater
than the height of surface irregularities, water flows downslope in a thin, wide sheet as
overland flow. You may have noticed this type of flow on gently sloping, paved parking
lots. On soil surfaces, this shallow flow of water can transport detached soil particles and
is given the name sheet erosion.

Sheet erosion is a rather rare and inefficient erosional process and is soon replaced
by rill erosion (Figure 9.22). The channelized flow of water in rills has a higher velocity
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A FIGURE 9.22
Severe rill erosion on a steeply sloping crop field. Notice the sediment deposition at the base of the
slope. Source: Photo courtesy of USDA Natural Resources Conservation Service.
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A FIGURE 9.23
Progressive loss of agricultural or grazing land is caused by development and enlargement of gullies.
Source: Photo courtesy of USDA Matural Resources Conservation Service.

and a greater ability to transport particles downslope. With time, rills enlarge into gul-
lies (Figure 9.23), which gradually extend themselves headward (upstream) and may ren-
der the land unfit for agriculture.

Not all erosion takes place at the surface. When sediments rich in swelling clays
(Chapter 10) are exposed in valley slopes, vigorous erosion can take place below the sur-
face, a process called piping. Although piping has been observed in many climatic settings,
it is particularly prevalent on the steep, dry slopes of arid regions. The combination of
clay-tich soils and active erosion both above and below the land surface leads to a distinc-
tive type of topography called badlands. The term refers to a deeply eroded landscape rid-
dled with steep, bare slopes that is exceptionally unpleasant to cross on foot or horseback
if you have to go anywhere in a hurry. The exposed clay surfaces expand when wet and
crack as they shrink and dry. Over time, cracks are enlarged into a network of tunnels just
under the surface that convey water and sediment to exit holes near the base of the slopes
(Figure 9.24). Piping can lead to costly damage when it develops under roads and other
structures. Enlargement of the pipes eventually leads to roof collapse and surface subsi-
dence, affecting any structures that may lie above the pipes (Figure 9.25).

Erosional Rates

Attempts have been made to predict the amount of erosion that will occur within a given
amount of time for various types of land settings. These methods yield only rough esti-
mates because of the large number of variables in the soil erosion process. Some of the
main variables are listed in Table 9.4. Some of these factors have been combined into the
Universal Soil Loss Equation, which is stated

A = RKLSCP (9.4)

where

A = average annual soil loss (tons/acre)
R = rainfall factor



K = soil-erodibility factor
LS = slope length—steepness factor
C = cropping factor

P = conservation factor

The rainfall factor in this equation is obtained from the product of the kinetic energy of
raindrops and the maximum 30-min intensity of the storm. Values for this index in the
eastern United States are shown in Figure 9.26. It is apparent from this map that the most

A FIGURE 9.24
Piping in clayey slopes in an arid climate; exit holes are visible at the base of the slope. Petrified Forest
National Park, Arizona. Source: Photo courtesy of the author.

1 Shale and sandstone of Cretaceous Mancos Shale 6 Debrls blocks undermined snd sapped by pipes
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A FIGURE 9.25

Schematic diagram of piping beneath U.5. Route 140, southwestern Colorado. Source: From G. G. Park-
er and E. A. |enne, 1967, 46th Annual Meeting, Highway Research Board, Washington, D.C., U.5. Geological
Survey, Water Resources Division, p. 27.
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Table 9.4 Variables Affecting Soil Erosion

Rainfall
Intensity
Duration
Soil Characteristics
Porosity
Permeability
Moisture content
Grain size and shape
Topography
Orientation of slope
Slope angle
Length of slope
Vegetation
Type and distribution on slope

Rt P
e

——— —— .,
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A FIGURE 9.26
Average values of the rainfall-erosion index for the eastern United States. Source: From D. D. Smith and

W. H. Wischmeier, 1962, Advances in Agronomy, 14:109-148.

intense rainfall events occur in the Gulf Coast region. The factor K, relating to the charac-
teristics of the soil, is a function of the grain-size distribution. Soils composed of silt and
fine sand are the most erodible types. The topography of the area is evaluated by the prod-
uct of L (slope length) and § (slope angle expressed as a percent). Each factor is calculated



as the ratio of the actual value to standardized plots of land 72.6 feet in length and 6 feet in
width, with 9% slope. For example, a slope 50 feet in length would have an L value of
50/72.6 = 0.69. The cropping factor ranges from high values (severe erosion) for barren
land and row crops, to low values for natural grasses and woodlands. Vegetated land that
is cleared for construction will have a substantial increase in this factor. Crop management
techniques are incorporated into the conservation factor. Erosion-control measures such as
contour plowing and terracing reduce the value assigned to this factor from its maximum,
in the case where no erosion control methods are implemented. Tables and nomographs
are available for obtaining values for the factors in the Universal Soil Loss Equation.

The Universal Soil Loss Equation was developed mainly for agricultural lands. Other
methods of estimating erosion rates include measuring the amount of sediment carried by
rivers downstream from the eroded area and measuring the amount of sediment trapped in
reservoirs constructed along river courses. These methods indicate that erosion is greatly ac-
celerated by certain changes in land use. An excellent example of these changes is illustrated
in Figure 9.27. When Europeans arrived in the United States, they initiated a series of land-use
changes. One of the first changes to occur in arable areas was the conversion of land to crop
production. This process involved clearing forested land or breaking sod in prairie regions.
Both activities caused a decrease in infiltration, an increase in runoff, and an increase in soil
erosion. Marginal agricultural areas often reverted back to forest or grazing as more produc-
tive farmland was developed. The erosion was correspondingly decreased in those areas.

The most drastic increases in soil erosion and sediment yield in streams occur during
urbanization of drainage basins. Erosion is most severe during and immediately after con-
struction (Figure 9.28). After the construction phase, erosion decreases because much of the

» FIGURE 9.27 % iard Woods o, 5
Sediment yield from lands undergoing > ), | Forest Cropping and g z; Urban
various land-use changes. Source: From e 800 E—T—T—T—T—T1 r‘r‘"”;_'?Q LA
M. G. Welman, 1967, Geografiska Annaler, ; o - -
49-A:385-395. Used by permission of the g 600~ .
Swedish Society for Anthropology and G g 400 - —
hy. A § £ .
Geography. é 200 ~ K
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» FIGURE 9.28

Soil erosion from cleared,
unprotected slopes dur-
ing housing construction.
Source: Photo courtesy of
USDA Natural Resources
Conservation Service.
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land surface is covered by buildings and paved areas. In addition, runoff is collected and
conveyed to stream channels through an artificial network of drains and storm sewers.

Erosion Control

The use of erosion-control methods must be increased throughout the world in an at-
tempt to combat excessive soil erosion. In agricultural lands, these methods include
contour farming, strip cropping, terracing, and conservation tillage. Their use becomes more
important as the slope of the land increases. Contour farming is the orientation of crop
rows parallel to the elevation contours of the land. This practice disrupts overland flow of
water and thereby inhibits sheet and rill erosion. Strip cropping is the alternation of strips
of erosion-inhibiting crops, such as grasses, with more erodible row crops. Grasses trap
sediment eroded from crop rows and also increase moisture infiltration. The optimum
width of the strips is determined by the amount of land slope. Terracing is a more inten-
sive method of erosion control requiring construction of alternating embankments and
terraces on the slope, Conservation tillage refers to a variety of practices that reduce the
amount of disturbance and exposure of soil during cropping. Historical plowing prac-
tices involved inversion of the soil to bury plant residue and produce a bare soil surface,
which was extremely susceptible to erosion. The advent of herbicides that could kill
weeds without overturning the soil, and new equipment such as chisel plows that could
plant seeds through a cover of plant residue created a revolution in farming in the United
States and other countries (Figure 9.29). Not only do these new techniques help minimize
soil erosion but they also save time, fuel, and money.
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A FIGURE 9.29

Increases in the adoption of conservation tillage. Mo-till is actually one of several procedures includ-
ed in conservation tillage. Source: From N. C. Brady and R. R. Weil, 2002, The Nature and Properties of Soils,
13th ed., Prentice Hall, Inc., Upper 5addle River, N.].



A FIGURE 9.30
Newly constructed street (notice curb and partially buried drain in foreground) filled with sediment
eroded from adjacent housing lots. Source: Photo of USDA Natural Resources Conservation Service,

Although the area converted to urban use is small in comparison with the amount of
farmland, the sediment yield from urbanizing areas can be greater by a factor of 100 or
more than the sediment yield of natural or agricultural areas nearby. The problem of con-
trolling erosion in land undergoing urbanization is directly related to the problem of ex-
cessive sedimentation, particularly in undesirable locations. Excessive sedimentation can
clog highways, ditches, and drains, causing expensive cleanup operations (Figure 9.30).
[ncreased sediment yield to stream systems kills fish, increases flooding, and decreases the
capacity of reservoirs. Chemical pollutants, including pesticides and herbicides, are often
adsorbed on soil particles and carried by erosion to streams and lakes,

In urban areas, new construction is likely to pose the most serious erosion and sedi-
mentation pmhlem.-; Sediment yields from areas that annu.ally produce from 70 to
280 tonnes /km? can increase to as much as 28,000 tonnes /km? during certain types of con-
struction. Guy (1976) has documented many examples of effective and ineffective erosion
and sediment-control measures and has also suggested methods to reduce erosion by ap-
plying sound hydrologic and geomorphic principles to the design of these systems. Soil
erosion can often be drastically reduced by planning construction during periods of low
expected rainfall, dividing the construction site so that only small areas are cleared of veg-
etation at any one particular time, and utilizing temporary vegetation cover on soil stock-
piles and other exposed areas whenever possible.

When additional erosion control measures are necessary, diversions, bench terraces, and
detention basins can be constructed. Diversions consist of channels and ridges designed to
collect overland flow and carry it away from areas that must be protected from erosion or
sedimentation. Bench terraces reduce the length of the slope, and, as implied in equation
(9.4), reduce erosion. Diversions are often routed to detention basins (Figure 9.31), which
are designed to trap sediment carried by runoff from the construction site. Temporary
sediment-control measures are often installed until vegetation or paving reduces the area
of unprotected ground at a site. Straw or hay bales, for example, form effective sediment
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A FIGURE 9.31
A sediment detention basin used to trap sediment in an urban area. Source: Photo courtesy of USDA Nat-
ural Resources Conservation Service.

A FIGURE 9.32

Failure of a straw-bale filter designed to trap sediment in an unvegetated ditch along a newly con-
structed highway. Flow in the ditch overtopped the straw-bale dam and eroded a new channel adja-
cent to the straw bales. Source: Photo courtesy of the author.

traps around storm-drain inlets or culverts, when flow velocities are not extremely high.
These temporary measures fail, however, when the amount and velocity of overland flow
overwhelm the straw-bale structure (Figure 9.32).

Erosion by Wind

The impact of wind erosion has never been more clearly demonstrated than in the Great
Plains of the United States during the 1930s (Figure 9.33). Dry conditions coupled with
steadily increasing destruction of the natural grass cover devastated the agricultural econ-
omy of the region.



A FIGURE 9.33
A dust storm in Colorado during the 1930s. Notice the drifts of sand around fences and buildings.
Source: Photo courtesy of USDA MNatural Resources Conservation Service.

The erosion of soil by wind is similar to erosion by water. Wind, however, is not as ef-
fective an erosional agent as water because of its lower density. Variables in the wind-
erosion system can be divided into characteristics of the wind and characteristics of the
soil and land surface. Wind variables include wind velocity and duration and the length
of the open area without obstacles over which the wind blows. Important properties of
the soil and land surface include particle size and size distribution, moisture content, and
vegetation. Particles of typical density within the size range of 0.1 to (.15 mm in diameter
(very fine to fine sand) are most susceptible to wind erosion. The distribution of grains
upon the surface is also very important. Soils containing large particles gradually become
protected as wind erosion proceeds. As the fine particles are removed, coarser grains be-
come concentrated at the surface, preventing further erosion of the soil. Very fine parti-
cles in the soil, including silt and clay, promote the formation of soil aggregates. These
clumps composed of smaller particles are held together by the cohesion of the silt and
clay. In order for soil aggregates to be eroded by wind, they must first be broken down by
raindrop impact, abrasion by wind-transported sediment, and other processes.

Moisture is one of the most important soil properties. Moist soil is cohesive and resist-
ant to wind erosion. The cohesive forces provided by the soil water are lost when the soil
dries. This explains why droughts and wind erosion go hand in hand.

Vegetation is the final soil and land-surface variable. Vegetation provides physical
protection for the soil; it also holds moisture, increases the roughness of the surface, and
adds organic binding agents to the soil. The removal of vegetation during plowing and
other activities is one of the primary factors in increased wind erosion.

Wind erosion can be greatly reduced by proper farming and land-use practices. Shelt-
erbelts are one of the most common attempts to control wind erosion (Figure 9.34). These
linear bands of trees or other plants decrease wind velocity and the unobstructed distance
over which the wind blows. Farming methods for wind-erosion control include strip crop-
ping and the planting of temporary cover crops, rather than allowing the soil to remain
bare between periods of crop production. The processes of wind erosion are discussed fur-
ther in Chapter 16.
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4 FICURE 9.34

A shelterbelt planted to
minimize erosion of soil
by wind. Source: Photo
courtesy of USDA Natural
Resources Conservation
Service.

Case in Point 9.2
Erosion, Sedimentation, and Reservoir Capacity

The interrelationship between erosion and deposition is well illustrated by the accompany-
ing photos of Lake Ballinger Dam in Texas. Figure 9.35a shows the dam and reservoir prior
to its abandonment in 1952, Lake Ballinger Dam was built in 1920 to provide a municipal
water supply. Sedimentation gradually reduced the maximum depth of the reservoir from
about 11 m to slightly more than 1 m by 1952. The excessive sedimentation was caused by
runoff from cultivated fields in the small drainage basin of the reservoir. Figure 9.35b, taken
after the final drainage of the reservoir, shows the greatly decreased capacity caused by ex-
cessive sedimentation. Better soil conservation practices in the drainage basin could have
alleviated the problem. Thus the problem of erosion in one area is compounded by unde-
sirable sedimentation in another area.

A FIGURE 9.35a
Lake Ballinger Dam, Texas, before abandonment. Source: Photo courtesy of USDA Natural Resources
Conservation Service.



Summary and Conclusions

A FIGURE 9.35b

The dam after it was abandoned in 1952 because of excessive sedimentation. Source: Photo courtesy of

USDA Natural Resources Conservation Service.

Summary and Conclusions

Rocks in contact with the atmosphere at the earth’s surface are subjected to a wide variety
of physical and chemical weathering processes that lead to their gradual decay and disin-
tegration. Expansive pressures within rocks are caused by frost action, salt weathering,
moisture-content changes, temperature changes, and the removal of overburden load.
These physical processes are complemented by chemical reactions between atmospheric
constituents and unstable minerals to form new compounds that are more stable under the
surface conditions of low temperature and pressure. Chemical weathering reactions in-
clude complete dissolution of the original mineral (solution), formation of new minerals
(hydrolysis), addition of water to the mineral structure (hydration), and reaction with oxy-
gen to form new substances (oxidation). Minerals derived from igneous rocks weather in
reverse order from their order of crystallization. The resistance of quartz to weathering ex-
plains its abundance in sedimentary rocks produced by the weathering and erosion of pre-
viously existing rocks.

Erosion by water and wind is most severe when land is altered from its natural state.
Prediction of rates of fluvial erosion by such methods as the Universal Soil Loss Equation
is difficult because of the large number of variables involved in the process. Erosion dam-
age is often initiated by raindrop impact and sheet erosion. Sheet erosion progresses to rill
and gully erosion during the gradual destruction of arable land by fluvial action. Land
cleared for construction presents the most vulnerable condition for soil erosion. Various
farming practices can be adopted to minimize erosion. Similarly, erosion of lands under
development can be greatly limited by construction planning and utilization of erosion-
control structures designed with an understanding of the hydrologic and geomorphic
processes involved.
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Problems

1. Describe the specific climatic conditions in which
the following types of weathering are dominant:
(a) Strong chemical weathering
(b) Moderate chemical weathering with frost action
(c) Strong mechanical weathering

2. How does salt weathering cause the deterioration of
building stone?

3. What is the relationship between temperature and
hydration pressure of gypsum?

4. Write a chemical equation for the solution of
dolomite by carbonic acid.

5. Write a chemical raction for the hydrolysis of albite
(NaAlSizOg).

6. Why do minerals fit into their respective positions in
Goldich's stability series?

7. Summarize the formation and function of carbon
dioxide in weathering processes.

8. What engineering properties of rock are affected by
weathering, and what changes take place?

9. During construction of a highway, a wooded slope is
cleared and excavaled to increase the slope from 6%
to 14%. The C factor increases from 0.1 (mature
woodland) to 1.0 (bare ground) prior to stabilization
of the cut with vegetation. Assuming that R, L, and P
do not change, how much of an increase in erosion
can be expected? (Hint: Calculate the erosion before
and after road construction, and from these values
determine the factor by which erosion has increased.)

10. What is the range in the rainfall erosion index along
the Mississippi Valley of the eastern United States?

11. What methods are used to minimize erosion during
construction?

12. What are the consequences of excessive soil erosion?

Which one(s) would you expect to be most severe in
your area?
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CHAPTER

Soils, Soil Hazards,
and Land Subsidence

Perhapr-; no term causes more confusion in communication between vari-
ous specialized groups of earth scientists and engineers than the word
soil. The problem arises in the reasons for which different groups of profes-
sionals study soils. Soil scientists, or pedologists, constitute a group interested
in soils as a medium for plant growth. For this reason, pedologists focus
most of their attention on the organic-rich, weathered zone that supports
plant growth—the upper meter or so beneath the land surface—and refer to
the rocks or sediments below the weathering zone as parent material. Soil sci-
entists have developed a complex system of classification for soils that is
based on the physical, chemical, and biological properties that can be ob-
served and measured in the soil.

Soils engineers, the corresponding group of engineering soil special-
ists, take an entirely different approach to the study of soil. To soils engi-
neers, the word soil connotes any material that can be excavated with a
shovel. This definition places no limitations on depth, origin, or ability to
support plant growth. The engineering classification of soil is based on the
particle size, the particle-size distribution, and the plasticity of the materi-
al. These characteristics relate closely to the behavior of soil under the ap-
plication of load.

Most geologists fall somewhere between pedologists and soils engi-
neers in their approach to soils. Geologists are interested in soils and
weathering processes as indicators of past climatic conditions and in rela-
tion to the geologic formation of useful materials ranging from clay de-
posits to metallic ores. The pedological soil classification is complicated for
nonspecialists and, therefore, geologists commonly use textural classifica-
tions of soil. Geologists usually refer to any loose material below the plant
growth zone as sediment or unconsolidated material. The term unconsolidated
may be confusing to engineers because consolidation specifically refers to
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the compression of saturated soils in soils engineering, in contrast to its more general
usage in geology.

An important aspect of soil with respect to engineering applications is whether the
material can be classified as transported or residual. Transported soils are deposits of rivers,
glaciers, and other surficial geologic processes. Residual soils are those that developed in
place by the weathering processes discussed in Chapter 9. This distinction is important be-
cause the origin of the material is relevant to its thickness, continuity or discontinuity over
a landscape, and the nature of the lower contact with unweathered bedrock.

The Soil Profile

In the first part of this chapter we shall investigate soil from the viewpoint of soil scien-
tists. Pedogenic, or soil-forming, processes include the chemical weathering processes that
we discussed in Chapter 9, as well as certain additional physical, chemical, and biological
processes. The result of this activity is a sequence of recognizable layers, or horizons, that
constitute the soil profile.

A number of possible horizons can be described in the field. Natural exposures can be
used or pits can be dug to examine the soil profile (Figure 10.1). Profile descriptions are
based on recognition of master horizons and subdivisions of master horizons. The criteria
for master horizons are given in Table 10.1. A sutficial hotizon, the O, is used to designate
fresh or partly decomposed organic matter. The A horizon, recognized by its dark color, is
a zone of mixed mineral material and partly decomposed organic matter called humus.
The E horizon is a zone of eluviation, which describes the leaching of metal oxides and
clays. As a result, it is often light colored in comparison to the A and B horizons. Sub-
stances leached from the E horizon accumulate in the B horizon, which is known as an
illuvial zone. A horizon that is strongly cemented by calcium carbonate is labeled a K hori-
zon. Below the B or K horizons, there are several possible horizons that may be some-
what weathered but do not have the properties of the previously described horizons. The
C horizon generally consists of the parent material from which the soil was formed. A hori-
zon composed of consolidated bedrock is described as R.

<« FIGURE 10.1

A soil profile exposed in a pit dug for soil classification.
Source: Photo courtesy of USDA Matural Resources Conserva-
tion Service.




The Soil Profile

Table 10.1 General Description of Soil Horizons

QO horizon
A horizon

E horizon

B horizon

K horizon

C horizon

R horizon

Soil Horizon Nomenclature
Master Horizons

Surface accumulation of mainly organic matter overlying mineral soil.

Accumulation of humified organic matter mixed with mineral fraction; the latter
is dominant. Occurs at the surface or below an O horizon; Ap is used for those
horizons disturbed by cultivation.

Usually underlies an O or A horizon, characterized by less organic matter
and /or fewer sesquioxides (compounds of iron and aluminum) and /or
less clay than the underlying horizon. Horizon is light colored due mainly
to the color of the primary mineral grains because secondary coatings on the
grains are absent.

Underlies an O, A, or E horizon; shows little or no evidence of the original
sediment or rock structure. Several kinds of B horizons are recognized, some
based on the kinds of materials illuviated into them, others on residual concen-
trations of materials. Selected subdivisions are:

Bh horizon Tluvial accumulation of organic matter-sesquioxide complexes that
either coal grains, form pellets, or form sufficient coatings and pore fillings
to cement the horizon.

Bk horizon Mluvial accumulation of alkaline earth carbonates, mainly calcium
carbonate; the properties do not meet those for the K horizon,

Bo horizon Residual concentration of sesquioxides, the more soluble materials
having been removed.

Bq horizon Accumulation of secondary silica.

Bt horizon Accumulation of silicate clay that has either formed in situ or is illuvial;
hence it will have more clay than the assumed parent material and/or the
overlying horizon. Tlluvial clay can be recognized as grain coalings; bridges
between grains; coalings on ped surfaces or in pores; or thin, single, or
multiple near-horizontal discrete accumulation layers of pedogenic origin
(clay bands or lamellae). In places, subsequent pedogenesis can destroy evidence
of illuviation.

By horizon Accumulation of gypsum.

Bz horizon Accumulation of salts more soluble than gypsum.

A subsurface horizon so impregnated with carbonate that its morphology
is determined by the carbonate. Carbonate coats or engulfs all primary
grains in a continuous medium to make up 50% or more by volume of the
horizon. The uppermost part of a strongly developed horizon commonly is
laminated. The cemented horizon corresponds to some caliches and calcrefes.

A subsurface horizon, excluding R, like or unlike material from which the soil
formed or is presumed to have formed. Lacks properties of A and B horizons
but includes materials in various stages of weathering.

Cox and Cu horizons In many unconsolidated Quaternary deposits, the C horizon
consists of oxidized C overlying seemingly unweathered C. It is suggested the
Cox be used for oxidized C horizons and Cu for unweathered C horizons.

Cr horizon In soils formed on bedrock, there commonly will be a zone of
weathered rock between the soil and the underlying rock. If it can be shown that
the weathered rock has formed in place, and has not been transported, it is
designated Cr.

Consolidated bedrock underlying soil. It is not unusual for this and the
Cr horizon to have illuvial clay in cracks; the latter would be designated Crt.

(Cantinued)
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Table 10.1 (Continued)

Selected Subordinate Departures

Lowercase letters follow the master horizon designation. Those that are mainly specific to a
particular master horizon are given above. Some can be found in a variety of horizons; they are
listed below.

b Buried soil horizon. May be deeply buried and not affected by subsequent
pedogenesis; if shallow, it can be part of a younger soil profile.

c Concretions or nodules cemented by iron, aluminum, manganese, or titanium.

f Horizon cemented by permanent ice. Seasonally frozen horizons are not included,
nor is dry permafrost material, that is, material that lacks ice but is colder than (1°C.

g Horizon in which gleying is a dominant process, that is, either iron has been

removed during soil formation or saturation with stagnant water has preserved
a reduced state. Common to these soils are neutral colors, with or without
mottling. Bg is used for a horizon with pedogenic features in addition to
gleying; however, if gleying is the only pedogenic feature, it is designated Cg.

k Accumulation of alkaline earth carbonates, commonly CaCOs,

m Horizon that is more than 90% cemented. Denote the cementing material
(km, carbonate; qm, silica; kqm, carbonate and silica; etc.).

n Accumulation of exchangeable sodium.

v Horizon characterized by iron-rich, humus-poor, reddish material that hardens
irreversibly when dried.

W Distinctive color or structure.

-

Subsurface horizon characterized by a bulk density greater than that of the
overlying soil, hard to very hard consistence, brittleness, and seemingly
cemented when dry (fragipan character).

y Accumulation of gypsum.

z Accumulation of salts more soluble than gypsum (for example, NaCl).

Source: Modified from P. W. Birkeland, Soils and Geomorphology, © 1984, Oxford University Press, Inc. Reprinted
by permission.

Subdivisions of master horizons can be identified by adding a lowercase letter to the
master horizon designation (Table 10.1). Further subdivisions can be made for zones that
receive the same letter or letters but differ slightly in color or some other observable
property. For example, Btl and Bt2 would be used to differentiate two parts of a clay-
rich B horizon.

Many pedogenic processes are involved in the formation of soil horizons. For exam-
ple, in humid climates soluble salts such as calcium carbonate are leached out of the pro-
file and carried downward to the water table. In arid climates, however, calcium carbonate
and other salts are leached from the upper horizons and redeposited in the C or K hori-
zons, When this accumulation forms a thick cemented zone, it is known as caliche. This
material may be so hard that blasting is required for excavation. Other pedogenic process-
es are involved in the transfer of material from one soil horizon to another. The movement
of clay and metal oxide from the A to the B horizon includes several pedogenic processes.
Dissolved organic decomposition products are very important in the removal of iron and
aluminum from the A horizon. Organic molecules bond to normally insoluble metal ions
in a process called chelation. In the B horizon, the organic molecules are destroyed, and iron
and aluminum oxides precipitate from solution.

In the tropics, warm, moist conditions combine to produce thick, deeply weathered
residual soils, Intense leaching removes even quartz, which is practically insoluble in arid



Soil-Forming Factors

and temperate climates. Tropical soils, therefore, contain high percentages of residual
accumulations of iron and aluminum oxides (Table 9.2). The concentrations of these met-
als are so high in some places that the soil is mined. In climates with alternating wet and
dry seasons, iron is leached and becomes mobile during the wet season but is reprecipi-
tated during the dry season. As described in Chapter 9, the iron oxide precipitants grad-
ually build up to form soils known as laterites. Where the climate is wet year round, iron
is removed from the profile, leaving an abundance of aluminum oxide. These soils are
known as bauxites.

The number and type of soil horizons present are not constant from one area to anoth-
er. In the next section, we will examine the major factors that determine which pedogenic
processes will be dominant and which soil horizons will develop.

Soil-Forming Factors

Soil forms in response to conditions existing in its physical, chemical, and biological envi-
ronment, The factors of greatest importance in soil formation include climate, parent ma-
terial, organisms, relief, and time (Figure 10.2). Of these factors, climate is the only one that
can be identified as being more important than all the others.

The climatic elements that influence soil formation are temperature and precipitation,
the same controls that govern weathering processes. Precipitation, in the form of rain and
snow, is critical in the weathering of parent material and soil development. Several vari-
ables, however, determine the effectiveness of a certain amount of precipitation. If the rain
or snow falls most within one season, more of it is likely to infiltrate into the ground than
if the same amount of precipitation is spread over an entire year. Temperature also modi-
fies the amount of precipitation that actually reaches the subsurface. In a hot climate, there
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A FIGURE 10.2
Schematic illustration of the five soil-forming factors.

351



352

Chapter 10 Soils, Soil Hazards, and Land Subsidence

is much more evaporation from the soil and from plants, thus decreasing the amount of in-
filtration into the soil.

In the early days of soil science, pedologists believed that parent material—rock or
sediment from which the soil developed—was most important in determining the char-
acteristics of the resulting soil. Many studies have shown, however, that similar soils
occur upon varied parent materials under constant climatic conditions. The influence of
parent material is greatest in young soils that developed in mild climates. For example,
soils that formed from glacial sediment in the American Midwest tend to be clayey and
slightly alkaline because of shale and limestone fragments in the parent material. Soils
occurring on glacial sediments in New England, on the other hand, are sandier and
acidic, reflecting the composition of the predominantly siliceous igneous rocks from
which the glacial sediment was derived. In addition, the types of clay minerals that
occur in the soil may be controlled by the parent material, as well as by climatic vari-
ables, In a clay-rich soil, the types of clay minerals present are very important to agri-
cultural and engineering uses of the soil.

Organisms include both plants and animals that inhabit a particular soil. Vegeta-
tion, in turn, is function of climate (Figure 10.3). If all other soil-forming factors were
held constant, soils developed under different vegetative communities would exhibit
numerous differences. A good example is the difference in soil profile development ob-
served beneath grassland and forest vegetation with similar parent materials (Figure
10.4). As shown in Figure 10.4, prairie soils have thicker A horizons containing more or-
ganic matter. Forest soils have a lower pH than prairie soils, have highly leached zones
within the A or E horizons, and display greater accumulation of clay and iron oxide in
the B horizon. Because of the lesser degree of leaching in the grassland soil, soluble
salts such as calcium carbonate and calcium sulfate accumulate in the lower part of the
profile. In the forest soil, however, these salts are completely leached from the profile.
Animals of various sizes, including gophers, earthworms, and termites, mix and aerate

Grassland —

e e ———— 5
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_'i'rop ical forest

Declduous forest

Conliferous forest

Mean annual temperature (°C)
o

Arctic and alpine tundra

| " | | | | L L
0 100 200 300 400

Mean annual precipllatlun- (ecm)

A FIGURE 10.3
Relationship of vegetation to mean annual temperature and precipitation. Source: From N. C. Brady and
R. R. Weil, The Nature and Property of Soils, 13th ed., ® 2002 by Prentice Hall, Inc., Upper Saddle River, N.).
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Differences in soil profiles developed under grassland and forest vegetation. The accumulation of or-
ganic matter in the Al horizon in the grassland soil is much thicker. The organic acids and greater
precipitation in the forest soil leach organic matter, oxides, and clay to form an E horizon beneath the
A. Soluble salts are removed from the forest soil profile but accumulate in the C horizon in the grass-
land soil.

the soil, aiding in profile development. Burrows and other large openings excavated by
animals are called macropores and greatly influence the movement of moisture through
the soil.

Relief, the factor that relates to the position of the soil in a particular landscape, can
cause drastic changes in soil characteristics within a short distance, The aspects of relief
that influence soil development include slope and topographic position. Slope is impor-
tant because of erosional and depositional processes. Soil on a steep slope is likely to be
thin because of more intense erosion equation (9.4) in comparison with soils at the base of
the slope, where soil eroded from the hillslope accumulates (Figure 10.5). The degree of
slope also influences water penetration because more water is likely to be lost to surface
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<4 FIGURE 10.5

Variation in soil profile thickness and de-
velopment from an upland to a valley. Soil
is thinnest on the slope because of re-
moval by erosion and lack of water infiltra-
tion. Source: From N. C. Brady and R. R. Weil,
The Nature and Property of Soils, 13th ed.,

© 2002 by Prentice Hall, Inc., Upper Saddle
River, N.J.

runoff on a slope than at the top or base of the slope. Topographic position refers to the lo-
cation of the soil within the local landscape. The water table, for instance, may be much
closer to the surface in a valley than at the top of a ridge. The effects of the high water table
can be seen in such soil properties as gleying (Table 10.1). If the water table lies within sev-
eral meters of the land surface in an arid or semi-arid area, soluble salts will accumulate in
the soil as moisture is evaporated from the soil.

Time, the final soil-forming factor, determines the length of the period during which
climatic and vegetative processes are acting upon the parent material to produce soil. The
pedogenic clock starts at the instant a rock or sediment is exposed to or deposited at the
earth’s surface. This point in time could include many possible events: the retreat of a gla-
cier that has eroded or deposited material on a landscape, the deposition of sediment by a
mudflow in the tropics, or the extrusion of a lava flow. The rate of soil development is
mainly determined by climate. The gradual development of a soil beneath a forest ecosys-
tem is shown in Figure 10.6. Thousands of years may be required for the production of a
mature soil, and any changes in climate and/or vegetation will modify soil development.
The time factor in soil formation is the reason that prevention of erosion, particularly of
agricultural lands, is such an important goal. Soil that is lost by erosion cannot be replaced
in a human time frame.

Pedogenic Soil Classification

Classification of soils is necessary to develop a better understanding of the relationships
among the large number of soil types that can be produced by variation in the soil-forming
factors. Soil classification in the United States has an interesting history because, rather
than gradually modifying an older classification, soil scientists developed a new and radi-
cally different classification in the 1950s and 1960s. The older system divided so-called
normal (zonal) soils that formed in response to the typical climatic conditions of an area
from azonal soils developed under the influence of factors other than climate. Thus, the
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The gradual development of soil profiles over time. Time is plotted on a logarithmic scale. On the
right-hand side of the diagram, the soil is considered to be fully developed, or mature. Source: From
N. C. Brady and R. R. Weil, The Nature and Property of Soils, 13th ed., © 2002 by Prentice Hall, Inc., Upper
Saddle River, N.J.

same s0il could be considered to be zonal in one area and azonal in another. This led to a
certain amount of confusion in the use of the older classification. In addition, the highest
divisions of the older system were based on factors presumed to be important in soil gen-
esis rather than soil characteristics that could be precisely measured and compared from
soil to soil. Despite these limitations, some aspects of the older classification are still used
in many parts of the world. For example, the division of zonal soils into pedalfers and
pedocals is a useful way of comparing soils over large areas. Pedalfers, with the abbrevia-
tions for aluminum (Al) and iron (Fe) incorporated into the name, are soils that accumu-
late iron and aluminum oxides within the profile. These soils are most common in moist,
forested regions. Pedocals, which contain calcium carbonate (the cal in pedocal) within the
profile, occur primarily in arid and semi-arid areas. The distribution of pedalfers and pe-
docals is shown in Figure 10.7.

The new classification system, called Soil Taxonomy, was developed by the U.S. Soil
Conservation Service to rectify the problems and confusion caused by the older system. It
is based on measurable properties of soil profiles. The divisions of the classification are
shown in Table 10.2. Twelve soil orders constitute the first category of the classification.
The characteristics of the orders are illustrated in Table 10.3. In Figure 10.8, the soil orders
are plotted in terms of relative degree of weathering and profile development.
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Pedalfers

<4 FIGURE 10.7

Generalized distribution of ped-
alfers and pedocals in the United
States. Source: From 5. Judson, M. E.
Kauffman, and L. D. Leet, Physical Ge-
ology, 7th ed., © 1987 by Prentice
Hall, Inc., Englewood Cliffs, N.|.

Table 10.2 Subdivision of the Soil Taxonomy Classification System

Suborder

Great group

Subgroup

Family / ~8,000

\

~19,000
SI”"”/ (inU.S.)

\

Source: From N. C. Brady and R. R. Weil, The Nature and Property of Soils, 13th ed., ® 2002

by Prentice Hall, Inc., Upper Saddle River, N..

The names of these orders include syllables (formative elements) that help to describe
the order (Table 10.4). Names of great groups are created by combining new formative el-
ements with the formative elements of the soil order. For example, Alfisols that develop in
dry climates belong to the Suborder Ustalf. “Ust” is derived from the Latin Ustus, meaning
“burnt,” and “Alf” is the formative element for the Order Alfisol. When further modifica-

tions to the name are made for the Great Group level,

more than 319 such unfamiliar

names are generated. At the lowest level of the classification, about 19,000 soil series have
been identified in the United States. It is easy to see why the classification is not widely
used by professionals other than soil scientists. Despite this challenge, however, it is worth
the effort to become somewhat familiar with soil nomenclature. Soils in the United States
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Table 10.3 Simplified Definitions of Soil Orders in the Soil Taxonomy

Classification System

Alfisol Soil with gray to brown surface horizon, medium to high base supply, and a
subsurface horizon of clay accumulation.

Andisol Soil formed in recent volcanic tephra; glassy volcanic particles altered to
amorphous or poorly crystallized iron, aluminum, or silicate minerals.

Aridisol Soil with pedogenic horizons, low in organic matter, usually dry.

Entisol Soil without pedogenic horizons.

Gelisol Soil that forms in cold regions characterized by permafrost.

Histosol Organic (peat and muck) soil.

Inceptisol Soil with weakly differentiated horizons showing alteration of parent materials.

Mollisol Soil with a nearly black, organic-rich surface horizon and high base supply.

Oxisol Soil that is a mixture principally of kaolin, hydrated oxides, and quartz.

Spodosol Soil that has an accumulation of amorphous materials in the subsurface horizons.

Ultisol Soil with a horizon of clay accumulation and low base supply.

Vertisol Cracking clay soil.

Note: Base supply refers to amount of exchangeable cations such as calcium, magnesium, sodium, and potas-
sium that remain in the soil.
Source: Modified from A. L. Bloom, Geomorphology, 3rd ed., © 1998 by Waveland Press, Long Grove, IL.

Table 10.4 Formative Elements in Names of Soil Orders of Soil Taxonomy

Formative Derivation Mnemonicon and
No. of Element in of Formative Pronunciation of
Order’ Name of Order  Name of Order Element Formative Elements
1 Boeol.. i Ent Nonsense syllable recent
2 Vertisol....ciiiiiiin Ert L. verto, “turn” invert
3 Inceptisol.......caiininicans Ept L. inceptum, “beginning” inception
4 Aridisol...i Id L. aridus, “dry” arid
5 Mollisol.....ccvmiininnin on L. mollis, “soft” mollify
f Spodosol...... Od Gk. spados, “wood ash” podzol; odd
7 Aol s Alf Nonsense syllable pedalfer
8 UIHSOL oo Ult L. ultimus, "last” ultimate
9 Cnasal ... i i Ox F. oxide, “oxide” oxide
10 Histosol i Ist Gk. histos, "tissue” histology
11 ANAUEEL o ivsminiii v And Jap. ando, “blacksoil” andesite
12 (€121 T15) ESRR El Gk. gelid, “very cold” Jelly

"Numbers of the orders were established during development of the system of classification.
Source: Modified from Soil Survey Staff, 1960.

are mapped at the county level and reports called Soil Surveys are published for each coun-
ty. These reports are valuable because they include the engineering properties and land-
use limitations for each soil type. If surficial geologic maps are not available, Soil Surveys
may provide the best information on subsurface and hydrological conditions of an area.

Engineering Properties of Soil

The engineering approach to the study of soil focuses on the characteristics of soils as con-
struction materials and the suitability of soils to withstand the load applied by structures
of various types. For these purposes, the physical properties that describe soils and their



|8SE

ic | Histosols
(organic)

Aridisols

Alfisols
(mildly
acid clays)

| «
Wet, tropical foret, extreme weathering, |~ Oxisols
Cogy ~ lowactivity lays, Fe, Al oides (oxides)

Entisols
(recent)

Spodosols

(spodic
horizon)

Mollisols

(soft, dark)

(swelling
clays)
Andisols
(volcanic
ejecta)
Degree of weathering and soil development
Slight Intermediate Strong
A FICURE 10.8
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components must be quantified and understood. In addition, classifications more relevant
to the engineering properties of soils must be used.

Weight-Volume Relationships

As we mentioned earlier, earth materials are three-phase systems. In most applications,
the phases include solid particles, water, and air. Water and air occupy voids between the
solid particles. For soils in particular, the physical relationships between these phases
must be examined. A mass of so0il can be conveniently represented as a block diagram,
with each phase shown as a separate block (Figure 10.9). The volume of the soil mass is the
sum of the volumes of the three components, or

Vi=V,+V,+V, (10.1)

The volume of voids is the sum of V; and V. The weight of the solids is determined on a
slightly different basis. Because any weighing of air in the soil voids would be done with-
in the earth’s atmosphere as with other weighings, we consider the weight of air in a soil
mass to be zero. Thus the total weight is expressed as the sum of the weights of the soil
solids and the water:

Wp = W, + W, (10.2)

The relationship between weight and volume can be expressed as

Wi = VinGmYw (10.3)
where
W,, = weight of the material (solid, liquid, or gas)
Vi = volume of the material
G,, = specific gravity of the material (dimensionless)
Yw = unit weight of water

Unit weights are commonly used in the United States as a measure of density, which
in this case becomes weight density rather than mass density. The unit weight of water is
usually considered to be 62.4 pounds per cubic foot (pef). The mass density of water is
1.0 g/cem?, Using the relationship shown in equation (10.3), the weight of solids is

W, = ViGsyw (10.4)
if : 1 Volumé of
gt | Bl WY,
- Volume of
: e voids = V,
Total Weight of ; Water | Volume of Total
weight | water = W,, e st water = Viy volume,
Wr - ] Vr
Weight of Sr:“fs | Volume of
solids = W, "‘:mflf | solids = v,

A FIGURE 10.9
Block diagram illustrating volumes and weights of a soil mass.

359



360

Chapter 10 Soils, Soil Hazards, and Land Subsidence

and the weight of water is

W = VilGuYw = VYo (10.5)

since Gy = 1. When dealing with a soil sample from the field that contains both water and
soil particles, the unit weight can be expressed both with and without the water contained
in the soil. The unit wet weight is given by
- 10.6
Twﬂ V!' ( ¥ }

This quantity is determined by weighing a known volume of soil without allowing any
drainage or evaporation of water from the voids. Alternatively, the unit dry weight is ex-
pressed as

Wi
Yy = (10.7)
Unit dry weight is determined by oven-drying a known volume of soil. The resulting
weight will be the weight of solids (W,). Both unit wet weight and unit dry weight are ex-
pressed in pef or g/em”,

The weight of water in a soil sample that was oven-dried is the difference between the
weight before drying and the weight of solids measured after drying. This relationship
should be evident from Figure 10.9, The water content of a soil, which is expressed as a dec-
imal or percent, is defined as

Wi
w = W * 100% (10.8)

Relationships between volumes of soil and voids are described by the void ratio, ¢, and
porosity, n, which were first defined in Chapter 7. The void ratio is the ratio of the void vol-
ume to the volume of solids:

Yy (10.9)
BT — b
Vs
whereas the porosity is the ratio of void volume to total volume:

Vi
#=— X 100% (10.10)
Vi
These terms are related and it is possible to show that

_on
1—-n

e (10.11)

One additional relationship can be developed from the block diagram in Figure 10.9. This
term, known as the degree of saturation, 5, relates the volume of water in the void space to
the total void volume:

S = A X 100% (10.12)
Vi
With the relationships just described, a variety of useful problems can be solved. It is help-
ful to draw a block diagram similar to Figure 10.9 and to label the diagram with the known
quantities.
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A 110-cm” sample of wet soil has a mass of 212 g and a degree of saturation of 100%. When oven-
dried, the mass is 162 g. Determine the unit dry weight (dry density in this case because of the
units used), water content, void ratio, and specific gravity of the soil particles.

Solution
T Water _Jlluw
Vr = 110 cc wWr=212g
l Soll W =162 g
W, 162g 3
=—= —— = 147 ]
VT 110 em® §/en
W, 212g-162g
=—=———= (0309 = 30.9%
YTW, 162g )

W, 212g — 162g "
Vo = = = 50 em’
GyYw  (L0)(1.0g/em?)

Since § = 100%,

Ww=V
Vi =W = V= 110em® = 50 em® = 60 cm?®
V, 50cm’
=—= = (.83
2 V. 60cm®
W, 162
G=o—= § = 2.70

Vo (60 em®)(1.0 g/cm®)

Index Properties and Classification

In the previous section, no mention was made of the characteristics of the particles with-
in the soil. Factors such as the size and type of particles in the soil, as well as density and
other characteristics, relate to shear strength, compressibility, and other aspects of soil
behavior. These index properties are used to form engineering classifications of soil. They
can be measured by simple lab or field tests called classification tests. Table 10.5 lists
index properties and their respective classification tests. An important division of soils
for engineering purposes is the separation of coarse-grained, or cohesionless soils, from
fine-grained, or cohesive, soils. Cohesive soils, which contain silt and clay, behave much
differently from cohesionless materials. The term cohesion refers to the attractive forces
between individual clay particles in a soil. The index properties that apply to cohesion-
less soils refer to the size and distribution of particles in the soil. These characteristics are
evaluated by mechanical analysis, a laboratory procedure that consists of passing the soil
through a set of sieves with successively smaller openings (Figure 10.10). The size of
sieve opening determines the size of the particles that may pass through. After the test,
the particles retained on each sieve are converted to a weight percentage of the total and
then plotted against particle diameter as determined by the known sieve opening size.
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Table 10.5 Index Properties of Soils

Soil Type Index Property

Coarse-grained (cohesionless)  Parlicle-size distribution
Shape of particles
Clay content
In-place density
Relative density
Fine-grained (cohesive) Consistency
Water content
Atterberg limits
Type and amount of clay
Sensitivity

<4 FICURE 10,10
Sieves used for determin-

ing grain-size distribu-
tion of soil. Source: Photo
courtesy of Soiltest Inc.

The result is a grain-size distribution curve (Figure 10.11), plotted as the cumulative
weight percent versus particle size. The cumulative weight percent is expressed as the
percentage finer than a corresponding particle size. For example, if 20% of the soil by
weight were retained on all the sieves with openings of 1 mm or larger in diameter, a
point at 80% finer by weight would be plotted at the 1-mm size.

The shape of the grain-size distribution curve is a very important soil characteristic.
A curve that covers several log cycles of the graph, as shown on the left in Figure 10.12,
contains a variety of sizes. This type of soil would be called well graded. The opposite
type of soil, composed of a very narrow range of particle sizes, would be classified as
poorly graded (Figure 10.12). These terms can be easily confused with the term sorting,
the geologic designation for grain-size distribution. Geologists are concerned with var-
ious depositional processes, such as river flow, that tend to separate particle sizes dur-
ing transportation and deposit particles in beds composed of particles of similar sizes.
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A cumulative grain-size distribution curve drawn from data obtained in a mechanical analysis of a soil
sample. Source: From D. F. McCarthy, Essentials of Soil Mechanics and Foundations, 4th ed., ® 1993 by Prentice
Hall, Inc., Upper Saddle River, N.|.
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Grain-size distribution curves of a well-graded soil (left) and a poorly graded soil (right). Source: From
D. F. McCarthy, Essentials of Soil Mechanics and Foundations, 4th ed., ® 1993, by Prentice Hall, Inc., Upper Sad-
dle River, N_|.

For this reason, geologists would refer to a poorly graded soil with a narrow range of
sizes as well sorted. The opposite, a well-graded soil, would be considered poorly sorted by
geologists.

The other index properties describing cohesionless soils include particle shape, in-place
density, and relative density. These properties are related because particle shape influences
how closely particles can be packed together. The in-place density refers to the actual den-
sity of the soil at its particular depth in the field. It is measured by weighing an oven-dried
sample taken from a known volume. The relative density is the ratio of the actual density
to the maximum possible density of the soil. It is expressed in terms of void ratio:

Dy = —m% "% 100% (10.13)

fmax — fmin

where e,., i8 the void ratio of the soil in its loosest condition, ¢, is the void ratio in its nat-
ural condition, and ¢;, is void ratio in its densest condition. Both ¢, and ¢, can be
measured in lab tests, Relative density is a good indication of possible increases in density,

or compaction, that may occur if load is applied to the soil. The compaction of soil under
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« FIGURE 10.13
IR e e Clay particles displaying flocculated and

o inmni s Wl ror Ao | dlspersed fabrics.
eonasne] T
et |

Flonculatad Disparsed

the load of structures, called settlement, can be very damaging when it occurs in excessive
or variable amounts beneath a building.

The index properties of fine-grained, or cohesive, s0ils are somewhat more complicat-
ed than the index properties of cohesionless soils because of the influence of clay minerals.
The type and amount of clay minerals are, therefore, very significant. With respect to engi-
neering behavior, consistency is the most important characteristic of cohesive soils. It refers
to the strength and resistance to penetration of the soil in its in-place condition. Consisten-
cy is determined by the arrangement of soil particles, particularly clay particles, in the soil,
which is called the soil’s fabric. Although many types of fabric are possible, soils in which
edge-to-face contact of clay particles exists (Figure 10.13), or soils that have flocculated fab-
rics, are much stronger than soils that have the parallel arrangement of particles found in
dispersed fabrics, Flocculated fabrics change to dispersed fabrics during remolding, which
involves disturbance and alteration of the soil by natural processes or during various lab
tests. The consistency of a soil can be determined by field tests in which the soil is evaluat-
ed in place or by lab tests on samples that have been carefully handled to avoid remolding.
The unconfined compression test is often used as an indication of consistency. In practice,
the relative terms soft, medium, stiff, very stiff, and hard are applied to describe consistency.
The relationship between these terms, unconfined compressive strength values, and the
results of simple tests made with the hand and other objects are shown in Table 10.6.

The ratio of unconfined compressive strength in the undisturbed state to strength in
the remolded state defines the index property called sensitivity. The sensitivity, S, can be
expressed as

strength in undisturbed condition

~ strength in remolded condition (10.14)

Soils with high sensitivity (Table 10.7) are highly unstable and can be converted to a re-
molded or dispersed state very rapidly, with an accompanying drastic loss of strength. The
disastrous slope movements that follow these transformations are discussed in Chapter 13.

The water content, defined in the previous section, is an important influence upon
the bulk properties and the behavior of a soil. In the remolded state, the consistency of the
soil is defined by the water content. Four consistency states are separated by the water
content at which the soil passes from one state to another (Figure 10.14). These water con-
tent values are known as the Atterberg limits. For example, the liguid linit is the water con-
tent at which the soil-water mixture changes from a liquid to a plastic state. As the water
content decreases, the soil passes into a semisolid state at the plastic limit, and a solid state
at the shrinkage limit. The shrinkage limit defines the point at which the volume of the soil
becomes nearly constant with further decreases in water content. The Atterberg limits can
be determined with simple laboratory tests. The use of the Atterberg limits in predicting
the behavior of natural, in-place soil is limited by the fact that they are conducted on
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Table 10.6 Consistency and Strength for Cohesive Soils

Unconfined
Shear Strength Compressive
Consistency {kgfcmz} Strength (kg/ em?) Feel or Touch
Soft <0.25 <0.5 Blunt end of a pencil-size
item makes deep
penetration casily
Medium 0.25-0.50 0.50-1.0 Blunt end of a pencil-size
(medium stiff object makes 1.25-cm
or medium firm) penetration with
moderate effort
Sff (firm) 0.50-1.0 1.0-2.0 Blunt end of a pencil-size
object can make
moderate penetration
(about 0.6 cm)
Very stiff 1.0-2.0 2.0-4.0 Blunt end of a pencil-size
(very firm) object makes slight

indentation; fingernail
easily penelrates

Hard =20 =40 Blunt end of a pencil-size
object makes no
indentation; fingernail
barely penetrates

Source: From D. F. McCarthy, Essentials of Soil Mechanics and Foundations, 4th ed., ® 1993 by Prentice Hall, Inc.,

Englewood Cliffs, N.|.
Table 10.7 Sensitivity of Clays

Type Sensitivity Value
Nonsensitive 2-4
Sensitive 4-8
Highly sensitive 8-16
Quick =16

remolded soils. The relationship between moisture content and consistency defined by
the Atterberg limits may not be the same in soils in the undisturbed state. Therefore, the
Atterberg limits are mainly used for classification rather than for the prediction of soil be-
havior under field conditions.

The most useful engineering classification of soils is the Unified Soil Classification Sys-
tem (Figure 10.15). This classification gives each soil type a two-letter designation. For
coarse-grained soils, the first letter, either G for gravel or § for sand, refers to the dominant
particle size in the soil. The second letter is either W, for well graded, P, for poorly graded,
or M or C, for coarse-grained soils that contain more than 12% of silt or clay, respectively.
The first letter of the designation for fine-grained soils is M or C, for silt or clay, respective-
ly. The second letter, either I1 (high) or L (low), refers to the plasticity of the soil as defined
in Figure 10.16. The chart is a plot of plasticify index (PI) against liquid limit (LL). The plas-
ticity index is defined as

PI = LL - PL (10.15)
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Atterberg limits. As the volume of water (water content) in a volume of soil decreases, the soil passes
through four states, separated by the Atterberg limits. Source: From D. F. McCarthy, Essentials of Soil Me-
chanics and Foundations, 4th ed., ® 1993 by Prentice Hall, Inc., Upper 5addle River, N.].

The difference between the liquid and plastic limits (PI) is a measure of the range in water
contents over which the soil remains in a plastic state. The plotted position of a soil with
respect to the A-line on the plasticity chart determines whether the soil receives the letter H
for high plasticity or the letter L for low plasticity. Highly organic soils, which form a final
category in the classification, are also subdivided into high- and low-plasticity types. Once
a soil has been classified by the Unified system, predictions can be made of the soil’s per-
meability, strength, compressibility, and other properties.

Shear Strength

The shear strength of a soil determines its ability to support the load of a structure or re-
main stable upon a hillslope. Engineers must therefore incorporate soil strength into the
design of embankments, roadcuts, buildings, and other projects. The division of soils into
cohesionless and cohesive types for classification is also useful for discussing strength.

In the Mohr-Coulomb theory of failure, shear strength has two components—one for in-
herent strength due to bonds or attractive forces between particles, and the other produced
by frictional resistance to shearing movement equation (7.7). The shear strength of cohesion-
less soils is limited to the frictional component. When the direct shear test is used to investi-
gate a cohesionless soil, successive tests with increasing normal stress will establish a
straight line that passes through the origin (Figure 10.17). The angle of inclination of the line
with respect to the horizontal axis is the angle of internal friction. Example 7.3 illustrates the
determination of angle of internal friction from the results of direct shear tests, Values of the
angle of internal friction are given in Table 10.8. If the soil is dense when tested, initially
higher values for the angle of internal friction will be measured, but with increasing
amounts of strain, the angle will decline to the approximate ranges seen in Table 10.8.

The shear strength of a cohesive soil is more complicated than that of a cohesionless
material. The differences are due to the role of pore water in a cohesive soil. Most cohesive
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> FIGURE 10.15 Unified Soil Classification System
Engineering classification of (ASTM Designation D-2487)
soils by the Unified Soil Classifi- M Group ]
cation System. Source: Modified Msjor division symbsols Typical names
from D. F. McCarthy, Essentials of ]
Soil Mechanics and Foundations, 3 GW :‘l'_':::;ﬂl_':::;' :’i::':r'::"d
4th ed., © 1993 by Prentice Hall, 8 e & fitile o no Hneg:
Inc., Upper Saddle River, N.|. § 4 § E
Sz & | GP Poorly graded gravels and
£26g gravel-sand mixtures,
E E little or no fines
§ Qo GM Silty gravels, gravel-sand-
o 5 &g silt mixture
2 & * g
iy ¥ 2 g s -l= GC Clayey gravels, gravel-
g Q E M E sand-clay mixtures
gg £ SW Well-graded sands and
¥ ] g 8 2 gravelly sands, little
§ e §'i IS ﬁ or no fines
ué = 5 : S e | sp Poorly graded gravels and
2 gravel-sand mixtures,
‘E“é little or na fines
“g § w | SM Silty sands, sand-silt
& :
.E c E mixtures
28 5 £ |sc cl
R = ayey sands, sand-clay
- H mixtures
ML Inorganic silts, very fina
2 8 sands, rock flour, silty or
-ﬁ E @ clayey fine sands
E g8 cL Inorganic clays of low to
£
n. medium plasticity, gravelly
-3 clays, sandy clays, silty
-5 gs clays, lean clays
Zen oL Organic silts and organic silty
= Eg » clays of low plasticity
m = g 3
f 6 . _3 % MH Inorganic silts, micaceous, or
Ep2 =8 diatomaceous fine sand or
Lo g .E.‘E silts, elastic silts
25 5 CH Inorganic clays of high
7 E. plasticity, fat clays
OH Organic clays of medium
to high plasticity
Pt Peat, muck, and other
Highly organic solls highly orgenic solls

soils in field conditions are at or near saturation because of their tendency to hold moisture
and their low permeability. When load is applied to a soil of this type, the load is support-
ed by an increase in the pore-water pressure until pore water can drain into regions of
lower pressure. At that point, soil particles are forced closer together and the strength in-
creases, just like a cohesionless soil. Time is an important factor, however, because it takes
longer for water to move out of a low-permeability material.

Strength tests for cohesive soils are usually made in triaxial cells in which the drainage
of the sample can be controlled. Test conditions can allow (1) no drainage of the soil dur-
ing loading; (2) drainage during an initial phase of loading, followed by failure in an
undrained condition; and (3) complete drainage during very slow loading to failure. The
response of the sample is different in each case. For the most basic case, in which the sam-
ple is undrained throughout the test, the results will yield a straight line on a plot of nor-
mal stress versus shear stress (Figure 10.18). The reason for this consequence is that the soil
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< FIGURE 10.16
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Table 10.8 Values of for Cohesionless Soils

Soil Type Angle ¢, Degrees
Sand and gravel mixture 33-36
Well-graded sand 32-35
Fine to medium sand 29-32
Silty sand 27-32
Silt (nonplastic) 26-30

Source: From D. F. McCarthy, Essentials of Soil Mechanics and
Foundations, 4th ed., © 1993 by Prentice Hall, Inc., Upper
Saddle River, N.].

particles cannot be forced closer together without drainage of pore water and thus cannot
develop greater resistance to shear failure. The shear-strength value determined in this
type of test is termed cohesion (Chapter 7). The property of soils in the field that controls co-
hesion is consistency. Stiff or hard soils are compacted in their natural state and therefore

have more shear strength

than soft soils. The values of shear strength given in Table 10.6

are comparable to cohesion values obtained from an undrained triaxial test. Strength tests
of soils that are mixtures of cohesive and cohesionless material yield failure envelopes
similar to Figure 7.19.
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Area; A, is cross-sectional

sample upon

which the normal load, N, acts.

Determination of cohesion from undrained triaxial test results for cohesive soil.

What is the cohesion of the sample?
Solution

Because the sample is undrained, increases in the normal stress
strength, and the failure envelope will be a straight line. oy and oy

cle. Thus,

oy~ 0y
2

= 2600 psf — 1000 psf
2

c=r=

= 800 psf

o = 2600 pst

A saturated, cohesive soil is tested in a triaxial cell. During the test, no drainage is allowed from
the sample. At failure, the major and minor principal stresses are 2600 and 1000 psf, respectively.

will have no effect on the
are plotted on the horizon-

tal axis to form a diameter of a Mohr’s circle plot. The failure envelope will be tangent to the
top of the circle at a distance from the origin on the vertical axis equal to the radius of the cir-
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It is evident from Table 10.6 that unconfined compressive strength is equal to twice
the cohesion (shear strength) of cohesive soil. This can be shown on a plot similar to that in
Example 10.2. The unconfined compressive test is one in which o5 i3 zero and o at failure
is the unconfined compressive strength. When the Mohr's circle is plotted with o5 at the
origin, it is apparent that o is the diameter of the circle and the cohesion is the radius.

When a landslide occurs, it is an indication that the stress within the soil mass exceed-
ed the shear strength of the soil at the time of failure. The load imposed by buildings and
other structures on most soils is rarely great enough to overcome the ultimate shear
strength or bearing capacity of the soil. Case in Point 10.1 describes an example of a build-
ing that actually did cause failure of the soil upon which it was constructed.

Settlement and Consolidation

Despite the lack of large-scale bearing-capacity failures caused by the load upon the soil ex-
erted by structures, the soil does deform under the load applied. The usual response is a vol-
ume decrease in the soil beneath the foundation. Settlement is the vertical subsidence of the
building as the soil is compressed. Excessive settlement, particularly when it is unevenly dis-
tributed beneath the foundation, can result in serious damage to the structure (Figure 10.19).

The tendency of a soil to decrease in volume under load is called compressibility. This
property is evaluated in the consolidation test, in which a soil sample is subjected to an increas-
ing load. The change in thickness is measured after the application of each load increment

<4 FICURE 10.19
Damage to a building by
settlement. The house
has been raised to its
original elevation. The
gap between the wall
and the foundation
shows the amount of set-
tlement that has oc-
curred. Source: Photo
courtesy of USDA Soil Con-
servation Service.
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» FIGURE 10.20 Compressive loading
Schematic diagram of a

consolidation test to deter-

mine soil compressibility.

Source: From D. F. McCarthy,

Essentials of Soil Mechanics Standpipe
and Foundations, 4th ed.,

© 1993 by Prentice Hall, Inc.,
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(Figure 10.20). During the consolidation test, soil particles are forced closer together as in
strength tests. Thus, compression of the soil causes a decrease in void ratio. Data from the
consolidation test are plotted as void ratio against the log of vertical pressure applied to the
sample (Figure 10.21). The slope of the resulting straight line is called the compression index, C..
The comprression index is an important property of a soil because it can be used to predict the
amount of settlement that will occur from the load of a building or other structure. Clay-rich
soils and soils high in organic content have the highest compressibility.

The compression of a saturated clay soil is a slightly different process from the compres-
sion of an unsaturated material. As we mentioned earlier, when the pores of a soil are filled
with water, compression is impossible because the void volume is totally occupied. The in-
crease in load upon the saturated clay during a consolidation test or actual field situation is
initially balanced by an increase in fluid pressure in the pores of the soil (Figure 10.22). High-
er fluid pressure in the clay causes the pore water to flow out of the clay toward any direc-
tion where fluid pressure is lower. Only after pore fluid is removed can the soil compress to
a lower void ratio. This process is called consolidation. Tt is an important phenomenon to con-
sider when constructing a building on a saturated clay because consolidation is very slow.
The movement of pore water out of the soil is a function of the permeability, and clay has the
lowest permeability of any soil. Therefore, it may take years for the soil to reach equilibrium
under the load imposed. The settlement occurring during this period can be dangerous to
the building. A famous example of consolidation is the Leaning Tower of Pisa (Figure 10.23).
Tilting of the tower is the result of nonuniform consolidation in a clay layer beneath the
structure. This ongoing process may eventually lead to failure of the tower.

» FIGURE 10.21 25
Consolidation test data plot-
ted as decrease in void ratio
versus log of vertical pressure. ] < q
Source: From D. F. McCarthy, Es- % E S
sentials of Soil Mechanics and 2 Q1.5 o
Foundations, 4th ed., ® 1993 by  © 2 \\‘
Prentice Hall, Inc., Upper Saddle 2 £ '\.
River, N.). - _.i 1.0 I O 1 1 \Aﬁ
0.5
0.1 0.2 05 0.1 02 3 45 6810
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(log scale}
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Foundation <4 FIGURE 10.22

loading Consolidation of saturated clay under
the load exerted by a foundation.
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A FIGURE 10.23
The Leaning Tower of Pisa (tower at right), whose tilt is the result of nonuniform consolidation be-
neath the structure. Source: Photo courtesy of the Italian Government Travel Office, E.NLLT.

Clay Minerals

Clay minerals are so important to soils engineering that we must take a closer look at their
properties. Clays are good examples of colloids, particles so small that their surface energy
controls their behavior. In particular, the electrical charge on the particle surface influences
the interaction between adjacent clay particles. In Figure 10.24, the effect of the clay-surface
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> FIGURE 10.24
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charge upon the pore-water solution surrounding it is shown. Surface charges on clay par-
ticles are negative under most conditions. In order to balance these charges, cations from
the pore-water solution and water molecules are attracted to the particle surface. The at-
traction of water is possible because of the polar nature of the water molecule. The positive
side of the water molecule is, therefore, attracted to the negative clay surface. The negative
charges on the surface of the clay particle in combination with the attracted cations and
water molecules are called the diffuse double layer. Water molecules in diffuse double layers
behave somewhat differently from water that is beyond the double layer in pore spaces. In
addition, the positively charged sides of the water molecules cause repulsive forces be-
tween the double layers of adjacent clay particles.

When clays are initially deposited by settling to the bottom in a lake or the ocean, for
example, both attractive and repulsive forces between clay particles are present. The rela-
tive strength of these forces determines which of the fabrics shown in Figure 10.13 will de-
velop during sedimentation. Repulsive forces are stronger when the electrolyte content
(ionic concentration) of the solution is weak. Therefore, dispersed fabrics are more common
in clays deposited in freshwater and flocculated fabrics characterize seawater deposition.

The electrostatic properties of clays explain many aspects of their engineering behav-
ior, Because of the tendency of clays to absorb water, the water content of clay soils is fre-
quently near or above the plastic limit. In the plastic state, the strength of clay soils is
relatively low. When load is applied to clay soils, clay particles can be forced closer togeth-
er or forced to reorient themselves, causing a new fabric to develop. The large decreases in
void ratio that accompany these adjustments to load are responsible for the high com-
pressibility of clay. As we have seen, when pore water is expelled during consolidation,
the decrease in void ratio may be a very slow process. Because of these properties, clay
soils can create troublesome engineering problems. Unstable slopes and settlement of
foundations are examples. Site investigations for heavy structures must not neglect the
presence of clay soils at depth; even though surficial soils may have low compressibility, a
clay bed in the subsurface may lead to settlement of the structure (Figure 10.22).

Case In Point 10.1

Bearing Capacity Failure in Weak Soll

A rare example of a true bearing-capacity failure of a soil beneath a foundation is provid-
ed by the Transcona, Manitoba, grain elevator (White, 1953). This structure (Figure 10.25)
was built in 1913 by the Canadian Pacific Railway. During the initial filling of the elevator,
the underlying soils failed along a nearly circular surface, causing a rotation of the eleva-
tor to an angle of 27° from the vertical (Figure 10.26). Despite the sinking and rotational
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A FIGURE 10.25
The Transcona grain elevator, located near Winnipeg, Manitoba, as it appears today. Source: Photo
courtesy of the author.

A FIGURE 10.26
Rotation of the grain elevator by bearing-capacity failure of the weak foundation soil. Source: Sketched
from a photo by L. 5. White.

movement, the elevator was largely undamaged. By excavating beneath the side that was
rotated upward and by underpinning the structure with piles, engineers were able to re-
store the elevator to an upright position, where it now rests at a depth of 7 m lower than
the depth of the original foundation. Years later, when testing and analysis of the soils
were done, it was determined that the pressure of the fully loaded elevator exceeded the
shear strength of the soil. The soils in the area are clay-rich sediments deposited in a Pleis-
tocene glacial lake. These materials have a very low strength and high compressibility.
Failures similar to the Transcona grain elevator are less likely today because of great
progress in the field of soil mechanics with respect to testing and analysis of soils.
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Soil Hazards

The basic engineering principles of soil behavior provide the theory for understanding the
interactions between engineering structures and soils. In practice, however, the perform-
ance of soil under imposed engineering load can be quite complex. In order to identify and
predict potentially hazardous soil processes, the engineer must determine the relation-
ships and interactions between the soil and the rock units, the groundwater flow system,
the climate, and the vegetation of an area. All these factors can influence soil processes that
can damage existing structures or require special designs for new projects.

Expansive Soil

Surprisingly, damage to structures caused by soils that expand by absorbing water is the
most costly natural hazard in the United States on an average annual basis. The annual bill
for repair and replacement of highways and buildings affected by expansive (swelling)
soils runs into billions of dollars. The portions of the United States underlain by expansive
soils are shown in Figure 10.27.

The tendency for soils to swell can be explained by the characteristics of clay particles
that we have already considered. The unbalanced electrostatic charges on clay-particle
surfaces draw water molecules into the area between silicate sheets, thus forcing them
apart. The cations attracted to the clay surfaces provide another factor in swelling behav-
ior, Because of the attraction of the negatively charged clay-particle surfaces for cations,
small spaces within or between clay particles may contain a higher concentration of
cations than larger pores within the soil. These conditions (Figure 10.28) create an osmotic
potential between the pore fluids and the clay-mineral surfaces. Normally, cations diffuse
from a higher concentration to a lower concentration in order to evenly distribute the ions
throughout the solution. In expansive soils, because ions are held by the clay particles,

A FIGURE 10.27

Distribution of expansive soils in the United States. Source: From H. A. Tourtelot, 1974, Geologic origin and
distribution of swelling clays, Bulletin of the Association of Engineering Geologists, 11. Used by permission of the
Association of Engineering Geologists.
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Soil pore < FIGURE 10.28
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water moves from areas of low ionic concentration (high concentration of water) to areas
of high ionic concentration (low concentration of water) within clay particles or aggre-
gates. This influx of water exerts pressure, which causes the clay to swell.

If a clay soil is subjected to drying conditions—for example, when evaporation is re-
moving water from the soil near the land surface—a suction effect is exerted on the soil
that causes water molecules that are not held tightly to clay particles to be drawn out into
the large pores of the soil and to move upward to replace the evaporated water. This loss
of water from the clay leads to shrinkage, the reversal of the swelling process.

Swelling and shrinkage of a soil can occur only with changes in water content. There-
fore, the potential for damage from expansive soil is limited to the upper zone of the soil in
which seasonal changes in moisture content take place. This zone is called the sofl-moisture
active zone (Figure 10.29). Below this zone, even though the soil may have the potential to
shrink and swell, volume changes will not take place because the water content of the soil
is constant.

Prediction of swelling behavior can be accomplished by lab tests designed to measure
the pressure generated by soil being wetted. A quick estimate of swelling behavior can be
made using the Atterberg limits of the soil. Table 10.9 shows a classification of swelling po-
tential based on the plasticity index.

Damage to a structure is possible when as little as 3% volume expansion takes place
(Figures 10.30 and 10.31). Failure results when the volume changes are unevenly dis-
tributed in the soil beneath the foundation. For example, water-content changes in the
soil around the edge of a building can cause swelling pressure beneath the perimeter of
the building, while the water content of the soil beneath the center remains constant
(Mathewson et al., 1975). The type of failure resulting from this situation is called end

<4 FIGURE 10.29
The soil-moisture active zone.
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Table 10,9 Correlation of Swelling Behavior with Plasticity Index

Degree of Expansion Plasticity Index
Very high =35

High 25-41
Medium 15-28
Low <18

Source: From R. D. Holtz and W. D. Kovacs, An introduction to Geotechnical Engineering,
& 1981 by Prentice Hall, Inc., Upper Saddle River, N.].

A FIGURE 10.30
Structural damage to a group of apartment buildings in San Antonio, Texas, caused by shrink-swell
behavior of expansive soils. Source: Photo courtesy of USDA Soil Conservation Service.

lift (Figure 10.32). The factors that could cause end lift include excessive lawn or shrub
watering beside the building and insufficiently long drain spouts that do not carry
drainage from the roof far enough away from the structure. If a house lot is not graded
properly, the land may slope toward the house. This would concentrate drainage at the
edge of the building and high infiltration could occur. The opposite of end lift is center
lift (Figure 10.32), where swelling is focused beneath the center of the structure or
where shrinkage takes place under the edges. Either process causes the foundation to
bulge beneath the center. A possible cause of soil shrinkage near the edges of a structure
is the close proximity of trees, Certain trees remove large quantities of water from the
soil by the process of transpiration; soil shrinkage in the vicinity of the roots is the result.

If highly expansive soils are recognized before construction, special foundation de-
signs can be used. One method involves support of the building by using a grade beam
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« FICURE 10.31

Crack in a wall of an office building caused by
swelling clays, 5an Antonio, Texas. The office building
and adjacent shopping plaza were demolished be-
cause of structural damage by swelling soils.

Source: Photo courtesy of the author.

< FIGURE 10.32

Two types of structural failure caused by swelling solls. Source: From C. C.
Mathewson, |. | Castleberry, and R. T. Lytton, 1975, Analysis and modeling of
home foundations of expansive soils in central Texas, Bulletin of the Association of
Engineering Geologists, 12: 275-302. Used by permission of the Association of En-
gineering Geologists.

Center lift

FlGrade beam [l LT
Ground surface

| <FIGURE10.33

Belled pier and grade beam founda-
tion utilized to prevent damage from
expansive soils. Source: From B. M.

Soil Das, Principles of Foundation Engineering,
moisture © 1984 by Wadswaorth, Inc., Belmont,
active
it Calif.

resting upon belled piers that extend below the base of the soil-moisture active zone
(Figure 10.33).

Hydrocompaction

A different type of soil problem is presented by certain soils in arid regions. When water and
load are applied to these soils, their structure collapses to a more dense state. This type of be-
havior, called hydrocompaction, is the result of the origin and history of the soils. Sediments
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deposited by wind or water usually develop a very loose, open structure. Soils susceptible to
hydrocompaction, which are predominantly composed of silt and sand grains rather than
clay particles, exist in an unsaturated state, The low-density structure is maintained by weak
bonds formed by water, clay, or soluble precipitants that bridge pores between particles
(Figure 10.34). When the pores are only partially filled with water, the water exerts tensional
forces that tend to hold adjacent particles together. In addition, small amounts of clay or sol-
uble precipitants (such as gypsum) between particles act as a temporary cementing agent.
When water saturates the soil, both the water and clay bonds are destroyed. Pore water loses
its tensional effect when the pores become saturated, and clay bonds are suspended in the
solution upon wetting. The soil will then collapse to a denser structure under its own weight
or the weight of a structure built upon the soil. Saturation is often caused by lawn watering
around a foundation and leakage of water lines, storm sewers, and canals. When the collapse
of the soil occurs, settlement of foundations or rupture of utility lines is usually the result.

Liquefaction

The term liquefaction is commonly applied to the conversion of saturated sand or silt to a
liquid state under rapid or cyclic stresses of the type that might be caused by earth-
quakes, vibrations, or explosions. Normally, a sand would respond to increased stress or
loading by the expulsion of pore water associated with a decrease in void ratio. Water can
be driven out readily because of the high hydraulic conductivity of sand. Under rapid or
cyclic loading, however, the increased stress is transferred to the pore water as the parti-
cles are forced closer together. If the pore-water pressure is great enough to suspend the
particles within the pore fluid, total loss of shear strength occurs and fluid behavior is the
result. An excellent example of liquefaction occurred in the Niigata, Japan, earthquake of
1964 (Figure 10.35). Liquefaction of a saturated sand beneath the foundations of the
apartment buildings was responsible for a temporary loss of shear strength in the soils
supporting the buildings. When this happened, the buildings rotated or sank into the flu-
idized soil. Little structural damage resulted from these movements, and the buildings
were later jacked upright and new foundations were constructed.

A chilling example of liquefaction has only recently been deduced from historical
records of the effects of an earthquake on June 7, 1692 in the town of Port Royal, Jamaica.
Although Port Royal was more civilized in 1692, it still had not lived down its reputation
from several decades earlier as the bawdy and boisterous home port of pirates and bucca-
neers, including the famous Henry Morgan. The trouble with Port Royal was its construc-
tion upon a narrow sandy spit of land bordering the mainland (Figure 10.36). The saturated,
low-density sands beneath the town were ideal for liquefaction. During the earthquake, the
town was almost completely devastated, including a substantial portion of the town that
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4 FIGURE 10.35
Rotation of buildings due to liquefaction of saturated sand during the 1964 Niigata, |apan, earth-
quake. Source: Photo courtesy of the U.5. Geological Survey.
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A FIGURE 10.36

Approximate area of Port Royal, Jamaica, showing the portion of the city lost by liquefaction and subsi-
dence below sea level during the earthquake of 1692. Source: David 5. Brumbaugh, Earthquakes: Science and
Society, 1st ed., © 1999, p.145. Reprinted by Permission of Pearson Education, Inc., Upper Saddle River, N.).

simply sank into the liquefying sands and disappeared below sea level. A 17th-century
newspaper account of the tragedy includes a graphic illustration of the effects and eyewit-
ness descriptions of the fate of some of the 2500 people lost in the earthquake (Figure 10.37).
People, along with buildings and other structures, sank into the liquefying sand. Some
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A 17th-cemtury newspaper account of the earthquake and some of the grisly effects of liquefaction.
The descriptions of events at the locations of the letters on the figure include the following: “A. The
Houses Falling ... H. The Greund relling under the Minister’s Feet ... T. The Sea washing the dead
Carkasses out of their Graves and Tombs, and dashed to pieces by the Earthquake ... V. People swal-
low'd up in the Earth, several as high as their Necks, with their heads above Ground. W. The Dogs
eating of Dead Men's Heads.”

were lost below, but others were able to paddle their way upward and survived. Some of
the most unfortunate were partially trapped in the sand when the earthquake stopped. The
sand immediately regained its strength, crushing the partially buried citizens, some of
them with only their heads projecting above land surface, later to be eaten by dogs scav-
aging through the remains of the town.

Land Subsidence

Subsidence describes several related localized or areally widespread phenomena associated
with sinking of the land surface. The vertical movements involved range from sudden col-
lapse to slow, gradual declines in surface elevation. In a general way, subsidence can be
subdivided into types caused by (1) removal of subsurface fluids, (2) drainage or oxidation
of organic soil, and (3) surface collapse into natural or excavated subsurface cavities.
Subsidence attributed to withdrawal of fluid is a widely distributed occurrence in
the United States and other countries. Although it is most commonly heavy pumping of
groundw ater that leads to this type of subsidence, depletion of oil and gas reservoirs has
been responsible for subsidence in some areas. A prominent example is the Wilmington
oil field in Long Beach, California, in which maximum elevation decreases of about 9 m
were attributed to the withdrawal of petroleum, Direct damage to structures and indi-
rect damage because of increased flooding proved very costly to the city. Groundwater
withdrawals have accounted for subsidence over thousands of square kilometers of land
in the western United States and other areas. The problem occurs in agricultural areas
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like the San Joaquin Valley in California, where the water is used for irrigation, as well as
in urban areas worldwide, including Las Vegas, Nevada; Houston, Texas; Mexico City,
Mexico; and Venice, Italy, where the groundwater is withdrawn for municipal water sup-
plies. The subsidence bowl] (area undergoing subsidence) in Houston is one of the largest
in the United States. The subsidence is correlated with accelerated groundwater pumping
since the 1930s, although petroleum withdrawals may also be significant, at least on a
local basis.

Subsidence is most prevalent in geologically young, poorly lithified sequences of satu-
rated sands and clays. Groundwater is pumped from the sandy units, but these materials
have low compressibilities. According to the Principle of Effective Stress, which is further dis-
cussed in Chapter 11, pumping of fluids from sandy, permeable (aquifer) material causes
some compaction because when the hydraulic pressure is lowered by pumping water from
the pore spaces, the pressure on the sand grains increases and they tend to be forced closer
together. This effect causes compaction of the aquifer and potential land subsidence, but if
water levels are allowed to recover, the compaction is reversible, or elastic (Figure 10.38).
However, the situation is different in the fine-grained units interbedded with the aquifers.
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A FIGURE 10.38

Land subsidence caused by withdrawal of fluids. As water is pumped from the sand beds, they com-
pact slightly, but recover elastically upon cessation of pumping and the rise of groundwater levels.
Irreversible compaction of compressible fine-grained beds in the sequence accounts for most of the
land subsidence. Source: From U.5. Geological Survey, Land Subsidence in the United States, Circular 1182.
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The lowered hydraulic pressure in the sands causes the fine-grained beds to slowly com-
pact as pore water is drained into the more permeable beds above and below. The process is
closely analogous to a consolidation test. The fine-grained units compact irreversibly when
fluids are removed, and because they are more compressible, most of the ultimate subsi-
dence can be accounted for by consolidation of silt and clay beds. This irreversible process
is slow because of the low permeability of the materials.

Subsidence caused by groundwater pumpage for irrigation has been especially prob-
lematic in the semi-arid agricultural basins of California. The Santa Clara Valley, better
known in recent years as “Silicon Valley,” is a classic case. The valley, which extends south-
ward from San Francisco Bay, developed as a center for production of irrigated fruits and
vegetables in the early part of the 20th century. Subsidence, which reached its peak in the late
1960s (Figure 10.39), became a major problem. The elevation of downtown San Jose declined
from 98 feet in 1910 to 84 feet in 1995. The causes of this subsidence are obviously related to
groundwater pumpage (Figure 10.40). As pumpage increased in the first half of the century,
water levels declined and land subsidence accelerated. The response by water managers
was to import surface water through an elaborate system of reservoirs and aqueducts that
could be used for artificial recharge. These measures raised the water levels in basin aquifers
and slowed the rate of subsidence to a very small amount. The effects of land subsidence in-
cluded the inundation of 117 acres of previously dry land by San Francisco Bay and the ne-
cessity to maintain a gradient on stream channels so that water would actually flow to the
bay. The cost of the subsidence, including the construction of levees around the south side of
San Francisco Bay, raising railroad and road grades, construction of sewage pumping sta-
tions, replacing wells that collapsed due to subsidence, and many other measures, has been
estimated at $300 million in 1998 dollars. Maintenance costs will continue into the future.

A similar scenario, but even more severe, occurred in the San Joaquin Valley, which lies
east of the Sierra Nevada Mountains and south of the Santa Clara Valley. This much larger
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A FIGURE 10.39
Contours of equal amount of subsidence of the land surface in the Santa Clara Valley, northern
California. Source: From U.5. Geological Survey, Land Subsidence in the United States, Circular 1182,
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> FIGURE 10.41
Subsidence in the San Joaquin Valley, California, caused by with-
drawal of groundwater. Source: Photo courtesy of Thomas Holzer.

valley experienced subsidence that reached 28 feet at its greatest point (Figure 10.41). The
subsidence in this valley has been described as the largest human alteration of the earth’s
surface.

Accompanying subsidence in many locations are ruptures of the land surface. These
ground failures take the form of fissures as long as several kilometers, in which the surface
cracks or separates laterally (Figure 10.42), or faults, in which vertical displacement across
the rupture occurs. More than 160 faults in the Houston-Galveston area have been mapped
and many have also been discovered in the Las Vegas Valley. Leveling surveys have shown
that recent movement across the faults corresponds to the long-term trends of groundwater
pumpage. Surface fissures often occur along fault zones because different amounts of sub-
sidence occur on opposite sides of the fault (Figure 10.43). The differential subsidence may

A FIGURE 10.42
Fissures formed during land subsidence in southern Arizona. Source: Photo courtesy of Thomas Holzer.
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A FIGURE 10.43

Cross section of a fault zone in Las Vegas Valley. Subsidence caused by groundwater withdrawal is
greater on one side than the other and the resulting tensional stresses lead to fissures at the ground
surface. Source: From U.S. Geological Survey, Land Subsidence in the United States, Circular 1182,

come about because the fault acts as a partial barrier for groundwater flow. Thus, one side
of the fault is affected more by groundwater withdrawals than the other side and tensional
stresses are created between the two sides. Surface fissuring in urban areas is an expensive
hazard because the cracking and tilting of the land surface can damage foundations, roads,
and utilities.

Subsidence by a different mechanism occurs when highly organic soils are drained
during land-use conversion to agriculture or construction. Soils of this type, frequently
termed peat or muck, are formed in marshes, bogs, and other poorly drained settings with
water tables near the land surface. The high water table inhibits oxidation of organic mat-
ter, so this material accumulates in the soil. Characteristics of the soils include dark color,
low density, and high compressibility. When drained, organic soils are exposed to oxidiz-
ing conditions as the water table drops. The resulting decomposition of the organic con-
tent, in combination with some physical compaction due to the removal of pore fluids,
leads to the gradual subsidence of the land surface. Damage to buildings can be caused by
settlement of the structure if it bears upon the organic soils. If the building is constructed
on foundations that bear upon stronger materials below the organic soils, subsidence of
the soil around the structure can leave a gap between the floor slab and the ground surface
(Figure 10.44 and Case in Point 10.2).

The Everglades, South Florida's great freshwater wetland system, has been irrepara-
bly damaged by drainage and subsidence of the exposed peat soils. About 50% of the orig-
inal wetland has been drained with a system of canals so the land could be used for
agriculture or development. Prior to drainage, the wetlands was essentially a huge, slow-
moving river of surface water draining to the Gulf of Mexico. Subsidence in the agricul-
tural areas (Figure 10.45) has reversed the gradient of the land surface. Current attempts to
restore portions of the original wetlands by the federal government will never be able to
reestablish southerly flow through the wetlands. Instead of the original “saw grass prairie”
ecosystem, lakes will develop because the land no longer slopes uniformly to the south as
it did before subsidence. Continuing oxidation of the drained wetland soils will eventual-
ly render them unfit for agriculture as the soils gradually shrink and disappear.

The third major type of subsidence is associated with the collapse of overlying ma-
terials into large underground cavities. Although the processes that cause this type of
subsidence generally occur in bedrock below the soil zone, collapse of the surface soils



P FIGURE 10.44
Subsidence of peat and
muck soils around a
house built on pilings.
The land surface around
the house has subsided
about 0.6 m in 2 years.
The porch and steps have
fallen off. Source: Photo
courtesy of USDA Soll Con-
servation Service.

» FIGURE 10.45

Land subsidence in the vast Everglades wetlands com-
plex of South Florida has made true restoration of the
original surface-water flow system and ecosystem im-

possible. Source: From U.5. Geological Survey, Land Subsi-

dence in the United States, Circular 1182.
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into the voids below is the usual manifestation. The cavities may be excavated or natu-
ral. Subsidence over underground coal mines constitutes the most common example of
subsidence over excavated cavities. This process has affected about 8000 km? in the
United States, mostly in the eastern part of the country. The effects of subsidence de-
pend upon the method of mining and the thickness of the overburden. When the coal is
entirely removed from a seam during mining, surface subsidence is usually contempo-
raneous with mining. A basin-shaped depression commonly develops over the mined-
out area if the coal seam is deeper than about 30 meters. Alternatively, columns or pillars
of coal may be left in place to provide support for the mine roof. Subsidence above
mines of this type may take place many years later after the mine is abandoned. Unfor-
tunately, buildings, or even towns, have been built unknowingly over abandoned un-
derground mines. The modes of subsidence are shown in Figure 10.46. Two of the most
common surficial impacts of subsidence over abandoned mines are sinkholes or troughs.
Sinkholes (Figure 10.47) are circular pits formed by collapse of the surface soil into the
mine voids when the coal seam is fairly shallow. Troughs are larger subsidence features
that develop over deeper mines.

Natural cavities form in rock primarily by dissolution of the rock by circulating
groundwater, Limestone caves are the most common example of solution cavities, al-
though other soluble rock types behave similarly. In limestone terrains, also known as karst
topography, surface depressions, called sinkholes, or dolines, can form in several different
ways (Figure 10.48). If limestone is exposed at or near the surface, depressions can form
gradually by dissolution of the near-surface rock and transport of the residual soil into cav-
ities below the surface. These depressions are known as solution sinkholes. Alternatively,
surface limestone can collapse into large voids dissolved into the rocks below, producing a
collapse sinkhole. Similar types of sinkholes also form in areas in which the limestone is
overlain by sandy or clayey sediment. Cover subsidence sinkholes develop more gradually
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coal plllars punching crushing of narrow mine roof
into underclay remaining pillars under collapse in
overburden weight thin weak
or from total extraction roof rock Coal pillars
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Mine roof collapse
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and weathering

Underclay mine floor
softened by water

A FIGURE 10.46

Mechanisms of subsidence associated with subsidence over abandoned underground coal mines.
Source: From R. E. Gray and R. W. Bruhn, 1984, Coal mine subsidence—eastern United States, in Man-Induced
Land Subsidence, T. L. Holzer, ed., Geological Society of America, Reviews in Engineering Geology, vol. 6.
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A FIGURE 10.47
Sinkholes formed by subsidence over abandoned coal mines, western North Dakota. Source: Photo
courtesy of North Dakota Public Services Commission.

» FICURE 10.48

Four types of sinkholes that
form by dissolution of lime-
stone. The cover subsidence
and cover collapse sinkholes
develop by the gradual or
sudden transport of sedi- (u) (b}
ment overlying the lime-
stone into solution cavities
below. (a) solution sinkhole, V
(b) collapse sinkhole,

(c) cover subsidence sink-
hole, and (d) cover collapse
sinkhole.

(c) (d)

by washing of the overlying soil into solution cavities in the limestone below. Cover collapse
sinkholes often form suddenly by the failure and sinking of the overlying soil into large
voids or caverns below.

Surface subsidence, leading to the development of sinkholes, often occurs in dry peri-
ods when water tables are declining or when water tables are lowered artificially by
pumping. Groundwater below the water table provides a measure of support for the sedi-
ment above a limestone cavern by the hydrostatic pressure exerted by the fluid. When the
water table drops, this support is lost and surface collapse is initiated (Figure 10.49). The
Winter Park, Florida, sinkhole (Figure 10.49), which formed in 1981, provides a spectacu-
lar example of urban disruption by subsidence over a cavity in soluble rock. The collapse
occurred over a period of several days with no prior warning.
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4 FIGURE 10.49

The Winter Park, Florida,
sinkhole as it appeared
just after formation in
1981. Source: Photo cour-
tesy of Jammal & Associates.

Case in Point 10.2

Land Subsidence in New Orleans

With respect to construction and development, the geologic setting of New Orleans is
one of the most challenging in the world. Its major problems stem from its location on
the low-lying Mississippi Delta. Despite being 75 km from the mouth of the river, the av-
erage elevation of the city is only 0.4 m above the elevation of the Gulf of Mexico. It is of
more than slight concern that periodic floods of the river rise to as much as 6.5 m above
the Gulf of Mexico through the heavily diked urban area. As tragically illustrated by
Hurricane Katrina in September, 2005, New Orleans is highly vulnerable to hurricanes
travelling across the Gulf of Mexico.

As if those problems were not enough, the foundation conditions of the city are ex-
tremely poor, particularly throughout the extensive areas of swamp and marshland occu-
pied by urban development. The general subsurface conditions are shown in Figure 10.50.
The Holocene deposits are composed for the most part of fine-grained deltaic and fluvial
sediments. In cypress swamps and other low-lying areas, these materials are rich in organ-
ics and highly compressible, Large, heavy structures are built on piles that are driven into
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A FIGURE 10.50

Block diagram showing surface and subsurface geological conditions of New Orleans, La.

Source: From C. R. Kolb and R. T. Saucier, 1982, Engineering geology of New Orleans, in Geology Under Cities, R.
F. Legget, ed., Geological Society of America, Reviews in Engineering Geology, vol. 5.

the more competent Pleistocene sediments that usually lie within 25 m of the surface.
Smaller structures built in former swamp areas rely on shorter timber piles limited to the
Holocene sediments.

To proceed with expansion of the city into marsh areas, drainage of the surface soils
and lowering of the water table was carried out. This led to rapid subsidence because
the organic rich soils occupy one-half or less the volume in a dry condition compared
with their natural state. Lowering of the water table also initiates oxidation and decom-
position of the soils, with further, slow subsidence. For single-family homes and other
lightly loaded structures, the consequence is a sinking land surface relative to the
house, which rests on piles. Left untouched, it is possible to see under the entire foun-
dation slab. The efforts to deal with the problem at one home are shown in Figure 10.51.
As the years went by, the homeowners simply added steps in increments to reach the
gradually sinking front yard. Total subsidence at the house is (.81 m. Subsidence up to
2 m has been documented in other areas.
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A FIGURE 10.51

Subsidence of organic soils in New Orleans after drainage. The photo on the left shows the house
built on pilings just after construction in 1941. The photo on the right shows the same house in
1992, Front-porch steps were added over the years as the ground surface subsided. Source: Photo
courtesy of |. O. Snowden.

Summary and Conclusions

The term soil has different meanings to various groups of earth scientists and engineers.
Soil scientists are concerned with material produced by pedogenic processes that can sus-
tain plant growth. Soils engineers consider soil to be any transported sediment or residual
material that can be excavated with hand tools.

Pedogenic processes acting upon rock or sediment produce recognizable horizons. The
main horizons include the A horizon, the zone of high organic-matter content; the E hori-
zon, a zone of eluviation; the B horizon, a zone of illuviation of clay and metal oxides; and
the C horizon, a transition zone between highly altered and nonaltered parent material.

The development of horizons in the soil profile is controlled by the five soil-forming
factors: Parent material and topographic position (relief) set the stage for the action of climate
and organisms over a period of time. Of these factors, climate is dominant. The possible
variations and interactions between the soil-forming factors can produce a vast range of
soil types. As a result, pedogenic classification of soils has been difficult. A modern classi-
fication system based entirely on measurable soil properties has replaced an older, inade-
quate system. Because of the complexity of the new system, some terms and concepts from
the older system are still in use.

The objective of engineering soils classification is to predict soil behavior in an engi-
neering project. The index properties, which are used to classify soils, can be correlated
with the strength and compressibility of the soil. For cohesionless soils, the relevant index
properties are grain-size distribution, grading, in-place density, and relative density. Cohe-
sive soils are more difficult to characterize because of the interaction between clay miner-
als and water. The index properties used include clay content, consistency, water content,
sensitivity, and the Atterberg limits. The index properties are used to classify the soil in the
Unified Soil Classification System.

The performance of a soil as a foundation support material is dependent upon its shear
strength and compressibility. The bearing capacity of the soil is rarely exceeded by a struc-
ture, as it was beneath the Transcona grain elevator. Even though a soil may not fail, dam-
age to structures will be experienced if settlement takes place. Settlement is the subsidence
of a foundation because of compression of the underlying soil. Consolidation is the time-
dependent compression of clay soil as pore water is slowly expelled from the loaded soil.
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Many of the engineering problems associated with clay can be explained by its col-
loidal properties. The surface charge of clay particles attracts water and cations from the
pore solution. The attraction or repulsion of adjacent particles during deposition deter-
mines the initial fabric. During consolidation, reorientation of particles often occurs, The
low strength of clay is indicative of high Atterberg limits and high water contents.

Engineering projects must often be built in areas where hazardous soil processes are
active. The tendency of clay soils to absorb water leads to volume expansion that can be
very damaging to structures. Within the soil-moisture active zone, changes in water con-
tent of the soil will lead to swelling or shrinking. Land-use changes are often responsible
for this behavior. Construction and landscaping practices that promote swelling include
improper lot grading and excessive lawn watering. If highly expansive soils are present,
special foundation designs may be necessary.
Hydrocompaction is a type of soil collapse that takes place when arid-region soils are
saturated and loaded. Saturation destroys soil moisture or clay bonds that impart temporary
strength to the soils. When these bonds are removed, the soil collapses to a more dense state.
Subsidence causes numerous engineering problems due to the collapse or sinking of
the land surface. These phenomena originate from the withdrawal of fluids from the soil,
oxidation, or drainage of organic soils and the subsequent collapse of surface material into
subsurface cavities.

Problems

1.

2,

Why is there confusion or disagreement over the use
of the term soil?

Summarize the processes that lead to the formation
of soil horizons.

Under what conditions do soils become mineral
deposits?

4. Explain the process of soil swelling.

5. Under what conditions are cohesionless soils sus-

ceptible to hydrocompaction?
Using the volumetric relationships in soils presented
in Figure 10.9, show that
n
1=y

A sample of undisturbed soil has a dry weight of
110 1b and a volume of 1 ft*, Tf the specific gravily of
the soil solids is 2.65, determine the void ratio and
the porosity.

A container with a volume of (,0084 m* is filled with
13.62 kg of dry sand. The container is then filled
carefully with water so that the condition of the
sand is not changed. When filled, the total weight
(mass) of the soil and water is 16.98 kg. What is the
void ratio of the sand, and what is the specific grav-
ity of the soil particles?

An undisturbed sample of clay has a volume 0.52 ft’.
The wet weight is 64 Ib and the dry weight is 50 Ib. If
the specific gravity of the clay particles is 2.66, find the

waler content, void ratio, and degree of saturation.

10.

11.

12.

13.

14.

15.
16.
17.

18.

A sample of saturated clay taken from an excavation
has a volume of 500 cm®, Tf the sample has a wet
weight of 810 g and a dry weight of 500 g, what is
the specific gravity of soil solids?

How does the engineering classification of soils dif-
fer from the engineering classification of rocks?

What are the Atterberg limits, and what is their
usefulness?

Give the USCS symbol for the following soils.

(a) 40% of a sample passes the No. 200 sieve; 30%
of the coarse fraction passes the No. 4 sieve;
contains significant silt fraction.

(b) 4% passes the No. 200 sieve; 60% of the coarse
fraction passes the No. 4 sieve; little or no fines;
poorly graded.

(c) 96% passes the No. 200 sieve; PI—40%; LL—65%.

Give some examples of the significance of the prop-
erties of clay minerals in soils engineering.

What soil characteristics influence compressibility?
Why is consolidation a time-dependent process?

A saturated cohesive soil is tested in an undrained
strength test in a triaxial cell. The major and minor
principal stresses at failure are 1.5 kg/cmz and
0.44 kg /cm?, respectively. Determine the cohesion
and the unconfined compressive strength of the

material. What is the consistency classification
of the soil?

What geological conditions are likely to lead to land
subsidence upon groundwater withdrawals?
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Groundwater

he importance of groundwater to our society has never been greater than

it is today. There is no more fundamental natural resource than freshwa-
ter; we depend on it daily for drinking, sanitation, agriculture, industry, and
recreation. In the past, most of our needs could be met by such easily acces-
sible surface-water sources as rivers, lakes, and reservoirs, Those days have
passed however; the potential for expansion of surface-water sources is lim-
ited. Groundwater is our only alternative for obtaining large amounts of
freshwater at a reasonable cost. Currently, nearly one-half the population of
the United States uses groundwater as a drinking water source; soon, one-
half the total water usage will come from groundwater.

The steadily increasing use of groundwater has raised important con-
cerns about this resource. First, we must learn to evaluate and manage ground-
water reservoirs so that they are not mined to exhaustion like ore deposits or
other nonrenewable resources. Second, we have realized that groundwater is
not a pristine substance that exists in total isolation from activities taking
place on the land’s surface. Instead, it is now known that past waste-disposal
practices as well as the storage and handling of hazardous materials have
contaminated groundwater supplies in many locations. Extensive govern-
mental and private efforts are now underway to clean up the most severe
contaminant sites and to protect the vast majority of unaffected groundwater
reservoirs. Contamination and remediation in the subsurface environment is
the subject of Chapter 12,

The occurrence and movement of groundwater were once thought to be
mysterious and unpredictable. Even today, misconceptions about ground-
water are held by the general public, the media, and even some geologists
and engineers. A thorough understanding of groundwater is critical for en-
gineers because subsurface fluids are of major importance in civil, environ-
mental, mining, and petroleum engineering.
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Groundwater Flow

Darcy’s Law

A 19th-century French engineer named Henri Darcy laid the groundwork for the modern
study of groundwater with experiments involving the flow of water through a column
filled with sand. These experiments established that the volumetric flow rate of water
through saturated sand was proportional to the energy gradient, or the loss of energy per
unit length of flow path. A schematic of Darcy’s apparatus is illustrated in Figure 11.1. To
express Darcy’s Law in a commonly used manner, we will define the specific discharge, v, as
the volumetric flow rate, Q, measured in cubic meters per second or similar units, divided
by the cross-sectional area of the flow tube A. Thus,

Q
v=y (11.1)

The form of energy involved in the flow process is the mechanical energy possessed
by the fluid at each point in its flow path. This energy is the sum of three components: ele-
vation, or position (potential energy); movement (kinetic energy); and pressure. When deal-
ing with groundwater, we can neglect the kinetic energy contribution because of the very
slow velocities of groundwater flow. The remaining components, elevation and pressure,
need not be evaluated individually, but instead can be measured together by the level to
which water at any point in the flow system will rise above an arbitrary datum. This pa-
rameter, as indicated in Figure 11.1, is called hydraulic head. The thin tubes through which
water rises to measure the head are called manometers.

Also shown in the diagram are the two components of hydraulic head. Elevation head
is the distance above the datum to the level of the manometer intake, and pressure head is
the height of the rise of water in the tube above the intake, Notice that the elevation above
the datum, or head, in the manometers decreases in the direction of flow. This is a conse-
quence of the loss of mechanical energy along the flow path as it is converted to heat
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Groundwater Flow

through friction between the fluid and the sand grains and also because of friction between
water molecules in the fluid. Darcy’s Law requires evaluation of the hydraulic (energy) grad-
ient, and this is expressed as

h'] = hz

Fi (11.2)

where

I'= is the hydraulic gradient
hy and h; = are head values at the points where the manometers are inserted into
the flow system
L = is the distance between the manometers measured in the flow direction

A final parameter is required for a complete expression of Darcy’s Law, and that is the
constant of proportionality between the specific discharge and the hydraulic gradient.
With this term, K, Darcy’s Law can be stated as

Q = h-h
L =v=-k=% (11.3)
or, in differential form,
dh
= —-K— 114
v K 1l (11.4)

The minus sign simply indicates that groundwater flow is a mechanical process with an ir-
reversible loss of mechanical energy, or head, in the direction of flow.

The constant K, known as the hydraulic conductivity, is a very important parameter in
groundwater hydrology. It is related to intrinsic permeability, the ability of a porous medi-
um, like the sand in the flow tube, to transmit a fluid under a given hydraulic gradient
equation (7.3). A distinction is often made between the terms hydraulic conductivity and
permeability because hydraulic conductivity is defined to include the properties of the fluid
as well as the properties of the medium, whereas permeability is restricted to the proper-
ties of the medium. It is easy to visualize that more water would flow through a tube con-
taining gravel than one filled with silt or clay under the same hydraulic gradient. It is also
true, however, that more water than molasses would flow through sand, again with a con-
stant hydraulic gradient. Therefore, it is important to remember that the proportionality
constant in Darcy’s Law, K, encompasses both the characteristics of the fluid and the prop-
erties of the medium. The combination of the two into one constant is convenient in
groundwater work because the density and viscosity of water in most near-surface ground-
water reservoirs do not vary greatly. Hydraulic conductivity can then be assumed to rep-
resent the permeability of the units through which the groundwater flows.

Darcy’s Law under Field Conditions

One of the reasons Darcy’s Law is so useful is that it can be directly applied to field situa-
tions. The device used to measure head in the field is called a piezometer (Figure 11.2); as
in a manometer, the head measurement depends on the level to which water in a tube
rises above a datum. In this case, the datum used is sea level and the tube is a pipe insert-
ed into a hole drilled into the ground, which is much like a normal water well. A
piezometer differs from a well in several respects, however. A well usually contains a
water intake section, or screen, that is as long as possible so that the yield of the well can
be maximized. A piezometer, on the other hand, has a very short screened interval in
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order to obtain a head measurement at one specific point in a flow system. Also, piezome-
ters are usually smaller in diameter than wells and should be carefully sealed with ce-
ment or clay above the screen to isolate the point of measurement from other parts of the
groundwater flow system.

With head measurements obtained from several piezometers, it is possible to calcu-
late the hydraulic gradient. Head measurements in a piezometer are made by determin-
ing the depth to water from the top of the pipe with a tape and then subtracting the depth
from the elevation of the top of the pipe. Figure 11.3 illustrates the similarity between
groundwater flow through a subsurface rock unit and flow through the Darcy apparatus
(Figure 11.1). The hydraulic gradient indicates the direction of groundwater flow. In
many places, groundwater has a vertical as well as a horizontal component of flow. In
these areas, it is necessary to install a network of piezometers at various depths to deter-
mine the three-dimensional distribution of head in the flow system.

oe o <4 FIGURE 11.3
Groundwater flow through a bed of rock or
sediment. The flow direction is indicated by
a decrease in head from left to right. Hydraulic
s i il i gradient can be determined in the same way
] S as in the Darcy experiment.
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Two piezometers are completed in a sand bed 3 m thick with a hydraulic conductivity of
10" m/s. Piezometer A, at an elevation of 162 m above sea level, has a depth to water of 12 m.
Piezometer B, located at an elevation of 153 m, has a depth to water level of 16 m. The direction of
groundwater flow is in the same direction as a straight line drawn between A and B, which are
separated by a distance of 1500 m. What is the rate of flow (in m*/s) through a cross section of the
bed perpendicular to the flow direction that is equal to its thickness and 1 m wide?

Solution

In piezometer A, the hydraulic head, hy = 162m ~ 12m = 150 m. In piezometer B, the head,
hg = 153 m — 16 m = 137 m. Since the two piezometers are installed along the direction of flow,
we can apply Darcy’s Law directly:

ha=hg  =(10'm/s) 150 m ~ 137 m
L 1500 m
=87 X 107" m/s

v ==K

We can neglect the negative sign because it merely tells us that flow is in the direction from high-
er head to lower head (from A to B). Finally, because we need to determine the total flow through
a column of sand 1 m wide and equal to the thickness of the bed (3 m), and because v = Q/A,

Q=vXA=87X10"m/s x3m?=26x 10%mss

The Water Table

During drilling for installation of a well or piezometer, water is encountered under dif-
ferent physical conditions. The uppermost zone contains water in the pores of rock and
soil along with a gas phase. The incomplete filling of void spaces by water gives rise to
the name unsaturated zone for this part of the subsurface (Figure 11.4a). The unsaturated
zone is also referred to as the vadose zone. Below the unsaturated zone, at a depth deter-
mined by many factors (including climate, topography, and geologic setting), void spaces
in the material are filled with water; this region is called the saturated zone. The saturated
zone can be subdivided into the phreatic zone, below a surface known as the water table,
and the capillary fringe, which lies above the water table, The capillary fringe and phreat-
ic zones can be separated by the value of fluid pressure in the pore water at a particular
point (Figure 11.5). Just as fluid pressure in a lake increases from zero at the surface (that
is, normal atmospheric pressure) to greater values with depth, the fluid pressure in the
saturated zone increases with depth from the point at which it is equal to atmospheric
pressutre, which is the horizon that is defined as the water table. The water table can be lo-
cated by measuring the water-level elevation in a shallow well that only extends several
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(a) Distribution of pore water and air in pores in the subsurface. Pores are completely filled with water
below the top of the capillary fringe. In the unsaturated zone above, the pores contain variable
amounts of water between and surrounding grains, as well as air. (b) The fraction of void space that is
filled with water, which Increases from the surface downward (unless a heavy rainfall event has saturat-
ed the surface) to the top of the capillary fringe, where saturation begins. At that point and below, the
volume of pore water is equal to the porosity. (c) Pore pressure changes with depth. In the unsaturated
and capillary zones, the fluid pressure is less than atmospheric and water is held against gravity by ad-
hesion to the soil particles and surface tension at the interface between water and air. The fluid pressure
increases to atmospheric at the water table and continues to increase with depth in the phreatic zone.
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meters into the saturated zone. The water level in such a well corresponds to the water
table at that point.

The saturated material above the water table contains fluid in which the fluid pressure
is less than atmospheric. This zone, the capillary fringe, is analogous to the rise of water
above the free-water surface in a capillary tube (Figure 11.db, Figure 11.5). The capillary
rise is caused by forces of adhesion between the water and the capillary tube and of surface
tension at the curved surface, or meniscus, of the water at the top of the capillary tube. Sur-
face tension is an upward-directed force that results from the tendency of the water sur-
face to assume a shape of minimum area when in contact with another fluid (in this case,
air) with which it does not mix. If the pores in the soil are small, as in clay and silt, capil-
lary rise above the water table occurs just as in a single capillary tube. The capillary effect
varies with soil type: A small-to-nonexistent rise occurs in gravel, whereas rises of several
meters or more are possible in fine-grained soils with high silt and clay contents. The fluid
pressure, then, will be positive (greater than atmospheric) below the water table in the
phreatic zone, equal to atmospheric at the water table, and negative (less than atmospheric)
in the capillary fringe and in the unsaturated zone.

Groundwater Flow Systems and Flow Nets

Figure 11.6a shows a cross section through an area of hilly topography. The position of the
water table, high beneath the hills and near the surface in the valley, gives a good indica-
tion of the distribution of head, Groundwater will flow from the areas where head is high-
est, called recharge areas, to areas where head is lowest, called discharge areas. The discharge
area in Figure 11.6a is a river channel. Groundwater emerges as springs and seeps along
the sides and bottoms of the channel, thereby sustaining the flow of the stream during dry
periods. The component of stream flow derived from groundwater is the base flow. Rivers
that flow all year because of groundwater discharge are perennial streams; streams that flow
only during periods of rainfall that generate surface runoff are ephemeral streams.

Aside from recognizing that groundwater will somehow flow from the recharge areas to
the discharge areas in Figure 11.6a, we would find it useful to know exactly what paths the
groundwater will follow in this flow system. If we make some simplifying assumptions, the
problem can be solved mathematically and graphically. A solution requires specified bound-
ary conditions for the region of flow. For this flow system we can specify no-flow boundaries,
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that is, boundaries normal to which there is no flow, at the bottom and sides of the flow region
in Figure 11.6b. The left and right no-flow boundaries are considered to be imaginary because
if the hills are symmetrical, a groundeater divide will develop near the crest of the hill and
serve as a plane of symmetry. Groundwater will tend to flow away from this vertical plane as
it moves toward discharge points in valleys on opposite sides of the hill. The lower no-flow
boundary could represent an impermeable bed of rock at this depth in the flow system.

With the boundary conditions that we have established, we can determine the head at
any point by developing and solving equations that describe flow in this system, using nu-
merical methods that require computers to calculate the distribution of head or by using
graphical techniques. Once we know the distribution of head, we can draw contour lines
called equipotential lines on the diagram, as in Figure 11.6b. Equipotential lines connect
points of equal head. The configuration of the equipotential lines will allow us to draw one
other group of lines, flow lines. These lines, which are drawn perpendicular to equipoten-
tials, indicate the paths that groundwater will follow in this flow system, the objective of
this exercise. Thus, the resulting flow net indicates that under these conditions, groundwa-
ter travels along long, curving paths from a recharge point to a discharge point. A flow net
drawn for an area of glacial topography in western Michigan is shown in Figure 11.7. A
flow net such as this is only an approximation of groundwater flow because of the com-
plexity of the subsurface geology. Most flow systems involve materials that are heterogeneous
to some extent, that is, materials that vary in hydraulic conductivity. If these variations are
relatively simple and continuous, as, for example, in a sequence of beds of known hy-
draulic conductivity extending through the entire region of flow, the flow net can repre-
sent their effects upon groundwater movement. If the hydraulic conductivity variations
are discontinuous or if the subsurface geology is not well known, however, the flow net is
only a generalized depiction of groundwater flow.

A FIGURE11.7

Conceptual groundwater flow net through a series of ridges and valleys formed by glacial advances in
western Michigan. Source: From W. T. Straw, R. N. Passero, and A. E. Kehew, 1993, Conceptual hydrologic
glacial facies madels, in Environmental Impacts of Agricultural Activities, Y. Eclestein and A. Zaporozec, eds., Water
Environment Federation.
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A flow net can also be drawn on a map or plan view. The contours of head used in
this case are simply contours of the water-table elevation (Figure 11.8). The flow lines,
which are still perpendicular to equipotentials in plan view, are very useful in predicting
the movement of pollutants that may be introduced into the flow system from waste-
disposal sites.

Recharge and Discharge Processes

The input to the dynamic, circulating groundwater flow systems below the earth’s surface
is recharge in the form of rainfall and snowmelt that percolates downward from the sur-
face to the water table. Without recharge, the water table would steadily drop, wells would
go dry, and the great groundwater reservoirs of the earth would be depleted.

If enough information is available, groundwater flow systems can sometimes be divided
into local, intermediate, and regional types, based upon the relationship between recharge and
discharge areas. Figure 11.9 shows a cross section of a hypothetical drainage basin that slopes
from right to left. The land surface, and also the water table, has an undulating configuration
with highs and lows superimposed on the overall slope (dashed line). Any groundwater flow,
as defined by flow lines, that begins as recharge at highs on the water table and curves to dis-
charge points in the adjacent low areas is part of a local flow system. Some of the groundwa-
ter recharges from a high point near the headwaters of the drainage basin and discharges at a
low point near, but to the right of, the ultimate discharge point on the left side of the cross sec-
tion, passing beneath several local flow systems in the process. Groundwater in this region of
the cross section is called an intermediate flow system. The remainder of the groundwater
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A FIGURE11.9

Cross section showing the development of local, intermediate, and regional groundwater flow sys-
tems in a basin that has local undulations superimposed on a regional slope. The width of the flow
system could be many kilometers and the depth to the base of the regional flow system could be
hundreds to thousands of meters. Source: From ]. A. Téth, 1963, A theoretical analysis of regional ground-
water flow in small drainage basins, Journal of Geophysical Research, 68: 4795-4811.

recharges at the far right of the section, descends below both the local and intermediate flow
systems, and discharges at the far left side of the cross section. This is known as a regional flow
system because it originates as recharge at the highest point in the flow system and discharges
at the lowest point. Groundwater in these three types of flow systems can vary significantly in
many characteristics, including temperature, age, and chemical composition.

When rainfall hits the ground surface or when snow melts, several possible pathways
are available for water movement (Figure 11.10). If the water sinks into the soil, fnfiltration
has occurred. Soils differ greatly in the rate at which water is absorbed, which is called the
infiltration capacity. Coarse-grained soils usually have higher infiltration capacities than
fine-grained soil. The infiltration capacity is also influenced by such other factors as slope,
type of vegetation, and the existing soil-moisture condition. As infiltration continues, the
infiltration capacity decreases in a manner shown in Figure 11.11. The limiting value of
the infiltration capacity is the hydraulic conductivity of the soil, which is reached when the
soil becomes saturated. After the infiltration capacity drops below the rainfall rate, water
ponds on the surface and soon after begins to flow across the surface to lower elevations if
the land is sloping. This process, overland flow, is more common in dry regions with fine-
grained soils that have low infiltration capacities.

The infiltration of water into the ground does not necessarily mean that groundwater
recharge will result, because there are two processes that can recycle water back to the at-
mosphere. Direct evaporation of the water from the soil is one mechanism. The other, trans-
piration (Figure 11.10), is the utilization of soil water and subsequent release of water vapor
to the atmosphere by plants. Some plants, including certain species of trees, have the abil-
ity to take up large amounts of water through their roots and then return a high percent-
age of it to the atmosphere through their leaves. Evaporation and transpiration are so
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The decrease in infiltration capacity that occurs after a
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difficult to separate quantitatively that they are frequently discussed together under the
term evapotranspiration.

The amount of water available for groundwater recharge is, therefore, the fraction
not lost by overland flow or evapotranspiration. Even