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PREFACE

In September 1985, NATO sponsored an Advanced Study Workshop entitled,
"Noise-Induced Hearing Loss: Basic and Applied Aspects.” Tne meeting was
held in a mountain retreat near Lucca, Italy and was attended by scientists,
clinicians, and public officials from 12 countries. This was the third in a
series of such conferences organized by the authors. The first two were
supported by the United States National Institute of Occupational Safety and
Health; their proceedings were pubiished as "The Effects of Noise on
Hearing" in 1976 and "New Perspectives on Noise-Induced Hearing Loss" in
1982.

The Organizing Committee approached NATO because it was felt that the
problem of noise was common to all industrialized countries and was an
especially serious problem for the military. Thus, the NATO sponsorship and
the Italian site of the meeting were part of the Organizing Committee's plan
to obtain an international and thorough representation on the problem of
noise-induced hearing loss.

The NATO meeting and proceedings followed the format of the previous
two symposia with an initial focus on the anatomical and physiological
disturbances resulting from noise-induced hearing loss. This was followed
by sections devoted to studies of a more applied nature involving general
auditory performance in noise, issues associated with the establishment of
noise-exposure criteria, nonauditory effects of noise, and the interaction
of noise with other agents.

The proceedings of this symposium will serve as an easily accessible
and concise survey of recent advances in the field of noise research from
which one can review and reflect upon the gradient of progress made over the
past 5 years. The proceedings should help to point out gaps in our
knowledge should serve as a useful guide for further research efforts. 1In
reviewing the progress over the last 10 years, it is clear that we have made
large strides in understanding the basic "mechanisms" of noise-induced
hearing loss. Anatomical studies have advanced from a gross evaluation of
sensory structures to assessing the very detailed molecular organization of
the hair cell cilia. Physiologists have advanced from recording gross
potentials to detecting the physiological changes that occur in individual
VIII nerve fibers and hair cells in the cochlea. Substantial progress has
also been made in determining how acoustic trauma alters the biomechanical
vibration pattern of the cochlea. From the perspectives of the clinicians
and psychoacousticians, we have developed more sophisticated means of
evaluating complex auditory discrimination abilities, such as frequency
selectivity, temporal resolution and speech discrimination. The development
of solid state electronic devices and computers has provided powerful new
measurement techniques, i.e., monitoring long-term noise exposures or
performing rapid spectrum analysis of noise.



In spite of the wealth of information that has been gathered, there are
still many unsolved issues and, in fact, significant, new questions have
emerged from recent research. The latest symposium helped frame some of
these questions and hopefully will provide direction for future research.
Some of the issues raised by Dr. von Gierke and others during the
discussions were:

The Role of Animal Models: There are a number of interesting findings
from experiments using animal models. To capitalize on these results, it is
necessary to first explore the generalities of the findings to other species
and, second, to develop algorithms for extrapolating the results from animal
to man.

Measures of Hearing Loss and the Relationship Between TTS and PTS: In
addition to simple threshold testing, psychoacousticians have developed more
sophisticated indices of noise-induced hearing loss. These procedures have
been applied to human and animal subjects in TTS and PTS experiments. The
eventual aim of this work is to develop more sensitive or accurate indices
of the degree of hearing impairment and a better understanding of the
relationship between TTS and PTS.

Interactioqﬂpf Ototraumatic Agents: There is a growing awareness that
the effects of noise can be exacerbated by ototoxic drugs, vibration, heat,
and other noises. The interaction of these agents may be an important, un-
controlled variable in demographic studies. It is clear that ototraumatic
interactions will receive further study, especially with the recent
formation of the International Society of Complex Environmental Studies
(ISCES). A review of progress in this area may be gauged by the upcoming
meeting ¢“ th ISCES in Kanazawa, Japan in September 1986.

Demographic Studies: The quality and quantity of demographic data is
still insufficient to answer many of the questions posed. There is a
paucity of information related to levels of noise encountered outside the
workplace and what effect "recreational" noise exposures have on hearing
over an individual's life span. Another important issue is the validity of
the Equal Energy Hypothesis (EEH) as a conceptual framework for developing
noise standards. While laboratory support for the EEH is equivocal, the EEH
remains a popular conceptual model because of its simplicity. In the
future, it would be important to develop models that more accurately
represent laboratory and demographic data.

Impulse Noise: This symposium devoted a section to the auditory
effects of blast waves and impulse noise. Both the animal data and human
demographic data point to different and perhaps more severe effects from
impulse noise than from continuous noise. The implications of this research
have not yet made an impact on the noise standards. Furthermore, there is a
need to develop more realistic damage risk criteria for impulse noise.

Central Effects: Much of auditory theory, and certainly our concern
for the effects of noise, has focused on cochlear processes. Several trends
of research are showing that damage to the periphery alters the fundamental
organization of the central auditory system. A particularly fertile area
for exploration is the relationship between (1) peripheral hearing loss and
changes in central processes; and (2) how these central changes are mani-
fested in auditory perception.

After organizing three symposia on the deleterious effects of noise and
reading other authors' warnings about the levels of noise in the envi-
ronment, industry and the military, noise continues to be a serious problem
for society. Somehow, our warnings about the dangers of noise have yet to
reach society's policy makers. While most segments of the health care
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system are sensitive to the hazards of noise, there is an even larger
constituency that needs to be reached., Our information should be put into a
format that can be easily understood and disseminated by a broad audience
such as architects, engineers, industrial managers and politicians, who, 1in
large measure, control or influence a large segment of our social and work
environments.

Richard J. Salvi
D. Henderson

R. P. Hamernik
and

V. Colletti
Editors
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MORPHOLOGY OF STEREOCILIA ON COCHLEAR HAIR CELLS

AFTER NOISE EXPOSURE

B. Engstrom,! E. Borg? and B. Canlon 2

1

Dept. of Oto-Rhino-Laryngology 2Dept. of Physiology II
University Hospital Karolinska Institute
75185 UPPSALA, Sweden 10401 STOCKHOLM, Sweden

INTRODUCTION

The stereocilia of the cochlear hair cells are a fragile link in the
chain of structures and processes involved in the transduction of acoustic
energy into electrical signals. The cilia are the focus of many studies on
the normal structure and physiology of the ear. They are also extensively
studied in ears with many types of hearing impairment and in the analysis
of the effects of noise and toxic agents on the ear. 1In this paper, a
review of different types and patterns of stereocilia damage will be pre-
sented with a description of different noise-induced structural alterations
such as formation, of blebs, floppy, fused, fractured and giant cilia.

Some aspects on species differences, exposure sound intensity and exposure
duration are included as well as some functional correlates to cilia
alterations.

"Blebbing" on stereocilia is a widening of the stereocilia which can
be observed in transmission (TEM) as well as in scanning electron (SEM)
microscopy (Fig. 1) [1]. Blebs can occur normally but an increased number
of blebs has been found after overstimulation by noise. A somewhat dif-
ferent form has been observed on OHCs after laser irradiation of guinea pig
cochleas [2]. Similar modifications have also been seen on stereocilia in
the apical and middle turns of cochleas of rats of the AGS strain [3] and
on IHCs in the apical part of spontaneously hypertensive rats [4]. The
former type of blebbing, after noise, appears to be due to a detachment of
the surface membrane of the individual cilia which might occur if the bind-
ing between the actin filaments and the surface membrane were broken. The
later type of blebbing is situated at the tip of the stereocilia or some-
where along its shaft giving them a drumstick shape (Fig. 1F). This altera-
tion could arise if cross-links between neighboring actin filaments within
the stereocilia have been disturbed [5]. An important consideration is to
which extent the noise-induced blebbing of the cilia is due to preparation
artifacts and/or if it is a consequence of the noise on the hair cell
structure and/or function. It has been shown that spontaneously hyper-
tensive rats are more susceptible to noise than rats of the Wistar strain,
but it is not known if the increased sensitivity is due to abnormal stereo-
cilia [6].

"Floppy hairs" appear as boiled spaghetti on top of the IHCs in ears
during temporary threshold shift (TTS). The floppy hairs have been inter-



Illustrations of different types of stereocilia patho-
logies. A: Glant cilia found on IHCs after two months
of recovery from noise exposure (SEM). B: Inclined OHC
stereocilia after noise exposure (TEM). C: Blebbing
seen on OHC stereocilia after noise exposure (TEM). D:
Fractured THC stereocilia after noise exposure (TEM).
E: Missing OHC stereocilia after noise exposure (TEM).
F: Blebbing seen on IHC stereocilia of spontaneous
hypertensive rats. G: Fusion of IHC stereocilia after
noise exposure (SEM). H: Fusion of two cilia on an OHC
after noise exposure (TEM).



preted to be a reversible alteration and has not been associated with

other cellular changes [7,8]. Floppy hairs have also been described by
Tilney et al. [9] who found a loss of the cross linkages between the actin
filament in the stereocilia of lizards during TTS. Futhermore, the mild
disorder of the cilia described by Liberman et al. [10,11] with light
microscopic methods on plastic embedded cat cochleas with noise-induced
hearing loss may well correspond to the floppy hairs observed in SEM. We
have also frequently observed that the stereocilia sometimes can bend and
resemble floppy cilia when struck by the electron beam in the SEM. The
observation of floppy cilia is controversial and has been difficult to
reproduce systematically. The inconsistent nature of the phenomenon may be
due to minor differences during some fixation procedures and not in others.
An example of how different technical handling preserve a structure differ-
ently was made evident when it was shown that the thin connections between
the tips of the stereocilia are seen in SEM only if the specimens are fixed
in a particular way [12,13]. Further experiments have, however, to be
performed to settle the nature of the "floppy cilia."

Fusion of cilia means that the plasma membrane along the individual
cilia have fused with that of its neighbors. Two, a few, or all stereo-
cilia of a cell may be involved in the fusion (Fig. 1G). Fusion has been
described in a number of animal species, and in man, after several dif-
ferent types of noise exposures [4,14-18]. Stereocilia fusion also occurs
in animals exposed to ototoxic drugs [19]. Fusion of cell membranes is
however, not specific for the cilia of the inner ear but it is a common
feature in many normal as well as pathological cell functions. If the same
mechanism is involved in stereocilia fusion as in other cell fusion
processes remains unknown, however it could be speculated that these
processes are somewhat different as one never finds fusion between cilia of
neighboring hair cells. What is found instead is that two, a few, or all
stereocilia on one individual hair cell are involved in the fusion.

In most cases, when cilia on an IHC in the rabbit fuse, they are also
inclined, usually towards the OHCs. 1In other species, such as the guinea
pig, the stereocilia of the IHCs are more frequently seen fused without
inclination. When two or a few cilia are involved, it is almost always
possible to recognize the contour of the original individual cilia within
the newly formed one (Fig. 1G and H). When the damage is more pronounced,
and most stereocilia are involved in the fusion, the orderly arrangement of
the stereocilia on the cell is lost [25] and instead one finds a disorder
of the former cilia below the cell surface. This seems to be the case for
the IHCs in general, and on the OHCs in the apical turn. The OHCs in the
more basal region of noise-exposed cochleas appear to have either only
minor cilia damage or the whole cell disappears.

Inclination and Fracture of individual stereocilia is often found in
ears with noise damage. A cilium involved in a fusion may be either in-
clined and still inserted into the cuticular plate (Fig. 1B) or inclined
and fractured just above the root (Fig. 1D). A fracture is often difficult
to verify in SEM unless the cilia also have been discarded, since the in-
terior of the cilia can not be seen in SEM. In TEM on the other hand, the
fracture point of the cilia can be distinctly seen (Fig. 1D). The fracture
seems to result from a mechanical stress. The resistance to deformation
has been described in terms of a "critical angle" described as the maximum
degree of deflection possible for the actin filaments within a stereocilium
to undergo before damage occurs in the crystal lattice [20].

Stereocilia of OHCs are often found to be discarded, while the stereo-
cilia on the IHCs remain on the cells fused together with its neighbors
[21]. These findings may coincide with the stereocilia of IHCs and OHCs
differing considerably in thickness and in the number of actin filaments
iaserted in the cuticular plate.



Fig. 2. Illustrations of the morphological differences of hair
cell damage and the importance of noise intensity and
duration. A: "Rabbit-like" damage of the IHC stereo-
cilia found in the guinea pig 3 weeks after a 146 dB
broad-band stimulus for 15 min. B: OHC stereocilia
loss seen 3 weeks after a 115 dB exposure to the broad-
band noise for 120 min. in the guinea pig.

Giant cilia are predominantly found in ears with severe noise damage.
The outgrowth is, at least in the rabbit, not found until two months or
more after a noise exposure [22]. The giant cilia are predominantly found
in rabbits on OHCs in the apical turn [23,24] and on IHCs in the middle and
basal turns of the cochlea [4]. It is not yet known if the actin forming
the giant cilia consists of newly formed actin or if it is a reorganization



of the actin of the former cilia. A morphometric analysis of the glant
cilia is in progress; the primary results available at present indicate
that the actin content in a large giant cilium is larger than in the whole
array of cilia in a normal IHC from the same region of the cochlea (Viberg
and Engstrom, in preparation).

Species differences and importance of noise intensity. The different
types of stereocilia alterations described above may be found in several
different species and after several different types of noise exposure. The
extent and the number of cells with altered cilia may vary much between
species and between individuals of the same stock exposed to the same sound
(Fig. 2).

The first structures of the rabbit cochlea to show alterations after a
broad band noise exposure (115 dB SPL for 15 or 30 min.) are the IHCs in
the middle and basal part of the cochlea [23]. In a few of our rabbit ears
the only alterations found were fused and inclined stereocilia on the IHCs;
all OHCs had a normal appearance. In many ears there was also an area with
OHC loss and damage but extending basally of this there was a long distance
with only THC damage [25]. A different pattern of damage may, however, be
found if the rabbits are bilaterally exposed to the same total energy of
noise (115 dB for 30 min.) but at a sound level of 85 dB SPL for 512 h.
These animals exhibited only OHC damage (Engstrom and Borg, in prepara-
tion). In contrast to the rabbit, the cat always has OHC damage as well as
IHC alterations. In these cochleas of cats the THC alterations may extend
beyond the region of OHC damage [10,26]. On the other hand, it is gener-
ally found that the guinea pig stereocilia pathology, induced by noise
exposure, can first be observed on the first row of OHCs, then on IHCs and
thereafter on the second and third row of OHCs (c.f. Robertson and
Johnstone 1979). There was no damage found in the ears of guinea pigs when
exposed at 115 dB SPL for 15 min. which would produce IHC fusion and in-
clination in the rabbit. When prolonging the 115 dB exposure to 60-120
min. to produce a permanent threshold shift (PTS = 30-40 dB), then the
classic picture of predominantly OHC loss and damage was found in SEM (Fig.
2B). Some guinea pigs were exposed to the same noise but at a sound level
of 146 dB SPL which produced a permanent threshold shift of 30-40 dB with a
15 min. exposure. These guinea pigs showed a different pattern of hair
cell damage than those exposed at 115 dB for 60-120 min. The distribution
of IHC and OHC stereocilia pathology differed in different parts of the
noise lesion. Fig. 3A shows the normally appearing organ of Corti from the
basal turn of one of these short duration, high sound level animals. Fig.
3B and C show the alterations seen in the center of the lesion and Fig. 2A
shows the "rabbit like" alterations of the IHCs seen for 1/4 - 1/2 of a
turn apfcally of the damage seen in 3B and C (Engstrom et al., in
progress).

Functional Correlates

It is not until recently that stereocilia alterations have been studied
systematically. Tt has been shown that even minor cilia damage can be cor-
related to alterations of ear sensitivity. Inner hair cell stereocilia
alterations in the cat have, for instance, been correlated to a shift of
the whole tuning curve of single nerve fibers [26]. In the rabbit, alter-
ations of IHC stereocilia have been correlated to a shift of the threshold
of the middle ear muscle reflexes in the corresponding frequency range [25].
Alterations of cilia only on OHCs have been shown to correlate to a rise of
the threshold of the tip and a hypersensitivity of the "tail" of the tuning
curve from single nerve fibers [27]. Furthermore, for example, Slepecky et
al. [18] have found that OHC cilia alterations may correlate to a 40 dB
hearing loss established with an evoked electrical response measurement.



Fig. 3. Normal appearing stereocilia from the basal turn of
the noise exposed guinea pig also illustrated in B
and C. (SEM). B: Alterations found in the center of
the lesion showing IHC stereocilia loss (B) and IHC
and OHC-1 loss (C).

The mechanisms of stereocilia fusion and outgrowth are not understood
but some relevant information is available. Duvall et al. [28], for ex-
ample, found fusion of stereocilia a few days and some weeks after mixing
cochlear fluids by making a rift in the membrane of Reissner. The fusion
was interpreted to be the result of the upper surface of the hair cell
being sensitive to the influence of sodium ions from the perilymph. In an
attempt to test the role of sodium, we have injected artificial perilymph
into the endolymph of guinea pigs. The preliminary results show no stereo-
cilia fusion but extensive OHC loss (Engstrom et al., in progress). An-
other ion to test for involvement in stereocilia fusion is calcium, since



calcium is known to play a role in fusion in other cell systems [29]. It
has also been shown that if the calcium concentration is altered in either
the perilymph or the endolymph, the cochlear microphonics is affected
[30,31]. 1In an attempt to find out if the fusion needs a normal function-
ing inner ear, we have exposed rabbits to noise after death. The morpho-
logical alterations seen with SEM in these ears do. not deviate from what
can be seen in an animal terminated the first hours after a noise exposure.

CONCLUSION

All types of stereocilia damage described can be seen in all species
commonly used in auditory research. However, the different types of stereo-
cilia alterations are found in different proportions in different species.
New results have shown that the proportions of OHC and IHC stereocilia al-
terations may depend on the exposure level and duration. The different
types of stereocilia lesions described cannot at present be tied to speci-
fic functional alterations. The most important feature is if the damage
occurs on the IHC or the OHC. The degree of cilia damage can roughly be
related to the amount of noise delivered and the shift of tuning curve,
auditory threshold and threshold of the middle ear muscle reflex.
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DISCUSSION

Pfander: Did the location of the cochlear lesion correspond to the
frequency of the hearing loss? We have done experiments with animals in
which the destruction was near the helicotrema; however, the TTS was at the
higher frequency so that the location of the damage did not correspond with



the hearing loss. Secondly, what was the percentage of damage of inner
hair cells and outer hair cells? It appears that most of your damage is to
the inner hair cells. Thirdly, could you describe your exposure?

Engstrom: The exposure was a broad band noise of 115 dB. 1In the
rabbit, location of inner hair cell damage corresponded well with the
frequency and range of threshold shift of the stapedius muscle reflex, but
not with the threshold shift of the ABR. When there was a shift in the
ABR, it corresponded most closely with the combination of inner and outer
hair cell loss, but not perfectly. We had mixed damage in the guinea pigs.
The damage occurred near the frequency of the exposure, i.e., mainly in the
middle part of the cochlea. The area near the helicotrema and near the
hook appeared normal.
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INTRODUCTLON

Many experimental observations over the past decade have indicated
that the role of stereocilia structure and function in cochlear hair-cell
transduction is more complicated than previously thought. Among these
recent observations are those that elucidated the cytoskeletal organiza-
tion of the stereocilia and cuticular plate [21,81], and the extracellular
structures that bind individual stereocilia together [6,50,51]. In addi-
tion, the kinetics of hair-cell physiology have been well described [7,9,
55] and the directional sensitivity of stereocilia movement on individual
hair cells is now known [22,28,75]. Descriptions of static and dynamic
stereocilia movement in the mammalian cochlea have recently been presented
[23,38,75]; these data are critically important to our understanding of
hair-cell function and dysfunction.

Numerous investigations have tried to characterize the effects of
intense sound on stereocilia by correlating physiologic responses in the
auditory system with structural damage to the sensory hair [41,42]. These
reports have provided valuable information about the configurations of
stereocilia injury and their possible contribution to auditory function.
Unfortunately, the loss of auditory function following exposure to intense
sound may arise from the complex interaction of receptor cell and whole
organ injuries, and need not be the exclusive result of stereocilia
pathology. In order to understand the contribution of stereocilia damage,
it is important to isolate the functional injury to the sensory-hair bundle
and examine it independent of other cell or organ injuries. The experi-
mental methods to accomplish this have only recently been developed [38,
60-62].

In this report we will briefly summarize what is known about acoustic
injuries to stereocilia and the structural damage that might account for
these injuries. Finally, we will present data from recent experiments with
the isolated guinea pig cochlear coil, which describe micromechanical
changes in stereocilia following overstimulation.
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ACOUSTIC INJURY TO STEREOCILIA

Stereocilia Pathology Revealed by Scanning Electron Microscopy

Evaluation of the stereocilia by scanning electron microscopy has
uncovered numerous pathologies following intense sound exposure. Perhaps
the most universal observation following exposure is the presence of hair
cells on which part or all of the stereocilia bundle is "missing" [1,17,
33,43,48,53,80].

Another category of acoustic injuries is the so called "floppy,"
"disarrayed," or "collapsed" sensory hairs. Floppy stereocilia are
characterized by curves in the shaft which make it look as though it were
built of a compliant (rather than a rigid) material [12,30,31,44,45,73].

"Disarrayed" stereocilia appear straight and rigid [34,40,43], but
they are bent at their bases, so that individual members of the bundle
appear separated or "splayed-out" [14,15,47,62,68,78,85]. The most severe
pathology of this category occurs when the sensory hairs "collapse" onto
the cuticular surface of the hair cell [18,32,52,76,80]. When IHCs are
affected, the collapse always involves the tallest members of the bundle
and is directed away from the modiolus [80].

Another form of stereocilia pathology is "fusion." This injury is
characterized by several or all of the hairs on the bundle sharing a common
plasma membrane [13,18,54,67,71,79]. Fused sensory hairs have been re-
ported in mammalian [14,16] and non-mammalian ears [62] following noise
exposure. Collapsed stereocilia may also fuse with the apical membrane of
the hair cell [14,77].

"Giant" stereocilia are hairs that appear abnormally long and thick
and are frequently seen collapsed onto the apical surface of the cell [18].
A variation of the giant sensory hairs are the "elongated" stereocilia,
which appear longer and thinner than normal [29,57,86]. In the mammalian
cochlea, fused, giant, or elongated stereocilia were reported more fre-
quently on IHCs than OHCs [18,48,80].

The stereocilia normally have a conical taper (over the last tenth to
quarter of a micron of their length) at their insertion into the top of the
hair cell. This tapered base in the "ankle" region of the hair gives the
impression that the stereocilia rotate about this point [20,24]. Recent
examinations of noise-exposed alligator lizard and chick ears revealed many

stereocilia with an "ankle" that appeared "stumpy" rather than conical
[8,82,83,84].

More than a decade ago, Spoendlin [70,71] suggested that hair cells
expel a damaged cuticular plate into the sub-tectorial space, and this
event precipitates hair-cell degeneration. Research since then has iden-
tified noise-exposed hair cells on which the cuticular plate appears to
"bulge" outward, and still others where the plate is actually being
expelled from the cell [2,32,34,80].

The literature suggests that "missing," "disarrayed" and "collapsed"
stereocilia are the most frequent forms of sensory hair damage observed
after noise exposure. The other forms occur irregularly, though the giant
or elongated hairs are frequently seen in the cochlea of noise-exposed
rabbits [15]. The floppy condition has been less thoroughly investigated
because of its relative rarity. In subsequent sections we will consider
the cytoskeletal and extracellular damage in the stereocilia, rootlet
region, and cuticular plate that contributes to the abnormalities described
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above. The reader should realize, however, that the "statie" picture
developed above has not dealt with the onset and development of these
pathologies, their potential for recovery, their correlation with specific
sound exposure conditions, their variability from cell to cell, or their
contribution to hair-cell function. These issues are significant and at
present are basically unresolved.

Steroecilia Damage and Sensorineural Hearing Loss

The relation between stereocilia pathology and the loss of auditory
function is only beginning to emerge. Stereocilia damage has been corre-
lated with auditory nerve fiber responses [40,41,42,43,48,52], N1 action
potential thresholds [53,54,84], auditory brain stem responses [16],
middle-ear muscle reflexes [3], and behaviorally-measured thresholds [4,15,
66,67]. Procedural differences, unfortunately, make it difficult to draw
any generalizations from this data. Nevertheless, it is clear that stereo-
cilia pathology is associated with functional alterations in the auditory
system. These relations, however, need to be strengthened by describing
the functional changes in the stereocilia themselves following exposure to
intense sound.

MECHANISMS OF STEREOCILIA, ROOTLET, AND CUTICULAR PLATE DAMAGE

In this section, we plan to briefly describe the cytoskeletal organ-
ization of the stereocilia and cuticular plate, and then consider how
injuries to this organization might produce the pathological conditions
described above. A summary of the sites of damage in stereocilia is pre-
sented in Fig. 1; many of the points raised below can be referred to this
figure.

The Cytoskletal Framework and Extracellular Morphology of Stereocilia

Flock and his colleagues, in 1977, reported that the microfilaments
within stereocilia were composed of the protein actin [20,21]; and subse-
quent research has identified actin filaments in mammalian, avian, and
reptilian species [26,35,58,63,64,65]. The stereocilia actin exhibits
three distinct organizational features; a) the actin filaments are oriented
vertically, extending along the entire length of the hair shaft; b) the
actin filaments are hexagonally packed in the stereocilium; and c¢) there
are protein crossbridges oriented perpendicularly to the filaments which
serve, among other functions, as "spacers" to keep the filaments sepa-
rated. The details of this "crystalline" organization have been presented
elsewhere, but one functional role is clear: the actin array imparts enor-
mous rigidity to the stereocilium, allowing each hair to act as a rigid rod
pivoting about its base [10,11,64,81,83]. In addition, deflections of a
stereocilium cause the filaments to slide past one another, and this shear
produces changes in the cross-sectional geometry of the crystal matrix [64,
83]. These changes provide clues to the cytoskeletal structure that might
be at risk during overstimulation [57,62].

The extracellular morphology of the stereocilia bundle has become an
important region for anatomic evaluation. Two aspects are presently
emerging. Iurato [37] first provided some quantitative information from
the guinea pig cochlea that stereocilia height varied from the base to the
apex. In the high frequency region (the base), the stereocilia were sub-
stantially shorter than in the low frequency region (the apex). This
observation is the same across all hair-cell rows in the mammalian cochlea
[44,87]. In addition, the numbers of stereocilia per hair cell, and their
diameter also change with cochlear location [25,82].
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Fig.

In the central part of this figure, the normal
organization of the stereocilia is presented. The actin
filaments, crossbridges, rootlet, cuticular plate and
extracellular connections are all represented. Some
artistic license has been taken in the representation of
these structures for the sake of clarity. The inserts
indicate possible damage to the various structures
following overstimulation: A) The link between the tip
and shaft of adjacent stereocilia has been broken. B) The
interconnecting filaments between stereocilia have been
broken. This damage may occur to the connections between
stereocilia in the same row (as illustrated) and between
stereocilia in adjacent rows (not illustrated). C) The
connection between the tallest hairs in the bundle and the
tectorial membrane has been broken. D) This panel shows
disassembly of the actin matrix along the shaft of the
stereocilium. Similarly, the filament links between the
actin core and the plasma membrane have been broken. Here
we see disassembly of the actin matrix at the base of the
stereocilium. Also, the filament links between the
rootlet structure and the plasma membrane in the tapered
base have been broken. F) The fine filaments in the
cuticular plate, which interconnect the rootlet with the
actin filaments of the plate, have been broken. G)
Finally, the rootlet has been severed at the junction
point between the stereocilium and the cuticular plate.



The extracellular connections between individual hairs in the stereo-
cilia bundle is another feature that is being studied. These connections
were first observed in transmission electron micrographs [20,60] and have
now been described for a variety of vertebrate species [26,49,51]. At
first it was thought that these links maintained the bundle in an intact
condition. This is true, but the recent observations of Pickles and his
associates [6,50,51] have raised the importance of these structures. These
authors identified crosslinks in guinea pig cochlear hair cells that
extended from the tips of the shortest row of stereocilia to the shaft of
the middle row of stereocilia. Similarly, the middle row of hairs have a
link that extends from their tips to the shafts of the tallest row of
stereocilia. The morphology of these crosslinks have subsequently been
described in detail [6,50], and there has been speculation concerning their
possible role in the micromechanics of hair-cell transduction [27,51].

The Structural Organization of the Rootlet and Cuticular Plate

The cytoskeletal organization of these two regions of the hair cell
have recently been summarized [64]. In the core of the hair at the tapered
base, an electron-dense material is found which projects down into the
cuticular plate and back up into the stereocilium. This rootlet communi-
cates with the fibrous meshwork of the cuticular plate through a population
of very fine rootlet fibers about 30 Angstroms in diameter (see Fig. 1).

It is not clear how the rootlet communicates with the actin filament within
the stereocilium. The rootlet apparently serves to anchor the actin core
of the stereocilium to the cuticular plate. Moreover, the rootlet appears
to have elastic properties [64].

The cuticular plate contains two populations of microfilaments; the 60
Angstrom actin filaments and a set of smaller 30 Angstrom filaments (for a
review see [64]). The organization of these filaments is complex, but they
do seem to interact with each other and with the rootlet. It would seem
that the principle role of the cuticular plate is to provide a stable
platform on which the stereocilia can pivot.

Possible Mechanisms of Cytoskeletal and Extracellular Injury to Stereocilia

Changes in sensory-hair rigidity. Hair cells in the cochlea of noise-
exposed alligator lizards have stereocilia so badly damaged that the crys-
talline array of actin filament crossbridges could not be identified [85].
Tilney and his colleagues [84] argued that these stereocilia would exhibit
a great reduction in rigidity, and such a loss could account for the floppy
appearance of stereocilia. We should note, however, that an examination of
noise-damaged IHC stereocilia in the rabbit failed to replicate these ob-
servations [18]. The mechanism that causes the disassembly of the actin
array throughout the core of the stereocilium is not known. It is thought
that energy absorption at the crossbridge/actin junction, due to the shear-
ing of the actin filaments during deflection, may be one cause [57]. In
addition, the idea of a "critical angle" has been proposed [64]. As the
filaments slide past one another during a deflection of the hair, there is
a reduction in their parallel separation. The amount of shear, however, is
limited by the physical dimensions of the actin filaments and crossbridges,
and by electrostatic repulsions. When a deflection occurs that exceeds the
critical angle, damage to the actin matrix may begin. The shearing action
of the filaments may also break the fine filaments connecting the actin
array with the inner surface of the plasma membrane (Fig. 1D).

Loss of sensory hair stiffness. The sensory hair is designed to pivot
at its base, and during stimulation, the stress on molecular structures in
this region will be great. The rootlet is thus the most obvious weak link
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in the stereocilium, and structural failure here is not surprising. The
shearing movements of the actin filaments and crossbridges may produce such
stress that disassembly of the actin crystal in the "ankle" region readily
occurs. In addition, communication in the tapered base between the plasma
membrane and the rootlet (through 30 Angstrom filaments) has been reported
[26,35,36,67]. A deflection of the stereocilium will cause the rootlet to
bend, producing an alternating compression and stretching of these 30
Angstrom filament. Furthermore, the rootlet has spring properties that
resist bending, and during overstimulation, the tolerance limits of this
spring may be exceeded. The stress on these structures (the crystalline
array, the fine filaments and the rootlet) when the deflections are great
and sustained, may lead to structural failure in the form of a rootlet
fracture or disassembly of the actin array (see Figs. 1E and G).

Recent investigations have shown that the stereocilia rootlet can
indeed be damaged, and thus far two forms of pathology have been identi-
fied. One is seen as a depolymerization of the actin core at the base of
the hair, while the second is a fracture or break in the rootlet itself
[18,67,84].

Another possibility is related to the fact that the rootlet is secured
in the cuticular plate by a meshwork of fine filament. Excessive mechani-
cal deflections of the stereocilia will apply stress on these 30 Angstrom
"cementing" connections in the plate, and this may cause them to deterio-
rate (Fig. 1F). Acoustic injury to these fine cuticular plate filaments,
however, has yet to be reported.

Injury to the actin crystal, breaks in the rootlet itself, or a re-
duction in rootlet attachments to the cuticular plate would all serve to
decouple the stereocilia from the cuticular plate. The mechanical con-
sequences of this would be a reduction in the stiffness of the sensory
hair. Disarrayed" or "collapsed" stereocilia would be expected to arise
from structural failure in the region of the rootlet. Finally, damage to
the extracellular links between stereocilia (Figs. 1A and B), or to the
connections between the distal tips of the OHCs and the tectorial membrane
(Fig. 1C), may indirectly contribute to rootlet injury by changing the im-
pedance properties of the hair-cell bundle as a whole. The occurrence of
"missing" stereocilia may be the most severe consequence of rootlet damage
and in this case the hair is simply torn from the cuticular plate.

In the preceding sections we have made two points. Firstly, the so-
called floppy stereocilia are due to changes in sensory-hair rigidity. The
loss in rigidity is due to partial or complete damage to the actin crystal
along the length of the stereocilium. Secondly, "disarrayed," "collapsed"
or "missing" stereocilia are most likely caused by changes in sensory hair
stiffness. The loss of stiffness arises from structural failure in the
region of the tapered base (Figs. 1E, F and G), and may or may not be
accompanied by damage to the extracellular crosslinks between members of
the bundle (Figs. 1A, B and C).

Possible Mechanisms of Fused, Giant and Elongated Sensory Hairs

Changes in the electrical properties of the cell membrane during
overstimulation may initiate processes that lead to stereocilia fusion.
There is evidence that membranes can break down in the presence of
excessive intracellular pressure or transmembrane voltage gradients [88].
The voltage gradients and pressures that initiate membrane breakdown and
cell fusion are quite high in plant cells [89]. Stimulation of stereocilia
may also produce large electrostatic charges on the membrane or increments
in intracellular pressure that may contribute to either the dissociation of
membrane lipids or disassembly of membrane proteins. Similarly, the

16



membrane surface of the stereocilia is negatively charged, and this is
balanced by a layer of positive counter ions derived from the surrounding
medium. The repulsive forces of these charges would tend to keep the
stereocilia apart. Overstimulation may produce mechanical trauma suf-
ficiently great to overcome the repulsive force between stereocilia and
their collapse against each other could result in membrane fusion [24].

It is also possible that the filaments that interconnect the crystal-
line array with the plasma membrane [26,49,83] denature, and the result
might be a more fluid plasma membrane (see Fig. 1D). By these mechanisms,
damaged membranes around a sensory hair may fuse with those of a
neighboring hair to produce a new structure [45,86].

We understand even less about the formation of giant or elongated
stereocilia. 1In the future, it will be important to learn if the new
material in these stereocilia has the same actin organization found in
normal hairs, and whether this is constructed from the remains of the old

stereocilia or with material transported from the cell cytoplasm or the
cuticular plate.

Possible Mechanisms of Cuticular Plate Damage

Damage to this region has not been adequately described, so the
underlying mechanisms remain vague. Displacements of the stereocilia will
exert stress on the filamentous matrix of the cuticular plate through the
rootlet (Fig. 1F); this in turn may cause denaturing of the microfilament
structure throughout the plate. Denaturing of the microfilament could
"soften" the cuticular plate.

Swelling of the hair cell following noise exposure has been reported
[56,72] and was related to changes in the regulation of ionic concentra-
tions or osmolarity [45]. A general edema of the intracellular environment
could be the source of pressure that causes the "bulge" seen in noise ex-
posed cuticular plates [19,29,45-47,77]. When the pressure and bulge
becomes too great, the softened plate is expelled from the cell [53].

CAN DAMAGED STEREOCILIA BE REPAIRED?

One of the crucial questions is whether or not the injuries described
above are reversible. Tilney and his associates [84] were left with the
impression that less cytoskeletal damage was apparent in alligator lizard
stereocilia following an 11 day recovery period, compared to that seen
immediately after exposure. Other authors have also suggested that
"floppy" stereocilia seem to recover with the passage of time. However,
none of these impressions has been adequately verified [12,30]. Some
additional support for this possibility is found in the studies by Stopp
[73,74], but her data are also difficult to interpret.

Disarrayed, fused and collapsed stereocilia have been reported in
noise~exposed cats, guinea pigs, and rabbits after recovery times ranging
from 42 to over 500 days [15,40,43,48,52]. It thus appears that some in-
Juries to the rootlet region do not recover. Nevertheless, further work on
this problem is needed.

THE GROWTH AND RECOVERY OF MICROMECHANICAL THRESHOLD SHIFT IN
STEREOCILIA FOLLOWING OVERSTIMULATION

In the preceding sections we noted that it was difficult (with con-
ventional acoustic overstimulation studies) to isolate the relation between
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stereocilia pathology and deficits in auditory function. This is because
acoustic injury to the stereocilia may be concurrent with other injuries to
the organ of Corti. Moreover, functional changes in stereocilia them-
selves, following overstimulation, were not identified. Recently, direct
measures of stereocilia micromechanics, following exposure to intense
stimulation have been used to study the growth and recovery of threshold
shift [5,59,61,62]. In addition, the contribution of active cell processes
were identified by studying these fatigue processes in metabolically-
blocked hair cells. These findings will be summarized below.

The Isolated Cochlea Coil and Stereocilia Stimulation

Following sacrifice, the bulla and temporal bones of pigmented guinea
pigs were bilaterally excised. The bones were placed in culture medium
[39,61] which partially simulated perilymph. The apical cap and the bony
walls of the cochlea (in the apical turns) were dissected away, and the
stria vascularis in this region was pulled free. The osseus spiral lamina
was removed, and radial cuts in the organ of Corti were made to delineate a
region of interest (usually three-quarters of a turn). Beneath these
radial cuts, the modiolus was broken to reveal the auditory nerve. The
nerve was sectioned and the isolated turn of the cochlea removed and
mounted in a miniature vise. Specially designed scoops were used to
surround the coil with medium, while it and the vise were transferred to a
chamber (also filled with medium) attached to the stage of a differential
interference contrast microscope. The preparation was examined with a 40X
water-immersion objective (N.A. 0.75) and all measures of sensory hair
motion were made at 800X. Testing took place at room temperature (22
degrees C).

The stimulus was an oscillating water jet at 200 Hz, delivered
through a glass pipette whose tip diameter was between 8-10 microns. The
stimulus could be varied in 1.5 dB steps. The stimulating pipette was
attached to a micromanipulator which allowed us to move the tip in the
subtectorial space and direct the water jet to selected hair-cell
stereocilia bundles. Details of the stimulus system have been described
elsewhere [38].

Measurement of Stereocilia Motion

The isolated cochlear coil was placed under the microscope so that the
tips of the stereocilia could be viewed while looking down on the reticular
lamina. Stereocilia movements produced by the oscillating water jet were
made visible by illuminating the coil with stroboscopic light at a fre-
quency slightly offset from that used in the water jet. 1In this way, the
stereocilia appeared to move slowly back and forth with stimulation. All
measurements were based on the relative dB value of stimulus needed to pro-
duce a visual detection level threshold of stereocilia movement.

Procedure

A pre-exposure detection threshold was measured several times. The
sensory hairs were then overstimulated by exposing them to the water jet
for various intervals of time at fixed intensity levels above threshold.
After the exposure, the stimulus was reduced and the detection level
threshold was again measured. The specific procedures for the growth and
recovery experiments will be described when the data are presented. The
data were converted to threshold shifts by subtracting the post-exposure
from the pre-exposure thresholds.
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Growth and Recovery of Threshold Shift in Stereocilia Micromechanics

Stereocilia from all four hair-cell rows were examined at each of
three exposure levels; 8, 13, and 18 dB above threshold. The hairs were
exposed for one minute, and then the stimulus was reduced and a threshold
obtained. The exposure then continued for another minute, followed by
another threshold estimate. This cycle continued for a total exposure
duration of ten minutes. The threshold estimates usually took only 20
seconds. Detailed results have been presented elsewhere [61]; a summary is
provided in Fig. 2A. 1In this figure, the data over all hair cell rows have
been averaged for each exposure level. Each data point represents the
average threshold shift of 28 hair cells (seven cells from each of the four
hair-cell rows). As can be seen, there was a systematic growth in thresh-
old during the first five to six minutes of exposure. This was followed by
a plateau in which the amount of threshold shift remained constant. The
threshold shift at the plateau differed for each of the three exposure
levels with the more intense exposure producing a higher plateau. The
relation between threshold shift at the plateau and exposure level is
presented in Fig. 2B. Threshold shift grew in a very orderly fashion, and
a regression line fitted to these data exhibited a correlation of 0.9.
Every dB increase in exposure level (for intensities 5 dB or more above
threshold) produced a 0.68 increass in maximum threshold shift.
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Fig. 2. The growth of threshold shift for three different
levels of overstimulation during a 10 minute exposure
period is presented in the A panel. Panel B presents
the average threshold shift measured between 6 and 10
minutes of exposure at each of the three levels. The
regression equation on these data allow a prediction of
maximum threshold shift (Max, ) for exposure levels §
dB or more above threshold. °°
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These results have also been described in terms of hair-cell row and
are presented in the left hand portion of Fig. 3. Threshold shift at the
plateau was greatest for OHC, bundles and this was followed by OHC, stereo-
cilia. The IHC and OHC, sensory hairs showed about the same level of maxi-
mum threshold shift. Tgese data were obtained by summing the results from
the three exposure conditions for each hair-cell row.

Stereocilia from hair cells on each row in turns 2-3 and 3-4 (13-14
and 16-17 mm from the base) were stimulated for 5 minutes at an intensity
13 dB above the detection threshold. Following the exposure, detection

T T T T T T T T T T T T T T
-10F GROWTH D RECOVERY ]
iy 0-0 IHC
e-e OHC,
g -8 a4-a OHG,
s8-8 OH
z -7t ' s
-
— ’
I
(/2] -5+ N -
N
S -af 8
o
» -3 1
T
r -2r ~\‘\\‘ g
=
1k -
0 —~a—3%
1 ’ L 1 1 1 1 1 A1 1 1 1 1 1
0 2 4 6 8 10 0 2 4 6 8 10 12 14 16

TIME IN MINUTES

Fig. 3. The left panel indicates the growth of threshold
shift for each of the four hair cell rows. The IHC
and OHC reached a plateau earlier than the other
two OHC rows. The right panel indicates the recovery
from threshold shift for each of the four hair cell
rows. Regression lines fitted to the recovery data
revealed that the recovery slope was the same for
each hair cell type.

thresholds were measured at 0.5, 2.5, 4.5, 6.5, 9.5, 12.5 and 14.5 minutes
of recovery. The results are presented in the right hand portion of Fig.
3; each point represents stereocilia behavior on about 20 hair cells.
Again, the magnitude of threshold shift at 0.5 minutes post-exposure varied
among hair-cell rows with OHC showing the greatest shift. During recovery
the IHC, OHC, and OHC, stereocilia returned to the pre-exposure thresholds.
The OHC1 senSory hair bundles recovered to within 1.5 dB of the pre-
exposure level. The slope of the recovery curves during the first 8.5
minutes was nearly the same for each hair-cell row, and we have interpreted
this to mean that the underlying process was the same [59]. The
differences in susceptibility to overstimulation between the four hair-cell
rows is not completely clear, but may be related to differences in the
height of the sensory hairs. Threshold is defined by a constant deflection
(about 0.2 microns) of the stereocilia tips. The angular deflection of
taller stereocilia would be less than shorter ones to achieve this 0.2
micron threshold. Since the OHC, stereocilia are substantially shorter
than the other rows, these hairs would receive a stronger stimulus. If
this assumption is correct, then the susceptibility to overstimulation may
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be more related to stimulus intensity than to some intrinsic property of
the stereocilia themselves.

A1l the threshold shifts were plotted as negative numbers, which indi-
cated that it took less stimulus intensity to achieve a detection threshold
following overstimulation. This observation implies that the stereocilia
have become "looser" or mechanically less stiff. We have considered three
possible explanations for the loss in stiffness. The first of these is
damage to the core of the stereocilium similar to that assumed to occur
with "floppy" stereocilia (see Fig. 1D). However, the clear impression
gained from these experiments was that stereocilia always moved as rigid
rods pivoting about their base. A compliant or "rubbery" stereocilia shaft
was never observed. The second possibility was that damage occurred to the
"ankle" region of the stereocilia (see Figs. 1E, F and G). A third pos-
sibility was that the extracellular connections between stereocilia
deteriorated and the impedance properties of the bundle as a whole de-
creased (see Figs. 1 A, B, and C). This would also cause a loss in stiff-
ness. These latter two possibilities seemed most likely, but must await
verification by microscopic examination of the stimulated cell.

Threshold Shift in Stereocilia on Metabolically Blocked Hair Cells

A number of procedures were used to metabolically block hair cell
activity. These included age, cooling, and poisoning [62]. We will only
describe the results from poisoning the hair-cell preparation with NaCN.
The isolated coil was prepared as described and detection thresholds were
measured in the normal culture medium. Following this, a NaCN solution was
injected into the microscope chamber to achieve a 2.0 mM concentration.
The preparation was allowed to equilibrate for 30 minutes. The growth and
recovery of threshold shift were then studied as described above. Only the
results from OHC, will be presented, although similar observations were
made with the other hair-cell rows. Fig. 4 presents the findings for the
growth (left panel) and recovery (right panel) of threshold shift. The
variable of interest in these panels is the medium bathing the cochlear
coil. The growth of threshold shift in control cells shows the patterns
previously described. However, in the poisoned cells, the growth of
threshold shift appeared to be delayed by one minute, then increased
monotonically during the next nine minutes. The last threshold sampled
showed that the poisioned stereocilia had a threshold shift that was 39%
larger than the control cells. The recovery from threshold shift is seen
in the right hand panel. The initial shifts, following a five minute
continuous exposure was different for control and NaCN cells. During
recovery the control cells returned to the pre-exposure level, whereas the
poisioned cells showed very little recovery.

We have concluded that these observations indicate an active process
in the apical region of the cell which is counteracting the loss of stiff-
ness caused by overstimulation. During exposure, the growth of threshold
shift reached a plateau, indicating that the injury process had reached
some steady state. This may represent a balance between those processes
that contribute to a loss in stereocilia stiffness and those that try and
maintain stiffness. The poisoning experiments indicated that these pro-
cesses depend on normal cell metabolism. When the process that maintained
stiffness was removed or inhibited, the growth of threshold shift continued
unhampered. The same reasoning applies to the recovery curves. The post-
exposure improvement in threshold represents a process in the cell re-
pairing damage and restoring stiffness. When this process was removed by
poisoning the cell, recovery no longer occurred.
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Fig. 4. The growth and recovery of threshold shift is
plotted for sensory hair bundles on OHC. cells.
The behavior of control cells, bathed in normal
culture medium, was similar to that seen in the
previous two figures. When 2.0 mM NaCN was
added to the culture medium, the growth and
recovery behavior of the sensory hair bundles
changed. The left panel shows that the NaCN-
treated stereocilia did not reach a plateau,
but continued to show growing threshold shift
during the entire 10-minute exposure period.
The right panel indicates that the NaCN-treated
stereocilia exhibited minimal recovery during
the 15 minute test interval.

Since the injury that caused the loss in stiffness has not been iden-
tified, it is difficult to speculate on the nature of the repair process.
Nevertheless, activity in the protein structure of the stereocilia or
cuticular plate is implied. There is a considerable time difference
involved in the building of new protein structure or the repairing of
damaged structure. Since the recovery process was rapid, we would suggest,
as a working hypothesis, that the hair cell is repairing damaged structure
rather than synthesizing new material.

CONCLUSION

In this essay, we have described the numerous pathologies that can
occur to stereocilia. We have also suggested that knowledge of the cyto-
skeletal and extracellular organization of the sensory-hair bundle can help
us understand the nature of these pathologies. In addition, we demon-
strated that it is now possible to isolate stereocilia injury from other
forms of overstimulation damage to the hair cells. The data presented
indicate that stereocilia can show a loss of stiffness following over-
stimulation. The growth of threshold shift appeared orderly and was
related to the level of the exposure stimulus. Moreover, some sort of
restorative process appeared to limit the maximum amount of threshold shift
(the plateau) at each exposure level. The recovery data showed that micro-
mechanical stiffness can return to pre-exposure levels following over-
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stimulation. Finally, the presence of an active process controlling and
perhaps even modulating the growth and recovery process is intriguing, but
needs to be examined further to identify the mechanisms involved. These
mechanisms may be fundamental to our understanding of the apical region of
the hair cell.
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DISCUSSION

Shaddock: I'm curious about the splaying effect of the cilia,
especially when they come back together. Which of the mechanisms that you
proposed might be responsible for this?

Saunders: One possibility is that the interconnecting links are
stretched. We do not know if the links are proteinous, but if they are,
they conceivably could be stretchd. If they retain their elastic
properties, then they may reform themselves during the recovery period.

Pickles: Do your histological methods enable you to pick up minimal
changes in the paracrystalline structure which may affect its mechanical
strength without causing complete dissolution which you showed in your
previous publications?

Saunders: We have replaced our original optical defraction methods

with a laser diffraction method which allows you to look at periodicity
below the visual detection level for damage to the actin crystal. So we
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hope to develop that technique during the coming year to look at what would
be injuries to the paracrystalline structure way below that which would
occur at these high noise level exposures.

Trahiotis: Could you discuss the relation between your kind of
stimulation and natural stimulation? What I am interested in is the
differential effects of velocity and displacement.

Saunders: This is a cell preparation and it allows us to measure cell
events with great precision. I do not want to make any illusions to the
real world and noise exposure. What we are doing, however, is describing
what possibilities exist for changing the mechanical stiffness of stereo-
cilia and looking at stereocilia changes in an isolated situation. All I
am looking at is the mechanical properties of stereocilia. Up to this
point, we haven't been able to disassociate ourselves from the rest of the
cell. But now it is experimentally possible to manipulate the stereocilia
themselves and look at their mechanical properties. I do not know what the
transfer function is between basilar membrane displacement, tectorial
membrane displacement and stereocilia motion. TIf I did, I could turn my
microns of displacement into something related to sound pressure level at
the eardrum. Until that is known, these must remain cell observations and
have no real-world counterpart.

Salvi: Did you ever try raising the temperature? In a previous
experiment done by Drescher, elevating the temperaure caused the micro-
phonic potential to decrease faster than it normally would.

Saunders: No, we did not do that. In fact, all testing takes place at
room temperature. That may be a criticism of these experiments. Neverthe-
less, it reduces the bacterial growth to the point where you can actually
do the experiments.

von Gierke: Can you make any statement about directional sensitivity
of the original individual cilia?

Saunders: No. In the observations that I have made where we examined
movements of stereocilia at their maximum displacement in both directions,
they appeared to be linearly displaced rather than favoring one direction
or the other.

von Gierke: What I meant was, what effect does changing the angle of
the force on the cilia have?

Saunders: We have not done that. We simply tried to adjust the pipet
to move the face of the hair bundle as effectively as possible.

von Gierke: It could well be that the individual variability comes
from different sensitivities to different directions of motion.

Saunders: Yes. It gets more complicated than that. The movement of
water out from a pipet source is a very complicated stimulus. The eddy
currents generated are very complicated.

Flottorp: It seems that the mechanism you have shown us here could
explain the recovery from TTS over time. However, the TTS sometimes
recovers over three weeks or more from blast waves. Do you have any
suggestions on what the mechanisms could be in this situation?

Saunders: Well, I do not have a suggestion for a mechanism. In our

experiments, we are looking at isolated stereocilia mechanics. When you
look at the recovery for human threshold shift measured in terms of a
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subject's response, there are many factors intervening between the stereo-
cilia and the decision process. We have to appreciate that noise-induced
hearing loss is not due to any one single simple mechanism. Presumably,
other cell factors play a very significant role also.

Pfander: Do you think the cilia of the hair cells are bent down
during TTS and then slowly come up again?

Saunders: It was occasionally observed following the exposure that
the stereocilia would move vigorously. As the recovery process would
start, all of a sudden the cilia would fall over. Well, interestingly, by
injecting just a little negative or positive D.C. water pressure out of the
pipet, you could force the cilia back up again. Some would go on and
recover, while others would just flop over again. They did not rise up by
themselves. They would have stayed flopped over forever had I not done
something. It is an observation on about 10% of 350 cells.
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THE MORPHOLOGY OF STEREOCILIA AND THEIR CROSS-LINKS IN RELATION TO NOISE

DAMAGE IN THE GUINEA PIG

J. 0. Pickles, S. D. Comis and M. P. Osborne

Department of Physiology
University of Birmingham
Birmingham B15 2TJ, UK

INTRODUCTION

We have previously described the morphology of cross-links between
stereocilia, as seen by scanning and transmission electron microscopy
[1-4]. The links can be divided into two sets. The links of the first
set, which have also been described by other authors [e.g. 5-14], run
laterally both between the stereocilia of the same row and the stereocilia
of the different rows on a hair cell. The links of the second set, which
had not been described before, run upwards from the tips of the shorter
stereocilia, to join the adjacent taller stereocilia of the next row. If
stretch of the links was associated with a reduction in the membrane
resistance at one or both of their points of insertion, then many of the
findings from electrophysiological experiments on hair cells, including the
functional polarization of hair cells, can be accounted for simply and
naturally [1,15,16]. We have, therefore, suggested that the tip links are
involved in sensory transduction. The lateral links on our hypothesis have
a purely mechanical role in bracing the hair bundle [1].

It is therefore of interest to answer the questioans: do the lateral
cross-links contribute to the mechanical strength of the stereocilia during
acoustic overstimulation? Are the links, and in particular the hypothe-
sized transducer links, the more vulnerable elements among the stereocilia,
or are they capable of surviving degrees of overstimulation which cause
other damage to the stereocilia? We have sought to gain evidence relevant
to these questions, firstly by describing further the morphology of the
links in normal animals, and, secondly, by looking for changes in the hair
bundle, and looking for possible survival of the links after intense
acoustic stimulation.

METHODS

Transmission Electron Microscopy

Guinea pigs were anesthetized with urethane (1.5 g/kg, IP). The tem-
poral bones were rapidly removed, and the cochlea perfused with fixative,
introduced through the round window and allowed to leak out of a hole cut
at the apex. The fixative consisted of 1% glutaraldehyde and 15% satu-
rated picric acid solution in 0.05 M phosphate buffer (pH 7.4). After 24 h,
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the organ of Corti was dissected out, dehydrated via ethanol and propylene
oxide, and embedded in Epon/Araldite. Sections were cut on a Reichert
Ultracut E microtome and were picked up on Formvar coated grids. They were
stained with uranyl acetate and Reynolds lead citrate, and examined in a
JEOL 120 CX2 microscope, using an accelerating voltage of 80 Kv.

Scanning Electron Microscopy

Specimens were fixed in a 2.5% glutaraldehyde in 0.05 M phosphate
buffer (pH 7.4) or in the glutaraldehyde/picrate fixative described above.
After 24 h the cochlea was removed from the temporal bone and the thin bony
wall removed. After dehydration and critical point drying [1], the modio-
lus was mounted on a stub with Araldite and sputter-coated with platinum or
gold/palladium to a depth of 18 nm, as judged by the thickness monitor.
Specimens were examined in a JEOL 120 CX 2 EM with an accelerating voltage
of 40 kV and images were observed by a secondary electron detector.

Acoustic Stimulation

Guinea pigs were anesthetized (urethane 1.5 g/kg IP), the trachea was
cannulated, the external auditory meati were resected from the skull, and
the bulla was ventilated to the atmosphere via a small tube. Tonal stimu-
lation of 3 kHz at 120 dB SPL, as measured at the tympanic membrane, was
produced with a Bruel and Kjaer 1/2 in driver [17] in an undamped cavity
with a resonance at that frequency. After 24 h stimulation, the animal was
removed and immediately prepared for scanning electron microscopy.

RESULTS

Normal Animals: Further Observations on the Links

The links were seen as described previously [1-3]. In addition,
further observations were made on the points of attachment of the links.

The "tip" links, which we have suggested might be involved in sensory
transduction, were preserved as sometimes incomplete fine strands (arrows,
Figs. 1 and 2). Figs. 1 and 2 show that the tip links are associated with
electron-dense regions underlying both points of attachment. The upper end
of the tip link lies in apposition to a dense region some 40 - 60 nm in
height (in the direction of the long axis of the stereocilium), and some
15 - 20 nm thick (arrowheads, Figs. 1 and 2). The dense region here forms
a bridge between the external surface of the stereocilium and the filament-
ous core. There is also an increase in the density of the filaments
immediately underlying the dense area. In many cases, there seems to be a
small dip in the center of this upper dense region (arrowhead, Fig. 2).
The lower end of the tip link, which inserts into the tip of the adjacent
shorter stereocilium, is also apposed by a dense area. Unlike the upper
dense region, this dense region lies under the surface membrane at the tip
of the stereocilium. It forms a cap over the ends of the underlying
microfilaments (double arrowheads, Figs. 1 and 2). Unlike the dense cap
overlying the apical ends of the filaments comprising the tallest stereo-
cilia on the hair cell, the dense region here covers only the ends of the
microfilaments immediately underlying the tip link. The dense region here
is 10 - 15 nm thick, and, in sections cut as in Figs. 1, 2 and 4, is 30 -
50 nm wide.

The links of the second set which we described run laterally between
the stereocilia. They run both between stereocilia of the same row
(intra-row links) and between the stereocilia of the different rows (inter-
row links). These links are concentrated near the upper ends of the
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Fig. 1

Fig. 2

Fig. 3

Fig. 4

Transmission micrograph of stereocilia on a guinea
pig outer cell, showing tip link (arrow), upper
density (arrowhead) and lower density (double arrow-
head). Large open arrow: point of flexion of the
tallest stereocilium. Scale bar: 100 nm.
Stereocilia on an outer hair cell. Symbols: as
Fig. 1. Double headed arrow: densities underlying
lateral inter-row links. Scale bar: 100 nm.
Stereocilia on an outer hair cell, cut at right
angles to the axis of the hair cell. Arrows:
densities underlying the lateral intra-row links.
Scale bar: 100 nm.

Stereocilia on an outer hair cell, showing point of
flexion of longest stereocilium (large open arrow).
Scale bar: 100 nm.
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stereocilia, although some can be found nearer the base. The lateral
links, too, are faced by dense regions in the stereocilia, though strain-
ing rather less densely than the regions underlying the tip links. Fig. 3
(arrows) shows for the intra-row links an increase in density in the fila-
mentous core jmmediately underlying the links. The surface membrane also
often shows an increase in density here, although this must be interpreted
with caution, since the apparent density of the membrane is critically
dependent upon the angle at which it is cut. Many fine strands running
laterally between the membrane and the core can also just be seen in this
region. Fig. 2 shows similar findings for the lateral inter-row links
(double headed arrows).

When the stereocilia are found to be bent in normal animals, presum-
ably as a result of distortion during preparation, the flexion is commonly
found to be concentrated at or just above the most prominent band of
lateral inter-row links, but below the point of insertion of the tip link.
Figs. 1, 2 and U4 show this for progressively greater degrees of flexion
(large open arrows).

Sound-Damaged Animals

The pure-tone stimulus (3 kHz, 120 dB SPL, 24 h) produced a character-
istic pattern of damage. Although there was variability in the severity of
the damage from guinea pig to guinea pig, the damage fitted into a common
pattern. In the center of the lesion there was a region in which all hair
cells were damaged. Beyond that there was an area in which the damage was
concentrated in OHC1 and the IHC. Furthest from the lesion only IHC were
damaged. Stereocilia were analyzed only from regions from which this
characteristic pattern of damage was seen. By contrast, in our material,
preparation damage tended to affect OHC3 most.

Changes in OHC stereocilia. Many of the OHC showed the changes
described by others, with the stereocilia being shrunken and fused. Those
cells will not be described further. Rather, the cells which gave indica-
tions concerning the role of the cross-links will be described.

Fig. 5 shows OHC3 from a region of damage. The stereocilia are flexed
in their apical and basal portions (arrows). However, the portion in
between, which is rich in lateral links, remains straight (brackets). The
region without links near the roots shows the "ankles" described previously
by others. This result suggests that many of the lateral links survived to
brace the bundle of stereocilia during degrees of overstimulation that
caused flexion of the stereocilia. Nevertheless, the lateral links do seem
to be vulnerable, since in general the stereocilia were found to be
separated more frequently in sound-damaged cochlea.

Some of the stereocilia are missing in Fig. 5. In the case illustrated,
the stereocilia had not been absorbed, but had been pulled off as the tec-
torial membrane retracted during preparation. Many of these stereocilia
could still be seen stuck into the tectorial membrane. Presumably the
fracture occurs at the predominant site of weakness. Fig. 6 shows this to
be situated where the stereocilium enters the cuticular plate. Fig. 6 and
insert, another micrograph of the same area, show that the fractured core
of the stereocilium can sometimes be seen in the cuticular plate (arrows).

The tip links can sometimes be seen in spite of severe disarray of the
stereocilia bundle (Fig. 7, arrows). Although counts show the number of
tip links to be reduced in sound-damaged cochlea, this cannot yet be taken
as being reliable, because of the very large degree of variability in the
preservation of the tip links from hair cell to hair cell, and from speci-
men to specimen, even when conditions for preservation seemed optimal.
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Fig.

Fig.

Fig.

Fig.

Stereocilia of the third row of outer hair cells, showing flexions
concentrated at the apical and basal regions of the stereocilia
(arrows). Bracket: region of stereocilia rich in intra-row and
inter-row links. Scale bar: 1 nm.

Rootlets of outer hair cell, showing points of fracture. The
fractured core of the stereocilia can be seen in the cuticular
plate (arrows). The inset is another view of the same region.
Scale bar: 100 nm.

Tip links surviving (arrows) in a disrupted outer hair cell.
Arrowheads: material associated with upper insertion of (missing)
tip links. Scale bar: 100 nm.

Tallest stereocilia of a guinea pig inner hair cell deflected
towards the modiolus. Arrows: intact lateral inter-row links.
Arrowhead: broken inter-row link. Scale bar: 500 nm.
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Changes in IHC stereocilia. With small degrees of disruption, the
tallest stereocilia are found to be deflected either towards or away from
the modiolus, often while keeping their normal spatial relations to each
other (Fig. 8). In these cases many of the lateral intra-row links are
intact (arrows), although, where the stereocilia part slightly, broken
links can be seen (arrowhead).

With more severe disruption, the stereocilia separate from each other
and can be splayed in all directions. In some hair cells the stereocilia
are bizarrely kinked (Fig. 9). However, some of these stereocilia appar-
ently show some lateral links remaining (arrowhead). Other stereocilia
seem tg be particularly thin, as though they have been stretched (arrow,
Fig. 9).

DISCUSSION

In the present paper, where sometimes small degrees of damage have
been analyzed, it is important to ensure that the changes result from
acoustic trauma, rather than preparation damage. This is particularly
important with the fixation techniques used here, since stereocilia tend to
be more prone to disorganization after fixation in glutaraldehyde alone
than after osmication. The pattern of changes most commonly found around
the lesion, with the greatest effects on the IHC and on OHC1, was similar
to the changes reported by Hunter-Duvar and colleagues in the chinchilla
[18,19] and Robertson and colleagues in the guinea pig [20]. Stereocilia
were analyzed only from the region with this characteristic pattern of
disruption, which occurred at corresponding distances along the basilar
membrane in each specimen. Such a procedure increased our confidence that
the changes were the result of sound trauma, rather then preparation
damage, which in our material most commonly had its greatest effects on
OHC3. Of course, it can never be ruled out that in some specimens prepara-
tion damage coincidentally had the same pattern as sound damage.

The studies in normal animals showed that the links between
stereocilia are apposed by regions with the classical appearance of
desmosomes. This was shown for both the tip links and the lateral links.
The densities continue into the actin core of the stereocillium. The
morphological basis for strong connections between the stereocilia
therefore exists. In the case of the tip links, if the links are indeed
involved in sensory transduction, they presumably need to be anchored
rigidly, to ensure optimal transfer of stimulus energy to the transducer
region. Since on our hypothesis the transducer channels are most likely to
be situated at one or both points of insertion of the tip links, further
study of these dense regions might be rewarding. These regions are readily
visible in the osmium-stained material previously presented by many authors
(e.g., Fig. 5 of ref. 21), although they do not draw special attention to
them, or to their relations to the tip links, which in their illustrations
are usually missing.

Clearly the tip links can survive, albeit perhaps in reduced numbers,
those degrees of overstimulation which cause some disruption of the bundle.
This suggests that the tip links may not be the most vulnerable elements in
the stereocilia. It also suggests the possibility that hair cells might be
able to continue transducing after some degree of noise damage, as long as
the stimulus can be coupled appropriately.

The lateral links appear to contribute rigidity to the bundle of
stereocilia. This is firstly shown in normal material, where flexions,
which presumably occur during preparation, are concentrated just above the
upper band of inter-row links (Figs. 1, 2 and 4). This result also shows
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Fig. 9.

Fig.

Fig.

10.

Kinked stereocilia on an inner hair cell. Arrowhead: two
surviving lateral intra-row links. Arrow: abnormally thin
stereocilium. Scale bar: 500 nm.

Lateral links (arrowhead) in a band near the base of the
stereocilia of the human ampulla. Twelve week old fetus. Scale
bar: 100 nm.

11. A. The rows of stereocilia on a hair cell, in lateral view. The

stereocilia of the different rows are buttressed against each
other. B. If the inter-row links remain intact, deflection of
the stereocilia can only be accommodated by lateral kinking of the
basal regions of the stereocilia, or by stretching or lifting of
the stereocilia from the cuticular plate.
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that in the (unknown) fixation state in which this flexion has occurred,
the lateral link rather than the tip link has contributed most to the
mechanical integrity of the bundle. The importance of the lateral links is
also shown in acoustically-traumatized material, where the flexions of the
stereocilia are concentrated in regions not supported by the lateral links
(e.g., Fig. 5). In the case of IHC, we would expect most of the rigidity
to deflections in a direction radial across the cochlear duct to come from
the lateral links running between the rows. In the case of the OHC,
however, where the rows of stereocilia are arranged in a V-shape, we would
expect some of the rigidity to be contributed by the lateral links running
along the rows. Our results showing the mechanical importance of the
lateral links are in agreement with results from micromanipulation experi-
ments with normal hair cells, which show that if some stereocilia in a
bundle are deflected, the adjacent stereocilia tend to move with them [22].

The ankles seen in the traumatized stereocilia of Fig. 5, have also
been described by Engstrom and colleagues [23]. However, the pattern of
movement will be affected by lateral links between stereocilia. We have
shown that the stereocilia of the different rows on a hair cell are braced
together to make triangles when seen in lateral view [1], which is presum-
ably a very rigid arrangement (Fig. 114). Any deflection of the bundle
greater than can be accommodated by the lateral links will produce kinking
in the root region of some stereocilia (Fig. 11B). This is presumably why,
after overstimulation, cracked rootlets are commonly seen to be laterally
displaced [23,24]. We might also expect some stereocilia to be broken off
or stretched (Fig. 11B, see also Figs. 5 and 9).

In some acousticolateral systems there is an additional band of
lateral cross-links in this rootlet region, presumably to brace the stereo-
cilia where the ankles are likely to occur. This was originally shown for
the lizard basilar papilla by Bagger-Sjoback [5], and has more recently
been shown by ourselves for the human vestibular system (Fig. 10) [25].

The stereocilia of inner hair cells seem more likely to separate after
acoustic trauma, perhaps because they seem to be less richly endowed with
cross-links [3]. In some cases the separated stereocilia seem to be exten-
sively kinked (Fig. 9). While such bending could have been the result of
multiple flexions in different directions, our results with certain oto-
toxic agents suggest an alternative explanation for this, and for the
possible stretching of stereocilia. We have seen similar extensive bending
following Cisplatin treatment of guinea pigs [26]. X-ray microanalysis
also showed that Cisplatin caused an increase in the calecium content of the
apical region of the hair cells [26], and increased calcium is known to
cause a dissolution of stereocilia and microvillar actin cores [27-29]. If
a similar mechanism is at work here, it is possible that calcium, which can
be expected to enter the cell during acoustic stimulation [30,31], acts
intracellularly to cause internal dissolution of the actin paracrystal.

SUMMARY

Both the lateral and the "tip" links between stereocilia are apposed
by dense regions in the stereocilia, which continue into the central actin
core. There is, therefore, a morphological basis for strong connections
between the stereocilia. When stereocilia were found to be flexed, whether
in preparation or after acoustic trauma, the flexions appeared to be con-
centrated in the regions not supported by the lateral cross-links. The
lateral links, therefore, seemed to brace the bundle of stereocilia during
acoustic trauma. Both the tip links, which may well be involved in trans-
duction, and the lateral links [2], sometimes appeared to be capable of
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surviving degrees of acoustic trauma which otherwise caused disruption to
the stereocilia. However, particularly in inner hair cells, the
stereocilia were sometimes found to be separated and extensively kinked
after acoustic trauma. Here it is suggested that widespread dissolution of
the actin core had occurred, perhaps as a result of the influx of calcium
during over- stimulation.

ACKNOWLEDGEMENTS

This research was supported by the Medical Research Council and the
Endowment Fund Medical Research Committee of the Central Birmingham Health
Authority. The expect technical assistance of T. L. Hayward and Mrs. L. M.
Tompkins is gratefully acknowledged.

REFERENCES

1. J. 0. Pickles, S. D. Comis, and M. P. Osborne, Cross-links between
stereocilia in the guinea pig organ of Corti, and their possible
relation to sensory transduction, Hearing Res. 15:103 (1984).

2. M. P. Osborne, S. D. Comis, and J. 0. Pickles, Morphology and cross-
linkage of stereocilia in the guinea pig labyrinth examined without
the use of osmium as a fixative, Cell and Tissue Res. 237:43
(1984). T T

3. S. D. Comis, J. O. Pickles, and M. P. Osborne, Osmium tetroxide post-
fixation in relation to the cross-linkage and spatial organization
of stereocilia in the guinea pig cochlea, J. Neurocytol. 14:113
(1985).

y, P. H. Rhys-Evans, S. D. Comis, M. P. Osbone, J. O. Pickles, and D. J.
R. Jeffries, Cross-links between stereocilia in the human organ of
Corti, J. Laryngol. Otol. 99:11 (1985).

5. D. Bagger-Sjoback, The sensory hairs and their attachments in the
lizard basilar papilla, Brain Behav. Evol. 10:88 (1974).

6. D. Bagger-Sjoback, and J. Wersall, The sensory hairs and tectorial
membrane of the basilar papilla in the lizard Calotes Versicolor,
J. Neurocytol. 2:329 (1973).

7. G. Bredberg, H. W. Ades, and H. Engstrom, Scanning electron microscopy
of the normal and pathologically altered organ of Corti, Acta
Otolor. Suppl. 301:3 (1972).

8. D. E. Hillman, New ultrastructural findings regarding a vestibular
ciliary apparatus and its possible functional significance, Brain
Res. 13:407 (1969).

9. N. Hirokawa and L. G. Tilney, Interactions between actin filaments and
between actin filaments and membranes in quick-frozen and deeply
etched hair cells of the chick ear, J. Cell Bio. 95:249 (1982).

10. R. S. Kimura, Hairs of the cochlear sensory cells and their attachment
to the tectorial membrane, Acta Otolar. 61:55 (1966).

11. D. J. Lim, Fine morphology of the tectorial membrane, Arch. Otolar.
96:199 (1972).

12. H. Spoendlin, Ultrastructure and peripheral innervation pattern of the
receptor in relation to the first coding of the acoustic message,
in: Hearing Mechanisms in Vertebrates, A. V. S. de Reuck and J.
Knight eds., Churchill, London (1968).

13. N. Slepecky and S. C. Chamberlain, The cell coat of inner ear sensory
and supporting cells as demonstrated by ruthenium red, Hearing Res.
17:281 (1985).

14. D. Ch. Neugebauer and U. Thurm, Interconnections between the stereo-
villi of the fish inner ear, Cell Tissue Res. 240:449 (1985).

15. A. J. Hudspeth, Extracellular current flow and the site of
transduction by vertebrate hair cells, J. Neurosci. 2:1 (1982).

39



16. J. 0. Pickles, Recent progress in cochlear physiology, Prog.
Neurobiol. 24:1 (1985).

17. J. O. Pickles, Frequency threshold curves and simultaneous masking
functions in single fibres of the guinea pig auditory nerve,
Hearing Res. 14:245 (1984).

18. I. M. Hunter-Duvar, Morphology of the normal and acoustically damaged
cochlea, Scanning Electron Microscopy 1977, 2:421 (1977).

19. I. M. Hunter-Duvar, M. Suzuki and R. J. Mount, Anatomical changes in
the organ of Corti after acoustic stimulation, in: New Perspectives
in Noise-Induced Hearing Loss, R. P. Hamernik, D. Henderson and
R. Salvi eds., Raven Press, New York (1982).

20. D. Robertson, B. M. Johnstone and T. J. McGill, Effects of loud tones
on the inner ear: a combined electrophysiological and ultra-
structural study, Hearing Res. 2:39 (1980).

21. H. W. Ades and H. Engstrom, Anatomy of the Inner Ear in: Handbook of
Sensory Physiology, Vol 5/1, W. D. Keidel and W. D. Neff eds.,
Springer, Berlin (1974).

22. A. Flock and D. Strelioff, Studies on hair cells in isolated cells
from the guinea pig cochlea, Hearing Res. 15:11 (1984).

23. B. Engstrom, A. Flock and E. Borg, Ultrastructural studies of
stereocilia in noise-exposed rabbits, Hearing Res. 12:251 (1983).

24, L. G. Tilney, J. C. Saunders, E. Egelman and D. J. DeRosier, Changes
in the organization of actin filaments in the stereocilia of noise-
damaged lizard cochleae, Hearing Res. 7:181 (1982).

25. D. J. R. Jeffries, J. O. Pickles, M. F. Osborne, P. H. Rhys-Evan and
S. D. Comis, Cross-links between stereocilia in hair cells of the
human and guinea pig vestibular labyrinth, Journal of Laryngology
and Otology, in press (1986).

26. S. D. Comis, P. H. Rhys-Evans, M. P. Osborne, J. O. Pickles, D. J. R.
Jeffries and H. A. C. Pearse, Early morphological and chemical
changes induced by Cisplatin in the guinea pig organ of Corti,
Journal of Laryngology and Otology, in press (1986).

27. D. Ch. Neugebauer and U. Thurm, Chemical dissection of stereovilli
from fish inner ear reveals differences from intestinal microvilli,
J. Neurocytol. 13:797 (1984).

28. J. R. Glenney, P. Matsudaira and K. Weber, Calcium control of the
intestinal microvillus cytoskeleton, in: Calcium and Cell Function,
Vol. III, W. Y. Cheung ed., Academic Press, New York (1982).

29. D. R. Burgess and B. E. Prum, Reevaluation of brush border motility;
calcium induces core filament solation and microvillar vesicula-
tion, J. Cell Biol. 94:97 (1982).

30. D. P. Corey and A. J. Hunspeth, Ionic basis of the receptor potential
in a vertebrate hair cell, Nature 281:675 (1979).

31. H. Ohmori, Studies of ionic currents in the isolated vestibular hair
cell of the chick, J. Physiol. 350:561 (1985).

DISCUSSION
Adams: Did your trifloroparazine affect the links?

Pickles: We did not look at that, because that was before we knew
about the links.

Adams: In other cells, you can have electron densities near the cell
surfaces that are not associated with structural adhesions? I wonder if
you would comment on that with regard to what appears to be the lack of any
structure that you can see within the links themselves that indicate they
are strong.
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Pickles: If I understand your question correctly, you are saying why
am I emphasizing strength? Right now, I can only see the density at the
end, because I have not seen any structures within the link. Thus, I have
no answer.

Saunders: I'm a little confused. It looks to me like links are
indeed broken following noise exposure. But, can you be sure that the
links that are missing were due to the noise exposure or due to the
fixation? If you are confident that there is higher incidence of missing
links following noise exposure, then that is just the sort of mechanism I
am looking for, because even if you only broke a few of them, you would
start changing the impedance properties of the bundle.

Pickles: The last slide I showed you quite clearly had very good
preservation of 1links on the very shortest stereocilia, but very poor
preservation on the middle to upper rows. The stereocilia on hair cells,
immediately adjacent, had good preservation on all rows. Concerning the
lateral links, they separate much more obviously after noise exposure than
without exposure. That shows that there is some sort of difference in the
separation, but it does not talk about cause and effect. It could be that
the actin changed, the paracrystal changed or the links changed. So, we
can not answer that. The last slide I showed had a kink halfway up at the
point at which you would expect the lateral link to be. This suggests to
me that there is something making the flexion concentrate in that region.
Therefore, at sometime or another, that link must have been intact even
though as we see it, it's broken.

D. Nielsen: In your slides, you showed good evidence for strength of
the lateral links within a row, yet there were cases when they were broken.
They seemed to break into groups of approximately 5. Is there any reason
for that in normal morphology?

Pickles: We see that often in many of our normal material. The
stereocilia tend to separate off into groups, and obviously, those lateral
links do have some sort of strength. When one starts to go between 2
adjacent stereocilia, we get clumps. Now I have actually chosen those
latter pictures from regions where clumping was not the case. Thus, there
does seem to be variability.

Pujol: I still am a 1little bit confused by the way you are
approaching the problem, because it seems that the outer hair cell and
inner hair cell behave the same with respect to links and noise trauma.
But, when you try to make a correlation between the links, damage to the
cilia, the transduction process and threshold shift, there is a problem
because most information comes from the inner hair cell stereocilia. Could
you comment on the difference between inner and outer hair cell links?

Pickles: We have no information on the morphology of the 1link
structures on inner and outer hair cells. I think the generally accepted
idea is that the outer hair cells are somehow necessary for sharp tuning.
They probably feed back into the mechanics, and they certainly look like
rather rigid structures. The way they are braced together, inner hair
cells look as though they are there to detect the movement. I would just
like to mention about TTS. There is an idea that TTS results from the IHC
flopping over. If the links reform and the cilia become erect, this would
correspond to recovery from TTS. I do not know if that is possible.
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SYNAPTOLOGY OF THE COCHLEA: DIFFERENT TYPES OF SYNAPSE, PUTATIVE

NEUROTRANSMITTERS AND PHYSIOPATHOLOGICAL IMPLICATIONS
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INSERM-U.254, Laboratoire de Neurobiologie de I'Audition
CHR Hopital St. Charles, 34059 Montpellier Cedex, France

INTRODUCTION

This chapter reviews recent neuroanatomical findings concerning the
cochlea. First, we outline the general pattern of cochlear innervation;
then the different types of synapse within the organ of Corti are briefly
described, and morphological indications about putative neurotransmitters
are also included, when available. Finally, possible physiopathological
implications relevant to noise-induced hearing loss are discussed.

GENERAL PATTERN OF COCHLEAR INNERVATION

The nerve fibers within the organ of Corti are classically divided
into two main classes: afferents and efferents. Afferents refer to the
dendrites from spiral ganglion neurons which carry messages from hair cells
to the brain. Efferents refer to the axonal endings of neurons located in
the brain stem which carry messages from the brain to the cochlea.

Two afferent systems are well distinguished. The dendrites of the
large myelinated spiral ganglion cells (90 to 95% of the total population;
[59,61]) are radially connected to the inner hair cells (IHCs) [27]; each
IHC is connected to approximately 20 afferent dendrites [32,59]. The axons
from these type I ganglion cells conspicuously terminate within different
parts of the ipsilateral cochlear nucleus, mainly its ventral component
[37]. The dendrites of the small type II ganglion neurons are spirally
connected to the outer hair cells (OHCs); one neuron is in contact with a
large number of cells in the three rows of OHCs [27,38]. There is con-
siderable controversy about the termination of axons from these type II
ganglion neurons. Spoendlin [61] has postulated that OHCs are not directly
connected to the brain; others [37] suggest that there is a dorsal cochlear
nucleus projection of fine fibers which may correspond to axons from type
ITI neurons. Thus, the anatomy of the unmyelinated afferent system con-
nected to OHCs is still unclear; and consequently, its physiology is far
less understood.

Similarly, efferents have recently been clearly divided into two dif-
ferent systems [63]. The lateral system consists of unmyelinated fibers
which essentially originate from small neurons in the lateral superior
olive; this system projects either primarily into the ipsilateral cochlea,
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as in the cat [63], or exclusively, as in the rat [64]. Within the inner
spiral bundle, these fibers form synapses with the radial auditory den-
drites. The medial efferent system consists of myelinated fibers whose
neuronal body is mainly (but not exclusively) in the contralateral trape-
zoid body [63,64]. These medial efferents course within the inner spiral
bundle, cross the tunnel of Corti, and reach the base of OHCs nearly
radially where they branch and synapse with numerous OHC's.

In addition to these afferent and efferent systems innervating the
organ of Corti, a sympathetic cochlear innervation has been described,
which has a clear non-perivascular component [12,62]. Unmyelinated
noradrenergic (NA) fibers are distributed within the spiral ganglion and
the fibers of spiral lamina [18]; they are abundant at the habenula per-
forata, but they do not enter the organ of Corti [2,18,62]. It has been
proposed [24] that this NA system has a synchronizing effect on auditory
fiber discharges.

SYNAPTOLOGY WITHIN THE ORGAN OF CORTI

Four types of morphologically well distinguished synapses are formed
at the IHC and OHC levels, namely; synapses betweean IHCs and radial affer-
ents (auditory dendrites), axo-dendritic synapses between lateral efferent
endings and auditory dendrites, synapses between OHCs and spiral afferents,
and axo-somatic synapses between medial efferent endings and OHCs.

Afferent Synapses

IHC-afferent synapses. The peripheral process of the type I ganglion
neuron is called a dendrite when it loses its myelin sheath on entering the
organ of Corti. The afferent dendrites course radially from the habenula
perforata to contact the basal pole of IHCs. Liberman [32] distinguishes
two types of radial dendrites contacting either the pillar or the modiolar
surface of IHCs. A quite constant and typical synaptic junction has been
described. This synapse (Fig. 1) is characterized by pre- and postsynaptic
membrane densities, and presynaptic specialization, which is generally a
synaptic body surrounded by microvesicles, also [4,30,32,40,59]. The shape
and size of the synaptic bodies are highly variable; rod-like, ellipsoidal,
ovoid, dense-cored and hollowed synaptic bodies have been described. These
variations may be only species differences, or related to the functional
state of the hair cell; morphological variations have also been observed
during ontogenesis [58].

The chemical nature of the IHC-afferent synapse is clearly supported
by its morphology. However, the kind of neurotransmitter used by the IHC
to initiate auditory messages in afferent fibers is not yet known. Various
hypotheses on the matter have been postulated. We restrict ourselves here
to offering anatomical arguments in favor of the glutamate hypothesis. We
have shown, using autoradiography, that a glutamate-glutamine cycle may
exist at the IHC level [15]. This cycle is comparable to the cycle in-
volved in the glutamate turnover at the glutamatergic synapses of the CNS
[9]. Another indirect argument comes from the very high sensitivity of
auditory dendrites to kainic acid exposure [47]; in adult cochleas, only
auditory dendrites connected to IHCs display such a reactivity, which has
been related by others [10,11] to glutamate transmission.

OHC-afferent synapses. The type of afferent innervation at the OHC
level is considerably different from that at the IHC level. First, the
number of afferent neurons reaching the OHCs is very low; 5 to 10% in the
cat [59]; 10 to 15% in the guinea pig [38]. Second, the ganglion neurons
sending fibers to OHCs appear to be exclusively type 11 unmyelinated cells
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[27,43,61). Furthermore, the dendrites inside the organ of Corti follow a
completely different course, spiraling between Deiters' cells after cross-
ing at the base of the tunnel of Corti [59]. Finally, the type of synapse
between OHCs and spiral afferents also differs greatly from IHC-afferent
synapses [4,51,57,59].

The typical OHC-afferent synapse (Fig. 4) is a small bouton-type
ending from a spiral afferent apposed to the OHC membrane; often protuber-
ances from the nerve terminal fit into OHC membrane cavities (Fig. 5). One
or two zones of postsynaptic densities can generally be seen. On the OHC
presynaptic side, very few specializations appear. There are scarce,
clear, irregular vesicles (some coated) which are sometimes attached to the
presynaptic membrane to form an endocytotic profile (Fig. 4); a synaptic
body is rarely found, at least in the cat and the rat.

The number and morphology of OHC-afferent synapses are subjects of
debate within the literature. On the basis of our ontogenetic data [45],
we can propose an explanation. Within the OHC of all the species we have
studied, we have found only afferents surrounding the OHC base at an early
stage of synaptogenesis; at this stage, numerous presynaptic bodies are
seen. Subsequently, the number of presynaptic bodies drastically de-
creases, and many afferents, possibly belonging to the radial system [47],
retract when efferents arrive and form large efferent-OHC synapses [30,45,
46,54]. The adult OHC remains connected only to small afferents of the
above mentioned type (spiral afferents). This very unusual sequence of
synaptogenesis must be related to profound physiological changes in the
OHCs, which start from a typical sensory stage and then develop adult
properties more closely linked to cochlear micromechanics [6]. This
evolution may vary along the cochlear partition and be complete in the
basal OHCs, whereas at a more apical level, the OHCs may keep a more
"primitive" (i.e., sensory) morphology and properties. The boundary
between a "basal" and an "apical" cochlea appears to vary according to the
species; in the cat, the rat, and the mouse, the "basal" cochlea appears to
extend more towards the apex than in the chinchilla, the guinea pig, and
man. This could explain numerous controversies found in the literature
concerning OHC synaptology, and even OHC physiological properties.

The putative neurotransmitter of the OHC-afferent synapse is still un-
known, but glutamate does not seem to be involved, or at least there is no
indication of a glutamate-glutamine cycle as seen at the IHC level [15].
Furthermore, the dendrites of spiral afferents are not affected by kainic
acid [471].

Efferent Synapses

Axo-dendritic efferent synapses below IHCs. Below the IHCs, fine
fibers (approximately 0.1 um in diameter) belonging to the unmyelinated
lateral axons are densely packed to form the inner spiral bundle. Varicose
endings (0.8 to 1.5 um in diameter) of these fibers form axo-dendritic
synapses with the radial afferent dendrites connected to the IHCs [14,25,
33,57,59]. When they enter the organ of Corti, the axons of these neurons
frequently branch, giving rise to varicose collaterals that run underneath
the IHCs in an apical and basal direction [33,43]. Liberman [33] has
reported that each efferent fiber in the cat synapses with more than one
radial afferent dendrite, and that every dendrite has at least one efferent
synapse.

The synaptic contact (frequently "en passant") is made between an ef-
ferent varicosity and a non-specialized area of the dendrite (Fig. 2). The
efferent varicosity is filled with two types of vesicles: clear (20 to 50
nm in diameter) and granular or dense-cored (70 to 120 nm in diameter).
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Fig. 1.

Fig. 2.
Fig. 3.
Figs. 4
and 5.

Fig. 6.
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IHC-afferent synapses. The IHC (I) is contacted by three afferent
dendrites (a). Two clear synaptic specializations are seen
(Arrows).

Axo-dendritic synapse in the inner spiral bundle. An efferent
varicosity (e) synapses with an auditory afferent dendrite (a).

A vesiculated efferent varicosity (e) is immunostained with an
antiserum against Met-enkephalin. It contacts three efferent
dendrites (a) and synapses with two of them (arrowheads).

Base of OHC's showing the large efferent (e) synapses and the
small afferent boutons (a). Arrows point to an endocytotic
profile (4) and to an efferent protuberance into the OHC (5).

A large efferent varicosity (e) is immunostained with a monoclonal
antibody against choline acetyltransferase.



The presynaptic membrane has specializations with a conical spicular shape.
On the postsynaptic side, the dendritic membrane generally has an adjacent
zone of dense material, sometimes also organized in spicules [44]. Two
"atypical" efferent synapses at the IHC level have to be mentioned. First,
there are some direct contacts between efferent fibers and IHC soma. They
have been reported in the guinea pig [52] and in man [40]; they are an
exception in other species [33,59], but are a common feature in young
specimens [30,46,54]. Second, Liberman [33] noted some "en passant"
efferent-efferent synapses in the cat, also found more recently in the
guinea pig [19,20].

Advances have been made in understanding the chemical nature of these
synapses. To date, different substances have been localized at the inner
spiral bundle level and even within the lateral efferent varicosities.
Met-enkephalin (ME) has been immunolocalized by light microscopy in the ISB
[16,22,31]. ME-immunostained axo-dendritic synapses have been identified
by electron microscopy (Fig. 3 [1,19]). Similarly, we have ultrastructur-
ally immunolocalized two other pro-enkephalin-related peptides, ME-argin-
ine-glycine-leucine [20] and synenkephalin [21], within efferent varicosi-
ties at axo-dendritic synapses. Moreover, two pro-dynorphin-related
peptides, dynorphin B and neoendorphin, have also been detected at the ISB
level [2]. More recently, choline-acetyl-transferase (ChAT) has been
immunolocalized by light microscopy within the ISB [3]. Again using
immunoelectron microscopy, we were able to localize ChAT in some vesicu-
lated endings forming axodendritic synapses [17] indicating that these
synapses probably use acetylcholine (ACh) as a neurotransmitter. Finally,
a glutamate-decarboxylase (GAD)-like immunoreactivity has been detected in
the ISB, with a predominantly apical distribution [23]; however, without
electron microscopic data it is not possible to determine whether GABA is
also present in axo-dendritic synapses. More precise anatomical studies
together with physiological and pharmacological investigations are now
needed to determine which of these substances acts as a neurotransmitter
and/or cotransmitter in synapses of the lateral efferent system.

Axo-somatic efferent-OHC synapses. The basal pole of the OHC is
directly connected by terminals from efferent fibers forming large axo-
somatic synapses. It is almost certain that most of these fibers belong to
the medial efferent system as defined by Warr and colleagues [63,64]. The
axo-somatic efferent-OHC synapse was classically described in the first EM
studies [14,25,51,57,59]. More recently, Nadol [41] has given a precise
description of these synapses in the human cochlea.

A typical efferent synapse at the OHC level is shown in Figs. 4 and 5.
Presynaptically, a swollen ending is filled with clear microvesicles of
regular, spherical size (approximately 30 nm in diameter). Granular
vesicles are very rare, in contrast with the efferent endings previously
described at the IHC level. Near the presynaptic membrane, the vesicles
often form small clusters in areas of low cytoplasmic density. The contact
between the nerve ending and the OHC is often very large, as much as 3 or 5
um in some species (such as the cat and the rat). In a given species, the
largest synapses are found at the base of the cochlea. The postsynaptic
membrane is typically underlaid along its entire length by a subsurface
cistern of reticulum closely apposed to the OHC membrane.

For different physiological [28] and morphological [26] reasons, these
axo-somatic OHC-synapses have for years been considered to be cholinergic.
Recent investigations using immunocytochemistry with a ChAT antibody show a
clear labeling at the base of OHCs [3]. At the ultrastructural level, we
have demonstrated that this ChAT immunostaining involves most of the vesic-
ulated endings synapsing with OHCs (Fig. 6) [17]. However, the occurrence
of ChAT-immunostained and unstained endings at the base of the same OHCs
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[17], together with some positive results using GAD [23] and ME [22] anti-
sera, suggests that ACh may not be the only transmitter involved in the
efferent OHC-synapses.

A schematic drawing (Fig. 7) can serve as a visual summary of this
chapter. The four morphological types of cochlear synapses are represented
as well as the neural connections with the brain stem. Indications con-
cerning putative neurotransmitters are given as references to our own
findings.

NEUROANATOMICAL ORGANIZATION OF THE COCHLEA AND NIHL

Our understanding of the physiological properties of neural cochlear
elements is far from complete. There are no major problems with respect to
IHCs and their afferent synapses, but there are still many controversial
questions concerning the exact role of the OHC-afferent synapse and the
functions of the efferent systems. Consequently, little can be said about
their physiopathology. Nevertheless, in light of the latest findings con-
cerning the fine morphology and anatomical aspects of neurotransmitters
described here, we can indicate some possible ways of linking the cochlear
neurobiological organization with the problem of noise-induced hearing
loss.

Direct alteration of neural elements following noise exposure

Although it is difficult to distinguish between direct and indirect
(secondary degeneration) damage, some investigators have shown a clear
relationship between sound-induced TTS and alteration of the synaptic pole
of IHCs [34] and/or swelling of auditory dendrites [50,60]. This type of
damage is considered to be reversible and partly responsible for reversible
threshold shift.

Some results, which call for further investigation, include altera-
tions of other neural elements such as the OHC synaptic pole [42], and the
afferent and efferent endings at the OHC level [29]. Similarly, an increase
in the density of efferent synaptic vesicles following exposure to intense
sounds has also been suggested by Spoendlin [60].

Neurochemical Correlates of Noise Exposure

Several authors have used noise exposure in an attempt to determine
cochlear auditory transmitters [13]. They have used basically the same
procedure, i.e., sampling perilymph in silent and noisy periods. Results
concerning the recepto-neural transmitter are not conclusive; Sewell et al.
[53] refer to an "auditory nerve-activating substance", whereas Drescher et
al. [13] propose a "GABA-like component". Moreover, in the same set of
experiments, Drescher et al. [13] using high performance liquid chromato-
graphy (HPLC), detected an increase in a ME-like component in the perilymph
after stimulation (115 dB SPL) on the borderline with respect to the physi-
ological range of exposure. Using a specific radio-immuno autoradiography
(RIA), we have recently checked the endogenous level of ME under various
noise conditions. Animals that had been exposed to noise for 1 hour at 110
dB SPL showed approximately 50% decrease in ME content relative to controls
(Cupo, Rebillard, Eybalin, 1985, unpublished observation). This result
strongly indicates that ME, which is probably a lateral efferent neuro-
transmitter or cotransmitter, plays a role at high intensity levels,
perhaps by reducing firing in auditory fibers.

Regardless of the nature of afferent and efferent neurotransmitters,
one can postulate that the duration as well as the level of noise exposure
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are directly related to the quantity of neurotransmitter used at the
synapses. This, of course, means that the capacity for recycling, resyn-
thesizing or replenishing presynaptic compartments could be one of the keys
to TTS and its recovery. As already reported [65], this could be particu-
larly true at neuropeptidergic synapses, because neuropeptides are only
synthesized at the cell body level.

There are also data [8,48] suggesting that contralateral stimulation
has a protective effect against TTS; this protection could well occur via
an efferent loop [48]. In the case of a protective effect of monaural
stimulation, Rajan and Johnstone [49] have considered that there can be no
efferent participation because of the ineffectiveness of strychnine. But
in fact, the lack of a strychnine effect does not rule out the role of an
ipsilateral efferent system working with a non-strychnine-dependent neuro-
transmitter, such as ME [19].

A last comment can be made concerning synaptic organization at the OHC
level. The large efferent cholinergic synapses (from the medial efferent
systems) seem to play a role in modulating micromechanics [39,55], thus
having an influence on sensitivity [5], frequency selectivity [7,55], and
other nonlinear mechanisms [55]. The temporary loss of nonlinearity after
noise exposure [36] may well depend on metabolic damage at this synaptic
level, which modifies the motion of the cochlear partition [56].

In conclusion, it can be schematically proposed, according to Liberman
and Mulroy [35], that whereas it is likely that PTS involves direct mechan-
ical damage, TTS may at least partly depend on direct synaptic or, more
generally, neurogenic alterations. Carrying the point further, it is pos-
sible to hypothesize that species differences in susceptibility to TTS are
in some way related to differences in cochlear synaptology and particularly
to differences in the afferent/efferent ratio.
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DISCUSSION

Trahiotis: About 1970, Don Elliott and I published a paper in which
we measured TTS in some animals in a control group. After having cut the
crossed olivocochlear bundle, we measured the amount of TTS and then let
the animals recover. We did this four times. Although we did not expect
it, we found that the animals that had the bundle cut got the same amount
of TTS each of the four times. The normal animals showed a toughening
effect like Miller and Watson found. Perhaps there is something in this
data that are related to what you are speaking about.

Patuzzi: Ramesh Rajan working in Australia has done a rather elegant
series of experiments working the the COCB effects. He has done a series
of lesion studies where he has cut the COCB. He has also done a series of
destruction experiments where he has destroyed the contralateral ear and a
series of strychnine injections looking at the so called protective effect.
Both destruction of the contralateral ear and also preexposure on the
contralateral ear, the so-called priming effect, toughened the cochlea. It
appears as if there is a central priming effect., i.e., a protective effect
presumably by the COCB fibers acting on the outer hair cells.
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THE MORPHOLOGY OF THE NORMAL AND PATHOLOGICAL CELL

MEMBRANE AND JUNCTIONAL COMPLEXES OF THE COCHLEA

Andrew Forge
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330-332 Gray's Inn Road, London, WC1X 8EE, U.K.

INTRODUCTION

Examination of the cell membranes in the cochlea is of some impor-
tance. Much of the normal functioning in the cochlea is dependent upon
cell membrane properties and activities and on the presence of membrane
specializations such as intercellular junctions. Further, there is evi-
dence that in some forms of cochlear pathology effects on cell membranes
are significant events. For example, the ototoxicity of aminoglycosides is
thought to be related to specific interactions of the drugs with particular
membrane lipids to produce alterations to membrane structure and function
(1,2].

Structural characteristics of membranes may be studied most readily by
freeze-fracture [3], a technique for preparing tissue for examination by
transmission electron microscopy in which large face views of membranes are
exposed. The membrane faces reveal details of membrane structural organi-
zation. In non-junctional regions, the faces are covered with particles,
"intra membrane particles" (IMP) or show complementary pits. The IMP
represent membrane intercalated proteins. Their density and distribution
is a reflection of the membrane's function and may vary between different
cells and in any particular cell with physiological activity or pathology.
Morphometric analysis of particle distribution can be of great value in
assessing alterations to membrane structure [4]. Cell junctions also are
easily recognizable. Tight junctions, (zonulae occludentes) which act as
seals between cells preventing passive diffusion along an intercellular
pathway, appear as a series of ridges or grooves (Figs. 1,4,12). There is
some correlation between the number of tight junctional strands and the
degree of impermeability of the junction [5]. Gap-junctions, which act as
sites of direct cell-to-cell communication across the intercellular space,
appear as a two-dimensional array of large particles (Figs. 2,14). These
particles represent the sites of channels linking the cytoplasms of adja-
cent cells through which molecules up to the size of small nucleotides may
pass [6]. The presence of gap-junctions may enable electrical and ionic
coupling between cells.

Further characterization of membrane structural organization is pos-
sible by attempting to localize specific membrane components [7]. The most
widely employed procedure has been the use of probes, filipin and saponin,
which specifically interact with cholesterol to produce visible deforma-
tions on membrane fracture faces. With filipin, such "complexes" appear as
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Figs. 1-2. Fig. 1, left: Tight cell junction in the reticular lamina
between a supporting cell and an OHC. Note the depth and
complexity of the network of strands. Bar = 1.0um. Fig. 2,
right: Large gap junction particle array on the membrane of
the region of E_Eillar cell. ef = complementary pits on the
membrane face of the adjacent cell. Bar = 0.5 um.

25 nm mounds and depressions (Figs. 4,5). Although detailed interpretation
of results requires some caution [7], consistent differences between mem-
branes in their response to filipin or changes in the pattern of response
in a particular membrane, indicate structural differences or changes in the
membrane.

The purpose of this paper is to illustrate the value of freeze-
fracture techniques to studies of the cochlea. Certain features of the
membranes in the normal organ of Corti as revealed by standard methods and
after filipin treatment are described briefly. It is also shown that
various alterations of membranes, identifiable by freeze-fracture, occur in
the early stages of the response of the stria vascularis to loop diuretics
and to aminoglycoside antibiotics. Several previous reports have presented
detailed descriptions of membrane morphology in the normal cochlea follow-
ing routine freeze-fracture [8-14]. For the work presented here, albino
and pigmented guinea pigs and gerbils (Meriones unquiculatus) have been
used. Protocols for acute diuretic (ethacrynic acid and furosemide) and
chronic gentamicin treatment and for preparation of tissue for filipin
labelling and freeze-fracture have been published elsewhere [14-18].

RESULTS AND DISCUSSION
Organ of Corti
i) Tight junctions. Tight junctions are present in the reticular

lamina at the apex of the lateral membranes of sensory cells and supporting
cells. The system of tight junctional strands is extensive and complex
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Figs. 3-4. Fig. 3, left: Apical membrane of an OHC with stereocilia. The
apical and stereocilial membranes appear similar, displaying
dispersed IMP. Internal structure of stereocilia revealed by
cross-fracture (arrow). Bar = 0.5 um. Fig. 4, right: IHC
after treatment with filipin which produces discrete membrane
deformations (arrows). On lateral membranes, tight junction
(TJ) and characteristic particle arrays (*) show no visible
response. AP = apical membrane. Bar = 1.0 um.

(Fig. 1). The presence of this unusually extensive tight junctional net-
work presumably means that there is extremely effective occlusion of the
intercellular space between cells in the organ of Corti preventing passive
diffusion of ions between the fluid at the hair cell apex and that around
the hair cell body, thereby enabling maintenance of fonic and potential
differences between endolymph and perilymph. The loss of a hair cell,
either following noise trauma or as a result of the effects of aminoglyco-
sides, potentially will lead to breaches of this barrier. However, recent
thin-section and SEM studies of hair cell loss consequent upon chronic
gentamicin treatment [18] have suggested that maintenance of tight junc-
tions and formation of new ones may allow for hair cell loss without leaks
across the reticular lamina occurring. Further freeze-fracture studies to
establish this are currently underway.

ii) Gap-junctions. Gap-junctions in the organ of Corti appear to be
exclusively associated with supporting cells. Small junctions infrequently
are present on the membranes of the head region of Deiter's cells just
below the level of the tight junctions; towards the base of the cell
phalanges numerous gap-junctions are observed. On the membrane of the cell
body region of pillar cells, the gap-junctions are remarkably extensive,
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occupying a significant portion of the membrane (Fig. 2). The role of the

gap-junctions is not clear. It has been shown that current injections into
a supporting cell are able to spread into uninjected supporting cells [19],
indicating functional ionic coupling of the cells, presumably via the gap-

Junctions. It has been suggested that the coupling may provide a nutritive
role in the organ of Corti [19].

i1i) Outer and inner hair cells. Three distinct membrane regions, apart
from the tight junctions, can be identified in both inner and outer

hair cells: the apical membrane and stereocilia, the lateral membrane, and
the synaptic region. Each of these shows characteristic features, but par-
ticularly in relation to the lateral membrane, there are obvious differ-
ences between IHC and OHC. The apical membranes of both cell types show
relatively few dispersed IMP (Fig. 3), but some workers [12] have reported
significantly fewer IMP on the IHC apical membrane than on that of the OHC.
The stereocilia membranes appear similar to the respective apical membranes
(Fig. 3) and where stereocilia are cross-fractured, the fibrillar nature of
the core is recognizable (Fig. 3). The membrane contour of the stereo-
cilium normally appears regular with no blebs or vesiculations. The hair
cell apical membranes respond intensely to filipin (Figs. 4,5). However,
the stereocilia membranes of the IHC (Fig. 6) consistently show a much
higher density of deformations than those of the OHC (Fig. 5). This could
indicate some significant difference in structural organization between the
stereocilia membranes of inner and outer hair cells.

Figs. 5-6. Fig. 5, left: Apical membrane of OHC: the effect of filipin
on the stereocilia membrane; deformations are relatively
dispersed. Bar = 0.5 um. Fig. 6, right: IHC stereocilia:
effect of filipin. Complexes are much more densely packed than
on OHC stereocilia membrane (Fig. 5). Bar = 0.5 um.
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Figs. 7-8. Fig. T, left: Lateral membrane of OHC. Large IMP are densely
distributed and occasional filipin deformations (large arrow)
present. Apparent undulation of membrane face correlates with
the appearance of the cross-fractured plasma membrane of
adjacent OHC (small arrow). LC = lateral cistermal membrane.
Bar = 0.5 um. Fig. 8, right: Lateral cisternal membrane of
OHC and effects of filipin. Dispersed clusters of deformations

(arrows) present of fenestrated membrane sheets. Bar = 0.5 um.

The tight junctions separate the apical membrane from the lateral
membrane (Figs. 1,4). On the lateral membrane of the IHC (Fig. 4), IMP are
present in much greater numbers than on the apical membrane and are ran-
domly and homogeneously distributed. This membrane, however, is charac-
terized by the presence of plaques of large particles in rectilinear array
(Fig. 4). Such plaques are found exclusively in non-junctional and non-
synaptic regions (Fig. U4) and their functional significance is not known.
The IHC lateral membrane responds to filipin except in the regions of the
particle arrays (Fig. 4). The absence of filipin-induced deformations in
this region (and also from the tight junction area) is most likely due to
structural constraints preventing development of a visible response. In
contrast, the lateral membrane of the OHC is characterized by the presence
of closely packed large particles (Fig. 7) and filipin-induced deformations
are seen only rarely. The membrane appears to undulate, which correlates
with the corrugated appearance of the OHC plasma membrane when cross-
fractured (Fig. 7) and in thin sections. Fracture of the lateral OHC
membrane in the plane of the membrane, as illustrated in Fig. 7, is a rare
occurrence. Usually, this membrane is cross-fractured. This fact and the
presence of a very high density of large IMP suggests that the membrane is
very rich in proteins. Their presence may impair development of a response
to filipin. It is possible that some of these proteins have a structural
role, perhaps the anchoring of links between the plasma membrane and the
underlying lateral cisternae [20]. The lateral cisternae of the OHC them-
selves are exposed as extensive, fenestrated membrane sheets (Figs. 7,8).
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Figs. 9-10. Fig. 9, left: Membrane face of OHC in synaptic region.
Impressions of afferent endings induce facets (*) within which
are small invaginations (small arrows). Membrane face shows
clusters of large particles (large arrows) and smaller IMP. E
= efferent endings. Bar = 0.5 um. Fig. 10, right: Afferent
and efferent endings. IMP is closely packed in post-synaptic
region of afferent ending. OHC membrane overlying afferent
ending (OHC) shows invaginations. On membrane of efferent
endings (E), large particles clustered especially at sites of
invaginations (arrow) and smaller IMP non-homogeneously
distributed to leave IMP-free areas (*). Bar = 0.5 um.

There are certain differences in the IMP patterning on the succeeding cis-
ternal sheets which have been described in detail elsewhere [12]. After
treatment of cochlear tissue with filipin, the membranes of the lateral
cisternae show infrequent clusters of filipin-cholesterol complexes (Fig.
8). Interestingly, a similar pattern of response to filipin has been
observed on the membranes of the sarcoplasmic reticulum of muscle cells
[7,21].

The synaptic region of the OHC membrane (Fig. 9) may be recognized by
the faceting produced by the impressions of the nerve endings. The mem-
brane is clearly different from the lateral membrane. The membrane face
(Fig. 9) shows clusters of medium size particles and randomly distributed
smaller IMP. Invaginations into the cell, reminiscent of sites of fusion
of vesicles with the membrane, are present on the hair cell membrane at the
locations of the synapses with afferent nerve endings (Figs. 9,10). The
afferent nerve endings appear as mounds at the summit of which the imme-
diate post-synaptic region displays a close clustering of particles (Fig.
10). The larger afferent endings are readily distinguishable, although in
some ways resembling the synaptic region of the OHC membrane. Clusters of
large particles, sometimes associated with invaginations, and smaller IMP
are present. Distinct bare (i.e., IMP-free) regions are also apparent.
This latter feature is emphasized in filipin treated tissue (Fig. 11).
Deformations are confined to the particle bearing areas, thus defining
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Fig. 11. Filipin-labelling over nerve-endings. On efferent endings (E)
complexes are dispersed and areas with neither complexes nor IMP
are exposed (*). On afferent endings (A), complexes are closely
packed, but bare areas are also revealed (arrow). Bar = 0.5 um.

clear particle- and filipin lesion-deficient patches. On afferent endings,
filipin induces closely clustered deformations, but here again patches of
membrane not showing a visible response to filipin are revealed (Fig. 11).
At present it is not possible to interpret fully the significance of these
observations, but the results do show the variety of details of membrane
structural organization revealed by freeze-fracture techniques.

Stria Vascularis

i) Tight junctions. Tight junctions are present around the necks of
marginal cells towards the endolymphatic aspect of the lateral membrane
(Fig. 12). A complex and an unusually extensive tight-junctional network
is also present between basal cells. The entire lateral membrane of these
cells is covered by an anastomosing system of ridges and grooves (Fig. 13).
Studies using electron dense tracers [15] have shown that both marginal
cell and basal cell tight junctions prevent passage of tracers, and pre-
sumably other materials, into the stria. Thus, the stria is effectively
sealed from the rest of the cochlea.

ii) Gap-junctions. Nearly all gap-junctions in the stria appear to be
associated with basal cells [16]. They are present between adjacent basal
cells, between basal and marginal cells, and basal and intermediate cells.
The junctions between adjacent basal cells are present in the islands
between the strands of the tight junctional network (Fig. 13). On that
membrane of the basal cell which faces the rest of the stria, the junctions
are button-like (Fig. 14) and quite numerous; up to 15% of the area of this
membrane is occupied by gap-junctions [16]. Gap-junctions are also present
between basal cells and cells in the spiral ligament which in turn possess
gap-junctions between each other. Cells in the spiral ligament have been
shown to possess Nat-K*'-ATPase [22]. It is also apparent that potassium in
endolymph, maintained by activity of the strial marginal cells is derived
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Fig. 12.

62

Tight junction of strial
marginal cell. The junc-
tion is composed of sep-
arate continuous strands
parallel to the apical
membrane. The lateral
membrane below the level
of the junction shows few
discontinuities. Ap =
apical membrane. Bar =
0.1 um.

Fig.

Fig. 14.

13.

Strial basal cell lateral
membrane shows a complex
network of tight junctional
strands with gap junctions
(*) enclosed in the islands
between strands. Bar = 0.1
um.

Gap junctions of basal cell

with intermediate or marginal

cells are button-like.

Junc-

tion morphology may be asses-
sed by measuring interpart-
icle spacing (Fig. 20).

Bar = 0.1 um.



Fig.

from perilymph [23,24].
gap-Jjunctions may be the route whereby K* enters the stria.

15.

Lateral membrane of mar-
ginal cell following
chronic genamicin treat-
ment. Tight Jjunction
strands are fused, dis-
continuous, and disoriented
and basally the membrane
shows irregular discont-
inuities (arrows). Ap =
apical membrane. Bar =
0.5 um.

Apical region of a marginal
cell following gentamicin
treatment showing presence
of lipid bodies (arrows),
characterized by stacked,
smooth-surfaced fracture-
faces. Bar = 0.5 um.

It has, therefore, been suggested that the strial

If this is so,

the predominant association of gap-junctions with basal cells and their
distribution may indicate that this cell type has some important role in
strial functioning.

Effects of aminoglycosides and diuretics on strial membrane structure

i) Aminoglycosides.
membrane lipids in the cochlea.

Aminoglycosides are thought to interact with cell
An initial reversible interaction with

anionic phospholipids is followed by a specific irreversible binding to

particular lipids polyphosphoinositides (PPI) [2].
produce alterations to membrane structure and function.

These interactions
PPI's are present

at significant levels in both the organ of Corti and stria. On examination
of the stria immediately following the end of a course of chronic genta-

micin treatment (100 mg/Kg daily for 10 days), abnormalities were found on
the membranes of marginal cells. In the tight junction, which normally
shows a series of separate strands oriented parallel to each other and to
the apical membrane (Fig. 12), the strands were often fused, discontinuous
and disoriented (Fig. 15). The lateral membrane of the marginal cell in
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Fig. 17. Effect of filipin on the
membrane of a normal
intermediate cell. Com-
plexes are dispersed but
excluded from the region
of pinocytotic vesicle
opening (arrow). Bar =
1.0 um.

Fig. 18. Effect of filipin on inter-
mediate cell membrane follow-
ing diuretic treatment. De-
formations are clustered on
the membrane. Arrow indicates
point of continuity between
clusters on the plasma mem-
brane and filipin-affected
intracellular membranes.
Intercellular spaces are not
greatly enlarged. (From Ref.
17). Bar = 0.5 um.

Fig. 19. Ethacrynic acid affected
stria in which oedema is
present. Membranes of ves-
icles within extracellular
space show an intense res-
ponse to filipin (arrows).
MC = marginal cell, ES =
extracellular space. Bar
= 0.5 um.

the cell body region also showed alterations. Whereas normally this
membrane appears uninterrupted, in the tissue from the treated animals,
numerous irregular discontinuities were present (Fig. 15). In some cases,
lipid bodies, which appeared in the cytoplasm of marginal cells in tissue
from treated animals (Fig. 16), could be seen to be continuous with the
plasma membrane. All these features were observed immediately following
the end of treatment when there were few other indications of effects of
the stria and before any hair cell loss occurred. Thus, they indicate that
alterations to marginal cell membranes may be an early consequence of the
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Fig. 20. Histograms of distribution frequency of spacings of gap junction
particles in control (A) and ethacrynic acid-affected tissue (B).
The EA-affected samples are divisible into two groups: C, in
which intercellular spaces had not developed ("early") and D, in
which intercellular spaces were enlarged ("late"). There is a
distinet shift to smaller spacings in EA-affected tissue (compare
A with B). There is a significant change even at the earliest
times (C) which becomes greater as intercellular spaces enlarge
(D). From Ref. 16.

effects of gentamicin. Several possible interpretations could account for
these findings, so at present their significance is not known. However,
very recently, freeze-fracture studies of liposomes, model membranes of
known composition, in which either an anionic phospholipid or PPI were
present, have shown structurally identifiable effects of gentamicin on the
lipid bilayers (Forge, Zajic, Schacht and Weiner, unpublished). This indi-
cates that study of the aminoglycoside-damaged cochlea by freeze-fracture
may be useful in identifying the initial lesions caused by these agents.

ii) Loop diuretics. The loop diuretics affect the stria, causing a
reversible inhibition of active transport processes, decline in endolym-
phatic potential (EP) and extensive oedema [25,26]. Freeze-fracture has
shown a number of alterations to strial membranes many of which appear to
be present before functional and structural alterations are well advanced
[14,16,17,27]. Quantitation of features of marginal cell tight junctions
has been reported [27] to show that the effects of some, but not all,
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diuretics induce alterations to the number, density and depth of strands.
The significance of this is not clear, as the junctions continue to prevent
the passage of electron dense tracers even when oedema is well advanced
[15]. The alterations to tight-junction morphology may be a reflection of
mechanical stresses [28] imposed by the enlargement of intercellular spaces
and swelling of the apical cytoplasm of the marginal cell [26].

Effects on intermediate cell membranes also occur. An apparent redis-
tribution of IMP on the membrane resulting in the formation of particle-
free areas has been noted [14]. These were observed at times when EP 1is
only minimally depressed and intercellular spaces were not greatly en-
larged. When such tissue was treated with filipin, similar indications of
alteration to membrane structure were seen. In normal tissue, filipin-
cholesterol complexes are relatively homogeneously distributed over
intermediate cell membranes (Fig. 17). In the diuretic-affected tissue,
these membranes showed clusters of complexes (Fig. 18). Some of the
clusters appeared to be continuous with intracellular membranes also
showing clusters (Fig. 18). It may well be that the particle-free areas
seen by routine freeze-fracture procedures are analagous to the regions
showing clusters of complexes. Certainly these results indicate some
alteration of intermediate cell membrane structural organization occurring
early in the sequence of events consequent upon diuretic-induced inhibition
in the stria.

As intercellular spaces in the stria enlarge, intermediate cells
undergo a remarkable shrinkage and membranous vesicles appear in the extra-
cellular spaces [14]. Many of these arise from intermediate cells and
after routine freeze-fracture appear to possess IMP-deficient membranes
indicating a high lipid ratio [14]. 1In tissue treated with filipin, these
vesicle membranes showed an intense reaction to the probe (Fig. 17), sug-
gesting a high cholesterol content. It is possible, therefore, that in
response to the effects of diuretics, intermediate cells release choles-
terol from the membrane, enabling them rapidly to alter shape and shrink.

A further alteration in the stria as a consequence of acute diuretic
treatment is to the morphology of gap-junctions [16]. Significant reduc-
tion in the centre-to-centre spacing of the particles which constitute the
freeze-fracture image of the gap-junction (Figs. 13,14) have been reported
[16]. 1In unaffected tissue, the mean spacing was 10.4 nm + 0.96 (SD) while
in tissue from diuretic-treated animals the mean was 9.5 nm + 0.65. A sig-
nificant shift to smaller spacings could be discerned even before oedema
began to develop (Fig. 20) and this effect became more pronounced as the
intercellular spaces enlarged. Reduction of gap-junction interparticle
spacing has been correlated with closure of junctional channels and un-
coupling of cells in a number of tissues [6,29]. Therefore, these results
could indicate that one of the earliest responses to the effects of diuret-
ics in the stria is the uncoupling of cells. If gap-junctions serve to
supply K* to the stria, then this could be of significance to the develop-
ment of the functional and structural disturbances produced by diureties.
However, there is some dispute about the significance of morphological
peculiarities of gap-junctions [6,29] and the difficulties of drawing
functional conclusions from structural data should be emphasized.

CONCLUSIONS

The membranes of the different cells in the stria show a variety of
structural characteristics which are easily visualized following freeze-
fracture. By attempting to localize cholesterol using filipin, further
indications of differences in structural organization may be consistently
revealed. These features are of use in assessing early effects of agents
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which impair cochlear function. Both non-junctional and junctional regions
may be examined quantitatively. The features of gap- and tight junctions
are easily assessed. Effects in non-junctional regions may be emphasized
by the use of procedures which label particular membrane components.

Besides studies of membrane structure, freeze-fracture procedures can
also enable investigation of intracellular organization. Recently de-
veloped procedures for ultrarapid freezing of tissue allow "etching" of
fractured surfaces to expose structures in and around the cell at high
resolution. The use of such methods to examine hair cells [30] shows the
organization of the structural components of stereocilia in great detail.
The further development of the use of such techniques holds out the pros-
pect of the structural examination of relatively subtle changes in cells in
relation to hearing impairment.
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DISCUSSION

White: How do you measure the spacing between the connections and the
number of filaments in the strand, because the strand seems to be a very
complex structure.

Forge: I have not measured tight junctional strands. It can be done
by putting a grid over the material and measuring where it intersects
across the grid. The way I measured connections was to use a bit pad and
measure from center to center with the bit pad. A program was written to
extract the average. An estimate is obtained of the different centers to
centers of paticles across the junction. So we measured all the junctions,
all the paticles in a junction and the computer did the rest for us.
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INTRODUCTION

Acute exposures to high-level noise impulses damage the cochlea via
mechanical mechanisms that are associated with excessive displacements and
stresses developed in the delicate epithelial tissues of the organ of
Corti. Such damage has been discussed in the literaure a number of times,
and an especially clear description was provided by Davis [1]. Davis and
his colleagues used continuous noise at levels of nearly 150 dB SPL at the
eardrum. They noted that the Hensen cell attachments represent a mechan-
ically weak link in the structural organization of the organ of Corti.

This result was confirmed by Beagley [2], who illustrated the separation of
cell junctions between the Deiter and Hensen cells following overstimula-
tion. Since then, others (notably Spoendlin [3] and Voldrich [4]), also
using high levels of continuous noise, have demonstrated lesions on the
basilar membrane of an equivocal mechanical origin, including rupture of
the basilar membrane and Reissners membrane. Spoendlin suggested intensi-
ties of around 125 dB SPL as the threshold for mechanically-induced lesions
as opposed to metabolically-induced damage. However, the depen-

dance of this rms sound pressure on the exposure duration is not clear.
Spoendlin is in agreement with Davis and Beagley concerning the suscep-
tibility to acoustic trauma of the Hensen cell attachments, but he further
implicates the pillar cells and the medial attachments of the inner hair
cell cuticular area as, "weak spots." This paper attempts to provide a
clear documentation of the morphological sequence of events which is even-
tually responsible for producing massive structural damage to the organ of
Corti. Using blast waves as a vehicle, we will further attempt to quali-
tatively illustrate a fundamental difference in the way in which continuous
and impulse noise may need to be evaluated when assessing the potential for
producing trauma.

METHODS

Thirty-eight binaural chinchillas were used in this study; 6 controls
and 32 experimental. From the 32 experimental animals, 6 were prepared for
standard surface preparations [3,5] and the remaining 26 experimental and 6
control animals were prepared for Scanning Electron Microscopy (SEM). Each
experimental animal was exposed at a normal incidence to 100 blast waves
having peak over pressures of 160 dB SPL. The impulses were presented at a
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Fig. 1. Examples of three different pressure-time profiles
of the blast wave generated by the shock tube.

rate of 2/min. The blast waves were generated using a conventional shock
tube (compressed air-driven source) with an expansion section terminating
in an exponential horn [6]. The 4 ft. x 4 ft. horn exit was mounted in the
wall of an anechoic enclosure to reduce reflections. Pressure-time
histories of the typical waves that are generated at different operating
pressures are shown in Fig. 1.

All animals were killed by decapitation immediately after exposure or
at various postexposure times up to 30 days. The cochleas were perfused
through the round window with a cold, 5%, glutaraldehyde in veronal acetate
buffer at pH 7.3 (630 Mosm). Following overnight fixation at 4 degrees C,
the cochleas were postfixed for 5 min. with a 5% glutaraldehyde/2% aqueous
osmium mixture in a 5:2 ratio. Following dehydration and dissection of the
bony capsule, the specimens of the organ of Corti were either mounted in
glycerin on glass slides as surface preparations, or were critical point
dried with liquid carbon dioxide and sputtered with gold or gold-palladium
using a cold sputtering head. Cochleas prepared for SEM were viewed with a
JEOL JS-35 Scanning Electron Microscope (SEM) operating at 10-20 KeV. More
complete details concerning histological preparation procedures can be
found in Hamernik et al. [7,8].

RESULTS
Figures 2A and B illustrate the gross appearance of the organ of Corti
from two different animals immediately following exposure. The low magni-

fication surface preparation view in Fig. 2A illustrates the extensive
tearing of the organ of Corti from its basilar membrane attachments for
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Fig.

2.

Immediately following exposure. A) Surface preparation
illustrating extensive separation of the organ of Corti
(*) in the mid-cochlear region. B) SEM illustrating a
similar noise-induced detachment of the organ of Corti
(*) Insert - Surface preparation showing the initial
separation of the Hensen cells (H) which preceeds the
fracture shown in the adjoining micrographs. > Missing
pillar cells.
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Fig. 3.

Immediately following exposure: A) Higher resolution
SEM of the fracture ridge. Note missing Claudius
cells (C), intact pillar cells (P) and the line of
inner hair cell cilia (I). B) Area of the primary
lesion showing intact outer pillar processes (P);
normal appearing innmer hair cell cilia (I) and the
cuticular plates of the first two rows of outer hair
cells (0) without attached cell bodies. Note Deiter
cell attachments at the basilar membrane ( B ).



over one-third of a mid-cochlear turn. A more graphic view of an even more
extensive separation is presented in the SEM of Fig. 2B. The tear can be
seen (inset) to originate between the Hensen cells and the reticular lamina
of the outer hair cell (OHC) region. At higher resolution (Fig. 3), the
line of inner hair cells (IHC), with their cilia that are so readily
damaged, appear surprisingly normal in the area of the primary lesion, and
the inner and outer pillar cells are structurally intact. The OHC bodies
of the first two rows have been torn away just below the tight cell junc-
tions of their attachment into the reticular lamina, leaving the cell's
cuticular plate region and the reticular lamina intact (Fig. 3B). Imme-
diately basalward of the main lesion, the organ of Corti is usually struc-
turally intact with relatively normal IHC's. The OHC's, while frequently
all present, display irregular cross sections or are greatly swollen. In
Fig. 3, the outlines of the Deiter cell base attachments on the basilar
membrane can be seen. In this lesion, all the Deiter cells, Hensen cells,
OHC's as well as some of the Claudius cells have been torn loose. The
outer pillar cells, which are uniformly present, maintain their structural
integrity, leaving the tunnel of Corti intact, but open to scala media.
While Fig. 3 is typical of the most often observed features of the lesion,
variations do occur. Some of the cochleas dissected also displayed a
scattered loss of pillar cells as seen in Fig. 2A and in the SEM's of Fig.
4, In Fig. 4, a number of outer pillar processes are completely missing
and the tonofibrils of many of the ruptured outer and inner pillar cells
have been exposed. Another variant of the structural disintegration of the
organ of Corti can be seen in Fig. UA where the Hensen cells and some of
the third row of Deiter cells are left attached to the basilar membrane.
Such variations may be important in determining how rapidly epithelial scar
tissue forms to seal off the endolymphatic and perilymphatic spaces. Rela-
tively large variations have been noted in the rate of scar formation.

Fig. 5 illustrates the lesion from three different cochleas one day after
exposure. Fig. 5C shows the denuded basilar membrane covered within one
day by a filmy layer of membrane most likely originating from the region of
the Claudius cells. This layer of membrane seals the basilar membrane and
the fracture ridge created by the dislodged portion of the organ of Corti.
In some cases, the seal is incomplete and holes along the ridge of outer
pillar cells still connect endolymphatic and perilymphatic spaces (see
inset). 1In other cochleas (Fig. 5B), where the Hensen cells have been left
viable, the seal can be complete within the first day post-exposure. How-
ever, in other animals (Fig. 5A) with very similar lesions, wide gaps still
exist after one day between the tunnel of Corti and the endolymphatic space
(note the very normal-appearing IHC cilia). In Fig. 6A, taken from an
animal sacrificed 10 days after exposure, the scar formation is still not
complete, and large openings into the perilymphatic spaces are common. By
30 days after exposure (Figs. 6B and C), the lesion has usually been sealed
and the organ of Corti generally presents a stabilized appearance, but with
an extremely variable population of sensory cells. Exceptions to the above
are occasionally seen such as in the inset of Fig. 6, where a small defect
allowing communication between the scala may still exist. Variability in
sensory cell population can be extreme, and virtually every combination of
normal and abnormal cilia can be found (i.e., bent, fused, broken or giant
cilia). Similarly, no pattern in the OHC cell loss is apparent, and any
individual or combination of damaged rows of OHC's can be found, with
normal or abnormal populations of IHC.

Other epithelial cell populations in the cochlea are also reacting to
the altered milieu of the scala media following trauma. A surprising
response was observed in the cells of inner sulcus and the related inner
border cells. Figs. 7 and 8 illustrate the surface morphology of the inner
sulcus cells (ISC) taken from animals sacrificed 10 days after exposure. A
prolific growth of microvilli and pseudopodia has taken place on the sur-
face of these (Fig. 7) cells and various particles are seen entrapped in
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Fig. 4. Immediately following exposure: A) An example of an

unusual fracture ridge which follows the line of
attachment of the outer pillar heads (P). Note the
Hensen cells (H) that remain attached to the basilar
membrane. (A) Artifact. B&C) Example of a fracture
ridge in which inner and outer pillar cells (P) are
ruptured (» ) and the tonofibrils (T) are exposed.
Note the relatively normal appearing inner hair cell
cilia (I) in each plate.



Fig. 5.

One day after exposure. A) Scar tissue has not yet
sealed off the perilymphatic space. B&C) Region of
the outer hair cells (0) from two different animals
showing complete scar formation. 1In plate B the
Hensen cell (H) are present just as in plate A,
while in plate C the Hensen cells have been torn
loose with the bulk of the organ of Corti. Inset -
small defects ( ™) through which cochlear fluids
may still intermix. (P) Pillar cells.
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Fig. 6. A) Ten days after exposure the fracture ridge along the

pillar cells (P) is often not sealed in some animals

and the tunnel of Corti can communicate with the
endolymph. (ISC) inner sulcus cells, (C) Claudius cells.
B&C) Thirty days after exposure the lesion is usually
completely covered by scar tissue: hair cell loss is
quite variable. Inset: However even after 30-days in
some animals scar formation may be incomplete (B).

(0) outer hair cells, (I) inner hair cells.



Fig.

7.

Surface views of the inner sulcus 10 days after
exposure. A) Profuse growth of microvilli on
inner sulcus cells (ISC). Note the convex
distortion of the surface of cell (C) with a
particularily dense growth of villi. B) Higher
resolution of ISC surface growth illustrating
sac formation (™ ). () Surface ISC detail
illustrating the formation of extra surface
membrane ( B) systems.
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Fig. 8. Ten days after exposure. A) Detail of an ISC with a
highly convex surface and an extensive development of
extra membrane at the surface (B ). B) Example of
the relationship between particulate matter and the
enveloping pseudopodia (™). C) Low magnification
view of several distended ISC surfaces illustrating
apparent interactions between cells (B ), (X) cell
of unknown origin.



the tangle of villi (Figs. 7B and 8B). The cells of the inner sulcus would
appear to be extremely active in the endocytosis of debris following trauma
to the organ of Corti. Some of the ISC's are greatly distended (Figs. 8A
and C) often with extensive sheet-like formations of extra surface membrane
studded with irregular and branching villi (Fig. 8C). Other cells of un-
known origin are frequently present (Fig. 8C). A further discussion of the
ISC's can be found in Hamernik et al. [8].

DISCUSSON

We have shown that an acute exposure to high level blast waves can
produce widespread, direct mechanical damage to the organ of Corti. As
discussed by other authors, and clearly seen in the inset of Fig. 2, the
first structures to fail are the cell junctions associated with the attach-
ments of the Hensen cells to the Deiter cells, the Claudius cells and the
reticular lamina. In contrast to the conclusion of Spoendlin [3], our
results indicate that the pillar attachments and the first row of Deiter
cell heads are relatively tough and resistant to damage. The fracture line
most often runs between the second and third rows of OHC's. An apprecia-
tion of the strength of the tight cell junctions of the reticular lamina
can be obtained from Fig. 3, where it can be seen that the cuticular plates
of the outer hair cells remain attached in the matrix of the reticular
lamina, while the remainder of the sensory cell body is torn loose from
below, along with the strip of Hensen and Deiter cells.

After reviewing the SEM's from animals sacrificed over a 30 day
period, we were surprised at the variability in the rate of scar formation.
While we cannot explain such variability, the variability associated with
scar formation may be important in explaining why animals exposed to the
same impulses demonstrate such variable degrees of sensory cell loss. The
acceptance of Bohne's [9] fluid-mixing hypothesis would imply that the
sooner the fluid compartments are sealed, the less loss there will be to
the sensory cell population. While we have no quantitative data, it seems
likely that in cochleas that have incomplete scar formation over as much as
a 30 day period, the extent of sensory cell loss will be increased. The
likely tendency of the lesion to develop over time, especially basalward of
the primary lesion, may also have a correlate in hearing threshold mea-
sures. A common observation following high-level impulse noise exposure
[10] is the growth of TTS over time, i.e., maximum TTS may be reached as
much as one day following exposure.

Another surprising feature of these data is the ability of the pillar
cells to withstand the mechanical trauma and along with them the inner hair
cells. Relatively normal appearing IHC's can be found immediately follow-
ing exposure as well as at 30 days postexposure, even in the area of the
primary lesion. Because of the afferent innervation pattern, the survival
of such large numbers of IHC may have implications for hearing function.
Impulse noise exposures similar to those described in this paper which
produce massive OHC loss over as much as 80% of the cochlea [10,11] are
known to produce hearing losses which seldom exceed 40 dB across the 0.5 to
8 kHz test range. Frequently, if the lesion is localized to the middle of
the cochlea and does not exceed 10-30% of the entire OHC population, hear-
ing thresholds may be very near normal. In both these situations, the IHC
populations, including the integrity of the cilia, can be quite normal.

The extensive growth of villi and pseudopodia on the surface of the
inner sulcus cells was also quite unexpected. From the appearance of the
surface of these cells, it would appear that they are actively engaged in
the endocytosis of substances released during the development of the lesion
on the organ of Corti. There is evidence in the literature [12-14] that
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the prolific growth of villi on the surface of these cells may in fact be
triggered by a variety of macromolecules released during trauma. Regard-
less of the reasons, the extensive growth of extra membrane on the inner
sulcus cells may indicate that these cells with their unexciting cytoplasm,
may be capable of modifying the composition of the fluids in the inner
sulcus and the subtectorial space. The composition of the fluid in this
region of the cochlea is still a debatable issue [15].

Approaches to trying to estimate damage threshold levels for the
purposes of establishing criteria for exposure are usually based upon a
trade-off between intensity and duration of the exposure, i.e., essen-
tially an energy consideration. Considering that a typical acute exposure
to impulses or blasts (even large numbers of them) lasts only a fraction of
a second, a strict adherence to energy principals may not be completely
adequate. Consider the following: We have performed experiments with the
3 waves shown in Fig. 1, i.e., over a dynamic range of from 150 dB to 160
dB peak over pressure (re 0.0002 dynes/cmz). Using the evoked auditory
response as a measure of hearing thresholds and tympanometry as an index of
middle ear trauma, we find that exposure to 100 blasts at a rate of 1/min.
at 150 dB produces moderate hearing loss (less than 10 dB) and small mid-
cochlear OHC loss. At levels of 155 dB, hearing loss can be in excess of
40 dB and losses of sensory cells (especially OHC's) can be extensive over
more than 80% of the cochlea; at levels over 160 dB, middle ear problems,
including rupture of the tympanic membrane, occur and we find a protective
effect on the cochlea. Thus, over a 10 dB range of intensities, we find a
wide variety of effects on the cochlea, including the massive structural
damage shown in the preceeding micrographs. If we assume the signal to be
plane wave, then the energy per unit area transported by the blast wave
[16] in the direction of propagation can be approximated by:

£
u =/P§(t)g§ (J/M)
z

0

Where P(t)
Z

2
instantaneous sound pressure(N/m

specific acoustic impedance (—S/m;)

This relation can be applied to the waveforms shown in Fig. 1. Introduc-
ing a level terminology in the sense of the logarithm of a ratio quantity
along with a term, 10 log N, to account for the number (N) of blast wave
presentations, we find that all the exposures (for N=100) have energy
levels (re 1 J/M%) of between 23 to 24 dB, regardless of their peak in-
tensities (i.e., in the range 150 - 160 dB). Variations of 1 dB occur
because of variations in the slow phase of the pressure fluctuations
following the shock front. The waves in the traces shown in Fig. 1 were
obtained using an 1/8" microphone (B&K 4138) at grazing incidence, and the
shock front is represented by the initial pressure spike having an overall
duration on the order of 10 usec, essentially a reflection of the time of
passage of the wave front across the microphone diaphragm. We are thus
faced with three blast wave exposures having similar energies but differing
in their peaks and differing substantially in their effects on the hearing
mechanism. The question that naturally arises then is what is an adequate
characterization of an impulse for the purposes of exposure criteria? 1In a
later paper at this meeting, Patterson et al. will contribute to answering
this question by suggesting that both peak pressure and energy need to be
considered depending upon the impulse. For the waves shown in Fig. 1,
energy is not sufficient to predict the range of observed effects, and in
situations where a very high pressure change is instantaneously impressed
upon the external canal, impulsive waves may require alternate methods of
evaluation.
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In the field of structural mechanics, the impulse I of a high inten-
sity transient force is used to evaluate the structural response, where

t
I- /F(t) dt (N-S)
Yo

and F(t) is the transient force.

Impulse loads on structures are known to produce excessive dis-
placements as well as stresses on structural members that can be very
destructive. Thus, depending on the wave form, impulse and energy may be
complimentary variables. While this brief discussion is a great over-
simplification which ignores a number of important points, it may have some
value in stimulating thought on different approaches to evaluating impulse
noise exposure.
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DISCUSSION

Per Nilsson: Did you do a frequency analysis of your impulse of 160
dB? If so, where was the energy peak located? Did you see any
relationship between the location of the lesion and the frequency of the
impulse?

Hamernik: Most of the energy is located below 100 hz. It is a very
slow wave. The only thing that looks fast is the rising edge of the shock
wave. You would expect the damage to be in the upper turn of the cochlea,
not down around the 2 kHz region of the cochlea. The lesions did not
spread apically, which was somewhat disturbing.

Pfander: You showed disturbances and fractures in the middle ear of
the animals. I haven't seen disturbances of the middle ear in humans after
peak pressures of 160 dB. What percent of the middle ears examined were
damaged?

Hamernik: It was probably around 50 percent. I think the level which
causes damage in people is closer to 180 dB for this type of impulse.

Pfander: During the war, I saw massive destruction of the middle ear
after explosions; these were apparently over 200 dB. Do you think 180 dB
is the damage level which causes damage to the middle ear in humans?

Hamernik: I don't know, but reading some of the old papers that were
done shortly after the war gives the impression that 180 dB is the level
which causes damage in humans.

Shaddock: Several times you mentioned that the inner ear sensory
cells looked completely normal. I am wondering if you did any sectioning
to verify that. I think it is a little dangerous to make such a statement
based simply on the condition of the stereocilia.

Hamernik: Terribly dangerous! No, we did not section any of the
cells. Basically we were just looking at surface pathology. I certainly
would have to qualify my comments.

Engstrom: Thirty days after you have this massive damage, what kind
of epithelium remains?

Hamernik: It depends a lot on the nature of the lesion. If the
lesion is complete so there are no supporting or sensory cells, then it is
just a flat epithelium that seems to unite the inner sulcus and the
Claudius cell. Sometimes the epithelium seems to grow from the area of the
Claudius cells. It appears to come up and seal off the pillar cells and
actually grow over the pillar cells.
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Engstrom: But the length would be about the same as the snake?
Hamernik: It is variable.

Engstrom: On the first day after the explosion, do you see any kind
of invasion of lymphocytes?

Hamernik: In scanning electron micrographs, I am not quite certain
how to precisely identify lymphocytes.

Warren: Your talk concentrated on the focal rupture of the organ of
Corti in the 0.3, 0.8, and 0.2 kHz regions. Could you comment on the state
of articulation between the tectorial membrane and the organ or Corti?

Hamernik: The tectorial membrane always suffers from typical arti-
facts. Generally, it is always rolled up towards the modiolus no matter
where you look.

Warren: Did you do any light microscopic examination of the cochlea?
Hamernik: No. We are doing that now.

White: I wonder if perhaps you could say if there are any desmosomes
between the cells in the inner sulcus region? How many are there and are
they likely to be damaged by the kind of blasts you were talking about.

Hamernik: As far as I am aware, there are no desmosomes in the inner
sulcus region. That does not mean they are not there, I haven't found any
yet. Cells in the inner sulcus have received very, very little attention.

Pujol: About 10 years ago when we started to study the effects of
acoustic trauma, we exposed hamsters to noise for days and weeks and found
a very strange thing at the inner sulcus. There was an increase in the
volume of the cells and a fantastic increase in the length of the stereo-
cilia. Since this area of research was new to us, we just put it aside
because we could not interpret it. Your results seem to be very similar to
our own and are quite surprising.

Hamernik: Your results are very interesting. The cells in the inner
sulcus are described in text books as having clear unexciting cytoplasm.
In damaged ears, there seems to be something exciting gong on here.

Patuzzi: Did I understand you correctly in suggesting that the wave
shape you measured was limited by the travel time of the shock wave across
the micro-phone diaphragm?

Hamernik: Not the wave shape so much as the initial rising front. If
you talk about the dimension of the shock wave, it is on the order of the
mean free path of the molecules in the medium it is traveling in. So what
we are actually measuring is the rise time of the 1/8 inch microphone
during the first 10 microseconds. The measurement of the rest of the wave
is probably reasonable.

Patuzzi: Taking that into account, what does the spectrum of what you
measure mean? I do not think you can do a spectrum analysis of that wave
and say it had any significance.

Hamernik: That is true at least for the spectrum of the rising
position of the wave front; however, useful information can be abstracted
from the remaining position of the wave where most of the energy is
contained.
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THE APPLICATION OF MORPHOMETRIC AND STEREOLOGICAL PRINCIPLES TO

EPITHELIAL TISSUES: THEORETICAL AND PRACTICAL CONSIDERATIONS

F.H. White

Department of Anatomy and Cell Biology
University of Sheffield
Sheffield S10 2TN U.K.

INTRODUCTION

The study of the spatial relationships between cells, their contents
and the ways in which they interact with each other and with the extra-
cellular matrix can only be studied by microscopical techniques. Apart
from the straightforward methods of light and electron microscopy available
for examining normal, diseased and experimentally treated cells and
tissues, the experimental biologist now has a variety of additional tech-
niques available for investigating cytological and histological features.
These include autoradiography, histochemistry and cytochemistry, immuno-
chemistry and quantitative morphology. These techniques enable us to draw
conclusions about the structure and functions of cells in their proper
arrangement, and by making comparisons between normal and altered tissue or
cellular structure, we can learn and ultimately understand the mechanisms
which govern and control normal and diseased tissues.

The evaluation of structural changes in cells and tissues has largely
been based on qualitative description which can be and is often liable to
serious error since it is essentially subjective. In histopathology, for
example, in which evaluation of abnormal tissue features is of paramount
importance, the examination of tissue sections is qualitative and the
diagnosis is dependent upon a number of variables which include the
experience and training of the individual pathologist. Morphometric
methods which rely less on qualitative observation and thereby reduce such
subjectivity are currently being used in diagnostic pathology [1] and in
histological and cell biological studies [2]. Morphometry encompasses
techniques which have advantages in increasing objectivity enormously,
improving reproducibility, and further, they enable the detection of
previously unsuspected changes. These advantages are conferred by the
acquisition of quantitative data using microscopical images or their
representations.

TYPES OF QUANTITATIVE MICROSCOPY

There are a number of different quantitative morphological techniques
in use today. These include morphometry, planimetry, stereology, image
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processing, image analysis, scanning photometry or densitometry and flow
cytometry. Etymological morphometry means "the measurement of form." More
specifically, Weibel [2] has defined morphometry as "quantitative morphol-
ogy; the measurement of structures by any method, including stereology."
Thus all the methods in the list above are morphometric methods. Planim-
etry, or planar geometry, relies on direct measurements of features made on
a two-dimensional plane. Stereology involves mathematical relationships to
define three-dimensional structures from measurements carried out on two-
dimensional images. It is these techniques with which the present paper is
concerned, primarily because the techniques can be applied to sectioned
biological material with the minimum of equipment and are thus accessible
and inexpensive. The other quantitative morphological methods require
sophisticated and expensive apparatus, and will not be described further.
The reader is referred to reviews on automated image analysis [3] and flow
cytometry [4,5].

STEREOLOGY: WHAT IT IS AND HOW TO DO IT

Weibel [2] has defined stereology as a body of mathematical methods
relating three-dimensional parameters defining a structure to two-
dimensional measurements obtained on sections of a structure. There is
thus a sound mathematical and statistical basis for the principles of
stereological techniques, which are dealt with in depth elsewhere [2,6-11].
It is a common misconception that a great deal of mathematical knowledge is
required before any stereological study is undertaken. Stereological tech-
niques are based on principles of spatial geometry and statistics. How-
ever, the application of the principles is relatively straightforward and,
providing certain rules are followed, a great deal of very valuable infor-
mation can be obtained by the novice from sections or micrographs with
little knowledge of the theoretical basis for deriving that information.

In stereological analyses, several steps can be identified. First,
material has to be prepared for analysis in such a way that the components
being quantified are unambiguously identifiable. This involves the pre-
parative steps involved in producing sections for light or electron
microscopy, selecting an appropriate magnification, and deciding which
histological or ultrastructural features you want to quantify. The next
step is to choose a technique for measurement of sectioned components.
Stereology can be used to define volumes, surface areas, lengths and
numbers; several different methods are available. These measurements
generate information known as primary data which, taken as it stands, has
limited biological significance. By substitution into stereological
formulae, this information is used to generate secondary data, which in
essence converts the primary data into density estimates. Thus the volume
of a component can be related to a unit volume containing the component.
Further, if the actual dimensions of the containing volume are known, it
becomes possible to derive estimates of absolute component dimensions
related to the average cell or average organ, which enables us to draw more
relevant conclusions about biological phenomena. These methods will be
clarified in subsequent sections.

THE ACQUISITION OF STEREOLOGICAL INFORMATION

Primary Data

The simplest and cheapest way of acquiring quantitative data from micro-
scopical images is to superimpose a transparent lattice containing a
repeating pattern of test probes over a micrograph. A wide variety of
lattices are available and many of them are illustrated in Weibel [2]. The
most useful for general purposes is the coherent double test lattice which
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comprises arrays of parallel lines arranged perpendicularly to each other.
The intersections of the lines provide an array of points. When the micro-
graph is randomly confronted with the test lattice, a number of significant
relationships can be generated as a result of counting interactions or
events which occur between the lattice and the micrograph. Such informa-
tion is known as primary data and is essentially planar morphometric
information. If we obtain a section through a cell which contains a
nucleus (Fig. 1), we can count the points which fall in the nucleus (P, )
and the points which fall in the cytoplasm (P ) and obtain a simple
planar estimate, the nuclearcytoplasmic ratio :PN/PC T). We can also
count intersections of test lines with the plasma memgrane (IP ) and obtain
an estimate of nuclear membrane profile boundary length (B). %n biological
terms, the acquisition of planar morphometric or primary stereological data
is limited in terms of its biological usefulness and it is almost always
preferable to transform primary data into secondary data. Primary data
measurements are accumulated for each animal and these totals substituted
into the relevant stereological formulae.

Secondary Data

The information generated by event counting can, with relative ease,
be used to provide stereological secondary data, which is in the form of
density estimates, the majority of which are ratios. Biological struckures
can be characferised by a var%ety of dimensions Bhich are volume (V,cm”),
surface (S,em”), length (L,cm’ ) and number (N,cm ). In stereology, the
dimension of the component is always related to a reference which must be
clearly specified. The reference is usually written as a subscript. Thus
V., refers to the volume of a given component within a unit of specified
reference volume; S, to the surface area of a given component within a unit
of specified reference volume; S, to the surface area of a given component
with respect to a unit of specified reference surface area and so on.

Provided that the sample of micrographs is random, most density esti-
mates are completely independent of the shape, size and spatial orientation
of the component being measured. An important exception is estimation of
numerical density in which we need to know the size and shape of the struc-
ture [2].

Volume, Surface and Length Densities

Measurement of these parameters provides us with reliable information
which represents the aggregate of a particular component within a given
reference.

Volume Density - V.. This parameter represents the volume of a com-
ponent of interest Vi within a unit reference volume V_. On two-
dimensional sections, it has been shown [2] that the vBlume density of i
within r (VVi,r) is given by

fi P, Vi
A
r

v ﬁi = (Equation 1)

Vi,r ~ 7
r r

where A represents the areas of the components and P represents the points
falling on the components after random superimposition of a lattice con-
taining test points. Point counting is generally the most efficient way of
estimating volume densities [12]. The alternative is to measure component
areas by planimetry or by tracing round their profiles using a digitizing
tablet interfaced with a microcomputer, such as is available with most
image analyzers.

Because sections have a finite thickness, and stereological principles
depend on making measurements from two dimensional planar views, errors
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known as overprojection effects may be introduced because components pre-
sent within, rather than on the surface of, the sections are observed and
quantified. This results in overestimation. For approximately spherical
particles, a correction factor is available which is derived thus

kg = 1+ %% (Equation 2)

where t is section thickness and d is mean profile diameter. Volume den-
sity is corrected for this effect by dividing it by the correction factor
k. The larger the particle, the less is the error for any given section
thickness and it is generally accepted that if the profile diameter is more
than ten times greater than section thickness, overprojection correction is
unnecessary. Weibel [2] provides alternative formulations for particles of
different shapes.

Surface Density - S, S, . These parameters generate densities which
characterize the surface of a component in relation to a unit containing
volume (S.) or surface (SS). For estimation of these components, the
relevant formulae are

o1 (Equation 3)

- 4B
and o L

A
S sI, -1 (Equation 4)
I

Si,r Ii,r

B, represents Ehe boundary trace length B of the component of interest
d%vided by the area A enclosing the component, and this formulation can be
used if a digitizing tablet or planimeter is being used. is the
formula of choice when using superimposed test lattices in l%near arrays.

I is the number of intersections the linear lattice makes with the
component of interest which is divided by L, the length of lattice line
which overlies the reference component. The parameter S, is obtained very
simply by differential intersection counting, I. being the number of
lattice intersections with the component of interest and I , the number of
intersections with the reference component.

Length Den31ty - L relates the length of a component to its unit
containing volume. ¥s derived from the following equation

Lv = ZNA (Equation 5)

where N is the number of profiles of the component contained within the
reference area of section A. Reference area may be measured directly using
a cursor and digitizing tablet, but point counting can also be used to
determine A. If a quadratic lattice is used, each point will represent a
given area whose dimensions can be determined according to the magnifica-
tion being used.

Numerical Density - N., N, . Numerical density can be expressed in
terms of number of components per unit reference volume (N,) or per unit
reference area (NS). These estimates are more difficult to determine than
the other density estimates mentioned since inherent in the stereological
formulae used to calculate them is a measure of their shape and size.

Numerical density in a volume N, can be obtained from

\'}
(Equation 6)

where N is the number of components present in reference area A. H is the
mean caliper diameter of the component, i.e., averaged over all orienta-
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tions. In_the case of spherical objects of uniform size, the mean caliper
diameter, H is equal to the mean diameter of the object 5." However, if the
section contains two different sized spherical particles, H{D. It can be
appreciated that H for objects with more complex shapes can be more diffi-
cult to determine. Similarly, at first sight N seems a simple enough
parameter to calculate, but the number of profiles seen in a section does
not always accurately reflect the number of particles. A particle which is
in the shape of a horseshoe can produce either one or two profiles, accord-
ing to its orientation with respect to the section plane. One can easily
imagine how particle numbers can be overestimated, especially when con-
sidering structures with a more complex morphology.

Weibel and Gomez [13] have provided an alternative formulation for
numerical density

(372)
N, =1 . N
Vo g ve(1/2) (Equation 7)

where B is a shape coefficient defined by the relationship between the
component's volume and its mean cross sectional area. Values for B can be
consulted in the graph provided by Weibel [7]. This method should be used
only for particles of constant shape.

In view of the difficulties of computing N, it is a parameter which
should be measured and interpreted with caution. Mayhew et al. [14] have
evaluated several methods for determining numerical densities of mitochon-
dria and show how a number of systematic errors can be introduced by making
erroneous assumptions about particle size. They concluded that the number
of mitochondria had little meaning, particularly as the in vivo morphologi-
cal characteristics of this organelle are inconstant. Mitochondria in
living cells rapidly change their size and shape, fuse with each other and
are generally in a state of flux. If at all possible, alternative ap-
proaches to N, should be sought. Otherwise, attempts should be made to
determine the size and shape of the component and, at the very least, any
assumptions made regarding their features should be clearly stated.

Certain structures which are found on surfaces are best character-
ized numerically by relating their number to the surface upon which they
are situated, rather than to a containing volume. Such estimates may be
applied to investigate frequencies of intercellular junctions [10, 15-17].

The method is based on the Nv formulation and is

(Equation 8)

where NB is the number of components, N, present along a surface profile of
length B. A 1s the mean diameter of the component. B is readily deter-
mined by intersection counting according to the equation

B = xI xh

'g (Equation 9)

where I is the number of intersections of the lattice with the component
and h is the distance between the lattice lines, corrected according to the
magnification being used. This equation can also be used to generate the
mean profile boundary trace length B of the component since, A

B = (Equation 10)

=|w
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the mean diameter of the component, can prove very difficult to deter-
mine. In our studies of desmosomes and hemidesmosomes [15,17], we have
assumed these components to be flat circular discs of similar size. On
this basis, B + A since if a randomly orientated number of discs are sec-
tioned, their mean diameter will always be lower than their true diameter.
We have resorted to using Abercrombie's method [18] to compensate for
diameter underestimations; thus

A=B x% (Equation 11)

The acquisition of these density estimates can provide an enormous
amount of information on the structure of cells and tissues. It is nec-
essary to stipulate clearly what the component is as well as the exact
nature of its containing component. Counting points in mitochondria (PMIT
and in their containing epithelial cells (PCEL ) and cytoplasm (P T) can
thus provide us with either the cytoplasmic voIume density (=P T9¥C T) or
the cellular volume density (=PM T/PCE L), with the latter always be¥ng
lower in value since P contains po&nts falling in both nucleus and
cytoplasm. Hemidesmosdémés (HD) which are found in the plasma membranes of
epithelial cells at the basal lamina complex of the epithelial-connective
tissue junction may have their surface densities quantified in relation to
unit volume of epithelial cell (SVH L ) or in relation to the plasma
membrane within which they are foung’gg %. The Ss parameter may be derived
for the entire plasma membrane (PM) surface as S or it may be more
useful in biological terms to relate the hemidesmosdmes only to the regions
of membrane upon which they are found, i.e., the basal plasma membrane
(BM), i.e., SSHD y+ The reference volume or area will thus vary according
to the requiremeﬁgs of a study.

)

Density data are the most commonly used stereological parameters, but
one must be wary in the interpretation of such data. Such pitfalls are
illustrated in Fig. 1, Table 1 and in the illustrated example. The next

step possible in stereology is to obtain tertiary data or average cell
values.

Average Cell Data. If we can in some way quantify accurately some
component of our experimental system, we can convert our density data to
absolute data. From such estimates we can extract a great deal of rele-
vant information which may tell us, for example, whether a particular
organelle is undergoing proliferation or involution. How this can be
achieved is best illustrated by using the liver as an example. Let us
suppose that we wish to know whether the volume of hepatocyte mitochon-
dria in an experimental group differ from that in a control group. Having
carried out our experiment, we obtain two sets of livers from two experi-
mental groups, and we measure their volumes (VL V), for example by fluid
displacement. We then process the livers for e{ectron microscopy and using
semi thin sections at the light microscope level, the volume density of
hepatocytes in unit volume of liver tissues (V EP.L ) is determined from
a systematic random sample. These blocks are ggen’sectioned for electron
microscopy and the volume density of mitochondria in hepatocytes is cal-
culated (V MIT.HE ). From this information we can calculate (i) the mean
volume of gepatooytes in the liver V (=V x V, +v) and thence (ii)
the mean volume of mitochondria in t gplivegﬂgp’LI v IV xV )

MIT ‘~"VMIT,HEP HEP’*

Another approach is to measure the dimensions of the cell from sec-
tions. If we have a population of cells with spherical nuclei of uniform
size, the nuclear diameter can be determined by direct measurement and
nuclear volume §an be calculated from the formula for the volume of a
sphere (= 4/3mr~). If the ratio of nucleus to cytoplasm (N/C) is also
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known, we have a means of obtaining the cytoplasmic volume which is
independent of cellular shape, since N/C is the ratio of the nuclear and
cytoplasmic volumes. We now have estimates of nuclear volume, V., and
cytoplasmic volume, V T If we estimate the volume density of mitochon-
dria per unit volume g¥ cytoplasm (V MIT CYT), we can readily calculate the
absolute volume of mitochondria in tge avérage cell (VMIT) from

v v (Equation 12)

mrr = Vymrt,cyr * Veyr

By using absolute cell volume estimates, surface densities may similarly be
transformed to average cell data if they are related to a unit volume of
cell or cytoplasm, i.e., S,. If related to unit surface of plasma mem-
brane, i.e., S,, it is possible to obtain absolute estimates of the average
cell plasma membrane surface (S, ) by substituting cell volumes into the
volume to surface ratio formula which is

V=V =2 P .
S ~§gﬁLL ﬂ_i—f (Equation 13) [19]

This method requires additional counting to be performed using a test
lattice of interrupted lines (see Weibel [2]) of length Z. The ends of the

Fig. 1: Diagrammatic illustration of data generation using a double
quadratic test lattice of side length lcm at a magnification of
x10,000. N = nucleus; CYT = cytoplasm; LY = lysosomes; MIT =
mitochondria; NM = nuclear membrane; PM = plasma membrane; DES =
desmosomal contact site. Note: For simplicity, the nuclei and
lysosomes are presented as circles of diameters 3cm and Tem. In
random sections of spheres with these diameters, the mean
diameters, 5, will be less than the true diameter, D, which is
found from the relationship D = E_X d. (In original 1 grid
sq.=1cm). m™
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lines are considered as points. Points falling within the cell are counted
(P) as are intersections of the test lines with the plasma membrane (I).
If we have a surface density of desmosomes expressed per unit surface of

plasma membrane (SSDES,PM), then the absolute surface area of desmosomes
(SDES) on the average cell is obtained from

SDES = SSDES,PM X SPM (Equation 14)

An Tllustrated Example of Data Generation (Fig. 1 and Table 1)

Let us suppose that we have carried out an experiment on a particular
tissue and have acquired a sample of micrographs in group A from control
animals and in group B from the experimental animals and that we wish to
identify the changes induced by the experimental treatment. In diagram-
matic form, Fig. 1 shows a cell from group A and a cell from group B with a
quadratic test lattice superimposed over each. The test lattice has a
spacing of lem, which at a magnification of x10,000, represents an actual
length lum. Each point on the lattice thus also represents Tum?, By
carefully following the worked example, one can appreciate how primary data
are obtained and how this can be converted to secondary and tertiary data
(Table 1).

In such an example, it is obviously impossible to provide a compre-
hensive description of all stereological techniques available, but most of
the common parameters are described. The data have, of course, been
generated from only two cellular representations for simplicity, and are
thus purely illustrative, but if we assume that they are derived from
representative samples, we can see that several quantitative differences
exist between our two hypothetical cell populations. For example, des-
mosomal surface densities (Sy and Sy) are similar in both populations.
However, cell B has a lower §requency of larger desmosomes (compare Ng and a
data) and the average cell in group B has far more of its plasma membrand
differentiated into desmosomal attachment sites (see S ). Similarly, the
lysosomal density estimates V., and NV are similar in groups A and B, but
their volumes and numbers in ¥he average cell in both instances are
actually doubled. These examples clearly show the limitations of the sole
acquisition of density data from two samples, from which we might have
concluded erroneously that our experimental treatment produced no signi-
ficant alterations in either desmosomes or lysosomes. In fact, cells from
group B were larger by almost 50um-, which resulted from cytoplasmic
hypertrophy, and this was accompanied by the formation of desmosomes of
greater size and by an increase in the volume of the lysosomal population,
produced by a doubling of the number of lysosomes in the average cell. It
1s thus clear that before undertaking stereological analyses, one's aims
and objectives should be clearly defined and any interpretations drawn from
the study carefully considered.

Sampling Guidelines

Stereology 1s a science of averages, and depends for its success in
terms of reliability and accuracy upon the acquisition of quantitative data
from a representative random sample of tissue which is free of selection
bias. In practice, this involves a series of steps known as a multilevel,
nested or cascade sampling procedur [2]. Ideally, this should not deviate
between control and experimental systems. In a simple experiment in which
we wish to evaluate ultrastructural morphological changes induced by a
particular experimental treatment, our starting point in the stereological
analysis would be to obtain a group of animals (matched for strain, age,
sex or body weight) which had been subjected to a particular experiment in
identical ways and to obtain a control group of similar animals not sub-
jected to such experimentation. From each of these animals in both groups,
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Table 1: Acquisition of Stereological Information (derived from Figure 1)

PRIMARY DATA
D
Py | Peyr | Ferrn | Pry| Moy | Moes | Toes | Tem | Tnm | Toy | Pn LY
Cell A 71 29 36 3 3 5 4 24 6 6 | 3pm| lpm
Cell B 7| 52 59 6 6 5 7 35 6 12 | 3pm| 1lum
SECONDARY DATA
Units
PN 7 7
N/C = —— A A
Pcyr 29 024 52 0-13
PN
Vy = (Eq.1) 7 = 0.1 7 0.12 3 3
N,CELL Po* Poyr 36 .19 ) . pm3/pm
PLy
vy = (Eq.1) 3 6 _ om3 3
LY,CYT Py 36 0.10 53 0.11{um3/pm
IDES
IS = —2Eo (Eq.4) 4 _ 7 _ ' um?2 2
SDES, PM Ipm 52 = 0-17 35 = 0.20 pm2/pm
- IpEs 4 7
SVpgs,cyr = 2 ¥ (PCYT) (Ba-3) | 5 55 = 0.28 2 x &5 = 0.27|pm?/pm?
Inm
= Eq.3 6 6
SVnm, cerL T 2 ¥ (PCELL) (Bq.3) | 5 == 0.33 2 x o5 = 0.20|um?/um?
Try
s = X (—=X (Eq.3) 6 _ 12 _ 2 3
VLY, CYT PcyT 2 x 55 = 0.41 2 x 55 0.46 {pm2/um
= I T
M= 5 X Ipy . Zx 24 = 37. T % 35 =54.98] um
Bpm x I x 1 (Eq.9) : 37.70 :
T s - 6.28 T =1
Bpgs = = % Ipes X 1 (Eg.9) 5 X = . 3 X 7 = 10.99 um
_ 6.28 10.99 _
Bpps = Bpes * NDES (Eq.10) -5 = 1.26 = = 2.20 pm
— 4
ApEs = Bpgs x% (Eg.11)|1.26 x o= 1.60| 2.20 x — = 2.80]| vm2
Npes + BpMm + 37 7 + 54.98 _ _2
Ns = —=ks T T8 (Eq.8) = 0.08 = 0.03| um
DES, PM ADES 1.60 2.80
+ + 6 + 52
Ny - Noy ® Acve (Eq.6) 3 = 0.10 = 0.11| pm-2
LY,CYT DLy 1 1
TERTTIAR DATA
Y B
4 D 4 3 4 3
= m(=)3 = )3 . = Z)3 = 14.14|pm3
VN 3 ﬂ(2) 3 X T X (2) 14.14 3 X T X (2) V]
VeyT = Vy + N/C 14.14 %+ 0.24 = 58.92 14.14 ¢+ 0.13 = 108.77 {pm3
VeELL = Vy + VCYT 14.14 + 58.92 = 73.06 [14.14 + 108.77 = 122.91|pm3
Viy VVLY,CT X Veoyr 0.10 x 58.92 5.89 | 0.11 x 108.77 = 11.96|pm3
| SDES = SVpgg,cyp ¥ Voyr | 0-28 x 58.92 = 16.50 | 0.27 x 108.77 = 29.37 pm2
| SNM = Sy, cprp X VCELL| 0-33 X 73.06 = 24.11 | 0.20 x 122.91 = 24.58|um?
Npy = Nvpy, cyr ¥ Veyr 0.10 x 58.92 5.89 | 0.11 x 108.77 = 11.96

93




we would then obtain samples of the tissue or organ, which would then be
prepared for electron microscopy. Procedures used for microscopical
examination of tissues, such as fixation, dehydration, embedding and
sectioning may modify structural dimensions by shrinkage, swelling, com-
pression or extraction of various components. During specimen preparation,
carefully controlled, standardized procedures should be used, in order that
such procedures affect both groups similarly. Variations in preparative
techniques are potential sources of error and can greatly affect the quan-
titative data obtained [2,20-22].

Having obtained a sample of tissue blocks from each animal, a random
sample is obtained, usually by lottery, for sectioning. In theory, such
sections should be cut in random planes, but in practice it may be neces-
sary to deviate from this ideal. For example, if studies are directed
towards analysis of the different maturation compartments (basal, spinous
and granular layers) in a stratified squamous epithelium, random plane
sections would pass both perpendicularly and horizontally with respect to
the epithelial surface. In horizontal sections, it is impossible to dis-
criminate adequately between the morphology of basal and spinous cells, and
for this purpose such sections would be useless. Thus random perpendicular
planes are used in which it is assumed that each cellular layer forms a
polarized sheet, within which the individual cells are homogeneous (17,
23-26]. In simple columnar epithelia, an analysis of differences between
basal and apical portions of the cell would be most efficiently carried out
using sections perpendicular to the epithelial surface. Boysen and Reith
[27,28] have used such sections for their histological and ultrastructural
evaluations of abnormal nasal epithelium in nickel workers. In other cases
it may be essential for purposes of cellular identification to obtain cells
sectioned through their nuclei or nucleoli [29,30], and such bias can be
adjusted by correction procedures [31].

From our random sample of sections, it is then necessary to acquire a
random but representative sample of fields from each section. In epi-
thelial organs such as the liver, in which large numbers of hepatocytes are
present, a useful randomization procedure is to record photographically
only those cells which lie in particular corners of a grid square. This
may be highly impractical for tissues with a much smaller volume, for ex-
ample the stratified epithelium of the epidermis, or columnar epithelium
lining the gut or inner ear. In these cases, where less tissue is avail-
able for analysis, randomization can be effected by photographing cells
adjacent to grid bars, and two or three more between these at equally
spaced predetermined intervals.

True randomization at all levels of sampling is of paramount impor-
tance and yet does not ensure the representativeness, the other sine gqua
non of stereology, of our sample. I have already suggested approaches in
which sectioning procedures may be biased. In practical terms, randomiza-
tion is necessary insofar as the final sample of fields which we are to
quantify does not in any way include features which we have selected as
typical of our sample. If, for example, we wanted to quantify the volume
of mitochondria in basal cells in a stratified epithelium, it would be
advisable to select perpendicularly sectioned profiles to identify the
basal cells, but not to select from those basal cells which appear to have
larger or more numerous mitochondria.

The above comments relate to sample quality. However, when conducting
a stereological investigation, we also need to know how large each sample
should be at each of the levels of our multilevel sampling scheme. In
essence, how many animals, blocks, sections and fields should be used to
obtain accurate results from a representative sample with the minimum of
effort? Obviously, maximal precision is obtained by making the maximum
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number of measurements. Shay [32] has shown that beyond a certain sample
size, the improvement in precision improves only marginally in relation to
the extra effort involved in obtaining the measurements. Mayhew [33] has
discussed the problems associated with sampling with clarity and in depth
recently. In order to carry out efficient stereology, we need to obtain
accurate estimates from the smallest sample possible in the shortest time.
Optimal sample size is influenced by many factors which include the stereo-
logical parameter being measured, the magnitude of the changes we wish to
detect and the natural variation between animals and that produced by an
experimental treatment, which may induce substantial heterogeneity in the
morphology of cells and tissues at all sampling levels.

In order to answer these questions, a statistical approach has been
used by several groups to which the reader is referred [32,34-37]. Practi-
cally, a pilot study is carried out using a fixed number of animals, blocks
per animal, sections per block and fields per section. By using analysis
of variance techniques [33-37], it is then possible to assess the contribu-
tion to the total experimental variance between animals made by each of the
sampling levels. Sampling levels displaying high variances will need to
have their sizes increased if this is cost effective [36]. One of the most
consistent features of this type of analysis has been to identify the most
significant source of variation in experimental studies as that derived
from innate biological variation between animals. The implications of this
in stereological analyses is that as many animals as is feasible should be
used in any given experimental system. The advice offered by Gundersen and
@sterby [3U4] of "Do more less well" is well worth heeding. There is
nothing to be gained from measuring tissue or cellular components from each
field with great precision when such effort will have little bearing on the
overall variation of the experiment.

As we have seen, stereological estimates can be generated most simply
by a procedure known as event counting. The number of points or inter-
sections which need to be counted to achieve a given level of precision on
a set of micrographs can be determined using the relative standard error
(RSE) approach which can be performed to determine test point numbers for
volume density [38] or test intersection numbers for surface density [2]
estimates. In order to determine an acceptable level of precision, a pilot
study is carried out in which approximations of volume or surface densities
are determined, preferably from one animal. The relevant formulae are
given as

RSE = /1-VV (Equation 15)
P

for volume density estimates and

RSE = SV /% (Equation 16)

for surface density estimates. The number of points P or intersections I
required to provide a defined standard error for a given volume (V ) or
surface density (S ) can thus be estimated.

Another commonly used approach is that known as the cumulative or
progressive mean plot technique. Here a large sample of micrographs from
one animal is measured [39,40]. For each micrograph, the desired estimate
is derived and then plotted accumulatively against the number of fields.
The number of fields required to attain and remain within a specified range
of the final mean is then taken to be the minimal sample size for the
particular component in one animal within a given experimental group.
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The major disadvantage of the relative standard error and accumulative
mean approaches is that, while they can provide us with an indication of
how many fields or events we need to count for each animal, they do not
tell us how many animals, blocks or sections we need. The statistical
analysis of variance techniques are thus superior in this respect.

Reductions in intra-animal variation can also be reduced practically
by selecting the lowest possible magnification which permits adequate reso-
lution of the component being measured [41]. This will increase the sample
size and reduce variation between fields. Sectioning efficiency can be
reduced for small organs by dicing the entire organ and randomly embedding
the tissue in a single block, which is then sectioned. This technique has
been used by Stringer et al. [42] in rat thyroid gland. Counting proce-
dures may be made more efficient by careful design of the test lattice.

For volumetric estimates, each point should represent a square which is
similar in area to the largest profile of the component being quantified
[2]. The use of coherent dual lattices comprising arrays of coarse and
light points also improves efficiency enormously, with coarse points being
used to evaluate the reference and fine points to quantify the component of
interest.

APPLICATIONS OF STEREOLOGY IN EPITHELIAL CARCINOGENESIS

Malignant development is characterised by uncontrolled growth and
division of cells which leads to local invasion of the adjacent stroma and
eventually to the distant spread, or metastasis, of malignant cells via the
blood or lymphatic systems. Epithelial cancers are by far the most preva-
lent of the malignant diseases, and treatment has more likelihood of suec-
cess in earlier rather than later stages of the disease. The diagnosis of
overt carcinomas is usually straightforward, but many precancerous condi-
tions are difficult to detect and often ambiguous in their histopatho-
logical presentation.

The development of cancer in both humans and in experimental animal
models is accompanied by a variety of morphological alterations at both
tissue and cellular levels. Many of these are quantifiable. Using
morphometric and stereological methods, work in our laboratory has been
directed towards the identification of structural features in both
epithelial lesions and the adjacent connective tissues which are altered
during malignant transformation in the hamster cheek pouch mucosa treated
with the chemical carcinogen 7,12 dimethylbenz(X)anthracene (DMBA). As an
illustration of how stereological methods can be used in experimental
pathology, I will summarize some of our recent results obtained from these
models using two different experimental approaches.

In the first of these, our intention was to determine whether quan-
titative changes in the blood vascular system of the lamina propria were
induced by carcinogen application as a function of time. DMBA (0.5%)
dissolved in liquid paraffin was applied thrice weekly to cheek pouch
mucosa for up to 10 weeks and cheek pouches obtained after 6 and 16 weeks.
Untreated animals and animals treated thrice weekly with liquid paraffin
for 10 weeks were used as controls. Tissue was processed for routine
histological examination and five animals were used in each of the groups.
Serial sections 5 um in thickness were cut, and one in every ten removed,
mounted and stained with Van Gieson. From each section, four equally
spaced fields were measured at a final magnification of x104 on each of ten
sections obtained from each animal in each group.

Measurements were carried out directly on sections using a Zeiss
microscope fitted with a drawing tube attachment arranged over the digi-
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tizing tablet of a MOP AMO3 semi-automatic image analyzing system. This
instrument can be programmed to produce number, length and area measure-
ments automatically from perimeter traces of different components by using
a cursor. On each section, the areas of epithelium (AEP), lamina propria
(AL ) and blood vessels (A v) were measured. All blood vessels within the
lamgna propria were quanti§1ed irrespective of morphology. From these
primary data, two simple secondary parameters were generated: the ratio of
epithelium to lamina propria (EP/LP = A_,/A ) and the volume density of
EP’“LP
blood vessels in the lamina propria (VV V.LP = ABV/AL ). Primary data were
pooled on an individual animal basis ang $econdary daga were generated for
each animal. The results are summarized in Table 2.

Qualitatively, the carcinogen induces a variety of changes in the
epithelial tissues which results in marked heterogeneity of morphometry at
different time intervals. These changes include hyperplasia, dysplasia,
carcinoma in situ, papilloma and squamous cell carcinoma. Thus, any
section obtained from the DMBA-16 group will demonstrate several of these
features and random samples from such a section will, upon quantification,
reflect this heterogeneity. This is evident in the high deviations in the
DMBA-16 group for both parameters in Table 2. Vascularity is increased
10-fold in the DMBA-6 group and more than 25-fold in the DMBA-16 group.
This may be a result of induction of vascular proliferation by the trans-
forming epithelial cells, which produce tumor angiogenesis factor [43] by
which means malignant cells ensure their survival by providing themselves
with an adequate vascular network. The EP/LP ratio is reduced in the
DMBA-6 group, but is markedly elevated after 16 weeks. Qualificatively,
these changes probably reflect alterations in epithelial volume. Indeed,
after 16 weeks, the epithelial component seems to be substantially in-
creased. However, the almost 8-fold increase in vascular volume density
following liquid paraffin administration was an entirely unexpected
finding. This vehicle is generally believed to be innocuous and to produce
no significant histological alterations. However, data in Table 2 suggests
that this is not the case and that quantitative morphological changes are
induced by the vehicle for the carcinogen.

Malignant invasion by epithelial cells is intimately involved with
structural alterations at the epithelial-connective tissue junction. In a
second example, a different sampling procedure was used in which ultra-
structural quantification of some features of this junction was carried out
in histopathologically defined dysplastic, premalignant lesions and com-
pared with normal epithelium. Using the same experimental model as out-
lined above, cheek pouch lesions were collected for ultrastructural
examination and using semi-thin sections, 5 blocks from each of 5 animals
were diagnosed as epithelial dysplasia on the basis of their abnormal
cytological features [44]. Thin sections were obtained and a systematic
random sample of micrographs obtained at two different magnifications.
Whole basal cells were recorded at a final magnification of x6,000 for

Table 2: Histological Morphometry of Experimental
Cheek Pouch Carcinogenesis

Normal 1iquid DMBA-6 DMBA-16

Paraffin
EP/LP % 1.027 0.818 0.649 1.683
sD 0.220 0.067 0.096 0.630
YWy 1p X 0.0042 0.0327 0.0454 0.1085
“Yrt b 0.0012 0.0130 0.0206 0.0733
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quantification of average cell features such as cell volume and surface
area and a second series of micrographs of the junction recorded at
x18,750, from which junctional features such as hemidesmosomes and lamina
densa were measured.

Cellular volumes (VCELL) and surface areas (S L) were determined
using direct nuclear measurements in conjunction wggh point and inter-

section counting to estimate nuclear cytoplasmic and cellular volume to
surface ratios [17,45,46]. Differential intersection counting was used to
calculate the relative surface area of membrane in contact with the junc-

tion SSBM pM's [47] and of the relative surface areas of hemidesmosomes,

S + (48], and lamina densa, S + [49], to basal plasma membrane.
Fgggbggng estimation of parametérssggéﬁgoterizing the average cell membrane

surface, it was possible to obtain tertiary data by multiplying density
estimatess by the average area of basal plasma membrane (Sy,,) i.e., that
membrane associated with the epithelial-connective tissue Jjunction. Thus
the absolute areas of hemidesmosomes (S..) and lamina densa (S ) were
derived from the average cell in normal and DMBA-induced dyspl%gtic
lesions. Results are presented in Table 3.

Dysplastic basal cells have double the volume and 50% more plasma
membrane than normal basal cells. They also have more of their plama
membrane in contact with the lamina propria (see S BM pm) and on_this
membrane, 40% is differentiated into hemidesmosomai anctions. In
dysplastic cells, this proportion is reduced to 27%. 98% of the normal
basal plasma membrane is associated with lamina densa, but this is reduced
to 77% in dysplastic cells. Average cell data indicate that the absolute
surface of hemidesmosomes is similar in both normal and dysplastic cells
but that the areas of basal plasma membrane and of lamina densa are
significantly higher in dysplastic cells when compared with normal cells.
Thus a number of structural alterations are found in pre-neoplastic cells,
the most striking finding being an increased surface area of basal plasma
membrane in contact with the stromal tissues. Since there is a doubling in
SBM’ we can conclude that increased plasma membrane synthesis or assembly
is occurring. Some of this membrane may be inserted into the basal plasma
membrane, producing a dilution of the existing hemidesmosomal junctions
which may result in a progressive reduction in adhesion at the epithelial-
connective tissue junction. This may be an important prerequisite for
malignant invasion.

Morphometric techniques may thus prove to be valuable in the patho-
genesis of neoplasia, and if specific morphological descriptors or
parameters can be identified, may eventually prove useful as diagnostic
aids in the assessment of malignant disease. They also lead one to pose a
number of questions. For example, are vascular alterations specific for
the carcinogenesis process or are they a result of the accompanying
inflammation? Is there any relationship between vascular density and

Table 3: Stereological Analyses of Basal Cell Components in Normal
Hamster Cheek Pouch Epithelium and DMBA-induced Dysplasia

SseM,pM  SSHp,BM  SSLD,BM SHD SLD  SBM

VCELL SCELL (ym2/(m2) (um?/fm?) (pm2/pm2) (um?) (pm?) (pm?)

Normal X 352 1088 0.09 0.40 0.98 35 84 86
SD 85 307 0.02 0.03 0.02 10 19 20
Dysplasia X 672 1651 0.12 0.27 0.77 53 149 190
spD | 177 341 0.01 0.06 0.08 18 37 30
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epithelial thickness? Are the alterations in vascular volume produced by
angiogenesis or neovascularization or by dilatation of existing vessels?
Is the quantitative response in carcinogenesis the same or different for
the various vascular components, i.e., arteries, veins and capillaries?
Can the vascular alterations be modified by anti-neoplastic, anti-
inflammatory or vasoactive agents? What is the relationship between
vascular volume and the histopathology of the overlying epithelial lesion?
Are the density reductions in hemidesmosomes and lamina densa specific for
carcinogenesis or are they also present in benign inflammatory and non-
neoplastic conditions? Can basal lamina alterations be reversed by spe-
cific modulators of epithelial differentiation, such as retinoids? Are any
other intercellular junctions, for example desmosomes, reduced in density
following carcinogen application? Are there any other quantitative mor-
phological alterations present in intracellular organelles which might
prove valuable as indicators of malignant transformation?

The list of questions posed could obviously be extended, but each of
these could be answered by the application of stereological methods. Their
reliability and objectivity make them very effective techniques for the
structural biologist.

MORPHOMETRY IN EPITHELIAL BIOLOGY AND PATHOLOGY

It is obviously impossible to provide an exhaustive list of the pos-
sible applications of morphometric and stereological studies to normal and
abnormal epithelial tissues within the context of this review. However,
some selected examples may serve to stimulate the reader to look more
deeply into the subject.

A number of ultrastructural studies of stratified squamous epithelium
have been performed. In most of these, different strata have been investi-
gated to determine the maturation pattern of particular features between
basal and surface layers [17,23-26,45,46,50-58]. The quantitative histo-
logical characteristics of a wide variety of stratified epithelia have also
been investigated [59-64] and several studies have incorporated quantifica-
tion of the supporting connective tissue components [65-69]. Histological
and ultrastructural modifications of stratified epithelia following a
variety of experimental treatments and in various disease states have been
described [70-83] and there is also a significant morphometric interest in
the responses of stratified epithelia and their supporting tissues to
experimental carcinogenesis [46-49,84-88] and in human neoplasia [89-91].

A variety of other types of epithelia have also been subjected to morpho-
metric and stereological analyses in studies of normal, experimentally-
treated or diseased tissues. These include glandular tissues such as the
parotid [92-94] liver [95-97] pancreas [98,99] and breast [100-102], endo-
crine glands such as the adrenals [103] and pancreatic islets [104,105],
the columnar cells of the upper respiratory tract [106-110], a variety of
components in the lung [111-113] and in the kidney [114-116] and gastro-
intestinal tract [117-119].

A cursory glance through the above cited references will reveal the
rich variety of research problems being tackled in epithelial biology by
using quantitative morphological techniques. If the procedures outlined in
this paper and described more fully elsewhere [2,7,33,120,121] are adhered
to, the novice will be able to exploit these powerful, objective techniques
Wwith great benefit in structural studies of comparative morphology, experi-
mental biology and pathology and in the pathogenesis and diagnosis of human
disease.
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DISCUSSION

Patuzzi

Presumably there is an optimum unit length or grid size for evaluating
the structures you are interested in. How do you determine this?

White

Absolutely, there are ways to determine that. I showed a grid which
had identical sized squares. You can use different size squares and count
different components. Ideally, the size of the grid squares should be
approximately equivalent to the lagest area of the component you are in-
terested in. Obviously, if you are looking at a cell which has a nucleaus,
mitochondria and micotubules, then these are all very different in size and
diameter. What we usually do under these conditions is to use a coherent
double lattice. Where every 5th line or every 10th line is thicker, use
the thickest lines for quantifying the large structures and the thin lines
to count the small structures. Since there are 10 fine lines to one large
line, the width of the thick line is obviously equivalent to 10 times the
small line and the area is going to be equal to 10 squared. So, there are
methods for increasing the efficiency above what I have shown.

Saunders

You could be measuring with tremendous precision cell structures where
the shrinkage level is not known and I could say, so what? An important

issue here is what anatomical changes are due to histological processing
itself?

White

Right, T omitted to mention the fact that when you are carrying out
one of these studies, one of the most fundamental requirements is to make
sure you are processing the experimental and control groups in exactly the
same way. Thus, the changes you are quantifying morphologically would be
the result of the experimental treatment and not of the fixation. I would
not like to suggest that the data you obtain are strictly comparable to
which you would find in vivo. Obviously, fixation does produce a variety
of effects. But if you use the same fixative in your control groups and in
your experimental groups, then we would assume the changes would be the
same for both groups. The message that I am trying to give those in-
terested in the histology or in ultrastructure of the auditory system is
that it is possible to describe the changes which may have some particular
biological significance to you quantitatively, rather than simply quali-
tatively.
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MORPHOMETRIC METHODS FOR THE EVALUATION OF THE COCHLEAR MICROVASCULATURE

Lynn Carlisle

Kresge Hearing Research Institute
University of Michigan
Ann Arbor, MI

INTRODUCTION

Although the vasculature of the cochlea has been implicated in a
number of etiologies of deafness, experimental verification for such an
involvement has proved to be difficult; part of the reason for this diffi-
culty is that, until recently, studies of the cochlear vasculature have
been descriptive rather than quantitative. Descriptive studies have con-
tributed significantly to our understanding of gross vascular pathology in
the cochlea; however, it is difficult to document subtle morphological
changes without resorting to quantitative methods. Since subtle changes in
the blood supply to the cochlea may be involved in such clinical conditions
as tinnitus, Meniere's disease and temporary threshold shift following
acoustic trauma, there has been considerable interest in developing quanti-
tative methods for the analysis of the cochlear vasculature. Several such
techniques are described in this chapter, following a brief review of the
vascular anatomy of the cochlea.

The Vascular Anatomy of the Cochlea

Detailed descriptions of the vascular anatomy in commonly used experi-
mental animals and in man have been published by Smith [1], Hawkins [2],
and Axelsson [3]. The blood supply to the membranous labyrinth is provided
by the internal auditory or labyrinthine artery which is a terminal branch
of the anterior inferior cerebellar artery. Once inside the membranous
labyrinth, the labyrinthine artery divides and sends branches to the
vestibular and cochlear tissue. One of these branches, the common cochlear
artery, supplies the entire cochlea via its two branches, the cochlear or
spiral modiolar artery, which supplies all of the cochlea except the
extreme basal end, and the vestibulocochlear artery, which supplies the
extreme basal end.

The spiral modiolar artery enters the modiolus and coils around the
cochlear spiral to its apical end. In some species, arteriolar glomeruli
are observed in the modiolus. The modiolar vessels are in close proximity
to adrenergic and cholinergic nerve fibers [4]. Branching arterioles are
given off at regular intervals to supply the spiral ganglion, osseous
spiral lamina and the lateral wall tissues, eventually forming terminal
capillaries which perform their nutritional function and then drain into
the venous system.
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Fig. 1. Schematic representation of the spiral lamina and limbus. The
vessel of the basilar membrane is only occasionally present; when
present, it is located under the tunnel of Corti. The vessel of
the tympanic 1lip is located in the region of the habenula per-
forata; it receives most of the radiating vessels. The area
peripheral to the tunnel of Corti is avascular (From Axelsson

3.

The osseous spiral lamina contains two spiral vessels (Fig. 1). The
vessel of the tympanic lip, which forms a series of T-shaped loops near the
habenula perforata, is the principal vessel of the spiral lamina. Another
vessel, the vessel of the basilar membrane, is situated under the tunnel of
Corti, but it is not always present. Both vessels are surrounded by
numerous pericytes and in some rare instances unmyelinated nerve fibers
have been reported terminating on these vessels. These vessels are
responsible for the nutritional support of the organ of Corti [5].

A second population of radiating arterioles arch over scala vestibuli
and then leave the bony partition to supply the vascular areas of the
lateral wall (Fig. 2). All of these vessels are true capillaries, being
devoid of nerve fibers and smooth muscle cells. Some of these capillaries
pass through the spiral ligament from scala vestibuli to scala tympani,
others course through the spiral ligament and then pass into the spiral
prominence and still others supply the stria vascularis. The capillaries
which supply the stria vascularis ramify extensively to form a complex
vascular network. Extensive vascularization of the stria vascularis
is necessary to meet the high metabolic demands of this tissue, which is
responsible for the maintenance of the high potassium level of endolymph
and the endolymphatic potential [6,7].

Due to its vital role in the function of the inner ear, most studies

of the inner ear vasculature have focused on the stria vasularis. The
stria is composed of three distinct cell layers, the marginal, intermediate
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Fig 2. Schematic representation of the cochlear lateral wall.
According to Axelsson's nomenclature, vessels are named
to reflect their relationship to other anatomical
structures and their course through the cochlea; in
actuality, all lateral wall vessels are capillaries,
based on their size and the absence of smooth muscle
(From Axelsson [3]).

and basal cell layers [8]. The marginal cells form the endolymphatic
surface of the stria vascularis. These cells are characterized by their
dense-staining cytoplasm and their intricate pattern of basal infoldings.
The marginal cells are believed to be the ion-transporting cells of the
stria [9]. The intermediate cells interdigitate with the marginal cell
processes and the capillaries of the stria. The intermediate cells contain
a pigment which is believed to be melanin [10]. The capillaries of the
stria have a continuous endothelial lining and are occasionally surrounded
by pericytes. The border between the stria and the spiral ligament is
formed by one or two layers of spindle-shaped basal cells.

MORPHOMETRIC STUDIES OF THE INNER EAR VASCULATURE

The anatomical arrangement of the capillaries in the stria vascularis
is such that they lie in a single plane when viewed as a surface prepara-
tion. This characteristic enables investigators to study the entire length
of the stria and gain a comprehensive picture of its organization. Un-
fortunately, a surface preparation view of the stria vascularis provides
little information regarding the cellular matrix in which the vessels
reside, since the three cell layers of the stria lie in a plane orthogonal
to that of the vessels and are best illustrated in cross-sectional views of
the tissue. For this reason, techniques for the analysis of the stria
vascularis have tended to emphasize either the cellular matrix or the
vascular component.

Stereology of Stria Vascularis

The technique developed by Santi et al. [9] utilizes the cross-
sectional approach to analyze the relative density of the cells and
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capillaries of the stria. In their first study, epon-embedded cross-
sections were taken at four predetermined locations along the cochlear
spiral and photomontages were compiled so that an entire cross-sectional
profile of the stria was represented. Using a digitizing tablet interfaced
to a Terak microcomputer and a stereological technique adapted for analysis
of a small, stratified epithelium, the volume density (Vv) of the cells and
capillaries of the stria vascularis were quantified. A 2 cm grid was
placed over the photo-micrographs (at 7500X magnification) and the relative
proportion of the tissue occupied by each component was calculated as:

number of point-hits on component
Vv(component) = ceecemcom oo eeee
total point-hits on stria vascularis

At each location, the width (measured as the distance along the endolym-

phatic surface of the stria from the attachment of Reissner's membrane to
the edge of the spiral prominence) and the radial area of the stria were

also calculated.

The results of this study indicated a 34% increase in the width and a
52% increase in the radial area of the stria from the apical to the basal
end of the cochlea. Santi et al. also reported that the relative volume
density of each of the components of the stria did not vary among the four
regions where measurements were made and concluded that one radial section
is sufficient to characterize normal stria volume densities. They reported
volume densities of the four components of the normal chinchilla stria
vascularis to be: marginal cells = 0.528 (+ 0.013); intermediate cells =
0.212 (+ 0.026); basal cells = 0.163 (+ 0.009); capillaries = 0.097
(+ 0.009). -

In a subsequent study [11], this technique was used to quantify volume
density of strial components in chinchillas dosed with bumetanide and
sacrificed at intervals of 10 minutes, 1 hour and 24 hours later. Cross-
sections were cut at intervals of 10% for radial area measurements and a
single radial section cut at 70% of the distance from the apex was used for
the volume density measurements. In addition to quantifying the three cell
types and capillaries, the relative volume density of intercellular spaces
was also calculated as:

point-hits on intercellular spaces

Vv(intercellular) = —ceeeccccccccccccccc—c————————————
total point-hits on stria

The formula for computing Vv for the other components was modified:

point-hits on component
Vv(all others) =  e—eeceeccccee e ccccccccmcc—————m———————e
(total hits) - (hits on intercellular spaces)

Results of the study showed an increase in radial area of the stria vas-
cularis at 10 minutes and at 1 hour, and no change in stria width. The
volume density of the marginal cells was significantly decreased and the
volume density of the intermediate cells was significantly increased at 10
minutes and at 1 hour after dosage. No significant changes were found for
the volume density of basal cells or capillaries in the stria.

Computerized Image Analysis of Stria Vessels

In the first truly morphometric study of cochlear vessels, the
morphology of stria vascularis capillaries was studied by Smith et al. [12]
using surface preparations of strial tissue from guinea pigs either exposed
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to noise or treated with quinine and untreated control animals. Optical
images of strial tissue were projected onto the monitor screen of a hard-
wired image analysis device (Quantimet 720). Areas from each turn of each
cochlea were selected at random for measurement. Selected objects were
measured by tracing them on the monitor screen with a light pen. Two
variables were calculated based on these measurements. They were:

area of vessel lumen
Vascular density =  —=-=c-emmmcommmaaa—o
area of total field

area of vessel lumen occupied by RBCs
RBC distribution =  —=ccemom o
area of total field

The results were analyzed statistically by location and group using fac-
torial analysis of variance. There was no significant difference in
vascular density between control, noise-damaged and quinine-treated
animals, but a highly significant difference in vascular density was
reported for cochlear location. A significant decrease in RBC distri-
bution was found in both the noise-exposed and quinine-treated groups as
compared to controls. The incidence of vessel narrowings was also
quantified by averaging the number of vessel narrowings caused by swollen
endothelial cells per millimeter of stria length over the sample area from
each turn. The results were transformed and submitted to analysis of
variance, which indicated a significant increase in both experimental
groups as compared to the control group.

The Soft-Surface Specimen Technique

Both methods just described are restricted to an analysis of the
stria vascularis and do not consider the other capillary areas of the
cochlea. The technique developed by Axelsson and his collaborators [13-
15] emphasizes the importance of evaluating all of these capillary areas
and the surrounding cellular matrix in order to gain a comprehensive
understanding of the cochlear microcirculation. A list of 20 vascular
parameters (see Table 1) is used to evaluate all of the regularly oc-
curring vessels in the osseous lamina and lateral wall, and the entire
length of the cochlea is analyzed by dividing it into half-turn segments.
Each variable is quantified by assigning a numerical rating for each vessel
in each half turn.

We used Axelsson's method to study the effect of impulse noise ex-
posure on the vasculature of the chinchilla [16]. 2nimals were exposed to
either 155 or 160 dB peak equivalent SPL (re 20x107° Pa) blast waves at a
rate of 1 per minute for 50 minutes and decapitated without anesthetic
after a 45-day recovery period. Axelsson's technique was used to evaluate
the vasculature of control and noise-exposed animals, and the results were
analyzed using stepwise discriminant analysis, a multivariate statistical
technique which produces a hierarchical listing of variables that dis-
criminate between experimental groups. The results of the statistical
analysis are shown in Table 2, which lists the parameters which differed
significantly from the control group. The decrease in plasma space between
the RBCs and the vessel wall and the decrease in columns of RBCs are both
suggestive of vessel constriction; the increase in lumen irregularities and
in the number of perivascular cells compressing the vessel lumen are con-
sistent with this interpretation. Table 2 indicates a different pattern of
vascular change in the strial vessels than in the other vessels analyzed,
with the predominant finding being an increase in pigmentation of the
strial tissue.
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Table 1. Axelsson's Vascular Parameters

RED BLOOD CORPUSCLES

Density; frequency and spacing of RBCs in vessel lumen.

Columns; number of rows of RBCs in vessel lumen.-

Aggregations and plasma gaps; collections of RBCs and interspaced sections with plasma
but without RBCs.

Orientation; manner and plane of RBCs in vessel lumen.

Variability; in density of RBCs.

Plasma space; between RBCs and vessel wall.

VESSEL LUMEN

Lumen irregularity; local narrowing and widening of vessel lupmen.

Perivascular cell compressing vessel lumen; occurrence of narrow vessel lumen caused
by endothelial cell nuclei and/or pericytes.

Lumen diameter; width of vessel lumen.

Perivascular spaces; spaces surrounding vessel lumen.

STRIA VASCULARIS

Granules; pigment formed of fine granulations.

Pigment clumps; clusters or collections of pigment granules.

Vacuoles in stria surface structure.

'Gaps' between cells; spaces occurring between stria marginal cells below the tight
cell junctions.

ADDITIONAL VASCULAR PARAMETERS

Avascular channels.

White blood cells.

Emboli in vessel; bound, clear spaces within vessel lumen.

Deposits; osmiophilic materials surrounding vessels.

Melanocytes.

Precapillary sphincters; narrowing of vessel by perivascular elements.

Adapted from Shaddock, Hamernik, and Axelsson [17].

Table 2. Significant Parameters by Vessel

L
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Results of statistical analysis showing significant
changes (positive or negative) in vascular parameters
after 155 or 160 dB SPL impulse noise exposure. RAL-
radiating arteriolis, VSVM- vessel of the vestibular
membrane, SVS-stria vascularis vessels, VSSP-vessel of
the spiral prominence, CVL-collecting venules, VSTL-
vessel of the tympanic lip. See Table 1 for definitions
of vascular parameters (from Shaddock, Hamernik and
Axelsson [16]).



Fig. 3. Example of a cytocochleogram and vasculogram from a
chinchilla exposed to 155 dB SPL impulse noise. Vascular
pathology was greatest in the basal half of the cochlea,
which may be related to the pattern of hair cell loss or may
be due to a greater susceptibility of this area to vascular
damage. For vasculogram abbreviations, see Table 1. (From
Shaddock, Hamernik and Axelsson [16].)

In order to graphically display the relationship between areas of vas-
cular damage and areas of hair cell loss, a "vasculogram" was generated for
each cochlea. The numerical value for each parameter identified by the
discriminant analysis was compared to the median value of that variable in
the control group. The absolute value of the difference was computed and
graphed by half turn. Fig. 3 shows the relationship between the cytococh-
leogram and vasculogram of an animal exposed to 155 dB SPL impulse noise.

In a related study we used the same noise exposure to examine the
possible synergism of elevated body temperature and impulse noise exposure
[17]; and the results were analyzed using the same statistical methods.
Our results indicated no interaction of noise and elevated temperature on

113



Fig. 4. Schematic representation of the three vessel systems of the
cochlear lateral wall vascular variables are quantified in terms
of vessel system and location (within system) with respect to
scala vestibuli, scala media or scala tympani. (From Shaddock,
Hamernik and Wright [19].)

the vasculature; the pattern of vascular changes seen was similar to that
reported after impulse noise alone. We did observe that some vasculograms
from animals exposed to elevated body temperature, but not exposed to
noise, showed the same pattern of increased vascular change in the lower
half of the cochlea (see Fig. 3), which might indicate a greater suscepti-
bility to damage unrelated to cause in the lower cochlear turns of the
chinchilla.

Axelsson has published a number of studies concerning the effects of
noise on the vasculature. In a recent review article, Axelsson and Vertes
summarized their conclusions based on these studies [18]. They concluded
that noise effects on the vasculature are related to the type, intensity
and duration of the exposure and are influenced by individual variability
as well. They stressed the importance of evaluating all of the vessels,
since which vessels show the most vascular changes is related to exposure
parameters. In their experience, certain characteristics of vessel
morphology seem to be good indicators of vascular change. These charac-
teristics are RBC parameters (density, columns and aggregations of RBCs);
perivascular cell parameters (size and frequency of perivascular cells);
and vessel lumen parameters (lumen diameter and lumen irregularities).

They also stated that the most common strial pathology involves strial
degeneration accompanied by changes in pigment cells. In their studies,
vascular changes were not limited to the area corresponding to the greatest
sensory cell damage and an overall decrease in the blood supply as a result
of noise exposure was observed.

Table 3. Vascular Variables (Shaddock et al.)

VASCULAR DENSITY: Area occupied by vessels / Area of field.

RBC DENSITY: Area occupied by RBCs / Area occupied by vessels.

VESSEL WIDTH: Area occupied by vessels / Length of vessels.

AGGREGATION DENSITY: Area occupied by aggregations of RBCs / Area occupied by RBCs.
WBC FREQUENCY: Number of WBCs / Area occupied by vessels.

LUMEN COMPRESSIONS: Number of lumen compressions / Area occupied by vessels.
PIGMENT DENSITY: Area occupied by pigment / Area of field.

Vascular variables quantified according to the method developed by
Shaddock, Hamernik, and Wright. These measurements were taken for
the vessels of the 3 vessel systems described in Fig. 4.

114



Computerized Image Analysis of the Lateral Wall Vasculature

Our approach has been to classify the vessels of the lateral wall into
vessel systems based on specific anatomical structures (the stria vascu-
laris, the spiral prominence and the spiral ligament) and to evaluate these
systems independently. These vessel systems (Fig. 4) are evaluated on the
basis of location with respect to the specific anatomical structures that
they supply.

We developed a set of seven vascular variables (Table 3) based on
Axelsson's parameters [13-15] that would be easy to quantify using a system
similar to the one used by Smith [12]. Our hardware consisted of a DEC LSI
11/23 microcomputer, an RCA 2000 Ultracon video camera, a Panasonic monitor
and a Summagraphics TD 2000 digitizing tablet; the software used for data
collection and analysis was written by Drs. William A. Ahroon and Craig M.
Allen of the Callier Research Computer Facility, Dallas, Texas.

This method was used to collect normative data on vessel morphology
and to compare the vessels of the three systems to see if they were mor-
phologically distinet [19]. Surface preparations of lateral wall tissue
from the middle turn of the chinchilla cochlea were analyzed over an area
of approximately 1 mm [2]. Results were analyzed statistically using a
one-way analysis of variance; the test was performed for data collected in
scala vestibuli, scala media and scala tympani. Only four of the seven
vascular variables could be analyzed statistically; WBC count and lumen
compression count were eliminated from the analysis because no examples of
either variable had been found during data collection. The three vessel
systems were significantly different (p < .05) in terms of vascular density
and vessel width in all three scalae, and in terms of RBC density in scala
vestibuli and scala media. There was no significant difference between
vessel systems for aggregation density. The mean values obtained for
vascular density, RBC density, vessel width and aggregation density are
contained in Table 4. These results supported the hypothesis that the
lateral wall vasculature was composed of three morphologically distinct
vessel systems.

The technique was used to analyze the vasculature of the chinchilla at
1 hour, 24 hours, 1 week and 3 weeks after surgical rupture of Reissner's
membrane [20]. The results were analyzed in a two-way analysis of variance
where the factors were vessel system and survival time; the results are
contained in Table 5 and illustrated in Fig. 5, which summarizes the sig-
nificant trends in the data. The results indicated that the three vessel
systems of the lateral wall responded differently to the injury. In the
system of stria vascularis vessels, there was a decrease in vascular den-
sity over time which reflected the degeneration of some strial vessels, a
transient decrease in RBC density at 24 hours post- surgery and an increase
in pigmentation in the cellular matrix of the stria. The width of surviv-
ing strial vessels, as well as those feeding and draining the stria, was
unchanged over the course of the experiment. In the system of spiral liga-
ment vessels, an increase in vascular density due to an increase in vessel
width was observed. There was a transient increase in RBC density in the
scala vestibuli portion of these vessels at 1 hour post-surgery, and a
decrease over time in the number of pigment cells found in scala vestibuli
and scala tympani. The system of spiral prominence vessels was least
affected. There was an increase in vessel width in the vessels feeding and
draining the spiral prominence, and an increase in pigmentation in the
cellular matrix of the spiral prominence.

Although each of the four methods just reviewed has taken a slightly
different experimental approach, the results of each set of studies have
shown that various types of cochlear trauma do result in vascular path-
ology that can be measured and studied in a systematic way.
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TABLE 4

Means (Standard Deviations) by Vessel System
and Location for 5 normal chinchillas [19]

Vestibuli
Media-Str
Media-Pro
Tympani

Vestibuli
Media-Str
Media-Pro
Tympani

Vestibuli
Media-Str

. Media-Pro

. Tympani

(>NoNoNo] (oo} o]

[eleNo o)

System of Stria Vascularis Vessels

.0516(.0278)
.1868(.0487)
.0391(.0198)
.0299(.0140)

0.5406(.2465)
0.8711(.2679)
0.6877(.0665)
0.6025(.2619)

14.238(2.

7.447(1.
11.829(2.
11.117(2.

454)
502)
271)
520)

System of Sprial Ligament Vessels

.0622(.0217)
.0588(.0159)
.0472(.0169)
.0553(.0186)

System of

0.3002(.1893)
0.2902(.0908)
0.4697(.1514)
0.4533(.1576)

6.822(1.168)
5.485(1.053)
5.846(1.162)
5.895(1.586)

Spiral Prominence Vessels

.0276(.0165)
.0220(.0165)
.0713(.0265)
.0282(.0076)

0.5261(.1588)
0.4866(.0923)
0.6520(.1196)
0.4215(.1124)

10.102(2.316)
7.088(1.016)
6.733(1.409)
6.578(1.723)

[oNoNo o]

(ool o]

[oNoNoNa)

.0000¢(
.0000¢(
.0000(
.0000(

.0269(
.0000(
.0000(
.0000(

.0000(
.0000(
.0259(
.0000(

.0000)
.0000)
.0000)
.0000)

.1041)
.0000)
.0000)
.0000)

.0000)
.0000)
.1003)
.0000)



Table 5

Results of 2-way ANOVA on system x survival time. (From
Shaddock, Wright, and Hamernik [19].)

Results of System X Survival Time 2-Way ANOV

Vascular RBC Vessel Aggregation Pigment
Density Density wWidth Density Density
A, Main effect of vessel system (p < .001)

Feeding .

Vessels X X X - CNT
Target

Vessels X X X - X
Draining

Vessels X X X - CNT

B, Main effect of survival time (p < .01)

Feeding

Vessels - X - X -
Target

Vessels X X X - X
Draining

Vessels - - X - -

C. Interaction effect; system x survival (p < .05)

Feeding

Vessels - - - - -
Target

Vessels X X X - X
Draining

Vessels - - - - -

X = statistically significant difference
- = no statistically significant difference
CNT = could not test

PRACTICAL PROBLEMS WITH MORPHOMETRIC STUDIES OF THE MICROVASCULATURE
Sample Size

One common feature of all morphometric techniques is their reliance on
statistical analysis of the data for interpretation of the results.
Statistical tests require large samples in order for their theoretical
assumptions to be valid; on the other hand, because of the intricacy of the
vascular pattern of the cochlea, data collection with these techniques is
tedious and time-consuming and places practical constraints on sample size.
For this reason, most techniques have involved the evaluation of a few
restricted areas, since quantification of the entire cochlea would be
impractical. The only method which involves the evaluation of the entire
cochlear vasculature is the soft-surface specimen technique, but this
method is not truly quantitative since the observer must assign a numerical
rating which reflects an average value describing an entire half-turn of
tissue based on a subjective evaluation of that tissue [15].

Santi [11] found no statistically significant difference in the volume
density of the cells and capillaries of the stria vascularis of the chin-
chilla sampled at four locations along the length of the cochlea and con-
cluded that one complete cross-section was adequate to characterize the
normal stria. Smith's results in the guinea pig [12] based on samples
taken at six locations along the length of the cochlea, showed a statis-
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Fig. 5. Results of ANOVA on system X survival time showing vas-
cular pathology after surgical rupture of Reissner's
membrane. Arrows indicate significant increase or
decrease; horizontal arrows indicate no change over
time. For this analysis, vessels were classified as
target vessels (TV), feeding vessels (FV) and draining
vessels (DV) according to location in scala media,
scala vestibuli or scala tympani (From Shaddock, Wright
and Hamernik [19].)

tically significant difference for vascular density (which is roughly
equivalent to Santi's measurement of volume density of capillaries),
indicating that sampling in one area was not sufficient to characterize
normal stria. We reported [20] a statistically significant decrease in
vascular density 24 hours after rupture of Reissner's membrane [3]; how-
ever, Santi et al. [11] found no difference in the volume density of
capillaries 24 hours after bumetanide treatment. The disparity between
results in these studies could be due to the species difference, the
difference in experimental treatment or the different methods used. Even
if one sample area is adequate to characterize normal stria, areas from
each turn must be sampled when pathological tissue is studied, since
different areas of the vasculature may react differently to cochlear
trauma.

Method of Sacrifice and Fixation

Due to the susceptibility of the microvasculature to humoral, hormonal
and myogenic factors [21], the method of sacrifice used will influence
subsequent measurements of vascular parameters. Anesthesia effects on the
microcirculation vary, based on the drug used and the period elapsed
between administration of the drug and time of sacrifice [22]. The alter-
native method of sacrifice is decapitation without anesthesia, which may
result in vascular changes initiated by the autonomic nervous system.
Another factor which could influence vascular measurements is method of



fixation. Santi and Duvall [23] reported differences in RBC density and
vessel diameter in animals which were perilymphatically perfused either in
vivo or after decapitation. When animals were perilymphatically perfused
after decapitation, vessels were constricted and packed with RBCs, but when
animals were perilymphatically perfused in vivo, the capillaries of the
stria were not constricted or packed with RBCs.

In two of our studies [16,17], we found statistically significant in-
creases in the number of perivascular cells compressing the vessel lumen.
The chinchillas used in these studies were sacrificed by decapitation with-
out anesthetic three weeks after the noise exposure. In other studies [19,
20], we found no evidence of perivascular cells compressing vessel lumen in
control chinchillas or in chinchillas sacrificed at 1 hr., 24 hrs., 1 wk.
or 3 wks. after Reissner's membrane rupture. These animals were sacrificed
by decapitation while deeply anesthetized with a mixture of ketamine,
acepromazine and xylazine. The effect of anesthesia and/or method of
sacrifice on the cochlear vasculature has not been studied in a systematic
way. Such studies are needed to begin to understand the function of this
vascular system as well as its response to cochlear trauma.

FUTURE TRENDS IN MICROVASCULAR RESEARCH IN THE COCHLEA

At this point, the groundwork has been laid for the development of a
comprehensive, quantitative method for the analysis of the cochlear micro-
vasculature. A next important step will be to define the role of anes-
thesis, method of sacrifice and method of fixation on the morphology of the
vessels. Advances in video technology are improving the resolution
achievable in images used for data collection, and more efficient computers
make data manipulation easier and faster than before. These technological
advances should enable researchers to include larger sample areas and to
increase sample sizes. Given the work that has been done and the techno-
logical advances, morphometric research in the vascular system of the inner
ear should be an exciting area of research in the years to come.
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DISCUSSION

Colletti: I really enjoyed your paper. Being interested in human
pathology, I would like to ask you how much of this strategy can be trans-
ferred to the study of the vascular system in human temporal bones?

Shaddock: There is no reason why these techniques cannot be applied

to human studies. One problem with human temporal bone material, however,
is fixing the tissue quickly enough to prevent post mortem artifacts.

120



McFadden: I missed an important point when you showed the tables of
significant differences. Are all those changes in the direction of vessel
constriction?

Shaddock: No, they aren't. The direction of change is different for
each of the three systems. For instance, you have a decrease over time in
vascular density for the strial system and you have an increase over time
in vascular density which is related to an increase in vessel width for the
vessels in the spiral ligament. I have a table where you see that the
three systems are moving in completely different directions for each vari-
able. I think this supports the idea that you mask these changes when you
combine the data from different vessels.

McFadden: Are these patterns the same across the length of the
cochlea, relative to the exposure point?

Shaddock: My experimental procedure involved the rupture of Reisner's
membrane. I was measuring at the area right around the rupture point and
have not used noise and have not looked at different locations. This is
something that obviously needs to be done.

von Gierke: I may have missed a point in your paper and the first
paper. That is, how do you get a stereological 3-dimensional description
of volume density or any other parameter from a 2-dimensional section? For
that, you really would need the descriptions of the sections in two
directions.

White: That's an issue, that to the novice, seems to be very strange.
You can actually take a 2-dimensional section and obtain 3-dimensional in-
formation, provided that your sections through the tissue are random and
hae not been sectioned in any particular way. It is a proven fact that the
number of intersections that you count in different parts of the component
are equal to the areas of those components, which are also equal to the
volumes of those components.

Shaddock: For the vascular system of the lateral wall, the vessels
tend to lie within virtually a single plane. We have the luxury of being
able to microscopically focus up and down. Consequently, it really isn't
very difficult to outline all the strial vessels. The same applies to the
spiral ligament, so it's not a volume measurement in the way that Dr. White
described, but it's fairly close.
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MECHANICAL CORRELATES OF NOISE TRAUMA IN THE MAMMALIAN COCHLEA
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INTRODUCTION

Recent observations of the vibration of the cochlear partition in the
cat [1], the guinea pig [2,3] and the chinchilla [4] have supported and
extended the work of Rhode [5] in the squirrel monkey. These studies have
shown that in the normal animal many aspects of the electrical responses
from inner hajr cells (and therefore the primary afferents that innervate
them) can be explained in terms of the vibration of the cochlear partition.
Futhermore, the changes in vibration observed following surgical trauma and
loud sound [2] indicate that at least some portion of noise-induced hearing
loss (NIHL) can be attributed to disruption of this vibration. The follow-
ing paper attempts to summarize what is known of the vibration of the coch-
lear partition and how this information relates to NIHL.

CHARACTERIZATION OF THE PARTITION VIBRATION

The vibration pattern of the cochlear partition can be characterized
in two ways. The vibration of a particular location along the cochlea
produced by pure tone stimuli of different frequencies and intensities can
be measured, or the variation jn vibration amplitude and phase along the
length of the cochlea produced by a pure tone of fixed frequency, but
variable intensity can be observed. This latter view of the partition
vibration is often called the traveling wave envelope. With the exception
of the original observations of von Bekesy [6], the mechanical data have
always been obtained by observing the vibration at a point and estimating
the vibration profile from this data. This is so, since the cochlea is
extremely sensitive to trauma of any kind, and the surgical manipulations
required to observe a wide expanse of the partition disrupt its function.

The estimation of the vibration profile from the measurements of the
vibration at a point can be done by assuming that the shape of the vibra-
tion profile does not alter significantly with stimulus frequency, but
merely shifts laterally along the length of the partition in accordance
with the known logarithmic place-frequency map. In the guinea pig, this
produces a 2.5 mm lateral shift with each octave change in frequency. By
then measuring the amplitude and phase of the basilar membrane motion rela-
tive to the motion of the jncus or stapes, we can estimate the vibration
amplitude and phase for each point along the length of the partition for an
incus vibration of fixed amplitude and frequency.
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Fig. 1. A comparison of the iso-velocity and
iso-displacement tuning curves of
basilar membrane motion with a DC
receptor potential tuning curve from
an inner hair cell. (From Sellick et
al. [2].)

Fig. 1 shows the iso-displacement and iso-velocity contours as mea-
sured at a particular location in the basal turn of the guinea pig cochlea
using the Mossbauer technique [8] and compares them with a DC receptor
potential iso-potential tuning curve recorded from an inner hair cell at
about the same location. It can be seen that like inner hair cells and
primary afferents, the vibration is most sensitive at a particular fre-
quency termed the characteristic frequency, or CF, which in this particular
example is 18 kHz. It can also be seen that there can be little difference
between the frequency selectivity of inner hair cells and that of the
transverse vibration of the cochlear partition. The 10-15 dB discrepancies
that do occur may be present in the normal intact cochlea, but it is more
likely that they are caused by the loading of the partition by the radio-
active speck of metal required to measure the vibration [9].

The data of Fig. 2 show the increase in vibration amplitude with in-
crease jin sound level. The stimulus frequency in kHz is the parameter. It
can be seen that increases in sound level only produce proportional in-
creases in vibration amplitude for frequencies lower than the CF of the
vibration (in this case 18 kHz). At 10 kHz, for example, doubling the
vibration amplitude requires a doubling of the sound pressure (that is, a 6
dB increase in the stimulus). For frequencies near CF, however, a larger
sound pressure jncrease is needed to double the vibration amplitude. In
the case of the 18 kHz stimulation, up to 12 dB increase in sound level may
be required to double the vibration. This disproportionate or non-
linear jncrease in vibration with elevation in sound level is known as
compression. It is most clearly seen in the changes in vibration profile
with sound level, as shown in Fig. 3. Here it can be seen that for very
low sound levels the vibration is very localized along the length of the
partition, but that as the level of pure tone stimulus is raised, the
vibration becomes less localized. Not only does the vibration become less
localized, but the position of maximum vibration changes with stimulus
level, moving in a basal direction as sound level is increased. Measure-
ments obtained using the Mossbauer technique indicate that shifts as large
as 2 mm may be possible [2]. The implication for noise trauma is that if
the amount of NIHL is simply related to the amount of excessive vibration,
then for pure tone exposures, the place most at risk is 2 mm or so more
basal than the position of peak vibration at low levels. Since this point
normally detects low level sounds with frequencies about half an octave
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higher than the exposure frequency, we would expect the maximum threshold
elevation or NIHL to occur at this frequency. This difference between the
exposure frequency and the frequency of maximum threshold elevation is
commonly observed in psycho-acoustic and neuro-physiological investigations
of NIHL. It can be seen that this "half-octave shift," as it is called,
can safely be explained by a shift in the peak of partition vibration with
sound level.

In summary, the fact that inner hair cell receptor potentials, primary
afferent firing and basilar membrane vibration share similar tuning and
non-linear properties suggests that the inner hair cell response, and
therefore the neural response, is determined largely by the transverse
vibration of the cochlear partition. This view is supported further by the
observation that loss of neural sensitivity correlates well with the loss
of mechanical sensitivity over a relatively large range of threshold
elevation.

LABILITY OF PARTITION VIBRATION

Following surgical trauma, the vibration of the cochlear partition is
reduced in amplitude and becomes less localized along its length. The loss
of mechanical sensitivity correlates well with the loss of neural sensitiv-
ity, as can be seen from the data of Fig. 4. In the basal turn of the
guinea pig, it appears that a transverse vibration of about 0.3 nm js
necessary to elicit a gross neural response from the auditory nerve in
response to a brief tone burst [2]. This becomes apparent when comparing
the sound pressure required to elicit the compound action potential (CAP)
and that required to produce the 0.3 nm displacement of the partition with
a pure tone with a frequency equal to the CF. It can be seen from Fig. 4
that there is an approximately one-to-one correlation between the mechani-
cal and neural sensitivities at CF. It must be stated, however, that the
precise reason for the loss of threshold in these experiments is not known.
The threshold elevation occurred progressively during the course of the
experiments. The important point still remains, however, that when the
mechanical sensitivity is reduced, the neural sensitivity correlates well.
Futhermore, it is not simply the neural and mechanical sensitivities at CF
that correlate. If we compare the changes that occur in the mechanical
iso-response curves with those that occur in the neural tuning curves
following cochlear trauma and loud sound, we find that there are simi-
larities in the changes in tuning as well as sensitivity. The changes in
the mechanical tuning curves can be seen in Fig. 5. During the course of
the experiment, the vibration of the partition became less sensitive and
also less frequency selective. The response after death is also shown.

This lability of vibration also explains why the vibration observed in
later studies differs from that observed previously. The animal prepara-
tions used in the early studies were severely traumatized during surgery or
sound calibration, and in some cases the animal's temperature was not main-
tained. In other cases the measurement technique required drainage of the
perilymph, a manipulation now known to alter partition vibration [10].

When adequate precautions are taken to preserve the integrity of the
cochlea, and the gross nerve action potential to tone burst stimuli is used
to monitor the condition of the preparation, then the relationship between
mechanical and neural sensitivities becomes clear.

From the results discussed above, it is reasonable to suggest that at
least some portion of NIHL might be due to changes in the vibration of the
partition. Indeed, there is now some direct evidence that this is the
case. Fig. 6 shows the growth of vibration amplitude with sound level
observed Jn the basal turn of the guinea pig cochlea for 18 kHz (CF)
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stimulation. Note the nonlinear growth of curve A, the initial estimate of
the mechanical input/output curve. Following this initial estimate,
however, a redetermination of the input/output curve (curve B) showed a
loss of sensitivity and a loss of the nonlinear growth. Apparently, the
accumulated high intensity exposure during the first determination
desensitized the preparation at CF. No such desensitization was observed
for frequencies lower than CF. It should be noted that the desensitization
or NIHL was produced by a sound stimulus equal to the CF of the
preparation. As already discussed, we would expect maximum threshold
elevation for frequencies half an octave higher that the exposure
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frequency, and little elevation at the exposure frequency (at least with
the exposure jntensities and durations used). This apparent inconsistency
is probably the result of an increased susceptibility to trauma caused by
the presence of the Mossbauer source. For this reason we should treat
these data as indicative of the fact that mechanical changes can occur
following intense sound.

There are two other important practical points that should be dis-
cussed in light of this data. So far, in discussing the variations of the
vibration along the length of the cochlear partition, the phrase "traveling
wave envelope" has been avoided, and the phrase "vibration profile" has
been used in its place. This has been quite intentional. Although the
concept of the traveling wave is quite accurate in the context of vibration
in the mammalian cochlea, it has lead to many misconceptions about the
mechanics of the vibration. The most common misconception, and the one
that causes the greatest problems in the long run, is that the vibration
energy travels from the oval window end of the cochlea to the apical end
through the partition itself, passing from one segment to the next like a
long carpet being shaken. Certainly when observed in its entirety, as von
Bekesy originally observed it, it would appear very similar. But as von
Bekesy emphasized in his original report of his observations, this is not
the case. The energy travels through the fluid at the speed of sound (that
is to say, very fast compared with the travel of the peak of vibration
along the membrane) and is fed to each segment of the cochlear partition in
parallel. Von Bekesy emphasized this point by constructing a swinging pen-
dulum model of the partition with no longitudinal coupling between the
segments. The model still exhibited a travelling wave. This point is of
great practical significance. If it were the case that the vibration
traveled through the partition rather than through the fluid, we could not
possibly observe a localized loss of partition vibration at the basal end
of the cochlea without a loss of vibration at more apical points. That is,
we cannot stand on the carpet and expect the vibration to pass! A 50 dB
reduction in vibration at the 20 kHz region, for example, would produce a
50 dB reduction for all lower frequencies. If this were so a high fre-
quency hearing loss would be a very rare complaint indeed! The apparent
"traveling wave" is the result of the graded phase delay (or sluggishness)
between the fluid pressure stimulus and the oscillatory response of the
segments. This in turn is due to the fact that each segment is tuned to a
different frequency.

The second point to be discussed is the phenomenon of loudness re-
cruitment observed following cochlear trauma. Traditionally, the phenome-
non has been explained in terms of the change in neural tuning curve shape.
In the normal ear, the tuning curves are very sharp, with steep slopes on
either side of the CF. As a result, the recruitment of adjacent fibers is
relatively slow as the intensity of a pure tone stimulus is increased. In
the pathological cochlea, however, the tuning curves are broad and the
slope on the low frequency side of CF is much less. As a result, only
small increments of stimulus intensity above neural threshold are required
to recruit more basal neurons and cause high frequency recruitment. As we
have already seen, the change in neural tuning curve shape is primarily due
to changes in the vibration of the partition, but the above explanation is
still valid. What should also be considered, however, is the loss of the
compression in the growth of vibration amplitude with stimulus level at CF.
As can be seen from Fig. 6, cochlear trauma, and loud sound in particular,
not only produces desensitization, but also loss of compression. Before
exposure to the loud sound, the nonlinear growth of the partition meant
that a 70 dB range of sound level could be compressed into a 40 dB range of
vibration amplitude. In the normal intact cochlea, this compression is
probably greater. In the traumatized ear, however, the linear growth of
the vibration means that a 40 dB increase in vibration amplitude requires
only a 40 dB increase in sound level. This loss of compression would cause
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loudness recruitment, even without the accompanying change in tuning curve
shape. As it is, the combination of the linear growth and the abnormally
rapid spread of stimulation means that more fibers are stimulated harder
than they would be in a normal ear, and the dramatic loudness recruitment
so indicative of cochlear pathology results.

"MIXED" COCHLEAR LOSSES

Lest I give the impression that the cochlear partition vibration can
explain all of cochlear physiology, some of the aspects of NIHL that cannot
be explained in terms of alterations to the partition vibration should be
discussed. In just the same way as we refer to a "mixed" hearing loss to
describe a loss consisting of both conductive and sensori-neural compo-
nents, we must now consider differentiating between different cochlear
lesjons. This is adviseable since it is entirely likely that different
deficiencies in the transduction processes of the cochlea could lead to
quite different psychophysical changes. For example, it might be that a
particular individual has a deficiency in the neurotransmitter release
processes at the base of the inner hair cells. The inner hair cells would
presumably receive normal stimuli from the frequency selective and non-
linear vibration of the partition, but be unable to communicate this infor-
mation correctly to the auditory nerve. This kind of deficiency would
presumably have a very different affect on auditory perception from a
deficiency in partition vibration with normal hair cell transduction and
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transmitter release. What evidence is there tnat such mixed cochlear
lesions exist.

The most compelling evidence is that of Fig. 5. Even after death,
the maximum loss of partition vibration is only 50 to 60 dB. Greater
elevations in threshold are commonly seen in neural responses following
acoustic overstimulation [11]. Obviously, such NIHL must involve other
deficiencies in the transduction process, and future investigations of NIHL
should aim at distinguishing between these different components. Since it
has been demonstrated that following cochlear trauma, only the vibration at
frequencies near CF is altered and that vibration at frequencies much below
this frequency remains unchanged, it may prove fruitful to examine in
detail the changes that occur in the neural response at these low frequen-
cies, as well as at CF. For example, in investigations of the response of
primary afferents to very low frequency stimulation, it has been observed
that cochlear trauma, including loud sound, altered the response of the
afferents, producing a phase reversal in their response, and producing a
hypersensitivity [12]. Similar changes have been observed in chronic
experimentation [13]. Hypersensitivity of the tuning curves for frequen-
cies lower than CF but higher than the very low frequencies used in these
studies has also been observed [14]. Since we can be reasonably confident
that these changes have no correlate in the vibration of the partition, the
changes must indicate changes in other processes of transduction. We do
not yet know what these changes are.

THEORETICAL CONSIDERATIONS - THE ACTIVE COCHLEA

Although the experimental results summarized so far are useful in
helping us understand NIHL, future research will need to be more sophisti-
cated than the descriptive approach taken to date. It will need to rely on
a more theoretical framework. For this reason the remainder of this dis-
cussion will touch on the more theoretical side of cochlear mechanics.

At its simplest, each segment of the cochlear partition can be modeled
as a simple mass which is restored to its rest position by a stiffness re-
storing force. Any oscillatory movements of the mass are damped by the
viscous drag of the fluid and cellular structures of the organ of Corti.
The extraordinarily high sensitivity of the vibration of the partition is
most easily explained by the action of hypothetical mechanical feedback
elements within the organ the Corti that act to reduce the viscous drag
[15,16]. This could only be achieved if these elements applied forces to
the partition that were synchronous with the viscous forces (i.e., syn-
chronous with partition velocity), but in the opposite direction to the
damping forces. For this reason the action of the hypothetical feedback
process is often termed "negative damping," and since it would appear that
the process requires metabolic energy (see Davis [17] for a review), the
negative damping is also called the active process, or even the "cochlear
amplifier." 1In partially cancelling the viscous forces, the feedback
elements increase the sensitivity of vibration near the CF for that loca-
tion only. For frequencies away from CF, the motion of the partition is
dominated by stiffness or inertial forces, and the viscous forces (and
their reduction by the negative damping) are insignificant. Close to CF
and resonance, however, when the stiffness and inertial forces cancel and
motion is dominated by the viscous forces, the negative damping process is
crucial. The simplest hypothesis to explain the changes observed following
trauma to the cochlea and loud sound is that the negative damping process
is disrupted, and the viscous damping forces are left uncancelled.

In a similar way, we can understand the nonlinear growth of vibration

near CF as a result of the limited dynamic range of the active process.
For relatively low level sounds, when vibration is small, the active ele-

130



ments are capable of producing forces sufficiently large to counter the
viscous forces. As the sound level increases, however, and vibration
amplitude also increases, the active forces are limited in amplitude, and
are unable to counter the increased viscous forces. As a result, the
partition vibration becomes more and more like the passive vibration
observed after death. This can be seen to some degree by comparing the
broad tuning of the post mortem results of Fig. 5 with the poorly localized
vibration profile at high intensities shown in Fig. 3. For frequencies off
CF, where forces are dominated by stiffness or mass, vibration is unaf-
fected by such changes in the viscous forces. As a result, vibration
growth is linear for these frequencies (the picture at frequencies higher
than CF is complicated by the complex hydro-dynamical interaction between
segments of the partition through the fluid). To emphasize this progres-
sion from the active and undamped mechanics at low intensities to the
passive and damped mechanics at high intensities, and how this progression
produces a nonlinear jnput-output function at CF, Fig. 7 shows a set of
four hypothetical input-output functions. Each of these input-output
functions is assumed to be the result of a different amount of negative
damping. The curve on the far left is assumed to be produced by the action
of all damping elements producing the full affect. As a result,
sensitivity is high. The curve on the far right, however, is assumed to
have no active contribution, and represents the insensitive passive
vibration. The intermediate curves are hypothetical curves in which
intermediate levels of negative damping are the case. If we could
progressively turn the active process on (i.e., reverse a sensorj-neural
hearing loss), we would move the input-output curve to the left. 1In
increasing the sound level, and we assume progressively saturating the
active process, we would move from our most active curve (curve A) to
intermediate curves (curves B and C), and finally to the passive curve at
very high intensities. The resultant jinput-output curve would be the
dotted curve E, which can be compared with the nonlinear input-output curve
of Fig. 2 (18 kHz). The important point is that the nonlinearity is not a
hardening spring non-linearity, such as that which may cause distortion in
a poor quality Hi-Fi speaker system. It appears to be an adaptive gain
amplifier, similar to the Dolby equalization system so ubiquitous in
recording equipment.

Since the changes in the mechanical response following cochlear
trauma, and loud sound in particular, seem consistent with the loss or
disruption of the active mechanical component and a reversion of the
cochlea to passive mechanics, the important questions concerning the origin
of noise trauma must be:

"Where is the active process, what is its nature and how is it
disrupted by loud sound?"

There is evidence accruing that the active process is intimately associated
with the outer hair cells. The crudest indication of this is that the
destruction of the outer hair cells using the antibiotic kanamycin produces
a loss of neural sensitivity [7,18]. Similarly, noise exposure also causes
a selective loss of outer hair cells in chronic experiments [19,20] and
similar changes in the neural response, now known to be at least partially
the result of changes to partition vibration. Of course, such experiments
are open to the criticism that the damage need not be localized to the
outer hair cells, and that other more subtle effects may be causing the
mechanical changes. This criticism is difficult to counter, even with the
most sophisticated studies correlating morphological changes with asso-
ciated sensorji-neural loss.

There are other pieces of evidence, however, that suggest the involve-
ment of outer hair cells in the active process. The efferent fibers of the
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cochlea seem to modulate the mechanjcal response [21] and these fibers
almost exclusively innervate the outer hair cells. Perhaps the more
compelling pieces of evidence involve the nonlinearity of the cochlea, and
in particular the similarity between the electrical non-linerarity of the
outer hair cell transduction process and that of the basilar membrane
mechanics. Put at its simplest, it can be shown that the outer hair cell
receptor currents begin to saturate for transverse partition displacement
at which nonlinear growth of the partition is observed [2,22]. Below this
level (about 10 nm), the outer hair cells and cochlear mechanics are pre-
dominantly linear. Similarly, low frequency tones that bias the outer hair
cell receptor currents into partial saturation also modulate the sen-
sitivity of cochlear mechanics [23,24]. These points suggest that the
outer hair cells, and in particular, their receptor currents or the poten-
tials produced by them (or, in fact, the receptor proteins that produce the
currents!), are intimately associated with the active process. This asso-
ciation had been suggested previously by Weiss [25].

Whatever the mode of action of the outer hair cells may be, their in-
volvement appears most likely. As a result, we should look to the way in
which their function is altered in a sensori-neural loss, and in particu-
lar, following loud sound. Crucial steps towards this understanding have
already been taken by Cody and Russell [26]. Auditory investigation and
the study of noise induced hearing loss cannot remain at the purely des-
criptive level. An understanding of noise-induced hearing loss will
require detailed investigations of the fundamental molecular mechanisms
governing the motion of the cochlear partition and the transduction
processes that follow it.
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DISCUSSION

Trahjotis: Could you please relate your transverse functions to Kim
and Molnar's neural data? Do you remember if they corrected for the effect
of the middle ear? As I remember the neural data, they used the first
coefficient of the Fourier transform of the neural spike train; so it is
hard to relate the relative amount of activity across frequency or place.
The point is that they did not get a greater response higher in frequency,
whereas you show the potential for a greater response one half octave above
the characteristic frequency. If you did not correct for the middle ear,
would this still occur?

Patuzzi: It is still evident if you look at the input/output
functions that I showed without any corrections. You still get the
input/output functions crossing.

Salvi: In normal ears, you also see some auditory nerve fibers with
low spontaneous rates which have thresholds that are 60 dB above the units
with the best thresholds. Surprisingly, the tuning curves of these fibers
are still very sharply tuned, whereas the basilar membrane response becomes
less sharply tuned. Could you comment on this discrepancy?

Patuzzi: I obviously have no explanation for that.

Flottrop: It seems to me you said something about the energy going
through the fluid and not through the basilar membrane in order to produce
that traveling wave. Would you comment on this?

Patuzzi: I think the best model for the basjlar membrane is either
the swinging pendulem model of von Bekesy or a series of tubes representing
the cochlear partition, each filled with a ping-pong ball with a different
mass and restoring force. Each one of the sections of the cochlea responds
relatively independently of the next. There is no longitudinal coupling
within the membrane or relatively little coupling in the membrane as if
they were joined by springs. The coupling appears to be via pressure
perturbations through the fluids.

Dancer: The cochlea partition is driven by the differential pressure
acting on the elements of the membrane. So in the passive case, when the
preparation is anoxic after acoustic trauma, what would happen to the phase
lag curves?
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Patuzzi: Interesting changes in the phase curves pre- and
post-mortem. For a good preparation, the phase curve is nearly at a
plateau at low frequencies, but then a very fast roll occurs at higher
frequencies. But, as the preparation deteriorates, the curve becomes
steeper at lower frequencies and then less steep as you go into the steeper
part of the curve. If you look at where the points cross, it is roughly at
the characteristic frequency. I think that is good evidence that the
changes that we observe by elevating sound pressure level or following
trauma are where the response is approaching the asymptote of passive
mechanies. If you look at the phase versus intensity function for the
Mossbauer preparations and also the hajr cell and neural data, one sees
that as sound pressure level is increased the phase only changes on either
side of the characteristic frequency. But at the characteristic frequency,
the phase does not change much at all.

McFadden: Two comments. One regards the maximum loss of about 50 dB
or so that you see in your preparations. This exists elsewhere. One of
the more interesting instances is in salicylate-induced hearing loss. No
matter how much salicylate you give, they never get more than about 40 dB
of hearing loss. Second comment: I am not sure you really represented von
Bekesy's point correctly. Twenty years ago or so, I discovered an article
authored by Weaver, Lawrence and von Bekesy.*® They indicated that there
are two ways in which energy can be delivered to a particular spot along
the membrane. It can be delivered through the fluid or it can be delivered
to the membrane at a basilar location and the energy can be transmitted
through the membrane. The article says that Wever and Lawrence believe
that energy is delivered through the fluid; Bekesy believed it is
transmitted through the membrane. In Bekesy's pendulum model, if he
blocked the wave at a particular basilar membrane location, displacement
occurs at an apical location, but it is enormously attenuated. I am not
trying to argue facts, but rather to point out Bekesy's position in 1950.
Obviously, both factors are operating. The question is which is the more
important.

Patuzzi: In answer to that, I think we have demonstrated the energy
is transmitted through the fluid.

von Gierke: You showed that the tuning curves became detuned with
increasing intensity. Do you think this is still in the range where
effects are reversible?

Patuzzi: We have little evidence on this, but I think at 80 dB the
effects are reversible. The reason why I believe you can get rather large
losses in the mechaniecs and still recover is the fact that in another
series of experiments, we put in very low frequency tones, in addition a
tone at the characteristic frequency; we found that as the low frequency
tones pushed the partition up or down, it could turn the mechanics off by
as much as 20 decibels.

von Gierke: When the sharp tuning disappears, does the phase shift
change markedly?

Patuzzi: About 40 degrees at lower frequencies and larger shifts at
higher frequencies. I think there is probably some evidence that there is
a reversible mechanical loss in that anything that seems to take the tip
off a tuning curve would seem to have a correlate in mechanics.

* E. G. Wever, M. Lawrence and G. von Bekesy, "A note on recent
developments in auditory theory," Proceedings of the national
Academy of Sciencs, 40:508 (1954).
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D. Nielsen: I just want to make a quick comment in support of Dr.
Patuzzi. That is, that the pressure is transmitted all along the basilar
membrane stimultanously due to the jincompressability of the fluids. Bekesy
did two experiments on his models. One was the paradoxical traveling wave
where he put the stapes at the apex and still got the traveling wave in the
same direction. Second, he put a lesion in the basilar membrane and the
wave still traveled across it. If it was transmitted in the membrane, it
would not do that.
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INTRODUCTION

Transduction of an acoustic signal into a neural response in the coch-
lea is generally considered to occur at the level of the organ of Corti via
the motion of its structures. Mechanical deformation of the organ of Corti
is the starting point of the hearing process.

Our aim was to determine the physical parameter(s) of this motion
which is(are) mainly responsible for the detection of the acoustic signal
at behavioral threshold and for auditory fatigue. Knowing these parameters
would increase our understanding of cochlear physiology. Because no direct
measurements of the motion of the various components of the organ of Corti
have been reported, we shall examine only the motion of the basilar mem-
brane (BM).

THRESHOLD OF AUDITORY SENSITIVITY

In the cat [1,2] (Fig. 1), the guinea pig [3,4] and to a lesser extent
in man [5,6] (only above 3 kHz), the shape of the behavioral threshold
curve as a function of frequency is determined by the transfer function
which connects the acoustic pressure in the free field to the acoustic
pressure at the cochlear input (ACI) (i.e., the acoustic pressure in the
basal end of scala vestibuli) [10,11]. Thus, at the threshold of hearing
for tones, the sound pressure level at the input to the cochlea (ACI) would
be approximately constant for all frequencies.

We now seek a measure of the BM motion whose amplitude is also nearly
constant at threshold with the condition that for each frequency the mea-
sure is taken close to the site along the cochlea that is most sensitive
(making the assumption that the sensory cells have the same sensitivity to
the amplitude of this parameter independent of frequency and cochlear
location from base to apex).

For a constant amplitude of ACI at any frequency, intracochlear acous-
tic pressure measurements [7] and cochlear models [8,9] indicate that the
amplitude of the differential pressure acting on the cochlear partition is
almost constant on the part of BM located close to the CF point (on the
basal side).

137



Fig. 1. Comparison of the frequency dependence of be-
havioral threshold and sound pressure at the
1nput to the cochlea. P, - pressure across
the basal end of the cocglear partition.
(From Lynch et al. [2].)

According to Zwislocki [12], the compliance of the BM increases by a
factor of about 250 from base to apex in the guinea pig. This indicates
that the compliance of BM near CF doubles each time the frequency is halved
(i.e., about every 2.5 mm from base to apex) (see Campo et al. [13]). If
the force acting on BM remains constant while the compliance doubles when
halving the frequency (getting closer and closer to apex), the amplitude of
the displacement of BM (close to CF on the basal side) doubles too, and the
velocity of BM (always close to CF on the basal side) remains constant all
along the cochlea.

No direct proof (measurement) of this assumption exists, but given
that cochlear microphonic (CM) amplitude is proportional (in the linear
range) to BM displacement [14], then CM amplitude recorded by differential
electrodes in each of the first three turns increases in agreement with the
above assumption [15] (provided also that a given amplitude of displacement
of the cochlear structures gives rise, from base to apex, to the same CM
amplitude). Also in support of this position, are plots of BM displacement
by Zwislocki [16] (Fig. 2).

From all this it seems logical to think that velocity of the BM could
be the parameter of the motion responsible for the auditory system's re-
sponse. Direct support of this assumption has been given by Johnstone et
al. [17], who showed a close correspondence between neural and basilar
membrane iso-velocity tuning curves for a given point on BM near the base
(Fig. 3). Extending this idea, we hypothesize that neural responses and
hence the behavioral threshold occur at a constant velocity all along the
cochlea. We shall now consider whether BM velocity is important for the
onset of threshold shifts.

SHORT TERM HEARING LOSS (STHL)
Our aim is to study STHL after the application of fatiguing pure tones

with a given acoustic level at the input to the cochlea. Indeed, if we
want to look at the influence of a measure of BM motion on the resultant
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Fig. 2.

Fig. 3.

Ampitude of the BM displacements versus the
distance from oval window, with constant
pressure amplitude at the entrance to the
cochlea (from Zwislocki [16]).

Comparison of neural and basilar membrane
tuning curves. The basilar membrane recording
was performed when neural thresholds were 15
dB SPL and later when they were 65 dB SPL.

The corresponding neural curves have thresh-
olds of 19 dB SPL and 65 dB SPL (from
Johnstone et al. [17]).
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STHL, we have to control ACI in order to remove variations arising from the
outer and middle ear, so as to be able to restrict the observed results to
inner ear mechanisms.

METHOD

Control of the acoustic stimulation. The only way to control ACI
directly is to measure the acoustic pressure at the base of the scala
vestibuli. Because this measurement can damage the cochlea, it cannot be
performed on each animal. Consequently, for the purpose of the present
experiment, the acoustic stimulus has to be controlled indirectly. We know
that in the first cochlear turn, the shape of the curve representing the
amplitude of the differential CM as a function of frequency is almost iden-
tical to the differential pressure acting on BM (i.e., acoustic pressure in
scala vestibuli minus acoustic pressure in scala tympani) [7] and that the
differential pressure recorded at the extreme base of the cochlea would be
equal to the pressure in scala vestibuli [9,18]. Therefore, at frequencies
up to its cut-off, CM amplitude (recorded in the linear range) is a good
representation of the relative amplitude of ACI.

To avoid any modification of the physiological state of the cochlea
during our experiments, we recorded the CM with a round window electrode.
If CM is recorded with differential electrodes and a round window electrode
in the same animals [19], the results are quite comparable, at least from 1
to 10 kHz. For higher frequencies, the round window electrode recording
probably represents ACI amplitude even better than differential recording,
due to its lack of cut-off. Hence, the round window electrode gives us a
good estimate of the relative amplitude of ACI as a function of frequency.
For reference, we used CM output at 8 kHz (measured in the linear range).
At this frequency the 0 dB stimulation level corresponds to a given voltage
applied to the amplifier input (corresponding to 103 dB SPL in front of the
tympanic membrane at 8 kHz and about 135 dB SPL for ACI [20]). To use the
same reference during all the other experiments (stimulus frequency from 2
to 11.3 kHz by half octave steps), the level of the stimulus was adjusted,
with the help of the round window CM, by comparing the level of the CM at
the stimulus frequency versus the level at 8 kHz (always in the linear
range) and adjusting the input to the amplifier to produce a CM response
equal in amplitude to the response at 8 kHz. In this manner we were able
to refer ACI for all frequencies to the 0 dB value at 8 kHz.

Animal preparation and audiometry. Pigmented guinea pigs of 300 to
350 g were used. For anesthesia we used a premedication of levopromazine
(2.5 mg/kg) and atropine sulfate (0.1 mg); half an hour later we injected a
dose of 150 mg/kg of ketamine. During the experiment, the body temperature
of the animal was monitored and controlled by a heating pad. The pinna was
removed, the bulla opened and an electrode (Ni-Cr) was placed upon the
round window (bulla was left open). The animals were stimulated with
closed-tube system using a condenser microphone as a loudspeaker [13].
With the round window electrode we established pre-exposure sensitivity by
measuring the amplitude of the N1 component of the compound action poten-
tial elicited by tone bursts of frequencies from 2 to 32 kHz (half octave
steps, 9 frequencies). From these responses we determined an "audiogram."
An amplitude of 1 to 2 uV of 200 averaged responses was considered as the
threshold. The time required for a complete audiometric procedure was
about 10 minutes.

Experiment. After the first audiometric test, the animal was exposed
to a pure tone (2, 2.8, 4, 5.6, 8 or 11.3 kHz) of a given pressure for 20
minutes. Twenty minutes after the end of the exposure, sensitivity was re-
measured. The threshold shifts are the differences between pre- and post-
exposure thresholds. These results have been called STHL because it is not
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Figs. 4 to 9: STHL as a function of the tone burst frequency for
various levels of the 20 minutes fatiguing tone. The
standard deviations (SD) of the STHL measurements at one
level (SL) are also shown just above the abscissa.

Fig. 4

Fig. 5
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Fig. 6

Fig. 7
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Fig. 8

Fig. 9
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possible to determine whether this difference corresponds to a pure audi-
tory fatigue or to a mixing of temporary and permanent losses. For each
exposure condition, measurements were made in 5 to 10 animals. The
influence of the time required for the experiment and of the order of
presentation of the stimulus frequencies during the audiometric test had a
negligible effect on the results [13].

Results

In Figs. 4 to 9, measurements of STHL are presented for each pure tone
exposure as a function of the audiometric frequency and of the exposure
level. Dispersion of individual results was small (to avoid overcrowding
the figures, standard deviations are presented for only one curve corre-
sponding to mean STHL; all results are reported in Campo et al. [13]).
Generally the maximum STHLs occurred half an octave above the exposure
frequency even for the lowest exposure. We are, of course, limited in spe-
cifying the exact maximum and its exact location by our use of half octave
steps in audiometry.

For a given ACI, the higher the stimulus frequency, the greater the
STHLs (Fig. 10). Significant amounts of STHL were observed at high
frequencies (F > 16 kHz), even for low frequencies exposures. Because the
body temperature was controlled and care was taken to keep the cochlear
temperature constant, at least for up to 22.6 kHz [21], these STHLs cannot
be related to the cooling of the cochlea.

From these results we determined the exposure levels required for each
exposure frequency to produce STHLS of 10 +/- 6 dB and 25 +/- 6 dB half an
octave over the stimulus frequency (Fig. 11a). The higher the stimulus
frequency, the lower the intensity required (the slopes of the regression
lines are respectively -4.2 and -U4.6 dB/octave with correlation coeffi-
cients of 0.77 and 0.90).

Fig. 10. STHL as a function of the tone burst frequency for
different fatiguing tone. frequencies of the same level
(0 dB).
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In Fig. 11b we plotted the relative pressure required for each expo-
sure frequency to obtain STHL of 8 +/- 3 dB at 16 kHz and 12 +/- 3 dB at
22.6 kHz. The higher the exposure frequency, the lower the pressure
required (the slopes of the regression lines are -11.3 and -9.2 dB/octave
respectively with correlation coefficients 0.90 and 0.88).

CONCLUSION

For a given ACI and within a large frequency range, the velocity of
the BM near CF is nearly constant from base to apex. For the same condi-
tions, the velocity of a BM element near the base is proportional to the
frequency (for frequencies lower than the CF of this element). Indeed, for
a constant ACI, the amplitude of BM displacement near the base is constant
for stimulus frequencies below CF. If we suppose that, for a given expo-
sure duration, the threshold shifts are directly correlated with the local
velocity of BM, there must be, as a function of the stimulus frequency, a
difference between the maximum STHL (half an octave higher than the stimu-
lus frequency) and the STHL at high frequencies (corresponding to the
response of the cochlear base). From Fig. 11 we can see that there is a
difference in the slopes between the sound pressures inducing iso-maximum
STHL and the sound pressures producing iso-high frequency STHL. This
difference is about -6 dB/octave which corresponds to the difference of the
velocity of BM as a function of the stimulus frequency between a CF region
and the basal part of the cochlea.

On the other hand, the -4 dB/octave slope of the maximum STHL as a
function of the stimulus frequency and a constant ACI is not consistent
with the simple velocity hypothesis. Indeed, if this parameter were the
only one responsible for the threshold shifts, this slope should be equal
to zero because of the constant velocity of BM near CF. Many possibilities
exist: (1) other parameters could be involved or (2) the velocity of the
BM increases near CF from the apex to the base of the cochlea for a con-
stant ACI, or (3) even though the velocity remains constant all along the
cochlea the sensory cells are not equally sensitive to velocity from base
to apex (due to the modification of the relative displacement of BM, of the
tectorial membrane, of the stereocilia, ete). This point remains unan-
swered at present.
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DISCUSSION

Patuzzi: The way you normalized your exposure intensity was by
measuring the microphonic. Was that the round window microphonic?

Dancer: Yes. We compared in the same animals differential cochlear
microphonic in the first turn with the round window microphonic and in the
range we used here, from 1 kHz to 10 kHz, the curves have the same shape
for the differential microphonic and the round window microphonic.

Patuzzi: What was the best frequency of the tuning curve shape for
the round window microphonic?

Dancer: The best frequency was about 11 kHz.
Patuzzi: If you are going to create constant CM at the round window,
isn't it possible that you are just moving up the tuning curve of the

microphonic at the round window and in doing so actually reducing the
intensity of the sound at a higher frequency?
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Dancer: We think that the round window microphonic is a better
estimate than the differential microphonic because there is less or perhaps
no high frequency cut off as with differential electrodes. So for high
frequencies, we have greater confidence in the round window microphonic
than with differential microphoniecs.
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THE RESPONSE OF MAMMALIAN COCHLEAR HAIR CELLS TO ACOUSTIC OVERSTIMULATION
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INTRODUCTION

The distinct morphological division of the inner and outer hair cells
(IHC, OHC) within the organ of Corti, and their respective innervation,
suggest two separate roles for these receptors in normal auditory function.
The IHCs receive a massive afferent innervation while the afferent inner-
vation of the OHCs is comparatively sparse with a large number of efferent
synapses on their baso-lateral surfaces [1,2]. This has contributed to
speculation that there is a division of labour in the cochlea, with the
IHCs playing a sensory role and the OHCs fulfilling a motor role, control-
ling the mechanical stimulus delivered to the IHCs. As primary receptors,
the IHC and the OHC appear to be vulnerable links in the auditory pathway
during acoustic overstimulation and therefore prime targets for the site
and origin of noise-induced hearing losses (NIHL). We have attempted to
substantiate this hypothesis in a series of experiments by recording
directly from the IHCs and OHCs during conditions of acoustic overstimulat-
ion. The results suggest that functional differences in the behavior of
these two cell groups to overstimulation may underlie the cellular basis
for NIHL. These cellular changes probably account for the altered activity
of the afferent fibers we have monitored in the spiral ganglion of the
cochlea in previous studies, at least for temporary losses of auditory
sensitivity and possibly, the more significant, permanent losses.

PERIPHERAL STUDIES IN NOISE-INDUCED HEARING LOSS

The recording techniques for both intracellular hair cell experiments
and extracellular afferent fiber recording in the spiral ganglion have been
extensively described [3-5]. Basically, both techniques require careful
removal of the bone just above the spiral ligament, which is easily visual-
ized with back illumination of the cochlea. In the guinea pig this pro-
duces a view of the basilar membrane (BM) in the region 2.4 to 3.5 mm from
the basal end of the cochlea. Best or characteristic frequencies (CF) of
the mechanical vibration of the cochlea partition, sensory receptors or
afferent fibers in this area of the cochlea are in the range 23-17 kHz.
Although this is a rather restricted range with regard to the functional
bandwidth of the cochlea, this is the only location where a direct compari-
son can be made between location, the tuning properties of afferent fibers,
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IHCs and the vibration of the basilar membrane. That is, the complete
description of the transduction pathway from the vibration of the cochlear
partition up to, but not including, the first processing stage in the
cochlear nucleus. The advantage of recording the activity of afferent
neurons in the spiral ganglion lies in the fact that the dendrites run
radially from the ganglion and innervate IHCs in the basal coil that are
accessible for intracellular recording [1]. This enables a direct compari-
son between the activity of the primary afferent neuron and the receptors
they innervate in terms of their respective sensitivity and filter proper-
ties. These two components of sensory transduction are considered vital in
the interpretation of responses to acoustic stimuli.

HAIR CELL RESPONSE TO ACOUSTIC STIMULI

The resting potentials of IHCs are always more positive than -50mV and
they always produce predominantly depolarizing receptor potentials regard-
less of the stimulus frequency (Fig. 1). At low frequencies, during the
rarefaction phase of the sound pressure, the amplitude of the depolarizing
phase (with respect to the resting membrane potential) can be up to three
times larger than the hyperpolarizing phase [4]. At frequencies less than
about 1 kHz, the receptor potential is usually seen as a phasic voltage
modulation of the resting potential with peak-peak receptor potentials
reaching 30mV in the sensitive cochlea. As the stimulus frequency in-
creases the phasic, a.c. component of the receptor potential decreases at a
rate of approximately 6 dB/octave for stimulus frequencies above 750 Hz
until at or near the CF of the cell, the a.c. component is below the noise
level of the recording electrode and only a d.c. component is obvious (Fig.
1). The decrease in the phasic component of the receptor potential is
thought to result from the electrical properties of the cell membrane
acting as a single pole, low pass filter [4]. The d.c. component recorded
at high stimulus frequencies can be substantial with levels of 15 mV not
uncommon. Both the a.c. and the d.c. component of the IHC show identical
tuning properties in the same cell, which in turn match those recorded for
afferent neurons. However, because of a combination of the hair cell time
constant and an asymmetrical transducer conductance, the d.c. component is
thought to dominate the excitation of the afferent synapse at high stimulus
frequencies [4].

Recent intracellular studies of OHCs in the basal coil of the guinea
pig cochlea [6] show that these cells differ from IHCs in their responses
to acoustic stimuli (Fig. 1). Their resting potentials are typically more

Fig. 1. IHC receptor potentials to a 600Hz
tone (80dB SPL) and a 16kHz tone (65dB
SPL) recorded in the basal turn of the
cochlea together with the OHC intra-
cellular record for the same acoustic
stimuli and for a similar location in
the cochlea.
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polarized than IHCs (-70 to -95mV) and, in the presence of low frequency
tones, receptor potentials are symmetrical at low intensities, increasingly
asymmetric in the hyperpolarizing phase at moderate levels, and depolariz-
ing when stimulus levels approach or exceed 90 dB SPL (re 20u Pa). The
OHCs do not produce d.c. potentials at high frequencies delivered at
moderate levels and, because the a.c. component is attenuated by the hair
cell time constant, this means that no modulation of the membrane potential
is observed until the SPL approaches levels that may temporarily decrease
the sensitivity of the cochlea (90 - 100 dB SPL). The amplitude of the
receptor potential is also significantly less than that of the IHC and only
reaches 3-5 mV at stimulus levels of 100-110 dB SPL. The absence of a d.c.
component at high stimulus frequencies or, for that matter, any measurable
modulation of the resting membrane potential at physiological stimulus
levels, argues against a sensory role for this group of cells. The limited
a.c. tuning data from the OHCs in the basal coil suggests that they are as
sharply tuned as the IHC and therefore the filter properties of the BM, the
hair cells and the afferent neurons at any one location along the cochlear
partition are coincident.

ACOUSTIC OVERSTIMULATION AND COCHLEA HAIR CELLS

Exposure of the animal to short (225 ms), high intensity pure tones
(12.5 kHz, 110 dB SPL) results in significant changes in the response of
the IHC to low frequency test tones. The intracellular record of a IHC to
a 600 Hz (85 dB SPL) test tone (solid line, Fig. 2) demonstrates three
points. Immediately following a loud tone (dotted line), there is a loss
of peak-peak amplitude, an increase in the symmetry of the receptor poten-
tial and a phase delay of about 60 . Largest loss of amplitude is seen for
the depolarizing phase of the voltage response of the hair cell which gives
rise to the increase in symmetry. The amplitude of the receptor potential
gradually recovers following the loud tone, and the phase of the waveform
reverts to its pre-exposure value within 10-15 cycles; at this frequency
this represents a time span of 16-25 ms. Multiple presentations of the
loud tone result in additional loss in amplitude of the a.c. receptor
potential, while the recovery of the voltage responses of the IHC appears
to depend on the duration and intensity of the exposure.

In the case of the OHC the loss of receptor potential peak-peak sensi-
tivity to low frequency stimulation (dotted line, Fig. 2) is difficult to
assign to the depolarizing or hyperpolarizing phase because of a shift in
the postexposure membrane potential. However, other experiments where
short tones were used as control stimuli show that the largest loss is
restricted to the hyperpolarizing phase. This is in direct contrast to the
responses of IHCs where the largest loss is in the depolarizing phase.

Some evidence of this is seen in Fig. 2 in the receptor potential recorded
one minute after the end of the loud tone. 1In this case the hyperpolariz-
ing phase has not yet recovered to pre-exposure amplitudes. Fig. 3 demon-
strates another characteristic of the OHC. When a train of five 225 ms,
110 dB SPL tones is presented to the animal, the OHC membrane potential
demonstrates a cumulative depolarization that is not seen in the intra-
cellular records from the IHC. For the duration of the loud tone, the OHC
membrane continues to depolarize to more positive potentials, while the IHC
intracellular potential adapts after the onset of the loud tone and
plateaus at levels 10-15 mV more positive than the resting membrane poten-
tial. At the offset, normal pre-exposure resting potentials are almost
instantaneously established in the IHC, while in the OHC, the recovery time
constant is substantially greater. If the loud tone is repeated, then the
OHC membrane potential demonstrates a cumulative depolarization. Given a
sufficient recovery period, the OHC repolarizes over a similar time course
to that recorded for the recovery in amplitude of the a.c. component of the
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Fig. 2. IHC and OHC receptor potentials
to a 85 dB SPL 600 Hz continu-
ous tone before (solid line),
immediately following (dotted
line) and after exposure of the
cochlea to a 225 ms, 100 dB
SPL, 12.5 kHz tone. Dashed
line is the resting membrane
potential of the cell. The
arrow denotes when the loud
tone finished.

receptor potential and significantly, the a.c. and d.c. component of the
IHC receptor potential. This suggests a common mechanism is operating in
the recovery of sensitivity of the receptor potentials for both groups of
hair cells.

When the test tone is delivered at or near the CF of the IHC together
with a series of loud, short tones, then the loss of the d.c. receptor
potential demonstrates similar characteristics to that recorded for the
a.c. receptor potential, inasmuch as sensitivity is lost; this is addi-
tive with each loud tone. An intracellular record for an IHC presented
with gated tones near the CF (16 kHz, 60 dB SPL) is shown in Fig. 4. For
this hair cell, the recovery time constant after exposure to the first and
fifth loud tone in a series of exposures is similar, at around 200 ms. The
recovery time constant in this particular case is probably a function of
the intensity and duration of the loud tone, as other studies [7] have sug-
gested.

One of the characteristic responses of the IHC to tones of increasing
intensity at the CF is a compressive saturation of the d.c. receptor poten-
tial. The non-linear behavior is only recorded for stimulus frequencies at
or around the CF and is believed to derive from the non-linear vibration of
the cochlear partition [3,8]. Fig. 5 shows the input-output functions for
a stimulus frequency at the CF (20 kHz) of an IHC and for a stimulus fre-
quency 0.8 octaves below the CF (12kHz). In the sensitive cochlea, the
receptor potential demonstrates typical non-linear growth, but when a
series of short duration, high intensity exposures (30 sec, 110 dB SPL,
12.5 kHz) are presented to the cochlea, the compressive saturation is pro-
gressively lost until the growth of the transfer function is essentially
linear with a slope that approaches unity (dashed line). In contrast, the
loud tones have virtually no effect on the 12 kHz transfer function. Thus
it would appear that the non-linear properties of the hair cell at CF are
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Fig. 3. Intracellular records from an IHC and
OHC before and during exposure of the
cochlea to a train of 225 ms, 12.5
kHz, 100 dB SPL tones. A continuous
600 Hz 70 dB SPL was delivered as a
test stimuli. The receptor potential
to this tone was suppressed during
the exposure and was reduced in
amplitude at the offset. The numbers
1 and 5 represent the response of the
cell to the first and the fifth loud
tone. In addition to the loss of
receptor potential amplitude to the
600 Hz tone in both cells, the OHC
demonstrates a cumulative elevation
of its membrane potential. The low
frequency modulation of the 600 Hz
receptor potential is due to sampling
aliasing.

vulnerable to acoustic overstimulation, as has already been demonstrated
for cochlear asphyxia studies [9]. The loss of the hair cell non-linear
properties mimics those seen in the vibration of the BM where there are
large losses of cochlear sensitivity, which suggests that the hair cell
changes derive from mechanical changes in the cochlea partition [8]. Long
term exposures have not been attempted for the OHC mainly because of the
extreme instability of the recordings when loud tones are presented to the
cochlea. This is presumably due to the motion of the cochlea partition
during the presentation of acoustic stimuli.

In summary, both the IHC and the OHC demonstrate sensitivity losses
in the receptor potentials generated in response to test tones; these
responses become more linear, as evidenced by the loss of the asymmetry of
the receptor potential and linearization of their transfer functions.
Finally, the recovery of the a.c. and d.c. components of the receptor po-
tential for OHCs and IHCs parallels the repolarization of the OHC membrane
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potential. The intracellular potential changes may have a mechanical
correlate in the vibration of the cochlear partition.

ACOUSTIC OVERSTIMULATION AND AFFERENT NEURON RESPONSES

Recording from spiral ganglion neurons in the basal coil of the guinea
pig cochlea enables a direct comparison between the sensitivity and tuning
properties of the afferent neuron and the sensory receptor on which their
dendrites form functional synapses. Although this type of comparative
recording has not been attempted in the same cochlea, the use of the first
negative component (NI) of the eighth nerve compound action potential (CAP)
serves as the common link between the different experiments. With pure
gated tones, this physiological probe provides an accurate measure of the
functional status of discrete locations in the cochlea in terms of the
threshold sensitivity of the afferent fibers. Cochleas showing similar
absolute sensitivity of the CAP always show similar tuning properties and
sensitivity for the afferent neurons and IHCs recorded at the same locat-
ion. This is seen in Fig. 6, where the location of cochlea pathology
induced by a high intensity pure tone is compared with the frequency
specific loss of threshold sensitivity of the CAP. The close agreement
between hair cell damage and the loss of threshold sensitivity is typical
of the relationship between cochlea pathology and the physiological status
of the afferent fibers. This tight relationship is not restricted to
lesions induced by pure tone exposures but, is also seen for impulse noise
studies [10], mechanical traumas [11] and cell damage resulting from the
administration of ototoxic aminoglycosides [12]. The correlations of
single cell activity with the CAP shown in Fig. 6 show that afferent
neurons innervating IHCs located outside the lesion (sites 1, 3) demon-
strate normal levels of sensitivity and tuning, while neurons innervating
IHCs located within the lesion are detuned and have lost sensitivity (site
2). Thus, absolute losses of single cell sensitivity appear to accord with
that measured in the CAP, given that the CAP will only monitor the most
sensitive units at threshold levels of acoustic stimulation. One point to
note in this figure is that the lesion of the receptors in the organ of
Corti resulting from the pure tone is restricted to the OHC stereocilia of
the first row (OHC1). This type of damage is typical for a pure tone
exposure that produces a permanent loss of threshold sensitivity (PTS) in
the basal coil of the guinea pig cochlea. The other rows of the OHCs, and
in particular the IHCs, are not obviously affected until the intensity of
the exposure is raised to levels exceeding 115 dB SPL[13]. The damage
produced by the pure tone is usually seen as a fusion or loss of the
individual stereocilia on the arms of the stereocillary bundle, or in some
cases a complete loss of the cell body. The IHC shows no obvious pathology
of the stereocilia and would appear to be morphologically normal in coch-
leas showing this type of restricted lesion. Although cochlear surface
pathology of the receptors is a rather limited method of assessing acous-
tically-induced lesions, the fact that these changes in the OHCs coincide
with the first visible signs of permanent losses of threshold sensitivity
would suggest that this group of receptors is the most vulnerable and
therefore a prime candidate for the site and origin of NIHL.

THE ORIGIN OF NOISE-INDUCED HEARING LOSS

Along with the present series of hair cell intracellular studies,
previous afferent fiber and cochlear morphological studies, lead us to the
inevitable conclusion that NIHL is a phenomen of the cochlea and more
specifically the OHCs. This is the only site that demonstrates a persis-
tant elevation of the membrane potential which recovers at a similar rate
to receptor cell and general cochlea sensitivity. The OHC is the first
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Fig. 6. Spiral ganglion afferent fiber threshold tuning curves,
CAP thresholds and cochlear morphology of the guinea
pig showing a permanent threshold loss after exposure
to a 13 kHz, 112 dB SPL tone for one hour. The numbers
1-3 represent recording sites across the lesion. The
plates are scanning electron micrographs of the stereo-
cilia of the OHCs. Arrows indicate specific damage to
the stereocilia. Calibration bars, 7 um.

mechano-receptor in the auditory transduction chain. Based on present
theories of cochlear transduction, any change in the functional status of
the OHCs will alter both the mechanical motion of the cochlear partition
and also the sensitivity of the IHCs on which the majority of the afferent
fibers synapse. The similarities in the tuning properties of the mechano-
receptive hair cells and the mechanical motion of the BM strongly suggest
that the OHCs and BM are intimately related by a common, single tuning
mechanism. Any trauma that acts directly on this mechanism should manifest
itself in a similar manner in the tuning of the hair cells and the BM.

Fig. 7 demonstrates these changes for an IHC, for an afferent fiber and in
the vibration of the BM following acoustically-induced desensitization. 1In
all cases the loss in sensitivity is accompanied by decrease in the tuning
properties of the cell and shifts of the CF to lower frequencies. With
large sensitivity losses, the BM mechanical tuning reverts to a broadly
tuned base line little different to that measured post mortem [4].

Although the afferent fiber can demonstrate further losses of sensitivity
and tuning [14], these are believed to be the result of a progressive
dysfunction of the afferent terminal [15] rather than the IHC. The
interesting point is that regardless of the iso-voltage levels used to
derive the IHC tuning curve from its input-output functions, this cell is
much more vulnerable than the BM or the afferent fiber. Since the afferent
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fiber almost certainly derives its normal filter properties from the IHC,
this at first sight would appear as an anomaly. However, there is evidence
that the afferent synapse can be directly depolarized by extracellular
current at low frequencies [16] and more recently, that at high SPLs the
OHCs dominate the extracellular potentials in the form of a +ve summating
potential [17]. If this is the case, then the anomaly may be explained in
terms of the receptor currents developed by the OHCs directly exciting the
afferent fiber when the IHC is no longer able to produce excitatory
intracellular potentials.

The loss of the tuning properties of the BM is probably the crux of
the mechanism of NIHL. Since the discovery that sound may be emitted from
the ear, interest has focused on the idea that there must be a metaboli-
cally dependant active process in the cochlea capable of injecting energy
back into the vibration of the cochlear partition as part of a "negative
damping" feedback loop [18]. This so-called active component has been
modeled as located in the OHCs and is ‘a prerequisite for the high degree of
tuning that is associated with the vibration of the BM in a sensitive
cochlea. In functional terms, "negative damping" is manifest at or close
to the CF of a mechanical tuning curve by a non-linear, compressional satu-
ration of the input-output function [4,19,20]. This type of curve is also
measured in the IHC receptor potentials (Fig. 5) and the afferent fiber
response. As already discussed, the loss of this compressional saturation
at the CF in the IHC receptor potential and the BM vibration is a classical
response to loud sound. Although not yet recorded for the OHC, the in-
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creased symmetry of the response to low frequency tones following the loud
tone (Fig. 2) suggests a similar behavior for this cell. That is, a loss
of the frequency dependant non-linear responses of the cell to acoustic
stimuli. Loud sound may abolish the action of the active process, leading
to detuning and desensitization of the cochlear elements. What evidence do
we have for this?

Mountain [21] has shown that electrical stimulation of the crossed
olivo-cochlear bundle (COCB) can modify acoustic distortion products
recorded in the ear canal. These distortion products are thought to
originate in the mechanical motion of the cochlear partition. Since COCB
fibers predominantly innervate OHCs [1,2], this suggests an active, me-
chanical role for this group of receptors feeding back into the vibration
of the cochlear partition. A similar finding has also been shown by Siegal
and Kim [22]. As shown in Fig. 6, pure tone damage is generally restricted
to the first row of the OHCs and relatively minor damage to the stereocilia
of these receptors results in substantial losses in cochlea sensitivity and
frequency selectivity. The first row of the OHCs also show the most exten-
sive distribution of COCB terminals, thus suggesting that this row of hair
cells may exert the greatest influence on cochlear function. Possible
acoustically-evoked activity of the COCB has been shown to modify the
cochlear desensitization produced when the ear is exposed to loud sound for
both temporary and permanent threshold losses, again suggesting an active
role for the OHCs [23,24]. Intracellular recordings from cochlear hair
cells in this study show that the non-linear properties of IHCs and more
importantly OHCs are modified during acoustic overstimulation in a similar
manner to that recorded for the BM. It has also been shown that the OHC
membrane potential is intimately linked with the loss and recovery of
cochlear sensitivity, as monitored in the IHC receptor potentials and the
gross response of the eighth nerve.

We propose that the intracellular changes in the OHC potentials are
electrical analogs of micromechanical changes in this cell that give rise
to the loss of cochlear frequency selectivity and sensitivity. To that
extent, the decrease in the BM tuning properties is an epiphenomenon,
simply because the BM probably derives its filter properties from the
electro-mechanical properties of the OHC-tectorial membrane complex. The
elevation of the OHC membrane potential and its subsequent repolarization
may mirror the loss and recovery of the theoretical active process. An
exact location for the site of NIHL may be extremely difficult to pinpoint
until a mechanism and site for this process is finally described. In this
respect the OHC stereocilliary complex is a prime candidate. The evidence
to date, however, points to the OHCs as the site and origin for NIHL.
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DISCUSSION

Pickles: How can you be sure you were recording from outer hair
cells?

Cody: One of the easiest ways to identifyy hair cells is to dye inject
while you are recording. Unfortunately, when you dye inject cells, it
means you have to use electrodes which are filled with something like
Lucifer Yellow and that has to be in distilled water. So, that means the
impedance of your electrodes is on the order 600-700 Mohms. Now, when you
are recording in hair cells with such high impedances, it is difficult to
look at the electrical properties of hair cells. So it is very difficult
to say for sure we are recording from OHC. We therefore rely on a number
of physiological pointers to identify response from outer hair cells. One,
the resting membrane potentials of these cells are much lower than we would
record from any other hair cells. Now if you go through the basilar
membrane from scala tympani to scala media, you actually go first through
supporting cells, then usually through extracellular space, then you have
another cell which we presume is in an outer hair cell, then it is directly
into scala media after that. So, position is one important criteria. The
second is characteristic responses. The responses of these cells in terms
of intracellular receptor potentials is larger than what you record in the
extracellular space. They show a hyperpolarizing depolarizing phase which
you do not record extracellularly. Third, supporting cell responses are
usually much smaller, about 1/3 of the size of response from outer hair
cells.

Hamernik: In some species such as Gerbils, the inner hair cells sit
right over the boney limbus. How do you reconcile the responses of inner
hair cells with basilar membrane mechanics when the boney limbus probably
does not vibrate very much.

Cody: It is simple, because we consider the inner hair cells as
rather passive sensory elements. They are just sitting there waiting for
mechanical stimulation which is derived from the vibration of the cochleas
partition. We think they are under the control of outer hair cells so
therefore you are talking about a radial stimulus to the stereocilia of
those inner hair cells. They are actually transducing stimuli delivered to
them via that radial mechanical coupling.

Trahiotis: Do you have any comments on the possible role of the
afferent fibers from the outer hair cells that Bohne and Morest suggest
project to the central nervous system?

Cody: The d.c. component comes out of the outer hair cells at about
80-90 db SPL. Then it grows to about 5 mV. Now it is possible that
somehow the outer hair cells are acting as null detectors. They are
actually looking at their intracellular voltages. When they detect a d.c.
component, that is signalled by the apparent fiber, but only at high
intensities, that signal may form part of the negative feedback loop with
the efferent system. That changes the intracellular potentials of the hair
cells and in most cases this causes a hyperpolarization which you have seen
in most other cellular systems with efferents being stimulated. That
somehow, re-adjusts the set point of the basilar membrane so that the
basilar membrane is operating in the linear portion of its input/output

160



transfer curve so the outer hair cell afferents and outer hair cells
efferents may only operate at high intensities.

Patuzzi: Since we know that low frequency displacement of the
partition can turn the mechaniecs on and off, I suspect that it is a good
correlate of the depolarization you get following TTS in outer hair cells.
The question is, which comes first? Do hair cells become depolarized and
does that cause a change in mechanics or is there a change in mechanics
following TTS, like a d.c. shift, that turns the outer hair cells off. One
clue might be how large these depolarizations are compared to the largest
AC responses you can get from your outer hair cells.

Cody: Right. We cannot yet separate the two possibilities. We do
not know whether the electrical events we record intracellular are
responsible for mechanical changes or the mechanical changes are
responsible for the electrical. We cannot tell.

Patuzzi: Do you have a feel for how large a depolarization you can
get?

Cody: The maximum is about 5 mV out of these cells at around 110-115
dB SPL.

Patuzzi: That is the largest change in the membrane potential you can
get?

Cody: The change in the membrane potential is less. With those types

of exposures, the changes is on the order of 2-3 mV which we think is sig-
nificant.
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INTRODUCTION

Of the roughly 50,000 afferent fibers in the cat's auditory nerve,
approximately 95% terminate peripherally on inner hair cells (IHCs), as the
so-called "radial fibers" (RFs) [24,25]. RFs comprise the population of
neurons sampled when the auditory nerve is impaled with glass microelec-
trodes [9]. In the cat, the great majority of RFs is unbranched, termi-
nating on a single IHC via a single terminal swelling [24,8]. Thus, by
sampling the activity of a single RF we have a window onto the functional
state of a very restricted region of the organ of Corti. By sampling the
activity of different single fibers, with different characteristic fre-
quencies (CFs), we can assess the functional state of the entire cochlea,
from base to apex.

Over the last 10 years, we have studied the responses of single,
auditory-nerve fibers in cats with drug- or noise-induced damage of the
inner ear [11-17]. The abnormalities seen in the responses of these
neurons have been correlated with the structural changes in the cochlear
duct, both at the light- and electron-microscopic levels. These correla-
tions have been useful in at least two different contexts. First, they
have allowed us to infer something about the normal function of those
structures which have been damaged, and second, they have suggested dif-
ferences between the structural bases for temporary vs. permanent hearing
loss.

Using noise exposures, or treatment with ototoxic drugs, we have
produced a variety of lesion types. In some cases, the IHCs are damaged
while the OHCs remain nearly normal, while in other cases the OHCs can be
eliminated, leaving the IHCs apparently intact. The changes in the single-
unit tuning curves associated with each of these conditions tell us some-
thing about the normal mechanisms underlying the generation of frequency
selectivity in the auditory nerve.

Application of single-neuron labeling techniques to these studies has
greatly increased the precision with which we are able to make correlations
between structure and function [13,14,16]. 1In both normal and abnormal
ears it is possible to inject a single RF with horseradish peroxidase (HRP)
after studying its discharge properties [9,10]. After suitable histologi-
cal preparation, the labeled terminal can be followed to the IHC of origin
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Fig. 1: Functional effects of subtotal loss of OHCs with intact IHCs.
At the right, a normal tuning curve (solid) is compared with
the type of abnormal curve (dotted) associated with this
lesion pattern. 1In this and all subsequent Figs., the tuning
curves have been smoothed and adjusted to represent a distil-
lation of data from many normal and abnormal ears. The organ
of Corti is schematized as it appears in a LM analysis of a
surface preparation (one row of IHCs at the top, three rows of
OHCs at the bottom). Each missing OHC is marked by a scar
(see arrow). Since the viewing angle is perpendicular to the
endolymphatic surface of the hair cells, each stereocilium
appears as a small dot. Only two rows of stereocilia are
clearly visible in each tuft at the LM level. On each OHC,

the stereocilia are arrayed in a "W". On each IHC, they form
a broader arec.
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Fig. 2: Functional effects of total loss of OHCs with intact IHCs.
All conventions are as described in the caption for Fig. 1.
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in the organ of Corti, and the abnormalities in the response properties
directly compared with the structural changes in the IHC which generated
them and in the surrounding cells of the organ of Corti.

The present report summarizes some of the results obtained in the
study of single-unit responses from damaged ears. Since most of the
results correlating function and light-microscopic (LM) structure have been
published elsewhere, only an overview is presented. Much of the electron
microscopic (EM) data is previously unpublished; thus it is treated here in
somewhat disproportionate detail.

GENERAL METHODOLOGY

To study permanent threshold shift (PTS), we have exposed anesthe-
tized cats to narrow bands of noise at levels of 100 to 115 dB SPL for two
hours. After survival of at least four weeks (to allow temporary com-
ponents of the threshold shift to disappear [19]), recordings were made
from the auditory nerve. Our strategy was to create restricted lesions,
both in extent and severity. By restricting the cochlear extent of the
lesion, we provide an internal control by leaving regions with normal
structure and function for comparison within the same ear. We restrict the
severity of the lesion, since it is difficult to assess the effect of one
structural change if several other abnormalities coincide with it.

To study temporary threshold shift (TTS), we have exposed anesthe-
tized cats to narrow-band noise at intensities between 105 and 120 dB SPL
for durations under 20 minutes [17]. Single-unit activity is recorded
prior to, as well as after, the exposure. Thus, the abnormal responses can
be compared to those from a similar population of units from the same
animal before the exposure. Roughly 18 hours after the exposure, the ear
is fixed. By this time, the threshold shifts (roughly 40 dB) are changing
slowly enough with time that the minutes which elapse between the last
recording and the fixation of the ear are not significant. The assumption
that the threshold shifts are fully reversible in these cases is based on
comparisons to behavioral thresholds of noise-exposed cats collected by
Miller et al.[19].

In our early experiments on ears with PTS, histological assessment was
performed using serial sectioning of celloidin-embedded, decalcified tem-
poral bones [15]. These techniques allowed LM evaluation of all structures
of the middle and inner ears. Such evaluations indicated that, of all the
structures in the inner ear, the hair cells themselves were apparently the
most vulnerable to acoustic trauma. Thus, damage was only seen in the
accessory structures of the cochlear duct (e.g., stria vascularis, spiral
prominence, limbus, etc.) in cases in which there was extensive hair cell
loss.

In later studies, we have avoided producing extensive lesions and have
studied the cochleas as epon-embedded surface preparations. With this
technique we can evaluate the condition of all the sensory cells and their
stereocilia at the LM level [12-14], locate a single intracellularly-
labeled fiber terminal, and, finally, remove selected regions of the organ
of Corti for study in the transmission electron microscope.

STRUCTURE-FUNCTION CORRELATIONS AT THE LM LEVEL
PTS Ears

In acoustically-traumatized ears, we have found that clear-cut
morphological change in the organ of Corti is always associated with
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dramatic threshold elevation in single auditory nerve fibers, whereas
threshold shifts of less than 20 or 30 dB can be seen in cochleas which
appear to be perfectly normal. Apart from the loss of sensory cells, the
most important determinant of threshold shift is the degree of damage to
the stereocilia. Thus, by evaluating the presence or absence of sensory
cells as well as the condition of their stereocilia, we can "account for"
most of the threshold shift in the auditory nerve. Similar conclusions
have been reached by other authors [2,20,23].

Our studies of the functional changes associated with noise exposure
have concentrated on spontaneous discharge rates (SRs) and the threshold
tuning curve, since many other aspects of auditory-nerve activity are at
least qualitatively predictable given these two measures. In normal ears,
the tuning curve provides a measure of the CF and, thus, the position of
innervation along the cochlear spiral. The SR is important, because in
normal animals there is a strict correlation between SR and fiber threshold
(defined as the intensity required to produce a 10 spikes/second increase
over SR [7]).

The normal tuning curve of an auditory nerve fiber can consist of a
sharply tuned "tip" and a broadly tuned "tail"™ [6]. The observation that a
wide variety of cochlear insults can selectively affect the tip and leave
the tail apparently intact [4,5,15], has long suggested that the tip and
tail may be generated by different mechanisms, perhaps one involving the
OHCs and the other involving IHCs. In our studies of cochleas damaged by
noise or drugs, there are many examples of selective elevation of the
tuning-curve tip, but we have also found cases in which both the tip and
tail were elevated and other cases in which tip elevation was associated
with tuning-curve tails which were hypersensitive by as much as 30 dB [15].

A tuning curve with an attenuated tip and a hypersensitive tail, as
illustrated in Fig. 1, can be seen when there is subtotal OHC loss in a
cochlear region in which the IHCs remain normal. This type of structural
change is typical of that seen with ototoxic drugs, but is less typical of
noise trauma. In our hands, such lesions have only been produced with
high-frequency exposures (> 9 kHz). Similar lesions have been produced by
Robertson [20] using a 10-kHz pure tone.

As schematized in Fig. 2, total loss of the OHCs in a region in which
the IHCs remain normal results in bowl-shaped tuning curves which appear to
completely lack a sharp tip. These bowl-shaped curves can be apparently
hypersensitive in comparison to normal tuning-curve tails. This lesion
type is most easily produced with ototoxic drugs.

Results such as those summarized in Figs. 1 and 2 provide evidence
that the OHCs are required for the sharp tip of the tuning curve. 1In
addition to providing the IHC and its RFs with increased sensitivity at the
CF, the OHCs may also decrease the sensitivity of the IHC to frequencies
below the CF.

Other evidence from noise-exposed animals suggests that the OHCs in
the first row are more important to the generation of the tuning-curve tip
than the OHCs in the other two rows. Thus, as is schematized in Fig. 3,
severe disarray and loss of stereocilia on first-row OHCs apparently
eliminates tuning-curve tips, even though nearly normal OHCs are present in
the other two rows. The tuning curve schematized in Fig. 3 not only lacks
a sharp tip, but the "tail" that remains is extremely hyposensitive, in
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contrast to the situation in Fig. 2. Our data suggest that this tail
hyposensitivity arises because of the damage to the IHC stereocilia.

Significant damage to the IHC stereocilia is always associated with
significant threshold shift on the tail of the tuning curve. If the asso-
ciated damage to the OHC is not severe, the result can be a tuning curve
with nearly normal shape but elevated thresholds at all frequency regions.
Combined damage to IHCs and OHCs is typical of the lesions seen in our
material following noise exposures at middle and low frequencies.

We don't yet know what type of tuning curve is associated with pure
IHC stereocilia damage, since IHC damage (in our material) is always asso-
ciated with at least some disarray of OHC stereocilia. However, a case
which most closely approximates that ideal is schematized in Fig. 4. A
fiber contacting an IHC missing the entire tall row of stereocilia (at
arrow) in a region with only modest disarray of OHC stereocilia showed a
tuning curve with a normal Q10, although thresholds were elevated by
roughly 40 dB. From a case such as this, it would appear that the tall IHC
stereocilia are not necessary for sharp tuning in auditory nerve fibers.

One simple summation of all the data from pathological ears is that
threshold elevation on the tail is proportional to IHC damage, while the
ratio of tip to tail thresholds is indicative of the condition of the OHCs.
Although oversimplified, this summary allows general prediction of the
nature and extent of cochlear damage from a population of abnormal tuning
curves. The main problem with this oversimplification is that factors
other than the condition of the sensory cells can affect thresholds. For
example, a total focal loss of the organ of Corti (including all hair cells
and supporting cells) can apparently raise thresholds at remote locations
with seemingly normal structure more than one mm from the lesion [14].
Furthermore, factors outside of the organ of Corti, e.g., strial function
and associated values of endolymphatic potential, also have a significant
effect on both tip and tail thresholds [21]. Obviously, the correlations
between hair cell damage and auditory-nerve dysfunction are clearest when
the damage is restricted to the hair cells themselves.

TTS Ears

Ears with temporary threshold shifts can show functional changes
similar to those seen in the PTS ears. In some cases, the tips of the
tuning curves are elevated, while the tails become hypersensitive. In
other cases, both tip and tail are elevated. In the TTS paradigm, these
tuning changes are directly demonstrable by recording from the same unit
before and after noise exposure.

The structural picture in the TTS ear is very different from the PTS
ear. Up to 60 dB of reversible threshold shift can be produced without any
visible structural change at the LM level, while, in our material, 60 dB of
PTS is always associated with significant hair cell loss or stereocilia
damage. In some TTS ears, the afferent dendrites under the IHCs appear
grossly swollen [17]. However, this phenomenon has only been seen when the
exposure stimulus was a pure tone (three out of three cases) and never in
the six cases when the exposures were bands of noise. In some cases of
narrow-band exposure, we have seen apparent alterations in the refractile
properties of the cuticular plate, visible in the light microscope as a
frothy cloud in the apical portion of the hair cell. However, we have not
seen significant alterations in the LM appearance of the stereocilia
themselves in any case of apparently reversible threshold shift.
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Fig. 3: Functional effects of severe damage to IHC and OHC stereocilia.
Most of the tall IHC stereocilia (the row closer to the OHCs)
are missing. On the second IHC from the left, a fused bundle
of tall stereocilia is depicted. On the fifth IHC from the
left the remaining tall stereocilia are bent at 90 degrees from

their normal orientation. Other conventions are described in
the caption to Fig. 1.

Fig. 4: Functional effects of moderate damage to IHC stereocilia and
minimal damage to OHC stereocilia. Many of the tall row of IHC
stereocilia are missing. All tall stereocilia are missing on
the IHC above the arrow. OHC stereocilia disarray is confined
to the first-row cells.
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Fig. 5:

Fig. 6:

Electron micrographs from a cochlear region with 40 to 50 dB of
PTS. For this and all subsequent micrographs, the plane of
section was parallel to the endolymphatic surface of the hair
cells. Panel A depicts the synapse (at arrow) between an IHC
and a radial fiber terminal (RFT). Panel B shows a cross
section through an OHC at the level of the nucleus (N).

Electron micrographs of tall IHC stereocilia from a case with
PTS. Those in panel A were partially fused and bent at roughly
90 degrees to their normal orientation. Those in panel B were

bent at roughly 45 degrees. Scale for panel B is the same as
for panel A.

169



STRUCTURE-FUNCTION CORRELATIONS AT THE EM LEVEL
PTS Ears

Our EM data suggest that most of the important structural changes in
PTS ears are actually visible at the LM level. Figs. 5 through 9 illus-
trate some of the ultrastructural features of sensory cells from a region
of the organ of Corti with 40 to 60 dB of PTS. These micrographs are of
tissue taken from the 1.1 to 1.8 kHz region of case MCL125; the single-unit
physiology and LM histology for this case were summarized in Figs. 4 and 5
of a previous publication [17]. The IHC damage in this area (as seen at
the LM level) was similar to that schematized in Fig. 3 of this report,
while the OHC damage was intermediate between that illustrated in Figs. 3
and 4. Hair cell loss in this region was minimal.

The ultrastructure in MCL125 is representative of all our PTS cases.
As shown in Fig. 5, the cell bodies of IHCs and OHCs appear normal, even in
regions in which there is significant damage to the stereocilia, as re-
ported by Cody and Robertson [2]. Others have reported ultrastructural
pathology in the organelles of noise-damaged sensory cells (e.g., [1,18]).
However, it may be that intracellular pathology only appears in hair cells
for which the stereocilia damage is so severe as to render the region of
the organ of Corti non-responsive to acoustic stimulation. Thus far, all
of our EM data are from acoustically responsive regions.

The stereociliary tufts on both IHCs and OHCs from MCL125 were ana-
lyzed via serial EM sections to assess whether there was additional damage
not visible at the LM level. Normally, each stereocilium is densely packed
with a regular latticework of actin filaments [26]. Tilney et al. [27]
have reported that disorganization of this actin network is common within
stereocilia from noise-exposed lizards. However, we found little evidence
for disorganization of the actin filaments within the stereocilia them-
selves, except when several stereocilia were fused (see arrow in Fig. 6a).
Even when only one or two tall stereocilia remained on a cell, the actin
filaments within those remaining hairs appeared to be normally distributed
(see Fig. Ta), even if the stereocilia were bent as well (Fig. 6b).

Rarely, we saw a stereocilium (arrow in Fig. 7b) in which all the actin
appeared depolymerized. In such cases, the plasma membrane was also
severely disrupted. We never saw swelling of the bases of the stereocilia,
reported to occur in cochleas from noise-exposed lizards [27].

By far the most prevalent ultrastructural change was seen within the
cuticular plate, in and around the rootlets of the stereocilia. A normal
rootlet consists of a tubular matrix of electron dense material, extending
roughly one micron into the cuticular plate beneath each stereocilium and
somewhat less than one micron above the cuticular plate, through the center
of each stereocilium. In the lizard cochlea, the rootlet appears to be
made of actin filaments [26]. However, in the mammalian ear, rootlet com-
position is less clear [22]. Within the cuticular plate, normal rootlets
of the tallest row of stereocilia appear as dark circles (see rootlet "1"
in Fig. 8a) when sections are cut parallel to the endolymphatic surface of
the hair cell. 1In sectiqgns roughly 0.5 microns above the cuticular plate,
the rootlet appears as a dark dot at the center of each stereocilium (Fig.
9).

In MCL125, ultrastructural damage to the rootlets on the first-row
OHCs was much worse than that to the third row tufts, mirroring the greater
disarray of the OHC1 stereocilia seen in the light microscope (Fig. 4,
reference [17]). Some rootlets on the first-row OHC appeared to be par-
tially destroyed (rootlet "2" in Fig. 8a), while others were completely
missing in several sections (rootlet "3" in Fig. 8a). Many rootlets
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Fig. 7. Micrographs of tall THC stereocilia from a case with
PTS.

appeared to have been broken just at the surface of the cuticular plate, as
described in ears from acoustically-traumatized lizards [27] and rabbits
[3]. The upper portion of these broken rootlets is often displaced such
that, in one cross section, the rootlet can appear to be doubled (rootlet
"4" in Fig. 8b). Broken rootlets were always associated with obvious
lateral displacement of the stereocilium (arrows in Fig. 9), which corre-
sponds to the disarray visible at the LM level. However, damaged or
missing rootlets could be seen on stereocilia which did not appear to be
displaced or bent, and missing stereocilia (see bracket in Fig. 9) often
had normal rootlets within the cuticular plate. Thus, the relation between
stereocilia posture and rootlet condition is not a simple one.

The ultrastructural damage to the stereocilia in the IHC region was
somewhat different and, in general, more severe in appearance. In many
cells it appeared that the matrix of the cuticular plate had broken into
numerous pieces, allowing whole groups of stereocilia and rootlets to fall
over. The apparent breakup of the cuticular plate seemingly had allowed
cytoplasm to flow up around the bases of the stereocilia. All cases of IHC
stereocilia fusion we saw were associated with cytoplasm pools at the bases
of the stereocilia, where normally only the dense matrix of the cuticular
plate substance should be seen (Fig. 6a).

In the context of the structure-function correlations discussed above,
the importance of the EM observations on PTS ears is to support the conten-
tion that the most important structural changes in noise-induced hearing
loss are in the stereocilia tuft, and that these changes have manifesta-
tions which are visible at the LM level. Nevertheless, rootlet abnormali-
ties which are not reflected in obvious displacement of the corresponding
stereocilium may explain moderate threshold shifts not associated with
recognizable stereocilia disarray.

TTS Ears

Ears with TTS have shown no consistent pathology at either the LM or
EM levels. Four of the TTS ears have been examined at the EM level, but
one particular case of broad-band exposure was chosen for serial-section EM
study (MCL124). The physiology and LM histology for this case have been
summarized in Figs. 17 and 18 of Liberman and Mulroy [17]. This case
showed roughly 40 to 50 dB of acute threshold shift over a wide frequency
range (CFs from 1,0 to 20 kHz). Thus we can be absolutely sure that the
regions selected for serial-section analysis (3.5 and 8.0 kHz) did indeed
have significant threshold shift. The LM analysis had revealed no stereo-
cilia abnormalities.

At the EM level in this case, we saw no abnormalities in the cell
bodies of either IHCs or OHCs (Fig. 10) including the synaptic apparati
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Fig. 8: Electron micrographs of stereocilia rootlets from the first
row OHCs from a case with PTS. Panels A and B each show two
rows of rootlets. In each panel, the lower row shows 7 of
the roughly 33 rootlets from the outermost (and tallest) row
of stereocilia. (A micrograph of an entire set of rootlets
on an OHC is shown in Fig. 11.)

Fig. 9: Electron micrograph through an abnormal stereo-
ciliary tuft on a first-row OHC at a level roughly
0.7 microns above the cuticular plate. Stereo-
cilia indicated by the arrows showed fracture of
the rootlet at the surface of the cuticular plate.
In the region of the bracket at the upper right,
five stereocilia from the outer row are missing.
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Fig.

10:

Electron micrographs from a region with 40 to 50 dB of TTS.
Panel A shows the synapse (arrow) between an IHC and a radial

Panel B shows a section through the an OHC at the
level of the nucleus (N).

fiber (R).

Fig.

11:

Electron micrograph of a sec-
tion through the cuticular
plate of a first-row OHC from
the same TTS case illustrated
in Fig. 10.
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on both cell types. Serial sections through the cuticular plates and
stereocilia revealed no depolymerization of actin or fracture of rootlets
as was seen in the PTS ears (see Fig. 11). The only potential pathology
was that the rootlets of the OHC stereocilia appeared shorter than normal.
This suggestion is based on comparison of six OHCs from two cochlear loca-
tions in one TTS ear with three OHCs from a similar cochlear region of a
normal animal. Based on the physiological changes in this TTS ear, ele-
vated tuning-curve tips and hypersensitive tuning-curve tails, we would
expect, by analogy to the PTS ears, to see selective damage to the OHCs.
The apparent reduction in length of the OHC stereocilia rootlets may con-
stitute that damage and may be reversible. However, the structural data
are too preliminary to draw any firm conclusions.

SUMMARY AND CONCLUSIONS

Our data suggest that virtually all of the threshold shift seen in
cases of permanent noise-induced threshold shift can be correlated with
loss of sensory cells or damage to their stereocilia. Stereocilia damage
alone can apparently account for at least 80 dB of threshold shift. The
disarray of OHC stereocilia seen in the light microscope apparently arises
from loss and/or fracture of the stereocilia rootlets within the cuticular
plates. Following rootlet damage, the entire stereocilium begins to bend
at its point of insertion in the cuticular plate. The bending and/or
fusion of THC stereocilia appears to arise in association with a break-up
of the cuticular-plate matrix.

In cases with acute and probably reversible threshold shift, the only
definitive structural changes seen have been dendritic swelling in the IHC
area. However, since that phenomenon was not seen when the exposure was
not a pure-tone, this condition cannot be the underlying explanation for
all TTS. The finding that OHC stereocilia rootlets are shorter than normal
in one case of TTS following broad-band noise suggests one avenue for
further study. The possibility exists that TTS is caused by disruption
(reversible) in the cuticular plate which is not serious enough to cause
obvious bending of the stereocilia.

In ears with permanent threshold shifts, caused either by acoustic
trauma or drug damage, we find extremely regular correlations between
structural changes and functional changes. These correlations are con-
sistent with the idea that the OHCs modify cochlear micro-mechanics in such
a way as to provide sharp tuning and sensitivity. This mechanical modifi-
cation is presumably transmitted to the RFs via the IHCs and their stereo-
cilia. The presence of the OHCs, especially the first-row OHCs, appears to
modify the normally broadly tuned response of the organ of Corti by adding
sensitivity at the CF and decreasing sensitivity off CF. Loss of IHC
stereocilia appears to decrease sensitivity both on and off CF, possibly by
reducing the number of ion channels available to transduce the mechanical
motion.

Although damage to both sensory cell types causes threshold elevation,
the total set of functional changes is apparently very different depending
on the ratio of IHC to OHC damage. When the IHCs are selectively damaged,
sharp tuning can remain along with nonlinearities such as two-tone inhibi-
tion. When there is selective damage to OHCs, the tuning becomes quite
broad and most nonlinearities disappear [16]. If these cat data are
applicable to man, one might expect there to be significant performance
differences between humans with IHC vs. OHC lesions on a wide variety of
auditory tasks including speech discrimination. Thus, in analyzing psycho-
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physical studies of patients with sensorineural hearing loss, it might be
fruitful to group individuals based on the shapes of psychophysical tuning

curves,

rather than simply based on the nature of the behavioral audiogram.
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DISCUSSION

Shaddock: I would like some comments on some very preliminary results
we have in a monkey that was noise exposed. We did not quantify stereo-
cilia damage, but we did do a cytocochleogram three months after exposure;
then we sectioned serially through the areas that were adjacent to the
lesion. The interesting thing about the hair cells is that the cuticular
plate region and the stereocilia are perfectly normal, but the subcuticular
regions show all sorts of strange swellings on their lateral membranes and
a number of very odd pathologies. This is an octave band exposure centered
at 500 Hz. The level was 110 dB for 8 hours a day for 2 consecutive days.

Liberman: I would not have any comment other than it is certainly
possible, but in material with the type of lesion we have produced, that is
not the situation that we have seen.

Patuzzi: Everything you've shown seems to me to be consistent with
changes in basilar membrane mechanics or Cody's suggestion that inner hair
cells can be desensitized. You seem to have demonstrated that you can
desensitize inner hair cells and still maintain basilar membrane mechanics
if you've got outer hair cells. The only problem is the hypersensitive
tails of the tuning curves that you see. My question is, are your tuning
curves based on rate functions or synchrony functions?

Liberman: The tuning curves are Iso-rate functions.
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Patuzzi: Have you ever looked at iso-synchrony tuning curves to see
whether you may not get an elevation in firing rate and yet the neurons are
responding synchronously at lower levels? That may be important because
hypersensitive tails suggest that there may be two mechanisms involved.
Although the mechanics changed, we have never seen any evidence that the
mechanics become hypersensitive following trauma of any kind. But the W
shape of the tuning suggests that there might be two stimulation mechan-
isms. Have you ever looked at phase locking in the hypersensitive tails or
measured the phase across frequency to see if there is a change in phase as
you go from the hypersensitive tail to the normal tip?

Liberman: On many units, I would take a phase measurement at the
tuning curve threshold at 1 kHz, so I have a lot of data at 1 kHz as a
function of CF in normal and traumatized units. In general, at that one
level, the tuning curve threshold, we saw no change in the synchronization
index. So at tuning curve threshold, the synchronization index is the same
regardless of whether it is hyposensitive, normal or hypersensitive. With
respect to what the phase is, hypersensitive tails are interesting in two
regards. One is they never show a phase shift with level, i.e., what we
call the 1st component and 2nd component. That nonlinearity is gone. Two-
tone rates suppression also seems to be gone.

Saunders: Others have suggested that with TTS you see a proliferation
of the smooth endoplasmic reticulum particles in the outer hair cells.
What is your observations with regard to that?

Liberman: In this particular paradigm, I have not seen any signs of
that.

Cody: When you do your VIII nerve recordings in your chronic animals,
how do you know the original CF of the fiber you are recording from and how
do you align that in terms of the damage in the cochleogram?

Liberman: For all of the schematics illustrated, we have single unit
labeling data. Therefore, we know exactly which inner hair cell it goes
to. But beyond that, the single unit labeling studies also show that in
most CF regions, outside of the very highest CF regions, that CF does not
shift tremendously as threshold is elevated. In the normal animal, the CF
map is regular enough that based on the position of the labeled terminal
you can estimate what its original CF was. Thus, in a traumatized animal,
you can measure the CF of a fiber and, based on the location of its
terminal, estimate what its original C.F. was. Based on those types of
comparisons, it would seem that 40-60 dB of threshold shift, as is seen in
these most interesting cases, is not large. It is less than 1/4 of an
octave; 1/8 of an octave typically.
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PSYCHOPHYSICAL AND PHYSIOLOGICAL ASPECTS OF AUDITORY TEMPORAL PROCESSING IN

LISTENERS WITH NOISE-INDUCED SENSORINEURAL HEARING LOSS
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and S. Arehole
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University of Texas at Dallas
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INTRODUCTION

One of the most serious changes in hearing that results from acoustic
trauma is the deterioration in speech discrimination. However, because of
the complex nature of the speech signal, it has been difficult to determine
the underlying psychoacoustic and physiological mechanisms that result in
poor speech perception. Consequently, many researchers have turned to sim-
pler acoustic stimuli to investigate the performance characteristics of
hearing-impaired listeners. The experiments carried out with simple acous-
tic stimuli have provided a wealth of information on the distortions that
occur in intensity discrimination [1-3], loudness growth [4,5], frequency
discrimination [6,7], frequency resolution [8,9], and temporal integration
[10,11]. One area in which our knowledge has increased considerably over
the past 10-15 years is in understanding the changes that occur in fre-
quency selectivity following noise-exposure. Intense noise exposures are
known to result in the loss of tuning in the basilar membrane vibration
pattern (see Patuzzi this volume) and the frequency response areas of hair
cell and single auditory nerve fibers (see Cody and Russell and Liberman et
al. this volume). The change in physiological tuning has in turn been
reflected in wider psychophysical tuning curves in noise-exposed subjects

[91.

In simple resonant systems, tuning is related to damping; i.e., the
broader the tuning, the greater the damping. If one assumes that the audi-
tory system behaves like a simple resonant system, then the abnormally wide
tuning curves seen in noise-exposed ears should lead to greater damping.
This in turn should lead to an improvement in the ear's ability to follow
rapid fluctuations in sound intensity since there should be less ringing in
the system. The ability of a listener to follow these rapid fluctuations
in sound intensity has generally been referred to as temporal resolution.
Over the past few years, we have been looking at a number of different
psychophysical and physiological measures of temporal resolution in
noise-exposed ears to determine if the temporal processing characteris-
tics of the auditory system are altered by hearing loss. Recent results,
including our own, suggest that temporal resolution is, in fact, impaired
in listeners with sensorineural hearing loss. The evidence for this comes
from a number of different psychophysical studies involving gap detection
and forward and backward masking [12-15]. One goal of this paper is to
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attempt to link the abnormal psychophysical measures of temporal resolution
in noise-exposed subjects to the underlying physiological substrate.

METHODS

The experimental results presented below come from three different
classes of experiments: psychophysical, evoked response and single unit
studies. However, all of the experiments were carried out on the same
species, the chinchilla, to facilitate a comparison between the different
measures of temporal processing. The psychophysical experiments on gap
detection were conducted with a shock-avoidance conditioning procedure
which has been described previously [15,16]. The animals were restrained
in a yoke-like apparatus and conditioned to respond to tone bursts (500 ms,
5 ms rise/fall time), noise bursts (500 ms, 5 ms rise/fall time, low-passed
filtered at 20 kHz) and silent intervals ("gaps") embedded in a continuous
noise (0.01 ms rise/fall time, low-passed filtered at 20 kHz). The animals
registered a response to the stimulus by a slight upward motion of the body
which closed a microswitch. Each animal's pure tone, noise burst and gap
detection thresholds were determined using a modified threshold-tracing
procedure. Psychophysical estimates of forward masking were also obtained
using a positive reinforcement (food) conditioning technique and the method
of constant stimuli [17]. The masker (100 ms, 1 ms rise/fall) and probe
(10 ms, 1 ms rise/fall, 10 dB SL) were at the same frequency, and the in-
terval between masker offset and probe onset (DT) was varied from 2-100 ms.
At each DT, masker intensity was varied so that it just abolished the
detection of the probe tone.

Auditory evoked potentials were obtained from another group of
chinchillas using chronic bipolar electrodes implanted in the inferior col-
liculus [18,19]. The animals were awake during testing and restrained in
the same yoke-like apparatus used for avoidance conditioning. The electri-
cal responses were amplified (20,000 X), filtered (30-3000 Hz), and sampled
(20 kHz, 600 points) by a computer for signal averaging. The evoked re-
sponse was elicited by a probe tone (10 ms duration, 1 ms rise/fall time),
and evoked-response threshold and forward masking recovery functions were
obtained. The stimulus parameters employed in the evoked-response forward
masking study were the same as those in the psychophysical experiment dis-
cussed above.

Recordings were also obtained from single auditory nerve fibers in
chinchillas that were anesthetized (Dial in urethane) and tracheotomized
[9,20]. A posterior fossa approach was used to expose the auditory nerve
and glass microelectrodes (3M KCl, 15-40 Mohms) were used to record from
single auditory nerve fibers. A ball electrode was placed on the round
window to monitor the whole nerve action potential and the physiological
condition of the animal. Each unit's spontaneous discharge rate was ob-
tained and then a computer-automated threshold tracking procedure was used
to estimate the tuning curve (50 ms on, 50 ms off, 1 ms rise/fall time).
Single auditory nerve fiber forward masking recovery functions were ob-
tained using a 100 ms masker and a 10 ms probe. The frequency of the
masker and probe was always at the unit's CF, and the interval between
masker offset and probe onset (DT) ranged from 2-200 ms. The intensity of
the probe was fixed at 10 dB above the unit's threshold while masker level
was varied from 10-50 dB in 10 dB steps.
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Fig. 1. Left panel shows the mean value of asymptotic threshold shift for
tone and noise (N) bursts at the four noise-exposure levels.
Right panel shows the mean gap detection thresholds before and
during asymptotic threshold shift. Dashed lines connect gap
thresholds obtained at approximately the same SL.

RESULTS

Gap Detection and Hearing Loss

There are a variety of psychophysical procedures for assessing the
temporal resolving power of the auditory system, but one of the simplest
and most popular techniques iavolves having a subject detect a brief silent
interval or gap embedded in an otherwise continuous noise [21]. Gap
detection thresholds presumably provide a way of estimating the minimum
integration time of the auditory system. Futhermore, in hearing-impaired
listeners, gap detection performance appears to be linked to poor speech
perception [12]. In order to evaluate this problem, a series of experi-
ments were carried out with chinchillas. Gap detection thresholds were
first measured under normal hearing conditions and then with two patterns
of noise-induced temporary hearing loss. In the first case, the animals
developed a relatively flat hearing loss, while in the second case, a pro-
gressive high-frequency hearing loss was induced. The chinchillas in our
first experimental group (N=5) were exposed sequentially to 4 levels (75,
85, 95 and 200 dB SPL) of octave band noise centered at 0.5 kHz. Each
exposure lasted 8-11 days and resulted in a relatively stable and consis-
tent asymptotic threshold shift (ATS). After the animals reached ATS, they
were removed from the noise for audiometric testing for approximately 1
hour. Fig. 1 (left panel) shows the degree of threshold shift for tone
bursts and noise bursts. There are two important points to note: first,
the hearing loss was relatively flat, and second, the amount of hearing
loss systematically increased with exposure level. The question of inter-
est in this experiment is how the degree of hearing loss affects temporal
resolution. Before discussing these results, it is important to consider
how gap detection performance is influenced by signal level in normal
listeners. As shown in the right panel of Fig. 1, the gap thresholds
approach an asymptotic value of approximately 3 ms at high signal levels,
but thresholds systematically increase below 40 dB SPL (approximately 40 dB
SL). These results are virtually identical to those obtained from human
listeners. The gap detection data from normal and impaired ears can be
compared either in terms of the SL (dashed lines) or SPL (solid lines) of
the signal, as illustrated in the right panel of Fig. 1 (The 75 dB
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Fig. 2. Left panel shows the mean value of asymptotic threshold shift for
tone and noise (N) bursts. Low-pass cutoff of the noise exposure
shown in the legend. Right panel shows the gap detection
thresholds as a function of signal SPL at each of the five
exposure conditions.

exposure had no effect on gap detection, therefore, the results are not
shown.) The simplest way of evaluating the data is simply in terms of the
SPL of the test signal. As shown by the solid lines in Fig. 1, the 30 dB
of hearing loss caused by the 85 dB exposure elevated the gap thresholds,
but only at low intensities. The 95 and 100 dB exposures, on the other
hand, produced significant elevations in the gap thresholds at all
intensities. A much more conservative way of comparing the data is at a
constant SL. This can be accomplished using the dashed lines in Fig. 1.
When the data are analyzed at a constant SL, the gap thresholds are seen to
increase only at the 95 and 100 dB exposures, i.e., after the hearing loss
exceeded 30-35 dB.

Human psychophysical studies carried out with narrow bands of noise
have shown that gap thresholds are shorter at the high frequencies than at
the low frequencies [13,14,26]. This improvement in temporal resolution
with increasing frequency was thought to be related to the increase in the
width of the critical band with increasing frequency. Since noise-induced
hearing loss generally involves the loss of high-frequency hearing, it
seemed important to determine how gap performance was affected by the width
of the high-frequency loss. This was accomplished by sequentially exposing
chinchillas to 5 different bands of high-pass noise. The high-frequency
cutoff of the noise remained at 20 kHz while the low-frequency cutoff was
lowered from 16 to 1 kHz in octave steps. Each of the 5 exposure condi-
tions lasted approximately 2-3 weeks so that the animals were in a state of
ATS. The noise had an overall SPL of 93 dB between 1 and 20 kHz. Tone
burst, noise burst, and gap thresholds were obtained from each animal
before and during the exposure. Fig. 2 (left panel) shows the mean
threshold shift of the 4 chinchillas. There is a progressive spread of the
hearing loss towards the low frequencies as the low-pass cutoff of the
noise is lowered. The first 3 exposures (16, 8 and 4 kHz) increased the
high-frequency thresholds, but had little effect on either the
detectability of the noise burst or the test signal used for gap detection.
Nevertheless, gap detection thresholds systematically increased even when
only the frequencies above 8 kHz were elevated (Fig. 2 right panel). After
the 1 and 2 kHz exposures, the hearing loss migrated down to 1 kHz, and the
gap thresholds increased further. However, this change in gap detection
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Fig. 3 Left panel redrawn from Nelson and Turner [24]. Masked threshold
plotted as a function of the interval between forward masker
offset and probe onset. Right panel shows the masked threshold of
the auditory evoked response plotted as a function of the time
interval between masker offset and probe onset. Probe and masker
frequency are indicated in the figure inset.

may be partly due to a reduction in the SL of the test signal. These
results, as well as other data obtained with amplitude modulated noise
[22], suggest that the high frequency hearing may play a dominant role in
the detection of temporal gap embedded in a broad band noise.

Forward Masking and Hearing Loss

The stimulus paradigm used in gap detection bears a close resemblance
to that used in forward masking. However, in forward masking the listener
is asked to detect the presence of a probe stimulus, whereas in gap detec-
tion the listener is required to detect the silent interval embedded
between two test stimuli. Although the test stimuli and detection task are
somewhat different, Smiarowski and Carhart [23] have shown that there is a
close relationship between the results obtained with gap detection and
forward masking. If the two measures are, in fact, related, then one might
expect the time course of forward masking to be prolonged with
sensorineural hearing loss.

One procedure for measuring forward masking is to have a listener de-
tect a low-intensity probe tone that is preceded in time (DT) by a masking
tone of variable intensity. The listener's task is to adjust the level of
the masker so that it just abolishes the detection of the probe. When the
procedure is carried out over a range of masker-probe intervals (DT), one
obtains an estimate of the time course of masking. Since the probe is near
threshold, it presumably excites a limited region of the basilar membrane
and therefore provides information about the time course of forward masking
from a limited frequency region. Nelson and Turner [24] reported changes
in forward masking recovery functions in human listeners with sensorineural
hearing loss. Fig. 3 compares the forward masking functions from a normal
and an impaired listener at 1 kHz. The masked thresholds in the impaired
ear are higher than those from the normal listener as a result of the hear-
ing loss. More important, however, is the fact that the time course of
forward masking is significantly different for the normal and impaired
listener. A quantitative index of the time course of forward masking can
be obtained from the time constant of the equation which was fit to the
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data in Fig. 3 (left panel). The time constant for the hearing-impaired
listener is over 300 ms, whereas in normal listeners, it is on the order of
70 ms. This four-fold increase in the time constant provides further
evidence of abnormal temporal processing in hearing impaired listeners.
Unfortunately, there is relatively little anatomical and physiological evi-
dence related to the breakdown in forward masking and temporal resolution.

Evoked-Response Forward Masking Functions and Hearing Loss

The abnormal temporal processing characteristics of impaired listeners
presumably have some physiological basis. In order to gain a better under-
standing of the physiological mechanism(s) that might be involved, an
experiment was carried out in which we measured the auditory evoked
response from the inferior colliculus using a "forward masking" stimulus
paradigm similar to that used in the previous psychophysical experiments.

A low-level probe tone was used to elicit the evoked response. Then a
forward masker was introduced and increased in level until it caused a 50%
reduction in probe amplitude (i.e., the masked threshold). Fig. 3 (right
panel) shows a set of evoked-response forward masking functions obtained at
4 different probe frequencies in one normal hearing chinchilla. In order
to facilitate a comparison across the 4 frequencies, each function was nor-
malized to the masked threshold at 2 ms. Several points are worth noting.
First, there is very little difference across the 4 probe frequencies.
Second, the evoked-response forward masking functions from the chinchilla
are quite similar to those obtained psychophysically from human listeners
(Fig. 3, left panel). Furthermore, the time constants for the evoked
response data are comparable to those for the human psychophysical data.

Because of the inherent difficulties in making cross species compari-
sons, we felt that it was necessary to obtain some psychophysical data on
forward masking in the chinchilla using the same stimulus paradigm that was
employed in the evoked response study. Preliminary psychophysical forward
masking data from one chinchilla are compared in Fig. 4 with an evoked-
response forward masking function. Note the similarity between the psycho-
physical and evoked response data from the chinchilla as well as the
similarity to the human psychophysical data shown in Fig. 3. These results
suggest that it may be feasible to use the evoked response technique to
study temporal processing in hearing-impaired animals.
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Fig. 5 Left panel shows the pattern of threshold shift resulting from the
85 dB pure tone exposure. Right panel shows the masked threshold
plotted as a function of threshold shift before and after
exposure.

Some preliminary experiments have been carried out in which we examined the
effects of noise-induced hearing loss on the evoked-response forward
masking function. The animals were exposed for approximately two weeks to
a 2 kHz pure tone having an SPL of 85 dB. The typical pattern of threshold
shift is shown for one animal in Fig. 5 (left panel). The exposure
produced as asymptotic threshold shift at the high frequencies, but had no
effect on low-frequency hearing. Fig. 5 (right panel) shows the pre- and
post-exposure evoked response forward masking functions. The post-exposure
function is shifted upward due to the loss in sensitivity. More
importantly, the time course of recovery is slowed after exposure. The
time constant that fits the data changed from 91 ms before exposure to 385
ms after the exposure. The forward masking function was also measured at
0.5 kHz where hearing was normal; this function was completely normal and
thus serves as a within subject control. The results indicate that the
time course of the evoked-response forward masking function can be altered
by noise-induced hearing loss.

Auditory Nerve Fiber Forward Masking Functions and Hearing Loss

In order to determine if the time course of forward masking was being
altered by changes in the periphery, another series of experiments were
carried out on single auditory nerve fibers. The first step was to charac-
terize the time course of recovery for single auditory nerve fibers in
normal chinchillas and to determine if there were any systematic
differences between fibers with different spontaneous discharge rates. The
stimulus and response parameters are illustrated in Fig. 6. The unit's
responsiveness was assessed with a 10 ms probe tone that was 10 dB above
the threshold at the characteristic frequency (CF) of the unit. The probe
tone was preceded (DT: 2-200 ms) by a 100 ms adaptor tone that varied in
intensity from 10-50 dB above threshold. Neural recovery was assessed by
comparing the firing rate to the probe tone when it was preceded by the
adaptor tone, Rp(dt), relative to the firing rate to the probe in its
unadapted state, Rp. Fig. 7 (left panel) shows the mean normalized probe
rate as a function of recovery time (DT) for an adaptor level 30 dB above
threshold. It appears that the high-spontaneous rate (> 18 spikes/sec)
units recover faster than the low- (< 0.5 spikes/sec.) and medium-rate
(0.5-18 spikes/sec) units. The results were evaluated quantitatively by
fitting the equation in Fig. 7 (right panel) to the data. The time
constants fit to the data are plotted as a function of adaptor level in
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Fig. 6 Post-stimulus time histogram
obtained from an auditory
nerve fiber using the forward
masking stimulus paradigm
shown in the inset.

Fig. 7 (right panel). It is clear that the mean time constants of the
high-spontaneous rate fibers are consistently shorter than the time
constants for low- and medium-spontaneous rate units. This difference must
be taken into account when evaluating the results from noise-exposed ears.

Auditory nerve fiber forward masking functions were also obtained from
a group of chinchillas exposed at 95 dB SPL to an octave band of noise cen-
tered at 0.5 kHz. The exposure lasted 5 days and resulted in an asymptotic
threshold shift of approximately 50 dB across the range of frequencies (see
Fig. 1). Recordings were made over a period of approximately 12 hours
after the exposure while there was a significant degree of hearing loss.
The single unit thresholds were elevated approximately 50 dB, and the
frequency- threshold curves of the fibers were broadly tuned as reported
earlier [20]. Fig. 8 (left panel) compares the mean forward masking
recovery functions from units in normal and noise-exposed animals. In
order to simplify the comparison, only the results from high-spontaneous
rate units are shown. The recovery functions obtained at 10 dB above
threshold are essentially identical for both groups. This was generally
the case at 20 dB also. However, at 30 dB, slight differences began to
appear, and by 40 dB, the differences in the time course of recovery became
quite noticeable. Time constants were fit to the recovery functions as
discussed above and the results are shown in Fig. 8 (right panel). The
time constants for the normal and noise-exposed groups are comparable at
low levels. However, the time constants for the noise-exposed group
diverge from those for normals at 30 dB and are significantly longer at 40
and 50 dB. The large difference between normal and noise-exposed animals
at 50 dB should be interpreted cautiously, however, since few units in the
noise-exposed group could be studied at this intensity level, i.e., the
required intensity level exceeded the output of the sound source.

One factor that could potentially affect the time course and amount of
forward masking in the noise-exposed animals would be a "recruitment-like"
change in a unit's input/output function, i.e., an increase in the slope of
the unit's discharge rate-intensity function. If such a change were to
oceur, then for a specified intensity level above threshold, the firing
rate to the adaptor tone would be higher in a unit from a noise-exposed
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Fig. 9. Slope of the discharge
rate-intensity function
plotted as a function of the
intensity level above the
unit's threshold.
Measurements were made over
the onset (0-10 ms) and
steady- state (90-100 ms)
portions of the PST histogram
to the adaptor tone.

animal than in a normal unit. The higher firing rate could in turn cause
greater adaptation and prolong the time course of recovery in units from the
noise-exposed animals. It is important to note, however, that this type of
explanation could only account for our results at sound intensities below
that needed to drive the unit to its saturation discharge rate. According
to this view, all intensities that lead to saturation presumably yield the
same amount of adaptation and the same amount of time to recover.

In order to examine this issue, the slope of the rate-intensity func-
tion to adaptor tone was measured over 10 dB intervals for each unit in the
normal and noise-exposed animals. Measurements were made at both the onset
and steady-state portions of the post-stimulus time histograms to the
adaptor tone. This allowed us to measure the discharge rate-intensity func-
tion between 10 and 50 dB above a unit's threshold. The mean values of the
slope measurements are shown in Fig. 9 for units in the normal and noise-
exposed groups. The onset and steady-state slopes decrease with intensity
as the units approach their saturation discharge rates. It is important to
note, however, that the normal and noise-exposed animals have essentially
the same slope and reach saturation at about the same intensity over the
range of levels investigated. Thus, one cannot account for the prolonged
forward masking recovery functions in noise-exposed animals on the basis of
a "recruitment-like" change in a unit's discharge rate-intensity function.

DISCUSSION

Noise-induced hearing loss is a complex phenomenon that results in a
broad range of psychophysical, physiological and anatomical disturbances.
In recent years, there has been a growing awareness that auditory temporal
resolution is disrupted in hearing-impaired ears. However, it has not been
clear how the extent or pattern of noise-induced hearing loss affects tempo-
ral resolution. The two animal psychophysical studies mentioned above
allowed us to systematically manipulate the degree of hearing loss as well
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as the band width of high-frequency hearing loss in order to determine what
effect these two parameters had on temporal resolution. The degree of hear-
ing loss was an important factor affecting temporal resolution. Prolonged
gap detection thresholds were only seen when the animals sustained a noise-
induced hearing loss exceeding 25-30 dB (Fig. 2). Smaller losses had no
effect on gap detection performance when comparisons were made at the same
SL. This fact may explain why some earlier investigators failed to report
changes in temporal resolution in hearing impaired listeners [25].

It was indicated earlier that noise-induced hearing loss resulted in
the broadening of psychophysical and physiological tuning curves, and it was
suggested that this might lead to greater damping and better auditory
temporal resolution. Our results, however, show the opposite effect, i.e.,
hearing loss results in poorer temporal resolution as well as abnormally
broad tuning. One issue that needs to be considered is whether the break-
down in temporal resolution is closely linked to abnormal tuning. In
earlier studies, we reported a systematic broadening in single unit and
evoked-response tuning curves as the degree of hearing loss increased
[20,26]. However, in the present study, there was an abrupt change in gap
detection performance only when the hearing loss exceeded approximately 35
dB. This suggests that tuning is much more vulnerable to acoustic trauma
than temporal resolution and that the underlying events giving rise to these
changes may be fundamentally different.

Our results also indicate that the frequency of the hearing loss has an
important effect on temporal resolution when broad band signals are used as
test stimuli. Loss of high-frequency hearing, even frequencies above 8 kHz,
can result in changes in gap detection performance even though the audibil-~
ity of the test signal remains normal. These results suggest that the high-
frequency region of the cochlea may play a dominant role in processing the
rapid amplitude fluctuations contained in a broad band stimulus. When the
high-frequency information is eliminated by a high-frequency hearing loss,
the auditory system is forced to rely on other temporal cues relayed through
the remaining low-frequency channels. The results of Fig. 2 suggest that
the minimum integration time of the low-frequency channels may be longer
than that of the high-frequency channels. The gap detection data obtained
with high-frequency hearing loss therefore appear to be consistent with
earlier human studies of temporal resolution employing narrow band signals
[27] as well as studies of amplitude modulation detection in listeners with
high-frequency hearing loss.

An attempt was also made to relate the changes in temporal resolution
in hearing impaired subjects to alterations in the underlying pattern of
neural activity in the auditory pathway. One physiological measure that
appeared to be closely related to the psychophysical results on temporal
processing was the evoked-response forward masking function. The evoked-
response forward masking functions from normal chinchillas were nearly
identical to the psychophysical temporal masking functions obtained from
both humans and chinchillas. Furthermore, when the animals developed 30-40
dB of hearing loss, there was an increase in the time constants fitting the
evoked-response forward masking functions; this finding is consistent with
human psychophysical data on forward masking. Since we did not
systematically vary the noise exposure level in our study, it is not clear
what level of hearing loss is required before one sees a change in the
forward masking functions.

One aspect of the forward masking paradigm that is important to con-
sider is the use of a low-level probe tone to elicit the response. Since
the probe is presented near threshold, it presumably excites a limited
region of the basilar membrane. Thus, the forward masking functions should
provide a metric of the time course of recovery at a relatively specific
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frequency region. Assuming that the auditory system behaves like a simple
filter, one might expect temporal resolution to be better at the high fre-
quencies than the lows, since internal filter bandwidths increase with
frequency [28]. This expectation, however, is not supported by the evoked-
response forward masking functions shown in Fig. 6. One finds that the time
course of forward masking is nearly the same across a wide range of frequen-
cies. Harris and Dallos [29] also failed to find any significant difference
in the time course of forward masking in single auditory nerve fibers with
different CF's. These physiological results, therefore, appear to be in
conflict with gap detection results that indicate that the minimum integra-
tion time of the auditory system improves with increasing frequency [27].
Exactly why this difference exists is unclear.

The forward masking stimulus paradigm was also used to study the time
course of recovery in single auditory nerve fibers. The results gathered
from a large sample of normal auditory nerve fibers failed to show any sig-
nificant difference in the time course of recovery as a function of the CF
of the unit. Furthermore, the recovery time constants appeared to increase
with adaptor level. Both of these findings corroborate earlier results
obtained from the chinchilla [29]. One new result from our study is that
the forward masking recovery time constants are linked to a unit's spontan-
eous rate. Specifically, the time constants of the high-spontaneous rate
units are consistently shorter than those low- and medium- spontaneous rate
units. Previous studies have shown that units with high-spontaneous rates
have lower thresholds and higher saturation discharge rates than units with
low-spontaneous discharge rates [30,9]. By using intracellular labeling
techniques, it has been possible to relate these functional differences to
the anatomical characteristics of radial afferents in the cat [31,32].
Fibers with high-spontaneous rates correspond to large diameter,
mitochondrion-rich fibers while fibers with low- and medium-spontaneous
rates correspond to small diameter, mitochondrion-poor fibers. It is tempt-
ing to assume that the anatomical and functional differences seen among
radial afferents develop from somewhat different synaptic or pre-synaptic
processes. The different forward masking time constants seen among auditory
nerve fibers appear to be consistent with such a view. However, this issue
will require further study.

The auditory nerve fibers in our noise-exposed animals had elevated
thresholds and broad tuning curves. In addition, there was an indication
that the time course of recovery from forward masking was prolonged, partic-
ularly when the adaptor tone was at least 30 dB above the unit's threshold.
These results might have been predicted based on earlier anecdotal observa-
tions made by Smith [33], who noted that the time course of recovery from
forward masking was prolonged in auditory nerve fibers from animals in poor
physiological condition. One would assume that this prolongation in the
time course of recovery in the auditory nerve would contribute substantially
to any delay in the time course of recovery seen in the auditory evoked
response or behaviorally. However, it is unclear if these peripheral
changes can account for all of the changes that are expressed in the
psychophysical data.

The pathological conditions that lead to prolonged forward masking
functions at the auditory nerve are not yet understood. One mechanism that
we can appear to rule out is one involving an increase in slope of a unit's
discharge rate-intensity function. As mentioned earlier, the hypothesized
increase in slope would have resulted in a higher masker discharge rate in
pathological units compared to normal units for a given intensity above
threshold. The higher rate would presumably have caused greater adaptation
and prolonged the time needed for full recovery. However, we failed to
detect any change in the slope of the rate-intensity function to the masking
stimulus (Fig. 9). The prolonged recovery functions might also arise from
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some type of alteration in the mechanical properties of the hair cell cilia
(see Saunders et al. this volume) or basilar membrane. Another possibility
is that the prolonged forward masking recovery functions arise from some
type of synaptic dysfunction. Several investigators, for example, have
shown that abnormal vacuolization ocecurs in the neuropil beneath the inner
hair cells [34,35] after acute noise exposures. These changes could
potentially affect synaptic transmission and alter temporal processing at
the periphery. Clearly, additional work is needed to understand the neural
mechanisms that underlie the changes in temporal processing seen in
noise-exposed ears.

As noted earlier, the acoustic waveform of many natural sounds such as
speech is complex with considerable information being conveyed through the
temporal variation in signal amplitude and signal spectrum. The deteriora-
tion in speech perception in listeners with noise-induced hearing loss
undoubtedly has its roots in the altered discharge patterns which flow out
the cochlea via the auditory nerve into the central nervous system. One
change that has been recognized for some time is the loss of frequency
selectivity. It is now becoming clear that more subtle changes in auditory
temporal processing may also be linked to poor speech perception as has been
suggested by recent psychophysical studies. The physiological basis for the
change in auditory temporal processing needs to be clarified further, at the
periphery as well as in the central auditory pathway.
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DISCUSSION

Shaddock: You mentioned that the animals were exposed from 10-20
days. Were you looking for a certain threshold shift level before taking
them out of the noise?

Salvi: Yes. With long duration exposures, the threshold shift stabi-
lizes after approximately 48 hours in the noise. We wanted a long exposure
so we would have enough time to obtain all the behavioral measurements.
Therefore, the animals stayed in the noise until all the measurements were
completed.

Cody: Your experiments reminded me of some experiments I did with
Graham Yates. We used the N, response as the measure of the responsiveness
of the cochlea. By changing the intensity or duration of the masker, we
were able to plot the time between masker and probe to get an iso-voltage
response from the N., We were able to show that as the intensity or dura-
tion of the masker increased, then you changed the recovery time constant.
That would suggest to us that in those respects, we were actually mimicking
TTS using a short tone.

Salvi: There is probably a continuum between your experiments, which
one might call fatigue or very low-level TTS, and the experiments we are
talking about here. The point which I wish to make is that when these
animals have a significant hearing loss, the recovery process seems to be
altered. We obviously can not say anything about the specific mechanisms
right now.

Tyler: I have a question about the interpretation of your gap
detection experiment with a broad band noise stimuli. Where were your
progressively impaired lower and lower frequency regions? It is known that
detection of a gap in broad band noise is probably dependent upon the
higher frequency components. For example, with a high frequency, narrow
band of noise there is a lower gap detection threshold than for a lower
frequency band of noise. In your paradigm where you use a broad band noise
as a stimulus, what you probably are seeing is the thresholds become more
and more dependent upon the lower frequency fibers as you progressively
impair the higher frequency region.

Salvi: I would agree with your interpretation of the data.
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Tyler: I have a question about using sensation level as an
appropriate measure as opposed to sound pressure level. I have problems
with sensation level for at least two reasons, one of which is that if you
take a patient with a 50 dB hearing loss and present a sound at 10 dB above
the threshold, that will be fairly loud for that patient. If you take a
normal hearing person and present a stimulus at 10 dB sensation level, that
will be barely audible to them. So it is not exactly clear that sensation
level is the appropriate measure. There are other ways of looking at it
depending upon the questions you want to ask. You may want to know, for
example, what the equivalent displacement would be at the stapes or, as we
saw this morning, equivalent motion of the basilar membrane. Certainly
using a different sensation level is going to cause a difference in the
actual effect of the stimulus. I do not think it is clear cut what the
appropriate level ought to be.

Salvi: This is certainly an area of concern. The reason for using
sensation level to make our comparisons is that it provides the most
conservative criterion for saying that there is a change in gap detection
performance. We can be confident in saying there is a change in gap
detection performance if the gap thresholds are compared at the same
sensation level.

Patuzzi: I think Harris and Dallos showed that a single time constant
was not a good fit for the forward masking data and that it was more
complicated. Are the single exponentials a good fit? Second, if you are
trying to factor out basilar membrane tuning from other processes, have you
tried the single unit recovery data with frequencies lower than CF?

Salvi: The single exponential model gives a reasonably good fit to
the data. However, other models with more parameters might give even a
better fit. We used the single exponential because we wanted a relatively
simple descriptor to characterize our data. The exact time constant that
you get depends on a variety of parameters such as masker duration, probe
duration, and probe level. The important point here is that all the
conditions were held constant for both the normal and exposed animals.
Under these conditions, we find an increase in the recovery curves of
noise-exposed animals.

Concerning your second question, we have not looked at the recovery
process above of below CF, but based on the work of Harris and Dallos in
normal animals, there appears to be no difference between forward masking
functions obtained below or above CF.

194



INCREASE IN CENTRAL AUDITORY RESPONSIVENESS DURING CONTINUOUS TONE

STIMULATION OR FOLLOWING HEARING LOSS

G. M. Gerken, R. Simhadri-Sumithra and K. H. V. Bhat

Callier Center for Communication Disorders
University of Texas at Dallas
Dallas, Texas 75235, USA

Most models of hearing loss explicitly or implicitly assume that
damage to the hair cells reduces the amount and distribution of input to
the central auditory mechanisms according to the pattern of damage along
the receptor surface. Thus, the basis for reduced psychophysical perfor-
mance with hearing loss was initially sought in the pattern and distribu-
tion of cochlear damage and not in altered central mechanisms. It is now
apparent that central anatomic changes follow the peripheral changes pro-
duced by acoustic trauma [1,2] or auditory deprivation in the young animal
[3,4]. Central physiological differences between the normal-hearing and
hearing-impaired animal have also been reported in a variety of prepara-
tions [5-9]. The argument is made herein that a contemporary model of
hearing impairment not only must include impoverished transduction, but
must recognize altered central processing as well.

The present paper contributes additional evidence of the central
consequences of permanent threshold shift (PTS). In addition, we show that
similar central effects are produced by continuous tonal stimuli of
moderate intensity (65-80 dB SPL). 1In other words, there is a similarity
in the effects of hearing loss and in the effects in the normal-hearing
animal of sustained acoustic stimulation of moderate intensity. We fur-
ther generalize our position by drawing parallels with the corresponding
variables for vision, damage to the retina, and continuous retinal illu-
mination. Overall, we are suggesting the need for a broader model of
sensory function that links normal and impaired processing.

ELECTRICAL STIMULATION THRESHOLDS AND PTS

Relatively little work has been done with electrical stimulation of
the auditory system apart from the development of auditory prostheses for
humans. One important advantage of electrical stimulation, however, is
that the experimental animal can behave normally and is not influenced by
anesthesia, which can drastically alter auditory system performance [10].

A useful approach using electrical stimulation has been to study the
interaction of an acoustic stimulus with electrical stimuli that are pre-
sented at different levels (i.e., different nuclei) within the system [11].
An even simpler procedure has proved to be very informative. This is the
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behavioral measurement of absolute thresholds for the detection of elec-
trical stimulation and the contrast of these thresholds with those obtained
under different experimental conditions -- one being the condition that
exists in the central auditory system following a PTS. 