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Luke Froeb, Rob Gertner, Aviv Nevo, Volker Nocke, Ariel

Pakes, Paul Pautler, Craig Peters, Rob Porter, Richard

Posner, Tom Ross, Ernesto Schargrodsky, Greg Werden,

and Abe Wickelgren all helped improve the book by shar-
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readers for their detailed and insightful suggestions. Fan

Zhang, Adam Rosen, and Allan Collard-Wexler provided

excellent research assistance. John Covell at the MIT Press

helped shepherd the book through the editorial process.

Thanks are also due to the NSF and the Searle Foundation

for their financial support.



I owe special thanks to three other people. Doug Bern-

heim and Ilya Segal each have spent countless hours work-

ing with me on coauthored projects over the years. Many of

those involved issues related to antitrust, and in particular

to the vertical contracting issues that I discuss in chapter 4.

I’ve learned a tremendous amount from each of them about

that topic, and many more.

My wife, Bonnie Honig, not only provided the usual sorts

of spousal support (such as ‘‘Get it done already!’’), but also

was kind enough to read portions of the book and give me

some writing tips. I hope the book now shows at least a

little of the style that is so evident in her own books.

Finally, I dedicate this book to my father, George Whin-

ston, for his continuing love and support, and to my

mother, Joan Aronson Whinston, for having been such a

wonderful mother.
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1 Introduction

1.1 Aims of the Lectures

Antitrust law plays a prominent role in the business envi-

ronment of many nations. In any given week the New York

Times and Wall Street Journal usually include at least one,

and often several, articles devoted to some aspect of anti-

trust policy. Will a recently announced merger of two large

oil companies cause gasoline prices to rise? Has an im-

portant software company violated the antitrust laws by

suppressing competition? Did a group of international pro-

ducers of vitamins conspire to fix prices? Issues like these

are featured regularly, not only in American newspapers,

but also increasingly around the world.

Antitrust law regulates economic activity. The law’s oper-

ation, however, differs in important ways from what is

traditionally referred to as ‘‘regulation.’’ Regulation tends to

be industry-specific and to involve the direct setting of prices,

product characteristics, or entry, usually after regular, often

elaborate hearings. By contrast, antitrust law tends to apply

quite broadly, and focuses on maintaining certain basic

rules of competition that enable the competitive interaction

among firms to produce ‘‘good’’ outcomes. Investigations



and intervention are exceptional events, which arise when

these basic rules may have been violated.

These lectures are intended to serve as an introduction

to the economics behind antitrust law. The lectures do not

strive to be comprehensive in their coverage. Rather, I focus

selectively on some of the most recent developments in anti-

trust economics, and on some areas in which I believe

important issues require further research. The intended au-

dience is primarily graduate students in economics and

practicing economists (both academic and nonacademic)

with interests in antitrust policy. My hope, however, is that

the book will also find some readers among economically

sophisticated antitrust lawyers, especially academic ones.

As such, I have tried to confine some mathematics to foot-

notes and to ensure that the central line of the argument

can be followed without necessarily understanding every

equation that appears in the body of the text.

The rest of this chapter provides an introduction to

the U.S. antitrust laws. The remainder of the book is orga-

nized into three chapters. Antitrust analysis can be broken

roughly into two categories, one dealing with ‘‘collusion’’

(broadly defined) and the other with ‘‘exclusion.’’ In the for-

mer category, firms attempt to raise prices through collabo-

ration with rivals, while in the latter category they try to do

so through rivals’ exclusion. In chapters 2 and 3, I focus on

the first type of activity. Chapter 2 discusses price fixing,

that is agreements among competitors to restrict output

or raise price. Chapter 3 examines horizontal mergers, in

which competitors agree to merge their operations. I then

shift the focus to exclusionary activities in chapter 4, provid-

ing an introduction to the economics of exclusionary verti-

cal contracts.

These three chapters differ significantly from one another

in emphasis. Chapter 2, on price fixing, covers what is
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undoubtedly the most settled area of antitrust. Here I try to

unsettle the discourse a bit, suggesting that economists

know less about price fixing than they think. In contrast,

the analysis of horizontal mergers, which I discuss in chap-

ter 3, is an area of antitrust economics that has seen

some of the most significant advances over the last 10–15

years. Here I summarize the main issues in evaluating hori-

zontal mergers, paying particular attention to these recent

advances, while also discussing some of the important open

questions that remain. Exclusionary vertical contracting,

which I discuss in chapter 4, is instead one of the most con-

troversial areas of antitrust. It is also an area in which there

has been a good deal of recent theoretical work, and in

which currently there is little systematic empirical evidence.

Focusing specifically on exclusive contracts, here I aim to

explain the source of the controversy and describe these re-

cent theoretical advances. In contrast to chapters 2 and 3,

my discussion of empirical evidence here is, of necessity,

unfortunately limited.

My selective choice of topics leaves out a number of im-

portant issues that a more extended set of lectures ideally

would discuss. For example, predatory pricing, collusive

facilitating practices, and intrabrand vertical restraints are

all interesting and important topics. Likewise, a fuller treat-

ment of exclusionary vertical contracting would consider

vertical mergers and tying.

In addition, my focus on the economics of antitrust often

allows only passing mention to the legal treatment of these

practices. This is in many ways unfortunate. Every student

of the subject should read the case law on antitrust. Doing

so provides an appreciation for both the economic issues

involved in antitrust analysis (even when the court may not

have recognized them) and the considerable difficulties

involved in formulating effective antitrust laws.1 I also
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highly recommend two classic books on antitrust by leading

legal scholars, Posner [1976] and Bork [1978], for interesting

and often provocative discussions of many of the central

issues in antitrust analysis.2

Finally, I am also selective geographically. The discussion

that follows focuses almost exclusively on the antitrust laws

with which I am the most familiar, namely those of the

United States. That said, the focus of the lectures is on

economics, and the basic principles apply across national

boundaries.

1.2 Overview of U.S. Antitrust Law

As a prelude to our discussion, it is useful to begin with a

brief overview of the history and content of U.S. antitrust

law.3 The development of the U.S. antitrust laws was

sparked by the post–Civil War transformation of the U.S.

economy. Two pressures for reform developed during this

period. The first came from farmers, upset over a combina-

tion of depressed prices for farm products and high rail

rates for shipping farm products. These rail rates often were

controlled by (legal) rail cartels. The second pressure came

from the public’s discomfort with the rapidly growing size

of modern business. This discomfort was sharpened, in

part, by a number of well-publicized business scandals. To-

gether, these pressures led not only to passage of the Sher-

man Act in 1890, the United States’s first antitrust law, but

also to the creation of regulatory agencies such as the Inter-

state Commerce Commission (in 1887).

Sections 1 and 2 of the Sherman Act, shown in figure 1.1,

contain its main substantive provisions. (Figure 1.1 sum-

marizes the most important provisions of the U.S. anti-

trust laws.) An instant’s consideration reveals their most
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Figure 1.1

U.S. Antitrust Statutes
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notable feature: they are very vague. Indeed, the Sherman

Act’s two central sections do little more than authorize the

U.S. courts to develop a common law of antitrust to fulfill

the statute’s intent. As it has been interpreted by the U.S.

courts, section 1 applies to a wide range of agreements

that may be deemed to reduce competition: price-fixing

agreements, horizontal mergers, exclusive contracts, and

resale-price-maintenance agreements. Section 2 applies to

unilateral actions taken by a dominant firm that may fur-

ther its market power, such as predatory pricing and prod-

uct bundling. It makes illegal certain acts of monopolizing,

not monopoly itself.

The need for courts to interpret these provisions of the

Sherman Act raises the question of Congress’s intent. The

congressional debates leading to passage of the Sherman

Act reflected a number of differing and inherently conflict-

ing goals: promotion of healthy competition, concern for

injured competitors, and distrust of large concentrations of

economic and political power all make appearances in the

debates over the bill. These differing goals have continued

to surface in its application ever since. In the last thirty

years a number of scholars have made strong appeals for

the first of these to be the only goal of antitrust policy (see,

for example, Posner [1976] and Bork [1978] for two of the

most influential discussions). With the development of a

more conservative judiciary since 1980 and increasing infil-

tration of economics into antitrust analysis, this view seems

to be winning the debate.

Even so, the precise formulation of even this economic

prescription for ‘‘healthy competition’’ remains unsettled.

Bork [1978], for example, argues that the appropriate stan-

dard is maximization of aggregate surplus.4 Certainly, to an

economist the thought of designing antitrust policy to max-

6 Chapter 1



imize aggregate surplus comes naturally and, indeed, much

of the economics literature implicitly has taken this to be the

appropriate objective for antitrust policy. The basis for this

view is the observation that the owners of firms are con-

sumers as well, and the belief that redistribution among

consumers should occur through the tax system. Nonethe-

less, in the absence of perfect lump-sum tax policies, the ap-

propriate weight to be given to consumer-versus-producer

surplus gains can depend on distributional objectives.5 As

I note at several points later, which welfare standard

is adopted can be critical to the evaluation of contested

practices.

Although the U.S. courts have adopted varying and

evolving standards in evaluating challenged practices (and

are often not very clear on the exact test being applied), at

present they seem closest to applying a consumer-surplus

welfare standard. Similarly, as we will see in chapter 3, the

U.S. enforcement agencies [the U.S. Department of Justice

(DOJ) and the Federal Trade Commission (FTC)] seem to

adopt essentially this standard in their Horizontal Merger

Guidelines (although even they are not explicit about it).6

The vagueness of the Sherman Act created discontent:

those concerned with monopoly power felt that the Act

could allow businesses to get away with anticompetitive be-

havior, while businesses were worried that they could not

know precisely which behaviors would be illegal. These

concerns were further exacerbated by the Supreme Court’s

ruling in the Standard Oil case [221 U.S. 1 (1911)], in which

the Court announced the use of the ‘‘rule of reason’’ in eval-

uating business practices (a practice’s benefits and costs had

to be weighed in evaluating the practice). This discontent

led, in 1914, to passage of the Clayton Act and the Federal

Trade Commission Act.
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The Clayton Act named specific practices that would be

considered illegal under certain circumstances: certain forms

of price discrimination are banned in section 2 of the Act (I

do not discuss these issues here), tying and exclusive deal-

ing fall under section 3, and horizontal and vertical mergers

fall under section 7.

The Federal Trade Commission Act created the Federal

Trade Commission as a specialist agency to enforce the anti-

trust laws. The central substantive provision guiding the

FTC’s enforcement actions is section 5. The courts have

come to interpret section 5 as applying to anything that is a

Sherman Act or Clayton Act violation, but also to some-

what ‘‘lesser’’ acts that violate the ‘‘spirit’’ of those laws.7

This broader interpretation often has been justified on the

basis that the FTC is an administrative authority specializ-

ing in these issues (as compared with the judges and juries

who must decide cases brought by the DOJ) and that the

FTC can impose only what is known as equitable relief for

antitrust violations (more on this below).

Finally, there are some special provisions in antitrust law

(the Hart-Scott-Rodino Act) requiring that parties to suffi-

ciently large mergers provide notification to the DOJ and

the FTC prior to consummating their merger, and giving the

agencies a period of time to request information from the

parties, and to review and possibly object to the merger.

The idea behind this requirement is that it is much easier to

prevent a merger before it happens than to ‘‘unscramble the

eggs’’ after they have been mixed together.

Sanctions

There are three types of sanctions that can be imposed in

U.S. antitrust cases: criminal penalties, equitable relief, and

monetary damages. Sherman Act offenses are felonies, and
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the DOJ (but not the FTC) can seek criminal penalties for

them. (Violations of the Clayton and FTC Acts are not

crimes.) In practice, criminal penalties are sought only for

the most flagrant offenses, which means overt price fixing.

These penalties can include both imprisonment and mone-

tary fines. Currently, a violation of the Sherman Act may

lead to up to three years in jail for individuals. Monetary

fines for Sherman Act violations were historically very

small, but have recently increased dramatically. For exam-

ple, the maximum fine for corporations was $50,000 until it

was increased to $1 million in 1974. In 1990 the maximum

fine was raised to $10 million. Equally or more important,

since 1987 U.S. Sentencing Guidelines have allowed for an

alternative fine of either (i) twice the convicted firms’ pecu-

niary gains, or (ii) twice the victims’ losses. This alternative

was first employed by the DOJ in 1995, and it is what led

Archer Daniels Midland to agree to pay a $100 million fine

for its role in the recent lysine and citric acid price-fixing

conspiracies.8

Equitable relief entails undoing the wrong that has

occurred. Sometimes this involves forbidding certain ac-

tions, sometimes it can involve more affirmative moves to

restore competitive conditions such as, for example, divesti-

ture or making certain patents available for license. Both the

government and private parties can sue in the federal courts

for equitable relief for violations of either the Sherman or

Clayton Acts. The result of such a proceeding, should the

plaintiff prevail, is a court issued decree.9

The FTC can also seek equitable relief. Here the proce-

dure is somewhat different and involves a quasi-judicial ad-

ministrative proceeding within the agency in which the FTC

staff and the accused firm(s) present evidence in front of an

‘‘administrative law judge.’’ The administrative law judge
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issues an opinion, which is then reviewed by the com-

mission, consisting of five commissioners appointed by the

president for seven-year terms. The commission can ap-

prove or change (in any way) the administrative law judge’s

decision, and it is empowered to issue a ‘‘cease and desist’’

order if it finds that violations have occurred. Like lower

court rulings for the DOJ or private party suits, these cease

and desist orders can be appealed by the firms to the appel-

late courts.

Finally, private parties who prove in court that they were

injured due to Sherman and Clayton Act offenses can re-

cover treble damages. In addition to providing a means for

compensating parties injured by antitrust violations, these

penalties help to create an army of private enforcers of the

antitrust laws (moreover, an army that is perhaps more

aware of when violations are occurring than are the govern-

mental enforcement agencies). For price-fixing violations,

for example, damages are equal to the amount of the over-

charge arising from the conspiracy.10

It is of interest to note that monetary damages for Sher-

man Act price-fixing violations may, in some circumstances,

be less effective at deterring illegal behavior than one might

initially expect. The reason, as noted by Salant [1987] and

Baker [1988], is that buyers who know that they might

collect damages may factor this in when they calculate

the effective price they are paying. If so, this increases

buyers’ willingness to pay, which counteracts—sometimes

completely—the direct deterrence effect of damages on the

sellers’ pricing incentives.

To be more specific, suppose that there is a group of firms

that, absent collusion, would set price equal to their mar-

ginal cost c. Let t denote the damage multiple, let fðp; tÞ be
the probability of successful detection and prosecution
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given p and t (we expect this probability to increase as the

price and damage multiple increase, so that fpðp; tÞb 0 and

ftðp; tÞb 0), and let xð�Þ be the demand function. The joint

monopoly price pm maximizes ðp� cÞxðpÞ.
Consider a single period model in which the firms first set

prices and make sales, and then at the end of the period any

collusive activity that occurred during the period may be

detected and prosecuted. Suppose that the firms secretly

collude and set price equal to p > c. Then the effective

(net of damages) price to a (risk neutral) buyer who

might collect damages equal to tðp� cÞ is p�ðp; tÞ ¼
p� fðp; tÞtðp� cÞ. Buyers will therefore buy xðp�ðp; tÞÞ
units from the cartel, and so the cartel’s expected profit is

Pðp; tÞ ¼ ðp� cÞxðp�ðp; tÞÞ � fðp; tÞtðp� cÞxðp�ðp; tÞÞ
¼ ðp�ðp; tÞ � cÞxðp�ðp; tÞÞ:

The cartel’s profit maximizing choice is clearly to set p such

that p�ðp; tÞ ¼ pm, the monopoly price, if this possible.

Figure 1.2a depicts such a case. In such a circumstance, the

cartel’s output and expected profit are completely unaffected

by the possibility of damages. In contrast, if there is no p

such that p�ðp; tÞ ¼ pm, as in figure 1.2b, then the cartel

chooses p to maximize the effective price p�ðp; tÞ. In this

case, damages lower the effective price paid by con-

sumers.11 For example, if the probability of detection fð�Þ
depends only on t, then the cartel can achieve an effec-

tive price of pm if tfðtÞ < 1. But if tfðtÞb 1, then the best

the cartel can do is set p equal to c, so that damages fully

deter inefficient pricing.

This simple model makes an interesting observation but

probably paints an overly negative picture of the effective-

ness of private damages in preventing collusive pricing
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since it omits a number of ways in which private damages

may lead to more efficient behavior. First, when damages

do lower the expected profit to colluding, they also reduce

the likelihood of the cartel forming in the first place. Second,

suppose that the cartel faces other penalties K > 0 (either

fines or jail time) so that its payoff is Pðp; tÞ þ fðp; tÞK.
In this case, if a greater damage multiple t increases the

responsiveness of the detection probability to price (that is,

if fptð� ; �Þ > 0), then it will always lead the cartel to set a

lower effective price. Similarly, suppose that we instead

consider a multiperiod model. For example, imagine that

there are two periods of potential collusion. If collusion in

period 2 can occur only if collusion is not detected in period

1, the cartel suffers a loss of, say, K > 0 if collusion is

detected in period 1. Then, just as when the cartel faces

other penalties, a higher damage multiple will lower the

first period cartel price if fptð� ; �Þ > 0. In addition, a new

effect arises in the dynamic setting: here, as long as

Figure 1.2

The effective (net of damages) price when buying from a cartel
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ftð� ; �Þ > 0, damages increase expected welfare by causing

the cartel to end more quickly. Finally, in many cases,

buyers will actually be unaware that collusion is taking

place, in which case increasing t can be shown (even in the

static model) to necessarily reduce the price charged while

the cartel is active.12

1.3 Looking Ahead

In the next three chapters, we will look at three central

topics in antitrust: price fixing, horizontal mergers, and

exclusionary vertical contracts. In each case (albeit to vary-

ing degrees), economists have made substantial progress in

understanding the economic issues involved. Yet, at the

same time, some very substantial challenges remain. These

challenges are both theoretical and empirical in nature.

Moreover, to improve antitrust law and its administration,

our economic understanding will need to be joined with an

appreciation for issues of judicial procedure. This will not

be an easy task. My hope is that this book can help point

the way.
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2 Price Fixing

2.1 Introduction

In this chapter, we begin our discussion of antitrust

economics by looking at what many consider its most cen-

tral element: its ban on ‘‘price fixing’’—that is, agreements

among competitors regarding their prices or outputs.1 The

prohibition on price fixing is one part of antitrust law that

is regarded with approval even by those generally skeptical

of government competition policy. Nonetheless, some sig-

nificant and challenging questions remain unanswered. In

fact, this least controversial area of antitrust may well be

the one for which economists have the least satisfactory the-

oretical models of how the illegal activity—talking about

prices (and reaching an ‘‘agreement’’)—matters. Moreover,

the empirical evidence concerning price fixing’s actual

effects is surprisingly limited and mixed in its findings. Be-

fore coming to those points, though, I start by reviewing

the legal treatment of price fixing.

2.2 Price Fixing and the per se Rule

A short summary of U.S. law in this area always reads

‘‘price fixing is per se illegal.’’ That means that if a firm



engages in ‘‘price fixing’’—say, by meeting with its compet-

itor at the Golden Fleece Motel and agreeing on the prices

they will charge—it will be found guilty without any in-

quiry into the actual anticompetitive effects, or procompeti-

tive benefits, of the agreement. This per se rule contrasts

with the rule-of-reason approach adopted in most other

areas of antitrust, in which these benefits and costs are said

to be weighed explicitly.2

This seemingly straightforward rule masks, however, a

more complex reality. This complexity is both legal and eco-

nomic in nature. On the economic side lies the fact that

nearly every price fixer has a reason why their particular

price-fixing scheme is in fact good for society (or, at least, it

seems so at times). For an example of such human ingenu-

ity, one need not look beyond one of the earliest antitrust

cases to come before the Supreme Court after the passage

of the Sherman Act. In 1897 the Court was faced with the

Trans-Missouri case [166 U.S. 290 (1897)], in which eighteen

railroads west of the Mississippi River had formed an asso-

ciation to set railroad rates. In the lower courts the railroads

had argued that their agreement was not illegal because

their rates were reasonable and, absent the agreement, ruin-

ous competition would ultimately lead to monopoly and

consequently to higher prices.

Can this ruinous competition argument be dismissed as

being simply illogical and preposterous? Like many pro-

posed justifications for price-fixing arrangements, the an-

swer is in fact no. The railroad industry is one of high fixed

costs and an oligopolistic structure. It is well-understood by

now that the number of firms that unfettered competition

can support in a market need not be efficient in such cases

(see, for example, Mankiw and Whinston [1986]). The

Trans-Missouri Freight Association’s ruinous competition
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argument can be viewed as saying exactly this: that un-

restricted oligopolistic competition would lead to too few

firms (namely, one firm) relative to what is socially efficient.

In such cases, it is possible that an inducement to entry

in the form of cartelized prices could actually raise social

welfare.

To see a simple example, suppose we have an indus-

try with demand function xðpÞ ¼ 2� p, marginal costs

of 1, and an entry cost of 1
16 in which, absent an ability

to price fix, entry of a second firm would result in Ber-

trand competition (and hence a price of 1). In that case, only

one firm will enter and the price will be 3
2 , the monopoly

price. This monopolist’s profit is then 1
4 � 1

16 ¼ 3
16 , and con-

sumers enjoy a surplus of 1
8 . Hence, aggregate surplus

equals 5
16 .

Suppose, instead, that firms are allowed to talk about

pricing and that this allows duopolists to raise the price to 5
4

(that is, despite being allowed to discuss pricing, they fail to

sustain the full monopoly price). If so, a duopolist’s gross

profit (before entry costs) will instead be 3
32 and so a second

firm will enter. With two firms in the market, price will be 1
4

instead of 1
2 and consumer surplus increases to 9

32 . Since ag-

gregate profits are 3
16 � 2

16 ¼ 1
16 , aggregate surplus rises from

5
16 to 11

32 . Thus, both consumers and society as a whole are

better off in this example when this type of communication

is allowed.

Of course, collusion need not have increased welfare

in the Trans-Missouri case. For example, if the duopolists

could collude perfectly, charging the monopoly price, then

allowing collusion in the example above would have led to

socially costly entry and no reduction in price. Moreover,

theory tells us that at least in the case of homogeneous

products, we should typically expect too much entry from
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the perspective of aggregate welfare in the absence of a

conspiracy (for a precise statement of these conditions, see

Mankiw and Whinston [1986]). In such cases, allowing price

fixing would worsen this problem. (And, as long as free en-

try holds profits to exactly zero, any reduction in aggregate

surplus must imply as well a reduction in consumer

surplus.)3

The Supreme Court refused to consider the defendant

railroads’ justification in the Trans-Missouri case. If valid

arguments for price-fixing conspiracies are possible, why

would a sound competition policy not consider these possi-

ble benefits? The answer is that while possible, they appear

improbable, and a sound policy must also consider the costs

of administration. If nearly every firm caught engaging in

price fixing can come up with some theoretical argument

that its price fixing is socially beneficial, and if actually

measuring the social benefits and costs of a particular

price-fixing conspiracy is very difficult (as it certainly is),

price-fixing cases will be extended and costly affairs indeed

(good for economists and lawyers, but bad for everyone

else). Moreover, if our sense is that in most cases we will

reject such claims because socially beneficial price-fixing

conspiracies are rare, then it makes sense to refuse to listen

to and evaluate these claims despite their theoretical

possibility—that is, to have a per se rule. As George Stigler

[1952] noted early in his career, ‘‘Economic policy must be

contrived with a view to the typical rather than the excep-

tional, just as all other policies are contrived. That some

drivers can safely proceed at eighty miles per hour is no ob-

jection to a maximum-speed law.’’

This justification of the per se rule is really nothing more

than an application of optimal statistical decision making.

The importance of administrative costs for the design of op-
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timal antitrust policy has not been adequately recognized

in the academic economics and legal literatures. In the

economics literature, it is common for a journal article that

shows that a particular practice could either raise or lower

welfare to conclude that this implies that the practice should

be accorded a rule of reason standard. As the foregoing dis-

cussion suggests, such a conclusion makes little sense. In the

legal literature, there appears to be surprisingly little formal

application of the theory of optimal statistical decision mak-

ing to the issue of optimal legal rules.4

While a per se rule simplifies judicial administration, le-

gal complexities still arise whenever the courts are called

upon to decide whether a novel set of facts should in fact be

called ‘‘price fixing.’’ Historically, this categorization pro-

cess has seemed in many cases to take on a particularly se-

mantic nature (as in, do the words ‘‘price fixing’’ describe

this behavior?).5 The real issue is whether the practice seems

to be one for which a per se approach seems appropriate.

Of course, for this, at least a quick look at the underlying

economic facts is necessary. That is, although perhaps

paradoxical from a semantic perspective, to decide to treat

a defendant’s behavior as a per se violation (for which

the court supposedly does not listen to justifications), a

court must give at least some consideration to possible

justifications.

In this regard, the per se rule is perhaps best thought of as

a very fast rule of reason analysis, in which the court first

takes a quick look to see whether further analysis is appro-

priate. This is an approach that is fully in line with the

theory of optimal statistical decision making. Moreover,

although the courts struggled with this issue for a long

time, it is a view that they have widely adopted in recent

years.6
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2.3 Effects of the Ban on Price Fixing

Theory of Price Fixing

The Sherman Act’s ban on price fixing helps prevent

anticompetitive collusive pricing in two ways. The first, al-

though rarely explicitly discussed, is critical: it makes any

formal contract among competitors regarding the prices

they will charge unenforceable.7 The second is more com-

monly acknowledged: the Sherman Act prohibits firms from

talking and reaching an ‘‘agreement’’ about prices, outputs,

or market division.8 What is not usually recognized is

how little formal economic theory says about the manner in

which this second prohibition prevents anticompetitive

pricing and improves welfare.

A first problem, of course, concerns the law’s focus on

‘‘agreement,’’ whose meaning can be difficult to pin down.

For example, imagine a scenario in which two firms sit

down at a table with each declaring in sequence, ‘‘I am mor-

ally opposed to price fixing, but tomorrow I will set my

price equal to 100.’’ Should such unilateral speech be treated

differently than if they instead each said ‘‘I’ll set my price

equal to 100 if you do’’? And does that differ from the situa-

tion in which firm 1 says ‘‘Let’s set our prices equal to 100

tomorrow,’’ and firm 2 replies ‘‘I agree’’? Perhaps there is a

difference (certainly the law often believes there is, not only

in reference to the Sherman Act, but also in areas such as

contract law), but economists have essentially nothing to

say about this.

With this first problem granted, what does economics

have to say about the effects of the act of talking itself?

Modern economic theory tells us that oligopolists who seek

to come to an agreement to sustain high prices but who can-
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not sign binding agreements (note here the effect of the first

critical role of the Sherman Act) face two principal prob-

lems: an incentive problem and a coordination problem. The in-

centive problem can be formally stated as follows: To be

credible, any agreement must be a subgame perfect Nash

equilibrium. If it were not, then some party to the agree-

ment would find it profitable to cheat. But note that this is

exactly the same condition that economic theory uses to

identify the set of outcomes that are sustainable without

any direct communication, that is, through ‘‘tacit’’ collusion.

So if the Sherman Act’s prohibition on talking helps prevent

high prices, it must be because it worsens the oligopolists’

coordination problem.

The coordination problem arises because typically there

are many possible subgame perfect Nash equilibrium out-

comes. One of these is always the purely noncooperative

(that is, static) outcome: if each firm expects all other firms

to be noncooperative, it will be optimal for that firm to be

noncooperative as well. Frequently, however, a range of

more cooperative outcomes is possible, including in some

cases the joint monopoly solution. Notably, however, eco-

nomic theory has relatively little to say about the process of

coordination among equilibria. It is natural to think that

talking may help with this coordination, but exactly to what

degree and in what circumstances is less clear.

The most relevant work in economic theory concerning

this coordination issue is the literature on ‘‘cheap talk’’

about intended play in games.9 ‘‘Cheap talk’’ is speech that

has no direct payoff consequences. When an oligopolist tells

his competitor that he will raise his price tomorrow if his

competitor also does so, this talk is cheap. One possible out-

come is always that cheap talk is regarded by everyone as
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meaningless (this is the so-called ‘‘babbling equilibrium’’).

Nonetheless, cheap talk about intended play may some-

times be meaningful and alter players’ actions. This is so be-

cause should those that hear it believe it and respond to it

in favorable ways, those who speak it can have incentives

to speak informatively. What the literature on cheap talk

about intended play has struggled with is the question of

the exact circumstances in which we should expect it to be

believed.

Consider, for example, the two-player coordination game

depicted in figure 2.1. Here player 1 chooses U or D, while

player 2 chooses L or R. Each pair of choices leads to a pair

of payoffs ðu1; u2Þ, where ui is player i’s payoff. There are

two Nash equilibria: (U,L) and (D,R). The former is better

for both players than the latter. However, for player 1,

choosing U is very risky: unless he is very confident that

player 2 will play L, player 1 should play D. Similarly, L is

very risky for player 2.

Figure 2.1

A two-player coordination game
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Suppose that before the game is played player 1 can say,

‘‘I will play U’’ or ‘‘I will play D,’’ or can remain silent. One

view is that we should expect the players to successfully co-

ordinate on (U,L) because ‘‘I will play U’’ is a message that,

if believed by player 2, creates an incentive for player 1 to

act as he claims. Hence, one could argue, player 2 will be-

lieve such a claim. On the other hand, observe that player 1

would like player 2 to play L regardless of what he intends

to play. This fact leads some game theorists to argue that in

the above game player 2 might not believe player 1’s claim

that he will play U. Oligopoly settings are similar to this sit-

uation since a firm will always want to convince its rival to

behave cooperatively (in its price or output choice) regard-

less of its own actual intentions. The main difference, and

complication, is that in oligopoly settings firms may wish

to communicate about their intended dynamic strategies,

rather than about simple actions.10

There has been some experimental work examining

when cheap talk about intentions matters for play in games.

Much of this work has concerned play of static coordination

games, although some has considered repeated oligopoly

games. The results appear mixed. In some cases, cheap talk

matters quite a bit and leads to significant coordination by

the players. In other cases, it appears to make little differ-

ence. Also, the type of communication that is most useful

varies across games—sometimes one-sided communication

is better than two-sided, sometimes the reverse. Likewise,

it can matter whether communication is unregulated or

tightly structured. Holt [1993] and Crawford [1998] survey

this work.11 Unfortunately, there does not yet appear to be

a consensus in the experimental literature about the exact

circumstances and manner in which cheap talk about in-

tended play matters. (Moreover, there is also the question
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of whether the results of these experiments, usually with

college students as subjects, are indicative of the actual mar-

ket behavior of businessmen and women.)

While relatively little is known about how cheap talk

about intentions affects oligopolistic coordination, the

economic theory literature has had more to say about a dif-

ferent role for cheap talk: communication about private

information. The literature has studied extensively the prob-

lem faced by a cartel whose members’ costs are privately

observed and may differ at any given point in time. (For ex-

ample, highway construction firms may differ in their costs

of doing a particular job because of their current inventory

of jobs and other factors.) Such a cartel faces an information

revelation problem, in addition to the incentive and coordina-

tion problems discussed earlier. A profit-maximizing cartel

wants to allocate a sale to the firm whose cost is currently

the lowest, and may also want to make its current price de-

pend upon this firm’s cost level. However, when each firm’s

cost is known only by that firm, a cartel’s members will

be tempted to misrepresent their cost levels in an attempt to

gain a larger market share.

This problem was studied initially in a series of

papers using static-mechanism design models (Roberts

[1985], Cramton and Palfrey [1990], McAfee and McMillan

[1992], and Kihlstrom and Vives [1992]). In those papers,

the firms each announced their cost ‘‘type’’ and were

assigned an output or price. It was simply assumed that

firms would abide by these assigned prices or outputs and

that the cartel could coordinate on the most profitable

mechanism. Hence, the incentive and coordination prob-

lems were assumed away to focus solely on the information

revelation problem. The papers then addressed whether the
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cartel could achieve its full information outcome, and the

form of the optimal mechanism. The papers differed in their

assumptions in several respects: whether transfers were

allowed, the set of possible cost types, and the nature of

any individual rationality constraints imposed.

More recently, Athey and Bagwell [2001] imbed this type

of mechanism-design framework in a dynamic model (see

also Athey, Bagwell, and Sanchirico [2004]). There are two

key differences from the previous static models. First, Athey

and Bagwell reintroduce the incentive problem by requiring

that firms have incentives not to deviate from their assigned

prices. This additional constraint can in some cases affect

the cartel’s optimal policies. Second, even when monetary

transfers across firms are prohibited, firms have the ability

to use future play as a transfer mechanism by shifting fu-

ture market shares in response to firms’ current efficiency

claims.12

One notable feature of these information revelation set-

tings (whether static or dynamic) is that allowing collusion

has the potential to improve aggregate welfare by increas-

ing productive efficiency, since the cartel will try to assign

sales to the member with the lowest cost.

A second role for communication of private informa-

tion in oligopolies arises when firms have different informa-

tion about how likely it is that some cartel members have

cheated previously. Papers by Compte [1998] and Kandori

and Matsushima [1998] show how firms can coordinate col-

lective punishments for deviators using public claims about

the signals they privately observe.13

While these contributions have significantly increased un-

derstanding of how talk can be used to reveal information

in collusive oligopolies, the literature on communication of
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private information has yet to show clearly how the ability

to talk changes oligopoly outcomes relative to a scenario

where talk is prohibited. For example, in the Athey and

Bagwell [2001] model, firms are unable to either signal or

split market shares in the case in which they are not

allowed to talk. How talk matters in the absence of these

restrictions is not clear. The Compte [1998] and Kandori

and Matsushima [1998] papers, on the other hand, do not

show what happens in the absence of communication. More

importantly, while communication to reveal private infor-

mation may well be of some importance, communication to

improve coordination seems a much larger part of most

price-fixing conspiracies.

It is in some sense paradoxical that the least controversial

area of antitrust is perhaps the one in which the basis of the

policy in economic theory is weakest. Of course, most econ-

omists are not bothered by this, perhaps because they be-

lieve (as I do) that direct communication (and especially

face-to-face communication) often will matter for achieving

cooperation, and that procompetitive benefits of collusion

are both rare and difficult to document. Nonetheless, it

would be good if economists understood better the econom-

ics behind this belief. Moreover, as we will see in section 2.4,

such an understanding could also help guide enforcement

efforts.

Evidence on the Effects of Price Fixing

If formal economic theory is surprisingly silent about the

effects of the Sherman Act’s ban on firms’ communications

and agreements about prices, perhaps existing empirical

work offers strong support for the view that preventing

oligopolists from talking has a substantial effect on the

price they charge? In fact, the existing published literature
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offers less evidence for this proposition than one might

expect.

Sproul [1993], for example, examines 25 of the ap-

proximately 400 cases in which individuals or firms were

indicted for price fixing from 1973 to 1984 (these 25 cases

were the ones in which the necessary data were available).

For each case, he constructs a ‘‘predicted price’’ based on a

regression of the product’s price on related prices for the pe-

riod prior to the indictment.14 He then examines the ratio of

the actual price to the predicted price in the period follow-

ing the indictment. Figure 2.2 shows the average effect he

observes. (In constructing the figure, the underlying series

for the 25 products are aligned so that in each case the in-

dictment occurs in ‘‘month 100.’’)

If anything, prices seem to rise (relative to the predicted

price) after the indictment. Examining the price changes fol-

lowing other important events—the date the government

believed the conspiracy to have ended, the date government

Figure 2.2

Effect of price-fixing indictments on prices (Sproul [1993])
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penalties were imposed, or the date civil penalties were

imposed—does not change this basic conclusion, as panels

(a)–(c) in figure 2.3 show.15

Certainly, there is little in Sproul’s study to suggest that

a government price-fixing enforcement action leads to any

significant reductions in price. One serious concern with

Sproul’s study, however, is that his price data often come

from the Bureau of Labor Statistics (BLS) price indices that

may include many products other than the specific product

that is the focus of the indictment. If so, the effects of ending

a conspiracy could be lost in the noise from other price

movements. Likewise, several of Sproul’s cases are gasoline

price-fixing cases for which he uses a citywide average

price. Whether these are, in fact, problems is hard to tell

from the information in Sproul’s article.

A study that examines the issue at a much more disaggre-

gated level using price data that are at an appropriate

level of aggregation is Block, Nold, and Sidak [1981] (hence-

forth, BNS). BNS examine prices in sixteen local (city-level)

bread markets from 1965 to 1976. During this period the

DOJ prosecuted a number of bread producers for price fix-

ing. BNS construct what they call a ‘‘mark-up’’ measure

for these local bread markets from the fitted values of the

regession

pit ¼ ICit þ
X

j

bjwijt þ eit; ð2:1Þ

where pit is a citywide BLS retail price index for bread, ICit

is the cost of ingredients in market i in year t (derived using

a standard recipe for bread), and wijt is the cost of non-

ingredient input j (electricity, natural gas, or labor) in mar-

ket i in year t. BNS then define the mark-up to be
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Figure 2.3

Effects on prices of ending a conspiracy, imposing government penalties,
and awarding civil damages (Sproul [1993])
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Mit ¼ pit � p̂pit
p̂pit

: ð2:2Þ

(It should be noted that this variable is better thought of as

the deviation from the sample average cost-adjusted price

of bread than as a mark-up. For example, if all markets set

the same mark-up over costs in every period, this measure

would be identically zero.) BNS then regress this mark-up

measure on measures of antitrust enforcement in the first-

difference form

DMit ¼ a0 � DBudgett þ a1 �DOJREGit þ a2 �DOJREMit þ uit;

ð2:3Þ
where DBudgett is the change in the DOJ’s Antitrust Divi-

sion budget in year t, DOJREGit takes the value of 1 for city

i in year t if a different city in the same region had a price-

fixing enforcement action against the bread industry in year

t� 1, and DOJREMit takes the value of 1 for city i in year t

if there was a price-fixing enforcement action against the

bread industry in city i in year t� 1. The first column of

numbers in table 2.1 shows the result of this regression (t-

statistics are in parentheses). The regressions whose results

are reported in the next two columns include measures of

price changes in the food sector ðDFOODMÞ and general

manufacturing ðDGENMÞ to control for unrelated factors af-

fecting bread prices.

Increases in the Antitrust Division budget, price-fixing

enforcement actions in neighboring cities, andprice-fixing en-

forcement actions in a given city all are found to lower prices.

But the effects on price appear small. An enforcement action

in a given city is found to lower the price in the next year

and ensuing years by 4.6% (of the predicted price p̂p). Cer-

tainly this represents a relatively small effect on price.16,17
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Other studies that show small effects of price-fixing en-

forcement on pricing are Stigler and Kindahl [1970, 92],

Feinberg [1980], and Choi and Philippatos [1983].

How can we interpret these results that show little or

no reductions in price following a price-fixing enforcement

action? One possibility is that talking does not matter much

because conspiracies simply may be hard to police and

maintain without the ability to have binding agreements.

Another possibility is that talking does not matter much be-

cause firms may be able to collude effectively even without

the ability to talk. Still a third possibility is that talking may

matter a great deal for increasing prices, but firms may sim-

ply ignore the risks of being caught, even after having been

Table 2.1

Estimated effects of changes in DOJ enforcement on changes in markups in
the bread industry

Independent
variables (1) (2) (3)

D BUDGET �.015a �.024 �.020
(�2.68) (�4.06) (�3.65)

DOJREG �.026 �.025 �.027
(�2.21) (�2.09) (�2.26)

DOJREM �.046 �.046 �.044
(�2.32) (�2.41) (�2.32)

D FOODM þ.058
(2.33)

D GENM �.010
(�1.60)

Constant .013 .014 .017
R2 .082 .113 .101
F-statistic 6.04 (3, 204) 6.47 (4, 203) 5.68 (4, 203)

Source: Block, Nold, and Sidak [1981].
Notes: Each regression is based on 208 observations.
aThis coefficient is estimated in per million dollars.
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caught once. In any of these three cases, there may not be

much to gain from the ban on talking.

It is also possible that talking has some procompeti-

tive price-reducing effects that fully or partially offset any

tendency toward higher prices. Sproul [1993], for example,

argues that many price-fixing conspiracies may be engaged

in socially beneficial activities that reduce costs and, hence,

prices (perhaps by allocating output more efficiently across

firms, as discussed above). McCutcheon [1997] suggests an-

other possibility: the Sherman Act’s ban on talking may

make collusion easier because it makes renegotiation of

planned punishments more difficult. Certainly these last two

possible explanations would be consistent with the view

that the Sherman Act’s ban on talking was doing more

harm than good.

Yet, there are several reasons why those studies could be

missing some of the price-reducing effects of the ban on

talking. The first is an issue with measurement: it may be

that firms who have been engaged in price fixing are able

to maintain high prices for a period of time even after they

are no longer talking.18 If so, those studies simply may

have missed the effect by not considering a period long

enough after the enforcement event. A second reason is that

cartels that talk may be relatively ineffective now because of

conspirators’ fear of investigation and detection. If so, those

studies may not give us a good sense of what prices would

be without any form of price-fixing enforcement. Third,

firms may take the probability of detection as unchanged

even after being caught. If so, their behavior will not change

after an indictment, even if the prospect of being caught

does affect the extent to which they engage in price fixing.

In addition, a number of studies—including several re-

cent ones—do provide evidence of more substantial eleva-
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tions in price because of price-fixing conspiracies. Porter

and Zona [1999] examine bidding behavior at procurement

auctions for school milk in Ohio from 1980 to 1990. The

data were collected as part of a case brought by the attorney

general of Ohio against thirteen Ohio dairies as a result of

the 1993 confessions of two dairies operating in the south-

western part of the state (who testified that they had rigged

bids with other firms in the area). As a measure of the effect

of the conspiracy on prices, Porter and Zona conduct a re-

gression analysis in which they regress the winning bid on

various measures of the contract terms requested by the

school district (for example, was a cooler to be provided?

straws?), various measures of the costs of the potential bid-

ders (for example, the distance between the school district

and the closest and second-closest milk plants), and a func-

tion of two measures of competition: (i) the inverse of

the Herfindahl-Hirschman Index derived from firms’ shares

of milk processing plants within seventy-five miles of the

school district (the number of ‘‘equivalent firms’’) and (ii)

the change in the effective Herfindahl-Hirschman Index be-

cause of the presence of any defendant firms with plants

within seventy-five miles of the school district, denoted as

Delta (that is, the amount the index changes when one treats

the conspiring firms as a single firm).

Columns (a)–(c) of table 2.2 show for each year the esti-

mated coefficients on variables that include Delta—Delta it-

self, the square of Delta (labeled Delta2), and an interaction

term between Delta and the inverse of the Herfindahl-

Hirschman Index. Column (d) shows the average percent-

age effects on price in each year that are implied by those

estimated coefficients for school districts in southwestern

Ohio.19 They average to a 4.6% price elevation over the

ten-year time period. Weighting instead by the different
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number of auctions in the different years, and excluding

three years in which the cartel was said to have broken

down (1983–1984, 1989–1990, and 1990–1991), the average

is 6.5%.

Although a 6.5% elevation is not large, two points should

be noted. First, Porter and Zona have some direct informa-

tion on the firms’ costs. While the bid predicted for a non-

defendant dairy that is twenty miles from the school district

is between 12.5 and 13.0 cents per half-pint carton (depend-

ing on the model used), variable costs are roughly 10 cents

per carton. The 6.5% price increase therefore represents

roughly a 30% increase in the mark-up over costs. Assum-

ing no reduction in quantities purchased (school demand

for milk is in fact very inelastic), the percentage increase in

profits because of collusion is substantial even if the price

elevation is not. Second, this 6.5% is an average over dis-

tricts in which defendants did and did not have market

power. Column (e) of table 2.2 shows the average per-

centage increase in price in each year because of the conspir-

acy when attention is limited to southwestern districts in

which one of the defendants was an incumbent in the pre-

vious year, as these were likely to be markets in which

the defendants jointly had greater market power. The aver-

age price increases in each year for those markets are sub-

stantially larger, ranging as high as 49% and averaging

roughly 24.6% over the eight years in which the cartel was

effective.

Another study showing substantial effects of price fixing

in procurement auctions is Froeb, Koyak, and Werden

[1993]. They examine the effect of a proven conspiracy

among bidders in U.S. Department of Defense procure-

ment auctions for frozen perch (a type of fish). They fit

a reduced-form pricing model from the postconspiracy
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period and project back into the conspiracy period to get

‘‘no-conspiracy’’ predicted prices (also known as ‘‘but for’’

prices) for the earlier conspiracy period. Doing so, they find

an estimated price elevation of 27.3% over the entire con-

spiracy period.

Kwoka [1997] studies a long-lasting conspiracy among

bidders in real estate auctions in Washington, DC. Kwoka

is able to get an estimate of the cartel overcharge (since

Kwoka examines a buyer cartel, this is the amount that bids

were reduced) by comparing the price paid by the cartel in

the auction to the price at which the item was sold later in

a postauction ‘‘knock-out auction’’ among the cartel mem-

bers.20 From this comparison, Kwoka estimates an over-

charge of roughly 32%.

Howard and Kaserman [1989] examine the effects of a

price-fixing conspiracy among firms bidding on city sewer

construction contracts. The evidence in the case indicated

that at one point the firms became frightened of being dis-

covered (because of federal criminal investigations in the

road paving business) and ceased their collusive activity.

This allowed Howard and Kaserman to compare bidding

on seven rigged and thirty-nine nonrigged jobs. They esti-

mate an overcharge of roughly 40% because of price fixing.

These four studies focus on auction settings in which

collusion may be relatively easy (government procurement

auctions in Porter and Zona [1999], Froeb, Koyak, and

Werden [1993], and Howard and Kaserman [1989]; an oral

ascending auction in Kwoka [1997]). Some recent highly

publicized international cartels have provided evidence of

substantial price increases in nonauction settings (Connor

[2001a], Griffin [2001]).

One such conspiracy was the highly publicized lysine car-

tel, which fixed prices from 1992–1995. Lysine is a feed ad-
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ditive that promotes the growth of lean muscle in animals.

Figure 2.4 shows the price of lysine from January 1990–

December 1995 (drawn using data in White [2001]). Prior to

1991, the lysine industry involved a small number of firms,

all foreign. Then, in early 1991, Archer Daniels Midland

(ADM) entered the industry with a new production facility.

This facility massively increased industry capacity from 390

million pounds to 640 million pounds a year. By mid-1992,

with this plant still producing at only 40% of its capacity,

lysine prices had fallen dramatically, to the point where

Figure 2.4

Price of lysine, January 1992–December 1995
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ADM no longer was covering its variable costs. The cartel

formed in June of 1992 with an agreement to raise prices

from their 69 cent level to over 1 dollar. Prices rose, but

then in early 1993 adherence to the cartel agreement began

to unravel. In October 1993, the cartel reached a new agree-

ment fixing market shares, after which prices stabilized at a

high level. Then, in June 1995, the FBI raided ADM head-

quarters, ending the conspiracy.

Judging exactly how much of the lysine price increase

was because of the conspiracy requires disentangling the

regular seasonal cycle in lysine prices (which decline in

summer and rise each fall, with the notable exception

of 1994 during the conspiracy) and also determining what

prices would have been without the conspiracy. A plaintiff’s

witness in the case estimates the overcharge at 17% (Connor

[2001a, 264]; see also Connor [2001b] and White [2001]).

Overall, then, the published evidence on the effect of

price-fixing conspiracies is somewhat mixed. Given the fact

that significant damage awards in price-fixing cases are a

relatively common occurrence, and those are by law based

on evidence regarding the overcharge resulting from the

conspiracy, it is surprising how limited the published litera-

ture is that documents significant effects of price fixing.21

It would be good to see more of this evidence documented

in print (in refereed settings). Also, to the extent that the

mixed empirical evidence reflects a real diversity of effects,

it would be useful to learn something about the factors asso-

ciated with greater price increases from price fixing.

2.4 Detecting Price Fixing

In many cases direct evidence that a price-fixing conspiracy

exists may not be available (for example, evidence of meet-
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ings at which prices to be charged were agreed to), but we

may want to draw indirect inferences from other evidence.

There are two principal reasons why we might wish to do

so. First, an enforcement agency may be interested in using

various indicia to guide their enforcement efforts. With

these in hand, certain industries might be targeted for more

in-depth investigation in a search for direct evidence of a

price-fixing conspiracy. Second, a court (or jury) in a price-

fixing case may be faced with a fact pattern in which there

is no ‘‘smoking gun’’—that is, no direct evidence that any

discussions took place—and may need to decide based on

indirect evidence whether to find the defendants guilty. The

question in both cases is what kinds of evidence we should

interpret as increasing the likelihood that a price-fixing

conspiracy is taking, or has taken, place? The economics

and legal literatures have focused on two types of evidence,

structural evidence and behavioral evidence.

Structural Evidence

Structural evidence focuses on characteristics of the indus-

try and its product(s). The most well-known paper on this

issue is Hay and Kelley [1974]. They discuss various struc-

tural factors that might be expected to influence the likeli-

hood of the firms in an industry engaging in price fixing,

and then they document the characteristics of the industries

in which the DOJ has found price fixing to have occurred.

At a very rudimentary level, we can expect the likelihood

of price fixing to be increasing in the net benefit of engaging

in it, including the expected costs of the conspiracy being

detected and successfully prosecuted, which might be writ-

ten as

pðtalkÞ � pðdo not talkÞ � EðcostsÞ: ð2:4Þ
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We can divide the factors that might be expected to affect

this net benefit into three categories:

(i) Factors that affect the potential size of pðtalkÞ � pðdo
not talkÞ.

Here we capture the difference between the most profit-

able outcome possible for the firms (the best possible sub-

game perfect Nash equilibrium) and the worst. Put simply,

if this difference is small, say because there is very little abil-

ity to sustain positive profits in an industry, then there is

little reason to attempt to fix prices given the potential crim-

inal penalties that could result. One set of factors affecting

this potential difference relates to the incentives to cheat.

These factors make it harder to sustain any given increase

in price above the noncooperative level. Industry character-

istics that affect this would include

� the level of concentration in the industry (greater con-

centration makes sustaining a given supracompetitive price

easier; see Tirole [1988, 247–248]),

� the degree of observability of firms’ prices (lesser observ-

ability, including more noisy signals of price cuts, make sus-

taining a given supracompetitive price harder; see Stigler

[1964] and Green and Porter [1984]),

� the lumpiness of demand (lumpy demand makes sustain-

ing a collusive scheme more difficult; see Tirole [1988, 248]),

� the levels of capacity in the industry (both the level of

aggregate capacity and its distribution can matter, although

the effect is not necessarily monotonic; see Brock and

Scheinkman [1985] and Compte, Jenny, and Rey [2002]).

Another set of factors that affect this potential difference

relates to the extent to which a given price increase raises
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profits. These include, for example, market size (doubling

market demand at each price doubles the potential gains

from price fixing if costs exhibit constant returns to scale)

and the elasticity of demand.22

(ii) Factors that affect the amount of the potential gain that

is actually realized by talking.

Many of the factors discussed by Hay and Kelley fall into

this category. In Hay and Kelley’s discussion, they focus on

how a given factor affects the ease of coordination with ex-

plicit collusion. The difficulty, however, is that most of the

factors that one might think of here have theoretically am-

biguous effects because a factor that makes coordination

easier is likely to make coordination easier both when firms

talk and when they do not. For example, when there

are more firms in an industry, coordination is likely to be

harder both with talking and without; when the products

are more homogeneous in the sense that there are fewer of

them, their characteristics are unchanging, and so on, coor-

dination is likely to be easier both when talking and when

not; and when the firms are more symmetric, coordination

is likely to be easier, both with talking and without. What

determines how a given factor affects the incentive to en-

gage in price fixing is the extent to which it makes coordina-

tion relatively easier when firms talk than when they do

not. In essence, Hay and Kelley’s discussion assumes that

firms are very unlikely to coordinate successfully without

explicit communication, so that only changes in the ease of

coordinating with explicit communication matter. However,

as we saw in section 2.3, relatively little is currently known

about this issue.23

(iii) Factors that affect the expected costs of price fixing.
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The first factor that affects the expected costs of collusion

is simple: the severity of punishments. Unfortunately, this

will not typically vary across industries (at least within a

country). However, a number of factors can be expected

to affect the likelihood of detection and are likely to vary

across industries. Here we can include the number of neces-

sary participants (more participants is generally thought to

make it more likely that some participant will either inform

the authorities or tell someone else who will inform the

authorities), the sophistication of buyers (if they know the

costs of production, they are more likely to know when

price levels or increases are not justified and may then per-

form their own private investigation), the importance of the

product to buyers (greater importance increases buyers’ in-

centive to monitor and investigate privately), and factors

that increase the required number of meetings such as the

number of products or product characteristics over which

agreement must be reached.24 In addition, there may be

costs of price fixing unrelated to detection and punishment,

including costs of meetings, bargaining, and monitoring.

These costs are likely to increase, for example, with the

number of participants.

Hay and Kelley present a summary of successful criminal

price-fixing cases brought by the DOJ from 1963 to 1972.25

Altogether they find sixty-five such cases (a summary of

these cases can be found in the appendix of the Hay and

Kelley paper). The conspiracies were detected in a variety

of ways. Of the forty-nine cases for which Hay and Kelley

know how the conspiracy was detected, twelve were

uncovered as a result of a grand jury investigation in an-

other case; ten were because of a complaint by a competitor

(a somewhat puzzling fact, perhaps indicating that the

firms were engaged in exclusionary behavior as well); seven
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were because of a customer complaint; six were because of a

complaint by a local, state, or federal agency; and three

were because of a complaint by current or former employ-

ees. (The remaining cases were detected in various ways,

with each method of detection accounting for one or two

cases.)

One of Hay and Kelley’s most striking conclusions is that

these cases were weighted heavily toward highly concen-

trated markets. Table 2.3 summarizes the distributions of

the number of conspirators for the sixty-two cases in which

this information was available and the four-firm market

concentration ratio for the fifty cases in which this infor-

mation was available.26 Of the fifty latter cases, twenty-one

involved a market with a four-firm concentration ratio over

seventy-five (42%), and thirty-eight of the fifty involved a

market with a four-firm concentration ratio over fifty (76%).

In comparison, Scherer and Ross [1990] report that the pop-

ulation distribution of concentration among four-digit man-

ufacturing industries in 1982 had only 5.1% of the industries

with concentration over eighty, and 17.6% with concen-

tration over sixty.27 This finding must be considered with

some care. Since we are observing a sample of successfully

prosecuted conspiracies, the selection process that deter-

mines which conspiracies are detected matters here. How-

ever, since it seems more likely that conspiracies involving

many firms will be detected (and Hay and Kelley report

that conspiracies involving many firms did not last long be-

fore being detected), these concentration numbers may actu-

ally be downward biased relative to the true population

distribution of concentration for markets with conspira-

cies.28 Table 2.3 also reveals that almost all conspiracies

involving a large number of firms involved a formal trade

association. What is less clear from these statistics is
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whether there is a reduced likelihood of price fixing at the

very highest levels of concentration (for example, once there

are only two or three firms).

In other dimensions, Hay and Kelley find that nearly all

of the cases involve products that are homogeneous across

firms and that a majority of the cases involve a conspiracy

that was organized in response to price wars or a ‘‘lack of

discipline’’ in the market. In addition, it was often the case

that when members of an industry in one local market were

found to be colluding, the members in other markets were

as well, lending support to the view that there are structural

factors that affect the likelihood of collusion. Relative to our

discussion in section 2.3 concerning interpretations of find-

ings of small effects from price-fixing enforcement actions,

it is noteworthy that Hay and Kelley also observe that an

industry that was prosecuted successfully once often was

prosecuted successfully again later.

Finally, thinking about the incentives for firms to engage

in price fixing has some potentially interesting implications

for interpreting empirical results on price fixing’s effects.

Specifically, as penalties for price fixing become more

severe, the level of effectiveness at which firms find price

fixing to be worthwhile should increase. Since U.S. price-

fixing penalties have increased markedly over time, espe-

cially after the passage of the U.S. Sentencing Guidelines,

we might expect more recent price-fixing conspiracies to

have greater price effects. The evidence we reviewed in sec-

tion 2.3 seems to show some of this pattern.

Behavioral Evidence

One might also hope to draw inferences about the likeli-

hood of price fixing from evidence of firms’ behavior. Can

observation of firms’ behavior be used to infer the existence
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of a price-fixing conspiracy? What if all firms charge the

same price? How about the same very high price? What if

they all follow the prices announced by firm A, the largest

firm in the industry? What if they, in other ways, seem to

behave ‘‘cooperatively’’? The difficulty we run into with all

of these ideas is the same difficulty we ran into earlier: for-

mal economic theory tells us that any outcome that is possi-

ble with talking is also possible without it.29 If we are to

draw an inference then, it must be because we think that

certain types of behaviors are nonetheless more likely when

firms are able to explicitly coordinate. But, as we have seen,

formal economic theory currently offers little help on this

point.

Intuition suggests that we might in some cases be

inclined to draw an inference of price fixing. Suppose, for

example, that we observe complicated parallel behavior:

each of ten firms charge 19.174 per unit on Friday and all

simultaneously (that is, without first observing other firms

doing so) change to 20.343 on Monday morning. Suppose

further that there has been no sudden change in demand

and no change in the price of any significant input. Finally,

suppose that the profit loss from being the only firm to

charge the higher price is severe, making a unilateral price

increase quite risky for a firm, as in the game depicted in

figure 2.1. It is certainly possible that such behavior could

result without any communication. But it appears unlikely,

even if this can unfortunately be said at present mostly at

an intuitive, rather than at a formal theoretical level.30

Economists’ efforts at providing evidence of conspiracy

instead typically focus on identifying whether firms have

been exhibiting ‘‘cooperative’’ behavior. In the simplest form

of this work, an economist charged with convincing a judge

or jury that a conspiracy has taken place (or an economist at
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the DOJ or FTC looking for evidence of a conspiracy) would

look at whether prices were high relative to costs compared

to other similar markets or time periods. More generally, an

economist might look for any differences in behavior across

markets, time periods, or firms (that is, suspected conspira-

tors versus nonconspirators).

Two interesting attempts to look for cooperative behavior

in the context of procurement auctions appear in a pair of

papers: Porter and Zona [1993] and [1999]. Both papers at-

tempt to identify cooperative behavior in a subset of firms

known to have colluded by looking for differences in behav-

ior from a control group comprised of the other firms in the

market. (The idea is that if the tests work in these cases, then

one might feel confident in using them when one suspects

collusion may be taking place.)

In the Porter and Zona [1999] study of school milk pro-

curement auctions discussed in section 2.3, they look at two

features of a firm’s behavior: its decision of whether to bid

and its decision of how much to bid conditional on sub-

mitting a bid. The explanatory variables include the pro-

curement specifications as well as the firm’s cost position

absolutely and relative to other firms. Figures 2.5 and 2.6

depict how these two decisions depend on distance for

‘‘competitive’’ firms (those not accused of price fixing) based

on the results of their estimations. (The three curves in each

figure correspond to the results for their ‘‘base’’ model and

two models that include fixed effects for different bidders

and for different bidders and different school districts, re-

spectively.) The likelihood of bidding declines sharply with

the distance to the school district, while bid levels increase

with this distance. In contrast, Porter and Zona show that

suspected members of the cartel display radically different

behavior. For example, their bids instead often decrease
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Figure 2.5

Predicted probability of submitting a school milk bid by distance from dis-
trict for competitive firms (Porter and Zona [1993])

Figure 2.6

Predicted level of school milk bid (conditional on bidding) by distance from
district for competitive firms (Porter and Zona [1993])
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with distance since they bid competitively when they bid in

auctions that are far away and not covered by the cartel

agreement.

Porter and Zona [1993] studies procurement auctions for

highway paving jobs on Long Island, New York from April

1979 through March 1985. In contrast to the school milk

study, here no characteristics of the job are available in their

data. Hence, comparing bid levels across jobs is not feasible.

Instead, Porter and Zona make use of a clever insight: if the

suspected firms are engaged in a price-fixing scheme where-

by they designate one bidder as the serious bidder and the

rest as ‘‘phantom’’ bidders, then the determinants of the

lowest cartel bid might be quite different than those for all

other cartel bids (the former should be based on costs, the

latter may not be), while the determinants of bids for all

competitive firms should be the same. They examine this

idea by focusing on the ranking of bids within a job. Specifi-

cally, let Xi denote observable factors affecting the costs of

firm i doing the project (such as the number of jobs the firm

currently is handling) and assume as do Porter and Zona

that we can write a firm’s bid function as an increasing

function bðXib þ eiÞ. With just two firms, for example, we

can write the probability that firm i bids less than firm j as

Prðbi < bjÞ ¼ Prðej � ei a ðXi � XjÞbÞ:
As Porter and Zona observe, if rn is the identity of the nth

highest bidder from among a set of N firms, then we can

write

Prðr1; . . . ; rNjbÞ ¼ Prðr1jbÞ � Prðr2; . . . ; rN jr1; bÞ:
Now, if firms are behaving noncooperatively, we should

get the same estimates of b from either trying to explain

the identity of the low bidder from among a group of N
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firms using the probability model Prðr1jbÞ, or explaining the

ordering of the other N � 1 firms using the probability

model Prðr2; . . . ; rN jr1; bÞ. Porter and Zona estimate these

two models for competitive firms and suspected cartel firms

separately. Table 2.4 shows the results for competitive

firms. Column (1) reports parameter estimates based on

explaining the ranks of all bids according to the model

Prðr1; . . . ; rN jbÞ, column (2) is based on explaining the iden-

tity of the lowest bidder using the model Prðr1jbÞ, and col-

umn (3) is based on explaining the ranking of all but the

lowest bid using the model Prðr2; . . . ; rN jr1; bÞ. The parame-

ter estimates are very similar in columns (2) and (3) (com-

pare the coefficients on the capacity utilization variables

Table 2.4

Rank-based estimates of bid determinants for competitive firms in highway
paving jobs

All ranks
(1)

Low ranks
(2)

Higher ranks
(3)

Observations 244 75 169
Log likelihood �291.4 �89.85 �199.4
UTIL �.0070 .0161 �.0552

(.1) (.1) (.3)

UTILSQ .0986 .0534 .1596
(.8) (.3) (1.0)

NOBACK �.0283 .0089 �.0454
(1.0) (.2) (1.3)

CAP �1.888 �1.641 �2.100
(3.8) (2.4) (3.0)

CAPSQ 6.869 6.517 7.020
(3.9) (2.6) (2.9)

ISLAND �.0182 �.0759 .1016
(.3) (.9) (.9)

Source: Porter and Zona [1993].
Note: Absolute values of t-statistics are displayed in parentheses.
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CAP and CAPSQ, which are the only statistically significant

variables); one cannot reject the hypothesis that the parame-

ters are the same. In contrast, we see in table 2.5 that the

estimates for explaining the lowest bidder from among

the cartel firms are very different from those explaining the

ranks of the other cartel bids. Here one can reject the esti-

mates being the same at a 94% confidence level.

This is a very nice exercise, but a few caveats are worth

mentioning. First, Porter and Zona impose fairly strong

functional-form restrictions in their estimation. Second, co-

operation could take forms that would not be detectable by

this test. For example, firms could collude simply by agree-

ing to behave as if their costs were inflated by some fixed

percentage. By doing so they would be indistinguishable

from firms that are behaving noncooperatively. Third, for

the reasons we have discussed previously, the methods in

Table 2.5

Rank-based estimates of bid determinants for suspected cartel firms in
highway paving jobs

All ranks
(1)

Low ranks
(2)

Higher ranks
(3)

Observations 85 50 35
Log likelihood �73.97 �44.58 �24.92
UTIL .0429 .2107 .2310

(.3) (1.0) (.6)

UTILSQ �.0112 �.1128 �.4300
(.1) (.6) (.9)

CAP .4306 1.101 �2.537
(.9) (1.3) (1.6)

CAPSQ �.8473 �1.904 3.861
(.9) (1.2) (1.4)

Source: Porter and Zona [1993].
Note: Absolute values of t-statistics are displayed in parentheses.
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these papers cannot eliminate the possibility that the behav-

ior in question arises without any explicit communication

having occurred.

The courts have struggled with this inference issue, and

their decisions often appear rather confused both in terms

of their goal and how they try to achieve it. Sometimes

a court has said that they are trying to infer an express

agreement but has used criteria that do not make any sense,

such as mere evidence that behavior is interdependent. At

other, less frequent, times the courts have seemed to say

that the occurrence of an express agreement is not even

necessary for finding a violation if behavior is sufficiently

cooperative—some form of ‘‘conscious parallelism’’ would

do.31

2.5 Antitrust Policy Toward Tacit Collusion

The discussion at the end of section 2.4 raises a significant

question: Why should we require an express agreement

to find firms guilty of a violation of the Sherman Act?

That is, can we not apply the Sherman Act’s prohibition

on conspiracies in restraint of trade to include tacit ‘‘con-

spiracies’’—that is, tacit collusion? Leaving aside issues

of the original intent of the statute, what should we think of

such a policy?

It is sometimes argued that a good reason for limiting ap-

plication of the Sherman Act to express agreements is that it

is hard to describe what it is we would be telling oligopo-

lists to do otherwise. Can we tell them ‘‘Do not tacitly col-

lude’’? Or ‘‘Do not make your pricing decisions with regard

to what your rivals do’’? Are they not just acting rationally

when they make these decisions? And would it be fair to
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send managers to jail for failing to follow such vague pre-

scriptions? It is also sometimes argued that to apply the

Sherman Act to tacit collusion would involve the courts in

an ongoing process akin to price regulation of industries.

Donald Turner, who provided the most forceful articula-

tion of these arguments, concluded that the elimination

of tacit collusion was best left out of section 1 enforce-

ment (Turner [1962]). Instead, Turner argued for a policy of

restructuring highly concentrated markets through divesti-

ture (under either section 2 of the Sherman Act or new legis-

lation) to address the underlying structural causes of tacitly

collusive behavior [Turner (1969)]. This view was also

adopted by the well-known Neal Report [1968].

A different approach has been championed by Posner

[1976, 2001]. Posner takes issue with the underlying premise

that the ‘‘rationality’’ of oligopolistic pricing precludes anti-

trust limits on oligopolists’ pricing practices. After all, does

the threat of traffic tickets not alter the behavior of ‘‘ratio-

nal’’ drivers of automobiles? Posner proposes then that the

DOJ and FTC be able to seek monetary penalties if they

prove that an industry was engaged in tacit collusion.

Each of these proposals avoids the problem of continuing

price regulation of the industry, and neither involves jail

sentences as a possible penalty, but each also has its prob-

lems. Regarding Turner’s (and the Neal Report’s) proposal,

Posner [2001], for example, devotes an entire chapter to

arguing that, historically, structural divesture under the

antitrust laws (in response to mergers or monopolization)

has been slow, costly, and of minimal benefit. Moreover,

the need to consider any possible efficiency losses (because

of losses of economies of scale or otherwise) often may

make restructuring proceedings difficult and costly affairs.
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Posner’s proposal, on the other hand, suffers from a vague-

ness about exactly what is to be considered ‘‘tacit collusion.’’

It seems to require that courts draw an inference that firms

are using dynamic strategies (for example, not undercutting

the market price because of concerns over rivals’ responses

or responding to rivals’ price cuts by starting a price war)

to be guilty of ‘‘tacit collusion.’’ High prices from static

Cournot competition, for example, seem not to qualify. But,

in the real world firms’ strategies are dynamic for many

reasons: they respond to customers showing them a lower

price received from a rival, they set prices given demand

that is itself often dynamic in nature, and they respond to

rivals’ previous long-lived investments. Any such determi-

nation by a court seems likely to be fraught with difficulty.

One can also think of some other possible approaches:

perhaps the trigger for structural intervention or monetary

penalties could be evidence of high price-cost margins,

rather than either high concentration (which need not al-

ways lead to high margins) or ‘‘tacitly collusive’’ behavior.

This has the advantage of focusing directly on the ultimate

welfare concern. Moreover, if structural remedies are to be

imposed, perhaps significant weight should be given to the

ease with which such divestitures could be carried out.

Yet, these ideas, too, are not without their problems. First,

economists are able to determine margins only imperfectly

in many cases. False positives are a real danger here,

although as our empirical techniques improve (and they

recently have been improving rapidly), this should become

less of a problem. Second, there is an important issue of ex

ante incentives that our discussion has ignored so far. Firms

will naturally avoid placing themselves in positions that

trigger antitrust intervention, whether monetary damages

or restructuring, and this may lead them to shy away from
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cost reductions or product improvements that might im-

prove their margins.

These issues are clearly difficult ones. The last extended

public discussion of them occurred some thirty years ago.

They largely were forgotten after the 1970s in the general

move away from confidence in activist government inter-

vention in the economy. Recently they have begun to re-

ceive some attention once again.32
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3 Horizontal Mergers

3.1 Introduction

In this chapter our attention turns to horizontal merger

policy. The Sherman Act’s prohibition on ‘‘contracts, combi-

nations, and conspiracies in restraint of trade,’’ whose appli-

cation to price fixing we discussed in chapter 2, also applies

to horizontal mergers. In addition, section 7 of the Clayton

Act includes a more specific prohibition on mergers whose

effect may be ‘‘substantially to lessen competition, or to

tend to create a monopoly.’’

While both horizontal mergers and price fixing may help

firms raise price (mergers even more effectively than price

fixing), there is an important difference: mergers are much

more likely to lead to significant efficiency improvements.

This makes the balancing of anticompetitive price effects

and procompetitive efficiency effects central to merger

analysis.

Despite the potential for merger-related efficiencies, from

the 1950s through the 1970s the U.S. courts were extremely

hostile toward horizontal mergers, often condemning them

in markets that were and would remain unconcentrated.1

Since 1980, however, with a more conservative judiciary



and an increasing influence of economic reasoning, hori-

zontal merger policy has become much more permissive.

During this same period, there has also been substantial

progress in economists’ ability to analyze proposed hori-

zontal mergers. In what follows we will review this prog-

ress while also noting some of the significant open

questions that remain.

3.2 Theoretical Considerations

The Williamson Trade-off

The central issue in the evaluation of horizontal mergers lies

in the need to balance any reductions in competition against

the possibility of productivity improvements arising from a

merger. This trade-off was first articulated in the economics

literature by Williamson [1968], in a paper aimed at getting

efficiencies to be taken seriously. This ‘‘Williamson trade-

off’’ is illustrated in figure 3.1.

Suppose that the industry is initially competitive, with a

price equal to c. Suppose also that after the merger, the mar-

ginal cost of production falls to c 0 and the price rises to p 0.2

Aggregate social surplus before the merger is given by area

ABC, while aggregate surplus after the merger is given by

area ADEF. Which is larger involves a comparison between

the area of the shaded triangle, which is equal to the dead-

weight loss from the postmerger supracompetitive pricing,

and the area of the shaded rectangle, which is equal to the

merger-induced cost savings. If there is no improvement

in costs, then the area of the rectangle will be zero and the

merger reduces aggregate surplus; if there is no increase

in price, then the area of the triangle will be zero, and

the merger increases aggregate surplus. Williamson’s main

58 Chapter 3



point was that it does not take a large decrease in cost for

the area of the rectangle to exceed that of the triangle: put

crudely, one might say that ‘‘rectangles tend to be larger

than triangles.’’ Indeed, in the limiting case of small changes

in price and cost, differential calculus tells us that this will

always be true; formally, the welfare reduction from an

infinitesimal increase in price starting from the competitive

price is of second-order (that is, has a zero derivative), while

the welfare increase from an infinitesimal decrease in cost is

of first-order (that is, has a strictly positive derivative).

Figure 3.1

The Williamson trade-off
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Four important points should be noted, however, about

this Williamson trade-off argument. First, a critical part of

the argument involves the assumption that the premerger

price is competitive; that is, equal to marginal cost. If,

instead, the premerger price p exceeds the premerger mar-

ginal cost c then we would no longer be comparing a trian-

gle to a rectangle, but rather a trapezoid to a rectangle (see

figure 3.2) and ‘‘rectangles aren’t bigger than trapezoids;’’

that is, even for small changes, both effects are of first-

order.3 Put simply, when a market starts off at a distorted

Figure 3.2

The Williamson trade-off when the premerger price exceeds marginal cost
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supracompetitive price, even small increases in price can

cause significant reductions in welfare.

Second, the Williamson argument glosses over the issue

of differences across firms by supposing that there is a sin-

gle level of marginal cost in the market, both before and af-

ter the merger. However, since any cost improvements are

likely to be limited to the merging firms, it cannot be the

case that this assumption is correct both before and after

the merger, except in the case of an industry-wide merger.

More importantly, at an empirical level, oligopolistic indus-

tries (that is, those in which mergers are likely to be scruti-

nized) often exhibit substantial variation in marginal cost

across firms. The import of this point is that a potentially

significant source of welfare variation arising from a hori-

zontal merger is entirely absent from the Williamson analy-

sis, namely the welfare changes arising from shifts of

production across firms that have differing marginal costs;

so-called, ‘‘production reshuffling.’’ We will explore this

point in some detail shortly.

Third, the Williamson analysis takes the appropriate wel-

fare standard to be maximization of aggregate surplus. But,

as we discussed in chapter 1, a question about distribution

arises with the application of antitrust policy. Although

many analyses of mergers in the economics literature focus

on an aggregate surplus standard, current U.S. law as well

as the DOJ and FTC Horizontal Merger Guidelines (which we

discuss in section 3.3) are probably closest to a consumer

surplus standard.4,5 If so, then no trade-off needs to be con-

sidered: the merger should be allowed if and only if the effi-

ciencies are enough to ensure that price does not increase.

Finally, the Williamson argument focuses on price as the

sole locus of competitive interaction among the firms.

In practice, however, firms make many other competitive
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decisions, including their choices of capacity investment,

R&D, product quality, and new product introductions.

Each of these choices may be affected by the change in mar-

ket structure brought about by a merger. We return to this

point at the end of this section.

Formal Analysis of the Welfare Effects of Mergers

Careful consideration of these issues requires a more com-

plete model of market competition. Farrell and Shapiro

[1990] provide such an analysis for the special case in which

competition takes a Cournot form. (For related analyses, see

Levin [1990] and McAfee and Williams [1992].) They inves-

tigate two principal questions: First, under what conditions

are cost improvements sufficiently great for a merger to re-

duce price? As noted earlier, this is the key question when

one adopts a consumer surplus standard. Second, can the

fact that proposed mergers are profitable for the merging

parties be used to help identify mergers that increase aggre-

gate surplus? In particular, one difficult aspect of evaluating

the aggregate welfare impact of a merger involves assessing

the size of any cost efficiencies. The merging parties always

have an incentive to overstate these efficiencies to help gain

regulatory approval (or placate shareholders), and these

prospective claims are hard for the DOJ or FTC to verify.

But since only the merging parties realize these efficiency

gains, it might be possible to develop a sufficient condition

for a merger to enhance aggregate surplus that does not re-

quire investigation of claimed efficiencies by asking when

the merger has a positive net effect on parties other than the

merging firms.

Consider the first question: When does price decrease as

a result of a merger in a Cournot industry? To be specific,

suppose that firms 1 and 2 contemplate a merger in an N-
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firm industry and, without loss of generality, suppose that

their premerger outputs satisfy x̂x1 b x̂x2 > 0. Following Far-

rell and Shapiro, we assume that the equilibrium aggregate

output increases if and only if, given the premerger aggre-

gate output of nonmerging firms X̂X�12, the merger causes

the merging firms to want to increase their joint output.

The following two assumptions are sufficient (although not

necessary) for this property to hold:6

(A1) The industry inverse demand function Pð�Þ satisfies

P 0ðXÞ þ P 00ðXÞX < 0 for all aggregate output levels X.

(A2) c 00i ðxiÞ > P 0ðXÞ for all output levels xi and X having

xi aX, and for all i.

Letting X̂X be the aggregate premerger output in the mar-

ket, the premerger Cournot first-order conditions for these

two firms are

P 0ðX̂XÞx̂x1 þ PðX̂XÞ � c 01ðx̂x1Þ ¼ 0 ð3:1Þ
P 0ðX̂XÞx̂x2 þ PðX̂XÞ � c 02ðx̂x2Þ ¼ 0: ð3:2Þ
Adding these two conditions together we have

P 0ðX̂XÞðx̂x1 þ x̂x2Þ þ 2PðX̂XÞ � c 01ðx̂x1Þ � c 02ðx̂x2Þ ¼ 0: ð3:3Þ
Now suppose that the merged firm’s cost function will be

cMð�Þ. Assuming that the merged firm’s profit function is

concave in its output [which is also implied by (A1) and

(A2)], its best response to X̂X�12 is greater than the sum of

the two firms’ premerger outputs x̂x1 þ x̂x2 if and only if

P 0ðX̂XÞðx̂x1 þ x̂x2Þ þ PðX̂XÞ � c 0Mðx̂x1 þ x̂x2Þ > 0; ð3:4Þ
or, equivalently [using (3.3)], if
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c 02ðx̂x2Þ � c 0Mðx̂x1 þ x̂x2Þ > PðX̂XÞ � c 01ðx̂x1Þ: ð3:5Þ
Since c 01ðx̂x1Þa c 02ðx̂x2Þ < PðX̂XÞ [this follows from the pre-

merger first-order conditions (3.1) and (3.2) and the fact that

x̂x1 b x̂x2 > 0], this can happen only if

c 0Mðx̂x1 þ x̂x2Þ < c 01ðx̂x1Þ: ð3:6Þ
Condition (3.6) is a stringent requirement. It says that

for price to fall the merged firm’s marginal cost at the pre-

merger joint output of the merging firms must be below the

marginal cost of the more efficient merger partner. To better

understand this condition, suppose that the merged firm

has the same marginal cost as the more efficient merger part-

ner (at the premerger output levels) and think about each of

their incentives to increase output marginally. A marginal

increase in output has the same incremental cost and is

also sold at the same price for the two firms. However, the

accompanying reduction in the market price is more costly

for the merged firm than it would be for the more efficient

merger partner because the merged firm sells more. Since

the more efficient merger partner did not find it worthwhile

to further increase its output before the merger, neither will

the merged firm. Hence, for the merged firm to increase its

output above the premerger level, it must have a lower

marginal cost than the more efficient merger partner.

From condition (3.6), we can see that some kinds of

mergers can never reduce price. First, as is no surprise, a

merger that reduces fixed, but not marginal, costs cannot

lower price. For example, imagine that before the merger

each of the merging firms has cost function cðxÞ ¼ Fþ cx,

while the cost function of the merged firm is cMðxÞ ¼
FM þ cx, where FM < 2F. By (3.6), this merger cannot reduce

price.

64 Chapter 3



More interesting, however, a merger that involves ‘‘no

synergies’’—that is, whose only efficiencies involve a reallo-

cation of output across the firms so that

cMðxÞ ¼ min
x 0
1
;x 0

2

½c1ðx 0
1Þ þ c2ðx 0

2Þ� s:t: x 0
1 þ x 0

2 ¼ x; ð3:7Þ

also will not result in a lower price. To see why, consider

the simple case where the merging firms have increasing

marginal costs. If, after the merger, both merger partners’

plants remain in operation, efficient production rationaliza-

tion involves equating the marginal costs of the two firms.

This must result in the merged firm’s marginal cost lying

between the marginal costs of the two merger partners.

Hence, condition (3.6) cannot be satisfied in this case. If, on

the other hand, one of the merger partner’s plants is shut

down after the merger to save on fixed costs, then the other

plant will be producing more than its premerger level. Since

marginal costs are increasing, (3.6) once again cannot hold.

More generally, Farrell and Shapiro show that a merger that

involves no synergies must raise price whenever (A1) and

(A2) hold.7

Let us now turn to the second question by supposing that

the merger does increase price. Under what circumstances

does it nevertheless increase aggregate surplus? To see this,

suppose that firms in set I contemplate merging. Let xi de-

note firm i’s output and let XI ¼
P

i A I xi. Now consider the

effect of a small reduction in the output XI of the merging

firms, say dXI < 0 (by our previous assumptions, if price is

to increase—and hence aggregate output is to decrease—it

must be that the output of the merging firms falls), and the

accompanying reduction in aggregate output dX < 0. Let

dxi and dp be the corresponding changes in firm i’s output

(for i B I) and the price.
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The key step in Farrell and Shapiro’s analysis is their use

of the presumption that proposed mergers are profitable for

the merging firms.8 If this is so, then we can derive a suffi-

cient condition for the merger to increase aggregate surplus

based on the external effect of the merger on nonparticipants;

that is, on consumers and the nonmerging firms. Specifi-

cally, the welfare of nonparticipants is given by

E ¼
ðy

PðXÞ
xðsÞ dsþ

X

i B I

½PðXÞxi � ciðxiÞ�: ð3:8Þ

If a privately profitable merger increases E, then it increases

aggregate surplus.

To examine the effect of the merger on E, Farrell and

Shapiro study the external effect of a ‘‘differential’’ price-

increasing merger. That is, they examine the effect on E of a

small reduction in output by the merging parties, dXI < 0,

along with the accompanying differential changes in the

outputs of rivals, dxi for i B I. These changes dxi arise as the

nonmerging firms adjust their optimal outputs given the re-

duction in the merged firms’ output dXI < 0. Under Farrell

and Shapiro’s assumptions, these changes reduce the over-

all output in the market: dX ¼ dXI þ
P

i B I dxi < 0. Totally

differentiating (3.8) we see that their effect on E is

dE ¼ �X̂XP 0ðX̂XÞ dX þ
X

i B I

x̂xiP
0ðX̂XÞ dX þ

X

i B I

½PðX̂XÞ � c 0i ðx̂xiÞ� dxi:
ð3:9Þ

The first two terms in (3.9) are, respectively, the welfare loss

of consumers and welfare gain of the nonmerging firms be-

cause of the price increase. The former is proportional to

consumers’ total purchases X̂X, while the latter is propor-

tional to the nonmerging firms’ total sales
P

i B I x̂xi. The third

term in (3.9) is the change in the nonmerging firms’ profits
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because of production reshuffling. Combining the first two

terms and replacing the price-cost margin in the third term

using the first-order condition for the nonmerging firms we

can write:

dE ¼ �X̂XIP
0ðX̂XÞ dX þ

X

i B I

½�P 0ðX̂XÞx̂xi� dxi ð3:10Þ

¼ �P 0ðX̂XÞ dX X̂XI þ
X

i B I

x̂xi
dxi
dX

� �" #
ð3:11Þ

¼ �P 0ðX̂XÞX̂X dX sI þ
X

i B I

si
dxi
dX

� �" #
; ð3:12Þ

where si is firm i’s premerger market share (sI is the collec-

tive market share of the firms in set I), and dxi
dX is the (differ-

ential) change in nonmerging firm i’s output when industry

output changes marginally.9 Thus, dEb 0 if and only if

sI a�
X

i B I

si
dxi
dX

� �
: ð3:13Þ

Farrell and Shapiro establish conditions under which sign-

ing this differential effect at the premerger point is sufficient

for signing the global effect.10 Note one very important as-

pect of condition (3.13): it establishes that a merger is wel-

fare enhancing without the need to quantify the efficiencies

created by the merger since the sign of the external effect

is purely a function of premerger market shares and the

nonmerging firms’ reactions to the merging firms’ output

reduction.

As one example, consider a situation with a (weakly)

concave inverse demand function [P 00ð�Þa 0] and constant

returns to scale for the nonmerging firms. We then have
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dxi
dX ¼ � 1þ P 00ðXÞxi

P 0ðXÞ
h i

a�1 for all i, and so the external effect dE

is nonnegative when

sI a
X

i B I

si 1þ P 00ðXÞxi
P 0ðXÞ

� �
¼ ð1� sIÞ þ P 00ðXÞX

P 0ðXÞ
X

i B I

ðsiÞ2;

or

sI a
1

2
1þ P 00ðXÞX

P 0ðXÞ
X

i B I

ðsiÞ2
( )

: ð3:14Þ

Since, P 00ð�Þ < 0, this condition holds whenever the merging

firms have a share below 1
2 .

11

As another example, consider a situation with linear in-

verse demand function PðXÞ ¼ a� X in which the cost func-

tion for a firm with k units of capital is cðx; kÞ ¼ 1
2

x2

k

� �
. (A

merger of two firms with k1 and k2 units of capital results in

a merged firm with k1 þ k2 units of capital.) Farrell and Sha-

piro show that in this case the external effect is nonnegative

if

sI a
1

e

� �X

i B I

ðsiÞ2; ð3:15Þ

that is, if the share of the merging firms is less than an

elasticity-adjusted Herfindahl-Hirschman Index of the non-

merging firms.

Observe that in these two examples the external effect is

more likely to be positive when the merging firms are small

and the nonmerging firms are large. This is so because of

two effects. First, there is less of a welfare reduction for con-

sumers and the nonmerging firms in aggregate resulting

from a given price increase when the output of the merging

firms is low (to first-order, this welfare reduction for con-
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sumers and nonparticipating firms is proportional to the

output of the merging firms, XI). Second, after the merger,

the output of the nonmerging firms increases. Since in the

Cournot model larger firms have lower marginal costs in

equilibrium [this follows from (3.1) and (3.2)], the effect of

this reshuffling of production on nonmerging firms’ profits

is more positive when the nonmerging firms are large. It is

also noteworthy that the external effect is more likely to be

positive when the shares of the nonmerging firms are more

concentrated.12

Conditions (3.14) and (3.15) are simple conditions that re-

quire only readily available data on premerger outputs and,

for condition (3.15), the market demand elasticity.13 How-

ever, the precise forms of these tests are very special and

depend on having a great deal of a priori information

about the underlying demand and cost functions. For more

general demand and cost specifications, condition (3.13)

requires that we also know the slopes of the nonmerging

firms’ best-response functions [in order to know dxi
dX

� �
].

These slopes are significantly more difficult to discern than

are premerger outputs and the elasticity of market demand.

Several further remarks on the Farrell and Shapiro

method are in order. First, using the external effect to derive

a sufficient condition for a merger to be welfare enhancing

depends critically on the assumption that proposed mergers

are privately profitable. To the extent that agency problems

may lead managers to ‘‘empire build’’ to the detriment of

firm value, this assumption may be inappropriate.14

Second, this approach also relies on the assumption that

all of the private gains for the merging parties represent so-

cial gains. If, for example, some of these gains arise from tax

savings or represent transfers from other stakeholders in the
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firm this assumption would be inappropriate (see Werden

[1990], Shleifer and Summers [1988]).

Third, Farrell and Shapiro use the assumption that the

merger is profitable in only a limited way. By asking when

the external effect is positive, they provide a sufficient

condition for a merger to increase aggregate surplus that

requires no consideration at all of efficiencies. More gen-

erally, an antitrust authority that cannot verify claimed

efficiencies directly might use the fact that a merger is prof-

itable to update its beliefs about the extent of likely efficien-

cies. It could then ask whether the merger results in an

increase in expected aggregate surplus given this updated

belief.

Fourth, the Farrell and Shapiro analysis is based on the

strong assumption that market competition takes a form

that is described well by the Cournot model, both before

and after the merger. Many other forms of price/output

competition are possible, and—as mentioned when dis-

cussing the Williamson trade-off—important elements of

competition may occur along dimensions other than price/

quantity. There has been no work that I am aware of

extending the Farrell and Shapiro approach to other forms

of market interaction. The papers that formally study the ef-

fect of horizontal mergers on price and welfare in other

competitive settings (for example, Deneckere and Davidson

[1985] and some of the papers discussed in the next part of

this section) all assume that there are no efficiencies gener-

ated by the merger.15

Finally, there is some evidence that the efficiency conse-

quences of production reshuffling that the theory focuses

on may be important in practice. Olley and Pakes [1996],

for example, study the productivity of the telecommunica-
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tions equipment industry following a regulatory decision in

1978 and the break up of AT&T in 1984, both of which

facilitated new entry into a market that essentially had been

a (Western Electric) monopoly. They document that produc-

tivity in the industry varied greatly across plants in the

industry. More significantly from the perspective of the Far-

rell and Shapiro model, Olley and Pakes show that there

was a significant amount of inefficiency in the allocation of

output across plants in the industry once market structure

moved away from monopoly.16

Mergers in a Dynamic World

One of the notable aspects of the Farrell and Shapiro model

is its static nature. A number of interesting and important

issues arise when one thinks of mergers in a more dynamic

context. Many of these issues have received only limited

attention.

Repeated Interaction In simple static-pricing models such

as Farrell and Shapiro’s Cournot model, mergers necessarily

raise price in the absence of any merger-induced efficiencies

[under assumptions (A1) and (A2)]. This need not be true

when firms interact repeatedly and tacit collusion is a possi-

bility. (In antitrust lingo, a merger’s effects on tacit collusion

are referred to as ‘‘coordinated effects,’’ in contrast to the

‘‘unilateral effects’’ it has on static-pricing incentives.) In

such cases, as Davidson and Deneckere [1984] note, mergers

can be a double-edged sword: they reduce the merging

firms’ direct incentives for cheating on tacit agreements,

but they may also raise the profits of firms when collusion

breaks down, and thus indirectly increase the temptation to

cheat, especially for nonmerging firms. Compte, Jenny, and
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Rey [2002], for example, consider the effects of horizontal

mergers on price in a repeated Bertrand model with capac-

ity constraints and asymmetrically-positioned firms. In such

models, capacity limitations affect both the incentive to un-

dercut the equilibrium price (more capacity allows a greater

increase in sales) and also the ability to punish deviators

who undercut. Mergers, which result in the consolidation of

the capacities of the merging firms, may or may not result

in higher prices. Compte, Jenny, and Rey investigate which

mergers lead to higher prices and which lead to lower ones.

Focusing on a specific class of equilibria (in which firms

maintain the same market share in price wars as in collusive

states), they show that when small firms have enough ca-

pacity that strong punishment is possible regardless of the

merger, a merger that increases the size of the largest firm

improves the ability to maintain the monopoly price. When,

instead, small firms have more limited capacity, such a

merger reduces this ability.

Durable Goods The Farrell and Shapiro analysis focuses

on nondurable goods. Many mergers, however, occur in

durable-goods industries. Two issues arise when merging

firms operate in a durable-goods market. First, consumers’

abilities to delay their purchases in anticipation of future

price reductions affect the ability to exercise market power.

As emphasized by Coase [1972], this may mitigate—some-

times completely—the ability of a durable good monop-

olist to earn positive profits. On the other hand, consumers’

abilities to delay their purchases may make tacit collusion

among durable good oligopolists easier by reducing the

sales enjoyed by a deviating seller. This occurs because con-

sumers who anticipate that a price war is about to break out
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will delay their purchases. Indeed, Gul [1987] and Ausubel

and Deneckere [1987] show that in some cases durable

good oligopolists may be able to sustain a higher price than

can a durable good monopolist.

The second issue concerns the welfare costs of horizontal

mergers that do increase market power. Carlton and Gert-

ner [1989] point out that used goods may constrain the

pricing of even a monopolist whose market power is not

otherwise constrained by the factors noted by Coase. In-

deed, when new goods depreciate in quantity but not

in quality (so that used goods may be combined to yield

equivalent consumption value to new goods) and the mar-

ket is initially at a competitive steady state, even a newly

formed monopolist will not be able to raise price above the

competitive level until the current stock of used goods

depreciates. If it depreciates slowly, or if entry is likely to

occur before too long, then even a merger to monopoly will

have small welfare effects.17

Entry In Farrell and Shapiro’s analysis, the set of firms is

fixed. In most market settings, however, merging firms need

to worry about the possibility of new entry following their

merger. This can affect both the set of proposed mergers

and their welfare consequences.

The possibility of postmerger entry reduces the set of

profitable mergers. It also affects the average characteristics

of profitable mergers. Werden and Froeb [1998], for exam-

ple, in their exploratory study of mergers and entry, observe

that mergers that lead to entry are rarely profitable in the

absence of efficiency improvements. Thus, the set of profit-

able mergers when entry is possible is likely to be more

heavily weighted toward mergers that reduce costs.
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Consider now how the possibility of entry affects the

welfare evaluation of mergers. If we are interested in a

consumer surplus standard, the possibility of new entry

increases the likelihood that a given merger will lower

price. If we are interested in an aggregate surplus standard,

however, the possibility of entry need not make a given

merger more attractive. To see why, consider the standard

two-stage model of entry with sunk costs (as in Mankiw

and Whinston [1986]; see also, Mas-Colell, Whinston, and

Green [1995], chapter 12). For simplicity, also imagine that

competition takes a Cournot form, that firms have identical

constant returns to scale technologies, and that the merger

creates no improvements in efficiency. In this setting, the

short-run result of two firms merging is an elevation in

price, while the long-run effect (once entry can occur) is the

entry of exactly one additional firm and a return to the pre-

merger price. However, in this setting, we know that entry

incentives are generally excessive (see Mankiw and Whin-

ston [1986]): too many firms enter the industry in a free-

entry equilibrium. This implies that the merger’s effect on

aggregate surplus is worse when entry is possible than

when it is not.

We will see in section 3.3 that easy entry conditions tend

to make the DOJ and FTC more receptive to a merger. If the

goal were to maximize aggregate surplus, would such a pre-

sumption make sense given the above observation? One

reason it might is related to Farrell and Shapiro’s idea of

conditioning on a proposed merger being profitable. In par-

ticular, if easier entry causes profitable mergers to involve,

on average, greater efficiencies, then mergers that are pro-

posed in markets with easy entry may nonetheless be more

likely to increase aggregate surplus (and consumer surplus,

too).
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Endogenous Mergers There is a fairly large amount of lit-

erature that tries to endogenize the set of mergers that will

occur in a market in the absence of any antitrust constraint

(see, for example, Mackay [1984], Kamien and Zang [1990],

Bloch [1996], Yi [1997], Gowisankaran and Holmes [2004]).

One key observation in this literature is that an unregulated

merger process may stop far short of full monopolization.

The reason is a ‘‘hold-out’’ problem: if potential acquirees

anticipate that the acquirer will be purchasing other firms,

and thereby raising the market price, they may insist on

such a high price for their own firm as to make their acqui-

sition unprofitable. Indeed, in some cases, this may mean

that no mergers occur at all.18

This literature has some potentially important implica-

tions for Farrell and Shapiro’s analysis of the welfare effects

of proposed horizontal mergers. For example, observe that

when Farrell and Shapiro assume that a proposed merger

is profitable for the merging parties they do this under the

assumption that this merger is the only merger that can

happen. In a dynamic context in which other mergers may

follow the currently proposed merger (or, may occur if it is

not consummated), what it means for a merger to be ‘‘profit-

able’’ is that the merger must increase the sum of the two

firms’ values. This is not the same as saying that the merger

is profitable in the absence of other mergers. Moreover,

the external effect of the merger may differ markedly from

Farrell and Shapiro’s calculation of the change in E. For ex-

ample, it may include changes in the amounts that non-

merging firms are paid later when they themselves are

acquired.

This literature also suggests that there may be some sub-

tle effects from a change in the DOJ and FTC’s rules for

blocking mergers. Such a change may not have only a direct
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effect through the change in treatment for certain mergers,

but also may change the set of permissible mergers that are

actually proposed.

Other Competitive Variables Focusing on dynamics,

one can begin to consider other, more long-run aspects of

competition among firms, such as capacity investment,

R&D, and new product development. In principle, a merg-

er’s effect on welfare may be as much or more through

changes in these dimensions than through changes in

prices/outputs. Some progress on these issues has been

made through the use of computational techniques. Berry

and Pakes [1993], for example, discuss simulations of a

dynamic-oligopoly model with capacity investment in

which a merger’s long-run effects on profitability and wel-

fare through changes in investment indeed swamp its static

price/output competition effects. Further work along these

lines can be found in Gowrisankaran [1999], who also

attempts to endogenize the merger process itself.

Multimarket Contact Finally, in a dynamic world in

which tacit collusion is possible, a merger may affect pricing

in a market not only by changing within-market concentra-

tion, but also by changing the extent to which multiproduct

firms compete against one another in multiple markets.

Bernheim and Whinston [1990], for example, show theoreti-

cally that, in some cases, multimarket contact can improve

firms’ abilities to sustain high prices by pooling the incen-

tive constraints that limit tacit collusion. Some evidence

of multimarket-contact effects is provided by Phillips and

Mason [1992] and Evans and Kessides [1994]. The latter

study provides evidence that the price increases that arose

from a series of horizontal mergers in the U.S. airline indus-
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try in the 1980s were to a significant degree because of

multimarket-contact effects.

3.3 The DOJ/FTC Merger Guidelines

The DOJ and FTC have periodically issued guidelines

outlining the method they would follow for evaluating hor-

izontal mergers. The most recent Horizontal Merger Guide-

lines were issued jointly in 1992, with a revision to the

section on efficiencies in 1997.19 The Guidelines first took a

form resembling their present one in the early 1980s. The

changes to the Guidelines introduced at that time dramati-

cally increased the level of economic sophistication in hori-

zontal merger review.

In practice, the approach followed by the DOJ and FTC in

their merger reviews has an enormous effect on the set of

mergers that are actually consummated. Antitrust cases are

extremely expensive affairs. As a result, once the DOJ or

FTC announce that they will seek to block a merger, few

firms decide to incur the costs required to fight in court.

The merger analysis described in the Guidelines consists of

four basic steps:

(1) Market definition

(2) Calculation of market concentration and concentration

changes

(3) Evaluation of other market factors

(4) Procompetitive justifications

Market Definition

For simplicity suppose that the two merging firms produce

widgets. The DOJ and FTC will first ask the following

question:
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Would a hypothetical profit-maximizing monopolist of

widgets impose at least a small but significant and non-

transitory increase in the price of widgets given the

premerger prices of other products?

In practice, a ‘‘small but significant and non-transitory in-

crease in price’’ (the ‘‘SSNIP test’’) is usually taken to be 5%

of the premerger price. If the answer to this question is yes,

then widgets is the relevant market. If the answer is no, then

the agencies add the next closest substitute product (the

product that would gain the most sales as a result of a 5%

increase in the price of widgets) and ask the question again

for this new larger potential market. This process continues

until the answer to the question is yes. The idea is to arrive

at a ‘‘relevant market’’ of products in which a merger poten-

tially could have an anticompetitive effect.

In this example, the two firms were both producing the

homogeneous product widgets. Sometimes they will be pro-

ducing imperfect substitutes, say widgets and gidgets (or

products sold in imperfectly overlapping geographic areas).

The DOJ and FTC will start by asking the same question for

each of these products separately. The merger is ‘‘horizon-

tal’’ if this leads to a market definition in which the two

products are both in the same market.

So far we have assumed that the merging firms each pro-

duce a single product. In many cases, however, they will be

multiproduct firms. The DOJ and FTC will follow the same

procedure for each product they produce.

The market definition procedure described in the Guide-

lines makes a number of seemingly arbitrary choices to re-

solve potential ambiguities (and in some cases leaves these

ambiguities unresolved). For example, consider the 5% price

increase test. If an oil pipeline buys oil on one end, trans-
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ports it, and sells it at the other, is the ‘‘price’’ the total price

charged for the oil at the end, or is it the net price for the

transportation provided? Note that if oil is supplied com-

petitively, then the basic economic situation is not affected

by whether the pipeline buys oil and sells it to consumers,

or charges oil companies for transportation with the oil

companies selling delivered oil to consumers. Yet, which

price is chosen matters for the Guidelines’ market-definition

procedure. The Guidelines explicitly discuss this example,

and opt for the net price of transportation. In contrast, in

discussing retail mergers, the Guidelines opt for looking at

the increase in retail prices, rather than the (implicit) net

price of retail services. As another example, should the test

be that the hypothetical monopolist raises price on all prod-

ucts by at least 5%, or that it does so for at least one of

them? Here the Guidelines require that at least one price

including one of the products of the merging parties in-

crease by at least this amount. It is in some sense difficult

to know what is the ‘‘right’’ way to resolve these (and

other) ambiguities because the Guidelines’ procedure—

while intuitive—is not based directly on any explicit model

of competition and welfare effects.

Calculating Concentration and Concentration Changes

Once the DOJ or FTC has defined the relevant market, the

next step is to calculate the pre- and postmerger concentra-

tion levels. To do so, the DOJ and FTC will include all firms

that are producing currently as well as all likely ‘‘un-

committed entrants;’’ that is, firms that could and would

readily and without significant sunk costs supply the mar-

ket in response to a 5% increase in price. Premerger shares

are then calculated for each of these firms, usually on the

basis of sales, although sometimes based on production,
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capacity (or, more generally, asset ownership), or (when

uncommitted entrant responses are important) likely sales

shares in response to a hypothetical 5% price increase.

Using these premerger shares, say ðs1; . . . ; sNÞ, the DOJ

and FTC then calculate the following concentration

measures:

Premerger Herfindahl-Hirschman Index: HHIpre ¼
P

iðsiÞ2.
Postmerger Herfindahl-Hirschman Index:

HHIpost ¼
X

i

ðsiÞ2 � ðs1Þ2 � ðs2Þ2 þ ðs1 þ s2Þ2

¼
X

i

ðsiÞ2 þ 2s1s2:

The Change in the Herfindahl-Hirschman Index:

DHHI ¼ HHIpost �HHIpre ¼ 2s1s2:

The levels of these measures place the merger in one of the

following categories:

HHIpost H 1000: These mergers are presumed to raise no

competitive concerns except in exceptional circumstances.

HHIpost I 1000 andH 1800: These mergers are unlikely to

be challenged if the change in the Herfindahl-Hirschman

Index is less than 100. If it exceeds 100, then the merger

‘‘potentially raises significant competitive concerns,’’ de-

pending on consideration of other market factors.

HHIpost I 1800: These mergers are unlikely to be challenged

if the change in the Herfindahl-Hirschman Index is less than

50. If it is between 50 and 100, then the merger ‘‘potentially

raises significant competitive concerns,’’ depending on con-

sideration of other market factors. If the change exceeds
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100, it is presumed that the merger is likely to be anticompe-

titive without evidence showing otherwise.

Recalling that in a symmetric oligopoly the Herfindahl-

Hirschman Index is equal to 10,000 divided by the number

of firms in the market, an index of 1000 corresponds to 10

equal-sized firms; an index of 1800 corresponds to 5.6

equal-sized firms. A change of 100 in the Herfindahl-

Hirschman Index would be caused by the merger of two

firms with roughly a 7% share; a change of 50 would be

caused by the merger of two firms with a 5% share.

Actual enforcement practice has been more lenient than

these numbers may suggest. This is because of, in part, the

DOJ and FTC’s consideration of other market factors and

procompetitive justifications, to which we now turn.

Evaluation of Other Market Factors

Calculation of premerger concentration and its change be-

cause of the merger is only the starting point of the DOJ

and FTC’s investigations. After calculating these concentra-

tion figures, the DOJ and FTC consider a number of other

factors affecting the likely competitive impact of the merger.

These include:

Structural factors affecting the ease of sustaining collu-

sion (tacit or explicit) These include factors such as homo-

geneity of products, noisiness of the market, and others that

were discussed in chapter 2. Generally, the DOJ and FTC

are more concerned about mergers in markets in which tacit

or explicit collusion is easier to sustain. One might wonder,

however, whether mergers in markets in which collusion is

easier should necessarily be of greater concern. After all, rel-

atively little competitive harm can come from a merger in a

market in which it is already easy for the firms to sustain
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the joint monopoly outcome. Put differently, the question

is whether a merger will increase prices. Market conditions

that make collusion easier need not make the price effect of

a merger larger (recall the discussion in section 2.3).

Evidence of market performance Although not explicitly

mentioned in the Guidelines, the DOJ and FTC often con-

sider empirical evidence showing how the level of concen-

tration in such a market affects competitive outcomes. We

will discuss this type of evidence further in section 3.4.

Substitution patterns in the market The DOJ and FTC will

ask whether the merging firms are closer substitutes to each

other than to other firms in the market. This is a way to

avoid discarding important information about substitution

patterns, as might occur by simply calculating concentration

figures.

Substitution patterns between products in and out of the

market The DOJ and FTC will ask whether there is a large

degree of differentiation between the products just ‘‘in’’ and

just ‘‘out’’ of the market. This is, in a sense, a way of soften-

ing the edges of the previous determination of the relevant

market; that is, it is a way of making the ‘‘in-or-out’’ deci-

sion regarding certain products less of an all-or-nothing

proposition.

Capacity limitations of some firms in the market Here the

aim is to avoid the loss of important information about the

competitive constraint provided by the merging firms’

rivals that might occur from a simple calculation of market

concentration. If a rival is capacity constrained, one would

expect it to be less of a force in constraining any postmerger

price increase. Also, as discussed in section 3.2, capacity

constraints can affect the degree to which the merger facili-

tates tacit or explicit collusive pricing.
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Ease of Entry Here the DOJ and FTC will consider the de-

gree to which conditions of easy entry might preclude anti-

competitive effects arising from the merger. The question

they ask is whether, in response to a 5% price increase, en-

try would be likely to occur within two years that would

drive price down to its premerger level. As we have dis-

cussed in section 3.2, this makes sense with a consumer sur-

plus welfare standard, but there is a question about how the

ease of entry should affect merger analysis if instead the

goal is to maximize aggregate surplus.

Procompetitive Justifications

The principal issue here is the consideration of efficiencies.

The DOJ and FTC typically adopt a fairly high hurdle for

claimed efficiencies because it is relatively easy for firms to

claim that efficiencies will be generated by the merger, and

relatively hard for antitrust enforcers to evaluate the likeli-

hood that these efficiencies will be realized. As we discussed

in chapter 1, how efficiencies should be factored into the

analysis of a merger depends on the welfare standard

adopted by the agencies. The 1997 revisions to the DOJ and

FTC Guidelines, while somewhat ambiguous, lean toward

the position that the efficiencies need to be sufficient to keep

consumer surplus from decreasing for a merger to be

approved.20 With such a consumer surplus standard, for ex-

ample, reductions in fixed costs do not help a merger gain

approval; only reductions in marginal costs matter. In con-

trast, until recent court decisions, Canada’s Competition

Act adopted an aggregate surplus standard by asking

whether efficiency gains outweigh any reduction in con-

sumer surplus because of higher prices.

Regardless of whether a consumer or aggregate surplus

standard is followed, the efficiencies that are counted must
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be efficiencies that could not be realized easily by less re-

strictive means, such as through individual investments of

the firms, through joint production agreements, or through

a merger that includes some limited divestitures.

One concern in mergers that claim significant operating

efficiencies (say through reductions in manpower or capital)

is whether these reductions alter the quality of the products

produced by the firms. For example, in a recent merger of

two Canadian propane companies having roughly a 70%

share of the overall Canadian market, the merging compa-

nies proposed consolidating their local branches, reducing

trucks, drivers, and service people. These would be valid

efficiencies if the quality of their customer service did not

suffer, but if these savings represent instead a move along

an existing quality-cost frontier, they would not be valid

efficiencies from an antitrust standpoint.

3.4 Econometric Approaches to Answering the

Guidelines’ Questions

There are two principal areas in which econometric analysis

has been employed in applying the DOJ and FTC Guide-

lines. These are in defining the relevant market and in pro-

viding evidence about the effects of increased concentration

on prices.

Defining the Relevant Market

Suppose that we have a collection of substitute products

(goods 1; . . . ;N) that include the products of the merging

firms. To answer the Guidelines’ market-definition question

we want to study whether a hypothetical profit-maximizing

monopolist of some subset of these products would raise

price by at least 5%, taking the prices of other firms as fixed
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(at their premerger levels). We can do this if we know the

demand and cost functions for these products, and the pre-

merger prices of all N products.

To answer the Guidelines’ question, we must first esti-

mate the demand functions for these products. The simplest

case to consider arises when we are considering a hypothet-

ical monopolist of a single homogeneous product, say wid-

gets, which is differentiated from the products of all other

firms. In this case, we only need to estimate the demand

function for widgets, which is given by some function

xðp; q; y; eÞ, where p is the price of widgets, q is a vector of

prices of substitute products, y is a vector of exogeneous

demand shifters (for example, income, weather, and so on),

and e represents (random) factors not observable by the

econometrician. For example, a constant elasticity demand

function (with one substitute product and one demand

shifter) would yield the estimating equation

lnðxiÞ ¼ b0 þ b1 lnðpiÞ þ b2 lnðqiÞ þ b3 lnðyiÞ þ ei; ð3:16Þ
where i may indicate observations on different markets in a

cross section of markets or on different time periods in a se-

ries of observations on the same market.21 Several standard

issues arise in the estimation of equation (3.16). First, as

always in econometric work, careful testing for an appropri-

ate specification is critical. Second, it is important to appro-

priately control for the endogeneity of prices: the price of

widgets p is almost certain to be correlated with e because

factors that shift the demand for widgets but are un-

observed to the econometrician will, under all but a lim-

ited set of circumstances, affect the equilibrium price of

widgets.22 The most common direction for the bias induced

by a failure to properly instrument in estimating equation

(3.16) would be toward an underestimation of the elasticity
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of demand because positive shocks to demand are likely

to be positively correlated with p.23 Observe, however,

that if we were to estimate instead the inverse demand

function

lnðpiÞ ¼ b0 þ b1 lnðxiÞ þ b2 lnðqiÞ þ b3 lnðyiÞ þ ei; ð3:17Þ
then since the equilibrium quantity x is also likely to be pos-

itively correlated with e, we would expect to underestimate

the inverse demand elasticity—that is, to overestimate the de-

mand elasticity. (Indeed, the difference between these two

estimates of the demand elasticity is one specification test

for endogeneity.) This observation leads to what might, in a

tongue-in-cheek manner, be called the Iron Law of Consult-

ing: ‘‘Estimate inverse demand functions if you work for

the defendants and ordinary demand functions if you work

for the plaintiffs.’’ What is needed to properly estimate ei-

ther form are good cost-side instruments for the endogene-

ous price/quantity variables; that is, variables that can be

expected to be correlated with price/quantity but not with

demand shocks.

Matters can become considerably more complicated

when the product set being considered includes differenti-

ated products. If the number of products in the set is small,

then we simply can expand the estimation procedure just

outlined by estimating a system of demand functions to-

gether. For example, suppose that we are considering a

hypothetical monopolist of widgets and gidgets, and that

there is a single substitute product. Then, in the constant

elasticity case, we could estimate the system

lnðxwiÞ ¼ b10 þ b11 lnðpwiÞ þ b12 lnðpgiÞ
þ b13 lnðqiÞ þ b14 lnðyiÞ þ e1i; ð3:18Þ
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lnðxgiÞ ¼ b20 þ b21 lnðpgiÞ þ b22 lnðpwiÞ
þ b23 lnðqiÞ þ b24 lnðyiÞ þ e2i: ð3:19Þ

The main difficulty involved is finding enough good instru-

ments to identify the effects of the prices pw and pg sepa-

rately. Usually one will need some variables that affect the

production cost of one product and not the other (or at least

that differ significantly in their effects on the costs of the two

products).

As the number of products being considered expands,

however, estimation of such a demand system will become

infeasible because the data will not be rich enough to permit

separate estimation of all of the relevant own- and cross-

price demand elasticities among the products (which in-

crease in the square of the number of products). In the past,

this was dealt with by aggregating the products into sub-

groups (for example, premium tuna, middle-line tuna, and

private-label tuna in a merger of tuna producers) and limit-

ing the estimation to the study of the demand for these

groups (the prices used would be some sort of price indices

for the groups). Recently, however, there has been a great

deal of progress in the econometric estimation of demand

systems for differentiated products. The key to these meth-

ods is to impose some restrictions that limit the number of

parameters that need to be estimated, while not doing vio-

lence to the data.

Two primary methods have been advanced in the litera-

ture to date. One, developed by Berry, Levinsohn, and

Pakes [1995], models the demand for the various products

as a function of some underlying characteristics (see also

Berry [1994]).24 For example, in the automobile industry

that is the focus of their study, cars’ attributes include

length, weight, horsepower, and various other amenities.
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Letting the vector of attributes for car j be aj, the net surplus

for consumer i of buying car j when its price is pj is taken to

be the function

uij ¼ aj � bi � aipj þ xj þ eij; ð3:20Þ
where bi is a parameter vector representing consumer i’s

weights on the various attributes, ai is consumer i’s mar-

ginal utility of income, xj is a random quality component

for car j (common across consumers) that is unobserved

by the econometrician, and eij is a random consumer/car-

specific shock that is unobserved by the econometrician and

is independent across consumers and cars. The parameters

bi and ai may be common across consumers, may be mod-

eled as having a common mean and a consumer-specific

random element, or (if the data are available) may be mod-

eled as a function of demographic characteristics of the con-

sumer.25 The consumer is then assumed to make a choice

among discrete consumption alternatives, whose number is

equal to the number of products in the market.

Berry, Levinsohn, and Pakes [1995], Berry [1994], and

Nevo [2000a, 2000b, 2001] discuss in detail the estimation of

this demand model including issues of instrumentation and

computation. The key benefit of this approach arises in its

limitation of the number of parameters to be estimated by

tying the value of each product in the market to a limited

number of characteristics. The potential danger, of course,

is that this restriction will not match the data well. For ex-

ample, one model that is nested within equation (3.20) is

the traditional logit model (take bi and ai to be common

across consumers, assume that xj 1 0, and take eij to have

an extreme value distribution). This model has the well-

known Independence of Irrelevant Alternatives (IIA) prop-

erty, which implies that if the price of a good increases, all
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consumers who switch to other goods do so in proportion

to these goods’ market shares.26 This assumption is usually

at odds with actual substitution patterns. For example, it is

common for two products with similar market shares to

have distinct sets of close substitutes. Berry, Levinsohn, and

Pakes discuss the example of a Yugo and a Mercedes (two

cars) having similar market shares, but quite different cross-

elasticities of demand with a BMW. If the price of a BMW

were to increase, it is likely that the Mercedes’s share would

be affected much more than the share of the Yugo.27 A good

deal of work in this literature has focused (successfully)

on how to estimate versions of this model that have richer

substitution patterns than the logit model. For example,

by allowing consumers to differ in their bi coefficients,

the model generates more reasonable substitution patterns,

since the second choice of a consumer who chooses a BMW

(and, hence, is likely to value highly horsepower and lux-

ury) is much more likely to be a Mercedes than a Yugo be-

cause a Mercedes’s characteristics are more similar to the

characteristics of a BMW than are a Yugo’s.

The second method is the multistage budgeting proce-

dure introduced by Hausman, Leonard, and Zona [1994]

(see also Hausman [1996]). In this method, the products in

a market are grouped on a priori grounds into subgroups.

For example, in the beer market that these authors study,

beers are grouped into the categories of premium beers,

popular-price beers, and light beers. They then estimate de-

mand at three levels. First, they estimate the demand within

each of these three categories as a function of the prices of

the within-category beers and the total expenditure on the

category, much as in equations (3.18) and (3.19). Next, they

estimate the expenditure allocation among the three catego-

ries as a function of total expenditures on beers and price
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indices for the three categories. Finally, they estimate a de-

mand function for expenditure on beer as a function of an

overall beer price index.

In this method, the grouping of products into categories

(and the separability and other assumptions on the struc-

ture of demand that make the multistage budgeting ap-

proach valid) restricts the number of parameters that need

to be estimated. This allows for a flexible estimation of the

substitution parameters within groups and in the higher-

level estimations. On the other hand, the method does

impose some strong restrictions on substitution patterns

between products in the different (a priori specified) groups.

For example, the substitution toward products in one group

(say, premium beers) is independent of which product in

another group (say, popular-price beers) has experienced a

price increase.

To date there has been very little work evaluating the rel-

ative merits of these two approaches. One such study is

Nevo [1997], who compares the two methods in a study of

the ready-to-eat cereal industry. In that particular case, he

finds that the Berry, Levinsohn, and Pakes characteristics

approach works best (the multistage budgeting approach

produces negative cross-price elasticities for products like

Post’s and Kellogg’s raisin bran cereals that are almost sure-

ly substitutes), but it is hard to know at this point how the

two methods compare more generally.

The second step in answering the Guidelines’ market defi-

nition question is estimation of firms’ cost functions. This

can, in principle, be accomplished directly by estimating

cost functions, or indirectly by estimating either production

functions or factor demand equations. Like estimation of

demand, these methods all must confront endogeneity

issues; selection issues can also arise.28 One additional prob-
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lem with the cost side, however, is often a lack of neces-

sary data. The output and price data needed for demand

estimation tend to be more readily available than the

cost or input information needed to determine a firm’s cost

function.

Without the ability to directly estimate firms’ cost func-

tions, we can still estimate marginal costs if we are willing

to assume something about firms’ behavior. For example,

suppose we assume that firms are playing a static Nash (dif-

ferentiated product) pricing equilibrium before the merger

and that each firm i produces a single product before the

merger.29 Then we can use the fact that the firms’ prices sat-

isfy the first-order conditions

ðpi � c 0i ðxiðpÞÞ
qxiðpi; p�iÞ

qpi
þ xiðpÞ ¼ 0 for i ¼ 1; . . . ;N

ð3:21Þ
to derive that

c 0i ðxiðpÞÞ ¼ pi þ qxiðpi; p�iÞ
qpi

� ��1

xiðpÞ for i ¼ 1; . . . ;N:

ð3:22Þ
This gives us an estimate of firms’ marginal costs if we

are willing to assume that marginal costs are approximately

constant in the relevant range.30

Given estimated demand and cost functions for the prod-

ucts controlled by the hypothetical monopolist, and the

premerger prices of other products, one can compute the

hypothetical monopolist’s profit-maximizing prices and

compare these to the premerger prices of these products to

answer the Guidelines’ 5% price increase market-definition

question.
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The econometric tools to estimate demands and costs,

particularly in an industry with extensive product differen-

tiation, are fairly recent. Moreover, time is often short in

these investigations. As a result, a number of simpler tech-

niques often have been applied to try to answer the Guide-

lines’ market-definition question. The simplest of these

involve a review of company documents and industry

marketing studies, and informally asking customers about

their likelihood of switching products in response to price

changes. These methods, of course, are likely to produce at

best a rough sense of the degree of substitution between

products.31

Two other methods involve examining price correlations

among a set of products and, for cases in which the issue

is geographic market definition, looking at patterns of

transshipment. Both of these have serious potential flaws,

however.

To consider the use of price correlations, imagine that we

have two cities, A and B, that are located 100 miles apart.

City B has a competitive widget industry that produces

widgets at a cost per unit of cB. There is a single widget pro-

ducer in city A who has a cost per unit of cA. These costs are

random. The demand at each location i is xiðpÞ ¼ ai � p and

there is a cost t of transporting a widget between the cities.

Imagine, first, that the transport cost is infinite, so that the

markets are in fact completely distinct. Then the price in

market A will be pm
A ¼ ðaA þ cAÞ=2 and the correlation be-

tween the prices in market A and market B will be

covðpA; cBÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
varðpAÞvarðcBÞ

p ¼
1
2 covðaA; cBÞ þ 1

2 covðcA; cBÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
varðpAÞvarðcBÞ

p : ð3:23Þ

If, for example, aA is fixed and cA ¼ cB 1 c, then the correla-

tion will equal 1 (perfect correlation) even though the
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markets are completely distinct. (This is just the case of a

common causal factor, in this case the level of marginal

cost.)

Suppose instead that t is random, that aA ¼ 1 and

cA ¼ cB 1 c, and that for all realizations of t we have

ðcþ tÞ < 1
2 . In this case, the price in market B fully con-

strains the price in market A so that pA ¼ cþ t. If t and c

are independently distributed, then the correlation between

the prices in the two markets is

covðcþ t; cÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
varðcÞ þ varðtÞp ffiffiffiffiffiffiffiffiffiffiffiffiffi

varðcÞp ¼ varðcÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
varðcÞ þ varðtÞp ffiffiffiffiffiffiffiffiffiffiffiffiffi

varðcÞp : ð3:24Þ

Hence, if varðcÞ is small, the correlation between the

prices will be nearly zero, despite the fact that market A

is fully constrained by the competitive industry in market

B. On the other hand, if the variance of t is instead small,

then the correlation will be close to 1. Yet—and this illus-

trates the problem—whether it is varðcÞ or varðtÞ that

is small has no bearing on the underlying competitive

situation.

A problem with looking at transshipments is also illus-

trated by this last case since no transshipments take place in

equilibrium despite the fact that market A is fully con-

strained by market B.

Evidence on the Effects of Increasing Concentration on

Prices

In the consideration of ‘‘other factors,’’ one type of evidence

that one or both sides in horizontal merger cases often

present is evidence of the effects of concentration on

prices. These studies typically follow the ‘‘structure-

conduct-performance’’ paradigm of regressing a measure of

performance—in this case price—on one or more measures
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of concentration and other control variables.32 A typical re-

gression seeking to explain the price in a cross section of

markets i ¼ 1; . . . ; I might look like

pi ¼ b0 þ wi � b1 þ yi � b2 þ CRi � b3 þ ei; ð3:25Þ
where wi are variables affecting costs, yi are variables affect-

ing demand, and CRi are measures of the level of concentra-

tion (the variables might be in logs, and both linear and

nonlinear terms might be included). In the most standard

treatment, these variables all are treated as exogenous

causal determinants of prices in a market. As such, and

given the mix of demand and cost variables included in the

regression, it has become common to refer to the regression

results as ‘‘reduced form’’ estimates, with the intention of

distinguishing them from ‘‘structural’’ estimates of demand

and supply relationships (see, for example, Baker and

Rubinfeld [1999]). Given the results of regression (3.25), the

impact of the merger on price is typically predicted from

(3.25) using pre- and postmerger measures of concentration,

where postmerger concentration is calculated by assuming

that the merged firms’ postmerger share is equal to the sum

of their premerger shares (for example, that the HHI

changes from HHIpre to HHIpost).

Regressions such as these have seen wide application

in horizontal merger cases. In the FTC’s challenge of the

Staples/Office Depot merger, for example, this type of re-

gression was used by both the FTC and the defendants.33 In

that merger the focus was on whether these office ‘‘super-

stores’’ should be considered as a distinct market (or ‘‘sub-

market’’) or whether these stores should be viewed as

a small part of a much larger office-supply market. The

parties used this type of regression to examine the determi-

nants of Staples’s prices in a city.34 In that case, an observa-
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tion of the dependent variable was the price of a particular

Staples store in a particular month; the concentration mea-

sures included both a measure of general concentration in

the office-supply market and measures of whether there

were office-supply superstores within the same metropoli-

tan statistical areas and within given radiuses of the particu-

lar Staples store.

As another example, when the Union Pacific Railroad

(UP) sought to acquire the Southern Pacific Railroad (SP) in

1996 shortly after the merger of the Burlington Northern

Railroad (BN) and the Sante Fe Railroad (SF), many railroad

routes west of the Mississippi River would go from being

served by three firms to being served by two firms in the

event of the merger, and some would go from being served

by two firms to one firm. The merging parties claimed that

SP was a ‘‘weak’’ railroad, and that it did not have a signifi-

cant competitive effect on UP in any market in which BN/

SF was already present. To bolster this claim, the merging

parties conducted this type of study of UP’s prices, where

the concentration variables included separate dummy vari-

ables indicating exactly which competitors UP faced in a

particular market.35

Although this method has provided useful evidence in a

wide range of cases, it can suffer from some serious prob-

lems. A first problem has to do with the endogeneity of con-

centration. In fact, (3.25) is not a true reduced form. A true

reduced form would include only the underlying exoge-

nous factors influencing market outcomes and not concen-

tration, which is an outcome of the competitive process.36

Indeed, in many ways equation (3.25) is closer to estimation

of a supply relation, in the sense discussed in Bresnahan

[1989]. To see this, consider the case in which demand

takes the constant elasticity form XðpÞ ¼ Ap�h, all firms are
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identical with constant unit costs of c, and firms play a static

Cournot equilibrium. Then we can write an active firm’s

first-order condition as

p ¼ c� P 0ðXÞxi ¼ cþ si
h
p ¼ cþH

h
p; ð3:26Þ

where Pð�Þ is the inverse demand function and si is firm

i’s market share, which, given symmetry, equals the

Herfindahl-Hirschman Index, which I denote here by H. As

in Bresnahan [1989], we can nest this model and perfect

competition by introducing a conduct parameter y and re-

writing (3.26) as

p ¼ cþ y
H

h
p:

Thus,

p ¼ h

h� yH

� �
c; ð3:27Þ

where the term in parentheses represents the proportional

mark-up of price over marginal cost. Taking logarithms, we

can write (3.27) as

lnðpÞ ¼ lnðcÞ þ lnðhÞ � lnðh� yHÞ: ð3:28Þ
Suppose that marginal cost takes the form c ¼ cee, where e is

an unobservable cost component and c is either observable

or a parameter to be estimated. Then (3.28) becomes

lnðpÞ ¼ lnðcÞ þ lnðhÞ � lnðh� yHÞ þ e; ð3:29Þ
which has a form very close to (3.25), the main difference

being the interaction between the concentration variable

H and the demand coefficient h. Estimating equation (3.25)
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might then be considered a linear approximation to this

supply relation.

The problem in estimating (3.29) is that, because of its

endogeneity, H is likely to be correlated with the cost shock

e, causing least squares estimation to produce inconsistent

(in other words, biased) parameter estimates. Specifically,

since the number of firms in a market is determined by the

profitability of entry, H will be related to the level of costs

in the market. To derive consistent parameter estimates in

this case we need to find instrumental variables that are cor-

related with H but not with the unobserved costs e. Possibil-

ities include the ‘‘market size’’ variable A, and measures of

the cost of entry.

Even if we can find such instruments, however, the

model we used to derive equation (3.29) assumed that

firms are symmetric. This is problematic, since (aside from

a Cournot industry with identical constant returns to scale

firms) either the premerger or the postmerger situation is

likely to be asymmetric. When we allow for asymmetries,

however, a firm’s supply relation is unlikely even to take a

form like (3.25), in which rivals’ prices or quantities affect

the firm’s pricing only through a concentration measure

like H. If so, (3.25) will be misspecified.

Another potential problem with using estimates of (3.25)

to predict merger-induced price changes arises because of

unobservable strategic choices by firms. For example, firms

often will make strategic decisions that affect costs, such as

conducting R&D or investing in capacity. These decisions,

say k, typically will depend on the degree of competition

in a market; that is, in a sample of markets they may be

described by some function k�ðH; �Þ. Looking back at equa-

tion (3.29), if k is unobserved by the econometrician, it will

end up in the unobserved cost term e. Since k�ð�Þ depends
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on H, this induces a correlation between e and H that cannot

readily be instrumented for, because variables that are cor-

related with H almost always will be correlated with k and

hence with e. Thus, even if firms are symmetric and H really

is exogenous in our sample of markets, our parameter esti-

mates will be inconsistent.

Is this a problem? One might argue that the answer is no.

After all, if H is really exogenous, then the least squares esti-

mates still tell us the expectation of price conditional on

H (and observable demand and cost factors). Since this is

what we really want to know—the total effect of a change

in H on price, including any effects due to induced changes

in k—perhaps we are fine? The problem is that this is true

only if the merger will change the strategic choices k in ac-

cord with the function k�ðH; �Þ that holds in the data. This

may or may not be the case. For example, k�ðH; �Þ may re-

flect the long-run equilibrium choice of k given H, but k

may be very different from this in the short- and medium-

run after the merger.

For instance, consider the UP/SP example. One impor-

tant factor for the determination of prices on a route is the

level of aggregate capacity available on that route (such as

tracks, sidings, and yards); higher capacity is likely to lead

to lower prices, all else equal. In the premerger data, this

aggregate capacity level is likely to be correlated with the

number and identity of competitors on a route. For exam-

ple, aggregate capacity probably is larger when more firms

are present. Hence, in a regression that includes the number

of firms on a route, but not capacity, some of the effect that

is attributed to an increase in concentration likely results

from the fact that, across the sample of markets, higher con-

centration is correlated with lower capacity levels. But in a

merger, while the number of firms will decrease on many
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routes, the level of capacity on these routes may well re-

main unchanged (at least in the short run). If so, the regres-

sion would predict too large an elevation in price following

the merger.

Finally, with asymmetric firms the endogeneity of H

also causes a problem when we turn to using the estimates

for predicting the price change because of a merger. The

actual postmerger equilibrium level of H is unlikely to equal

HHIpost, the level calculated by simply assuming that the

postmerger share of the merged firms is equal to the sum

of their premerger shares. Indeed, in the Cournot model we

know that (without synergies) H will not be equal to HHIpost,

since the merged firms’ combined share will fall. As one

simple example, in the case of an N-firm symmetric Cour-

not industry with constant returns to scale, the postmerger

Herfindahl-Hirschman Index will be 1=ðN � 1Þ, while

HHIpost ¼ 2=N. We can deduce the true merger-induced

change in concentration if we have structural estimates of

demand and supply relations. But, as we will see in the

next section, if we have estimates of these relations we also

can use them to directly predict postmerger prices, and so

there would not be much point to using (3.25).

Given the relative ease and widespread use of this

method, one might hope that it gives at least approximately

correct answers despite these problems. It would be good to

know more than we now do about whether this is right.37

3.5 Breaking the Market-Definition Mold

When they were introduced, the Guidelines greatly

improved the agencies’ analysis of proposed horizontal

mergers. At the same time, we have seen that their market-

definition based process, while intuitive, is not based on

Horizontal Mergers 99



any explicit model of competition and welfare effects. Given

this fact, it is natural to ask whether there are other tech-

niques that do not require this type of market definition ex-

ercise and examination of concentration changes. In this

section, we examine three alternative techniques that econo-

mists have proposed for evaluating the likely effects of a

merger. These are merger simulation, residual demand esti-

mation, and the event study approach. Of these, merger

simulation methods seem particularly promising.

Merger Simulation

If we are really going the route of estimating demand and

cost functions to answer the Guidelines’ market-definition

question (as discussed in the first part of section 3.4), why

not just examine the price effects of the merger directly us-

ing these estimated structural parameters? That is, once we

estimate a structural model of the industry using premerger

data, we can simulate the effects of the merger. Doing so, we

also can avoid a costly debate over what should be ‘‘in’’ and

‘‘out’’ of the ‘‘market.’’

Conceptually, simulating the price effects of a merger is

simple: given demand and cost functions for the various

products in the market and an assumption about the behav-

ior of the firms (existing studies typically examine a static

simultaneous move price choice game), one can solve nu-

merically for the equilibrium prices that will emerge from

the postmerger market structure. For example, if firms 1

and 2 in a three-firm industry merge, the equilibrium prices

ðp�
1 ; p

�
2 ; p

�
3 Þ in a static simultaneous price choice game will

be such that after the merger ðp�
1 ; p

�
2 Þ maximizes the merged

firm’s profit given p�
3 ; that is (the notation follows that in

the discussion of differentiated product demand systems in

section 3.4),
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ðp�
1 ; p

�
2 Þ solves max

p1;p2

X

i¼1;2

½pixiðp1; p2; p�
3 ; q; yÞ

� ciðxiðp1; p2; p�
3 ; q; yÞÞ�;

while p�
3 maximizes the profit of the third firm given

ðp�
1 ; p

�
2 Þ, that is

p�
3 solves max

p3
p3x3ðp�

1 ; p
�
2 ; p3; q; yÞ � c3ðx2ðp�

1 ; p
�
2 ; p3; q; yÞÞ:

Given explicit functional forms for the demand and cost

functions, fixed-point algorithms (or, in some cases, explicit

solutions using linear algebra), can be used to find post-

merger equilibrium prices. (More detailed discussions of

the method can be found in Hausman, Leonard, and Zona

[1994], Nevo [2000b], and Werden and Froeb [1994].) Going

one step further, one also can ask how large a marginal

cost reduction must arise from the merger to prevent con-

sumer surplus from falling (or, with an aggregate surplus

standard, what combinations of fixed and marginal cost

reductions are necessary to prevent aggregate surplus from

falling). With the recent advances in estimating structural

models, this approach is gaining increasing attention.

There are, however, three important caveats regarding

this method. First, correct estimation of demand is essential

for the quality of any predictions through simulation. De-

mand estimates will be more reliable when the simulation

does not have to rely on out-of-sample extrapolation; that

is, when the merger does not cause prices to move outside

the range of prior experience.

Second, a critical part of the simulation exercise involves

the choice of the postmerger behavioral model of the indus-

try. One can base this behavioral assumption on estimates

of behavior using premerger data, a technique that has a
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long history in the empirical industrial-organization litera-

ture (see, for example, Bresnahan [1987, 1989] and Porter

[1983]).38 A serious concern, however, is that the firms’ be-

havior may change as a result of the merger. For example,

the reduction in the number of firms could cause an indus-

try to go from a static equilibrium outcome (say, Bertrand

or Cournot) to a more cooperative tacitly collusive regime.

In principal, this too may be something that we can estimate

if we have a sample of markets with varying structural

characteristics. But, to date, those attempting to conduct

merger simulations have not done so.

Third, as previously discussed, pricing is likely to be only

one of several important variables that may be affected by a

merger. Entry, long-run investments in capacity, and R&D

may all be altered significantly by a merger. The empirical

industrial-organization literature is just beginning to get a

handle on these dynamic issues. To date, no actual merger

simulation has included them. Nonetheless, dynamics is a

very active area of research, and it may not be long before

this begins to happen.

In recent work, Peters [2003] evaluates the perfomance

of these simulation methods by examining how well they

would have predicted the actual price changes that fol-

lowed six airline mergers in the 1980s. The standard merger-

simulation technique, in which price changes arise from

changes in ownership structure (given an estimated de-

mand structure and inferred marginal costs) produces the

price changes shown in table 3.1 in the column labeled

‘‘Ownership change.’’39 The actual changes, in contrast, are

in the last column of the table, labeled ‘‘Actual %Dp’’. While

the merger simulation captures an important element of the

price change, it is clear that it predicts the price changes

resulting from the various mergers only imperfectly. For ex-
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ample, the US Air-Piedmont merger (US-PI) is predicted to

lead to a smaller price increase than either the Northwest-

Republic (NW-RC) or TWA-Ozark (TW-OZ) mergers, but

the reverse actually happened.

Peters next asks how much of this discrepency can be

accounted for by other observed changes that occurred

following the merger, such as changes in flight frequency

or entry, by including these observed changes in the

postmerger simulation. The column labeled ‘‘Observed

changes’’ in table 3.1 reports the answer. As can be seen

there, these observed changes account for little of the

difference.40

Given this negative answer, Peters then looks to see

whether changes in unobserved product attributes (such as

firm reputation or quality, denoted by m in the table) or in

marginal costs (denoted by c in the table) can explain the

difference. The changes in unobserved product attributes

can be inferred, using the premerger estimated demand

Table 3.1

Simulated and actual price changes from airline mergers

Component effects of average percent relative price change
in overlap markets

Merger

# of
mar-
kets

Owner-
ship
change

Observed
changes

Change
in m

Change
in c

Actual
%Dp

NW-RC 78 19.8 �1.4 0.9 �10.1 7.2

TW-OZ 50 20.8 �2.2 �0.8 �1.0 16.0

CO-PE 67 6.4 0.7 0.2 20.5 29.4

DL-WA 11 7.6 �1.5 �0.5 6.0 11.8

AA-OC 2 4.7 �3.6 �1.8 7.6 6.5

US-PI 60 12.7 2.0 �1.9 6.7 20.3

Source: Peters [2003].
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coefficients, by solving for the levels of these unobserved

attributes that reconcile the postmerger quantities pur-

chased with the postmerger prices. Given the inferred post-

merger unobserved product attributes, Peters can solve for

the Nash equilibrium prices that would obtain were prod-

uct attributes to have changed in this way, assuming that

marginal costs remained unchanged. (Observe that since

the postmerger unobserved product attributes are obtained

entirely from the demand side, these computed equilibrium

prices need not equal the actual postmerger prices.) As can

be seen in the column labeled ‘‘Change in m,’’ this accounts

for little of the difference between predicted and actual

prices.

Finally, Peters can infer a change in marginal cost by

calculating the levels of marginal costs that would make

the computed Nash equilibrium prices equal to the actual

postmerger prices. (This is done by including all of the

previous changes, including the inferred changes in un-

observed product attributes m, and solving for marginal

costs using the Nash equilibrium pricing first-order condi-

tions, as in the discussion of econometric approaches to

market definition in section 3.4.) The price change in the col-

umn labeled ‘‘Change in c’’ reports the size of the change if

these marginal cost changes are included in the simulation,

omitting the product attribute changes. As can be seen in

the table, the changes because of changes in c represent a

large portion of the discrepency between the initial simula-

tion and the actual price changes.

It should be noted, however (as Peters does), that an

alternative interpretation of these results is that it was

firm conduct rather than marginal costs that changed post-

merger. For example, this seems most clear in the case of

the Continental-People Express (CO-PE) merger, where
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the acquired airline was suffering serious financial diffi-

culty prior to the merger. In that case, prices undoubtedly

increased not because of a true marginal cost change, but

rather because of a change in the previously distressed

firm’s behavior. Changes in behavior may have occurred

in the other mergers as well. At the very least, however,

Peters’s study suggests directions that are likely to be fruit-

ful in improving prospective analyses of mergers.

It seems clear that as techniques for estimating structural

models get better, merger simulation will become an in-

creasingly important tool in the analysis of horizontal

mergers. How quickly this happens, however, and the de-

gree to which it supplants other techniques, remains to be

seen. My sense is that it is likely that before too long these

techniques, and their further refinements, will constitute the

core of merger analysis, at least for cases in which data and

time limitations are not too severe.

Residual Demand Estimation

Another technique that does not follow the Guidelines’

path, but that also avoids a full-blown structural estima-

tion, is the residual demand function approach developed

by Baker and Bresnahan [1985]. Specifically, Baker and

Bresnahan propose a way to determine the increase in

market power from a merger that involves separately esti-

mating neither the cross-price elasticities of demand be-

tween the merging firms’ and rivals’ products nor cost

function parameters. As Baker and Bresnahan [1985, 59]

put it:

Evaluating the effect of a merger between two firms with n� 2
other competitors would seem to require the estimation of at least
n2 parameters (all of the price elasticities of demand), a formida-
ble task. . . . That extremely difficult task is unnecessary, how-
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ever. The necessary information is contained in the slopes of the
two single-firm (residual) demand curves before the merger, and
the extent to which the merged firm will face a steeper demand
curve. . . . The key to the procedures is that the effects of all other
firms in the industry are summed together. . . . This reduces the
dimensionality of the problem to manageable size; rather than an
n-firm demand system, we estimate a two-firm residual demand
system.

To understand the Baker and Bresnahan idea, it helps to

start by thinking about the residual demand function faced

by a single firm (that is, its demand function, taking into ac-

count rivals’ reactions), as in Baker and Bresnahan [1988].

Specifically, consider an industry with N single-product

firms and suppose that the inverse demand function for

firm 1 is given by

p1 ¼ P1ðx1; x�1; zÞ; ð3:30Þ
where x1 is firm 1’s output level, x�1 is an ðN � 1Þ vector of
output levels for firm 1’s rivals, and z are demand shifters.

To derive the residual inverse demand function facing firm

1, Baker and Bresnahan posit that the equilibrium relation

between the vector x�1 and x1 given the demand variables z

and the cost variables w�1 affecting firms 2; . . . ;N can be

written as

x�1 ¼ B�1ðx1; z;w�1Þ: ð3:31Þ
For example, imagine for simplicity that there are two firms

in the industry (N ¼ 2). If equilibrium output levels are de-

termined by either a static simultaneous choice quantity

game or by a Stackleberg game in which firm 1 is the leader,

then (3.31) is simply firm 2’s best-response function. Substi-

tuting for x�1 in (3.30) we can then write firm 1’s residual

inverse demand function as
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p1 ¼ P1ðx1;B�1ðx1; z;w�1Þ; zÞ1R1ðx1; z;w�1Þ: ð3:32Þ
For example, in the simple case in which z and w�1 are

both scalar variables, we might estimate this in the simple

constant-elasticity form:

lnðp1iÞ ¼ g0 þ g1 lnðx1iÞ þ g2 lnðziÞ þ g3 lnðw�1; iÞ þ ei: ð3:33Þ
Baker and Bresnahan would then look to the estimate of g1,

the quantity elasticity of the residual inverse demand func-

tion, as a measure of the firm’s market power.41

Note that since x1 typically will be correlated with e, we

will require an instrument for x1. Moreover, since the rivals’

cost variables w�1 are already in the estimating equation

(3.33), this will need to be a cost variable that affects only

firm 1, say w1. Unfortunately, such an instrument is often

hard to find.

Figure 3.3 depicts the idea of what identifies the residual

demand function R1ð�Þ. Imagine that firms other than firm 1

produce a homogeneous product, that firm 1’s product may

be differentiated, and that the N firms compete by simulta-

neously choosing quantities. By holding fixed the demand

variable z and the cost variables w�1 for firm 1’s rivals, the

estimating equation (3.33) effectively holds fixed the rivals’

aggregate best-response function, which is labeled as B�1ð�Þ
in figure 3.3.42 A shift in the cost variable for firm 1 from w 0

1

to w 00
1 < w 0

1 shifts firm 1’s best-response function outward as

depicted in figure 3.3. This increases x1 from x 0
1 to x 00

1 and

reduces the sum of the rivals’ joint output X�1. The slope of

the residual demand function is then equal to the ratio of

the resulting change in firm 1’s price to the change in its

quantity. For example, if rivals have constant returns to

scale and act competitively, and if firm 1’s product is not

differentiated from its rivals’ products, then B�1ð�Þ will be a
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line with slope �1, and the coefficient g1 estimated in equa-

tion (3.33) will be zero since any increase in firm 1’s output

will be met by a unit-for-unit decrease in its rivals’ output.

While clever, there are at least two serious potential prob-

lems with this approach in addition to the difficulty of find-

ing suitable instruments. First, the ‘‘equilibrium relation’’

between firm 1’s output x1 and its rivals’ outputs x�1 may

not take the form in (3.31). For example, if there are two

firms ðN ¼ 2Þ and outputs are determined via a Stackleberg

game with firm 2 as the leader, then firm 2’s output will de-

Figure 3.3

Idea behind the Baker-Bresnahan residual demand function estimation
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pend on all of the variables that affect firm 1’s best-response

function (that is, including w1), not just on ðx1; z;w2Þ.
Second, unless firm 1 is actually a Stackleberg leader,

the output chosen by firm 1 in equilibrium will not be the

solution to maxx1 ½R1ðx1; z;w�1Þ � c1�x1. For example, if out-

puts actually are determined in a simultaneous (Cournot)

quantity choice game, the residual demand function

derived from this procedure will not have any direct corre-

spondence to the actual price-cost margins in the market.

Baker and Bresnahan’s procedure for evaluating a merger

expands on this idea. Imagine, for simplicity, an industry in

which initially there are three firms, and suppose that firms

1 and 2 will merge and that firm 3 will remain independent

(the idea extends again to any number of independent

firms). Now suppose that the inverse demand functions for

firms 1 and 2 are

p1 ¼ P1ðx1; x2; x3; zÞ ð3:34Þ
and

p2 ¼ P2ðx1; x2; x3; zÞ: ð3:35Þ
As before, suppose that firm 3’s best-response function is

x3 ¼ B3ðx1; x2; z;w3Þ: ð3:36Þ
Substituting as before we can write:

p1 ¼ R1ðx1; x2; z;w3Þ ð3:37Þ
p2 ¼ R2ðx1; x2; z;w3Þ: ð3:38Þ
Equations (3.37) and (3.38) give the residual inverse

demands faced by merged firms 1 and 2, taking into ac-

count firm 3’s reactions to their price choices. Given esti-

mates of these equations, Baker and Bresnahan propose
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evaluating the merger by computing the percentage price

increase for each of the merging firms caused by a 1% re-

duction in both of their outputs, and comparing this to the

two merging firms’ single-firm residual inverse demand

elasticities (as derived here); if these elasticities are much

greater in the former case, they conclude that the merger

increases market power.

Unfortunately, this method for evaluating postmerger

market power suffers from the same problems as in the

single-firm case. Moreover, an additional problem emerges

with the method Baker and Bresnahan use to compare pre-

and postmerger market power: since both of the merging

firms could not have been Stackleberg leaders prior to the

merger, the single-firm residual inverse demand elasticities

clearly are not directly related to premerger markups.43

Taken together, these various problems make the

residual-demand approach less useful than merger simu-

lation.

Event-Study Approach

A third empirical technique that does not follow the Guide-

lines’ method, examines the effect of a merger without any

kind of structural estimation. The simple idea, originating

in Eckbo [1983] and Stillman [1983], is as follows: A merger

that will raise the prices charged by the merging firms is

good for rivals, while one that will lower these prices is

bad for them. Hence, we should be able to distinguish these

two cases by looking at rivals’ stock-price reactions to the

merger announcement and any subsequent enforcement

actions. (Eckbo and Stillman looked at these reactions for

a number of mergers and found no positive effects on

rivals, and therefore concluded that most mergers are not

anticompetitive.)
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Although a simple technique (it uses the standard event-

study method), it has a number of potential pitfalls. The

first has to do with the power of the test. McAfee and Wil-

liams [1988], for example, examine what they argue was an

‘‘obviously anticompetitive merger’’ and find no evidence

of statistically significant positive stock-price reactions by

rivals. They argue that the problem is that the rivals may be

large firms with highly variable stock returns so that the

power of the test may be low; that is, we should not take

the lack of statistically significant reactions in rivals’ stock

prices to mean that the merger will not raise prices.

Another issue has to do with what the literature calls

‘‘precedent effects.’’ If a merger is announced, this may con-

vey information about market (or regulatory) conditions

more generally. For example, consider the announcement of

an efficiency-enhancing merger. This announcement may

indicate not only that the merged firms’ costs will fall, but

also that the other firms in the industry are likely to fol-

low their example by merging themselves. Typically, the

resulting reduction in all firms’ costs will lead to both

lower prices and higher profits. Thus, the informational

content of this announcement—what it says about likely

future mergers and their effects—will lead rivals’ stock

prices to increase upon announcement of this price-reducing

merger.44

In the other direction, there is a possibility that a merger

that increases the size of a firm could also increase the like-

lihood of anticompetitive exclusionary behavior. For exam-

ple, in a ‘‘deep pocket’’ model of predation in which the

size of a firm’s asset holdings affects its ability to predate on

rivals (for example, Benoit [1984], Bolton and Scharfstein

[1990]), a merger might increase the likelihood that rivals

are preyed upon. This could lead to negative returns for

Horizontal Mergers 111



rival stock values from announcement of a price-increasing

merger.

These interpretational difficulties can be substantially

avoided by looking instead at customer stock prices as done

by Mullin, Mullin, and Mullin [1995]. Doing so allows one

to look directly at the stock market’s expectation of the

changes in price (as well as any nonprice dimensions of

buyer surplus such as quality) arising from the merger.

Mullin, Mullin, and Mullin study the United States Steel

(USS) dissolution suit that was filed in 1911. They begin by

identifying thirteen potentially significant events in the his-

tory of the case, and then narrow their focus to five events

by restricting attention to those events that caused a statisti-

cally significant movement in USS’s stock price. The five

events are described in table 3.2, which also indicates with

a (þ) or a (�) whether the event is associated with an in-

crease or a decrease in the probability of dissolution.

They then examine the effects of these events on the stock

market values of four sets of firms: steel industry rivals,

railroads, the Great Northern Railway, and street railway

companies. Examining steel industry rivals follows the

Eckbo-Stillman method.45 Railroads and street rail compa-

nies, in contrast, were both customers of USS, in that they

bought significant quantities of steel.46 The event responses

of these groups to the five events are shown in table 3.3,

which also shows the response of USS to each event.47 As

can be seen in the table, the responses of steel industry

rivals are generally insignificant. The railroad stocks, how-

ever, respond to these events in a statistically and economi-

cally significant way, and in a direction that suggests that

dissolution of USS would lower steel prices. Indeed, since

steel represented only 10% of railroad costs, the 2% value

reduction that railroads felt in response to the USRUMOR

event would correspond to a 20% reduction in the expected
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cost of steel if the probability of the merger went from 0 to 1

as a result of this news, and even more otherwise.

Two further points are also worth noting. First, while

Mullin, Mullin, and Mullin found significant effects on

customers, it should be noted that finding no statistically

significant customer stock-price response to a merger’s an-

nouncement may not indicate the absence of a price effect:

If customers are themselves producers, any price increases

may be fully passed on to final consumers. In addition, as

Table 3.2

Event descriptions

Variable Description

USSRUMOR (þ) Wall Street reacts to rumors that U.S. Steel
will voluntarily dissolve and the following
day the New York Times reports that U.S.
Steel and the Department of Justice (DOJ) are
negotiating the voluntary dissolution.
Neither the DOJ nor U.S. Steel comments on
these reports initially. September 20–21,
1911.

USSDEN (�) U.S. Steel announces that it is not
contemplating dissolution and believes that
it is not guilty of antitrust violations.
September 26, 1911.

DISSUIT (þ) The DOJ files the dissolution suit against
U.S. Steel. On the same day, U.S. Steel
officially announces that it will cancel the
Great Northern lease and lower the freight
rates on iron ore as had been previously
reported. October 26, 1911.

SCTREARG (�) The Supreme Court orders reargument in
several large antitrust cases before it,
including the U.S. Steel case. May 21, 1917.

SCTDEC (�) The Supreme Court affirms the district court
decision in U.S. Steel’s favor. March 1, 1920.

Source: Mullin, Mullin, and Mullin [1995].
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noted in the McAfee-Williams critique, the power of such a

test may be low. Second, similar kinds of tests could also be

run, looking instead at effects on firms that produce comple-

ments to the products of the merging firms.

Any suggestion that an antitrust authority should primar-

ily rely on event-study analyses presumes that stock market

participants are able to forecast the competitive effects of

mergers more accurately (and faster) than is the agency,

perhaps a questionable assumption.48 Less extreme is the

idea that an antitrust authority might use event-study evi-

dence as just one source of information, perhaps as a check

on its own internal analysis and any opinions obtained di-

rectly from industry and stock market participants.

3.6 Examining the Results of Actual Mergers

All of the foregoing discussion has focused on a prospective

analysis of horizontal mergers. It is natural to ask, however,

Table 3.3

Average estimated event responses

Event Steel rivals Railroads Street rails

USSRUMOR .00374
(.1782)

.02033
(3.0246)

USSDEN .00903
(.4316)

�.01320
(�1.9742)

DISSUIT �.03532
(�1.6874)

.01260
(1.8828)

SCTREARG .06233
(1.7707)

�.01860
(�.7394)

SCTDEC .04260
(1.3366)

�.02858
(�1.7453)

�.02551
(�.3533)

Source: Mullin, Mullin, and Mullin [1995].
Note: t-statistics are in parentheses.
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what we know, looking retrospectively, about their actual

effects. Such analyses can be useful for at least two reasons.

First, they can guide our priors about the likelihood of

mergers being anticompetitive or efficiency-enhancing (ide-

ally, as a function of their characteristics). Second, we can

use this information to assess how well various methods of

prospective merger analysis perform, as the Peters [2003]

paper discussed in section 3.5 does for merger simulation.

Unfortunately, the economics literature contains remark-

ably little of this kind of analysis. In the remainder of

the chapter, I discuss some studies that have looked at

either price or efficiency effects in actual mergers (none

look at both). This is clearly an area that could use more

research.49,50

Price Effects

A small number of studies have analyzed the effects of

actual mergers on prices. Many of these have focused on the

airline industry, where a number of high-profile mergers

occurred in the mid-1980s and price data are publicly avail-

able because of data reporting regulations. Borenstein [1990]

studies the effects of the mergers of Northwest Airlines

(NW) with Republic Airlines (RC) and Trans World Airlines

(TW) with Ozark Airlines (OZ) in 1985 and 1986. In both

cases, the merging airlines had their major hub at the same

airport: Minneapolis served as the hub for both NW and

RC; St. Louis was the hub for TW and OZ.51 Both mergers

began in 1985 with final agreements reached in the first

quarter of 1986, and received regulatory approval (from the

Department of Transportation) in the third quarter of 1986.

Table 3.4 shows the average ‘‘relative prices’’ before and af-

ter the mergers for four categories of markets, defined by

whether both merging firms were active competitors in the
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Table 3.4

Merging airlines’ price changes at their primary hubs

Relative pricesa
Av.
changea

Other
firms Mkts 1985 1986 1987 1985–1987

NW & RC Yes 16 3.1
(2.8)

0.2
(4.5)

10.1d

(5.9)
6.7
(4.3)

NW or RC Yes 41 14.3b

(2.6)
21.2b

(3.5)
19.9b

(2.8)
6.0c

(2.6)

NW & RC No 11 15.2d

(8.2)
32.1b

(10.3)
37.8b

(7.5)
22.5b

(5.2)

NW or RC No 16 27.0b

(6.7)
36.6b

(9.5)
39.4b

(7.1)
12.0c

(5.5)

Total 84 14.7b

(2.3)
21.5b

(3.3)
24.1b

(2.7)
9.5b

(2.1)

TWA & OZ Yes 19 �1.3
(6.1)

�2.7
(4.0)

3.2
(4.6)

4.6
(7.5)

TWA or OZ Yes 29 10.5c

(4.0)
4.7
(4.2)

5.7
(4.4)

�3.0
(3.1)

TWA & OZ No 9 39.6b

(7.5)
55.5b

(13.2)
27.4b

(2.4)
�5.8
(6.4)

TWA or OZ No 10 56.0b

(12.0)
61.4b

(11.8)
33.5b

(8.1)
�12.3c

(4.0)

Total 67 17.8b

(4.0)
17.9b

(4.6)
12.1b

(3.0)
�0.0
(3.5)

Source: Borenstein [1990].
Notes:
aShown in percent.
bSignificant at 1-percent level (two-tailed test).
cSignificant at 5-percent level (two-tailed test).
dSignificant at 10-percent level (two-tailed test).
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market before the merger (that is, each firm having at least a

10% market share on the route prior to the merger and

shown in the first column of the table) and by whether they

faced any competition before the merger (whether there

were ‘‘Other firms’’ in the market is shown in the second

column of the table). The ‘‘Relative prices’’ columns record

for the third quarters of 1985, 1986, and 1987 the average

over markets in the respective category of the percentage

difference between the average price for the merging firms

in that market and the average price for a set of markets of

a similar distance (throughout the table, standard errors are

in parentheses). The ‘‘Av. change’’ over 1985–1987 is the av-

erage over markets in the respective category of the percent-

age difference between the 1987 ‘‘relative price’’ in the

market and the 1985 ‘‘relative price.’’52

The results in table 3.4 reveal very different experiences

following the two mergers. Prices increased following the

NW-RC merger, but not following the TW-OZ merger.

Looking at the different categories in the NW-RC merger,

(relative) prices increased by 22.5% on average in markets

which were NW and RC duopolies prior to the merger.53 It

is also noteworthy that prices also increased on routes in

which NW and RC did not compete prior to the merger.

This could reflect a price-constraining effect of potential

entry prior to the merger, increased market power arising

from domination of the hub airport after the merger, or, in

the case of markets in which they faced competitors, the

effects of increased levels of multimarket contact with com-

petitor airlines. Borenstein also notes that the prices of other

airlines on these routes displayed a pattern very similar to

the pattern seen for the merging firms in table 3.4.

Kim and Singal [1993] expand on Borenstein’s analysis by

examining the price changes resulting from fourteen airline
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mergers that occurred from 1985 to 1988. Table 3.5 depicts

the average of the changes in the relative prices for routes

served by the merging firms compared to all other routes of

similar distance. The table is divided horizontally into three

sections: The first ‘‘full period’’ section looks at the change

in (relative) prices from one quarter before the first bid of

the acquirer to one quarter after consummation of the

merger; the second ‘‘announcement period’’ section looks at

changes from one quarter before the first bid of the acquirer

to one quarter after this bid; the third ‘‘completion period’’

section looks at changes from one quarter before consum-

mation to one quarter after. The table is also vertically

divided into two sections. The left section looks at the merg-

ing firms’ (relative) price changes, while the right section

looks at rivals’ (relative) price changes on the routes served

by the merging firms. Within each of these sections, (rela-

tive) price changes are computed separately, depending on

whether one of the merging firms was financially distressed

prior to the merger. Descriptions of the variables in table 3.5

are in the notes to the table.

Looking at price changes for the merging firms, we see

that relative prices rose by an average of 3.25% over the full

sample period in mergers involving firms that were not fi-

nancially distressed. They rose substantially more (26.35%)

in mergers involving a financially distressed firm. The

announcement period and completion period changes are

interesting as well. One might expect market power effects

to be felt prior to the actual merger (as the management

teams spend time together), while merger-related efficien-

cies would occur only after completion. For mergers involv-

ing ‘‘normal firms’’ we indeed see that prices rise in the

announcement period and fall—although not as much—in

the completion period.54 (The patterns for mergers involv-
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ing a failing firm are more puzzling.) Price changes for rival

firms again follow similar patterns. Kim and Singal also

examine through regression analysis the relationship be-

tween the change in relative fares and the change in the

Herfindahl-Hirschman Index. Consistent with the efficiency

interpretation just given, they find that for mergers involv-

ing ‘‘normal firms,’’ the size of the price elevation during

the announcement period is highly correlated with the

change in concentration induced by the merger, while the

fall in prices during the completion period is unrelated to

this change.

Finally, Kim and Singal break the merging firms’ routes

into four categories depending on whether the route in-

volves a common hub airport for the merging firms (if so,

it is a ‘‘hub’’ route) and whether the merging firms both

served the route prior to the merger (if so, it is an ‘‘overlap’’

market). Table 3.6 depicts their results on (relative) price

changes (in percentages) for the full period. Notably for

mergers involving normal firms, prices fall on ‘‘Hub only’’

routes (that is, nonoverlap routes involving a common hub)

and they have no change on Hub/overlap routes. (More-

over, Kim and Singal show that these price reductions

come entirely during the completion period.) These changes

strongly suggest the presence of merger-related efficiency

benefits. ‘‘Overlap only’’ markets show a price change like

that seen in table 3.5 for the full sample. Finally, note that

routes that are neither a hub route nor an overlap route also

experience price increases of this magnitude. These may re-

veal the effect of increased multimarket contact.55

Peters [2003], which was largely focused on evaluating

merger simulation techniques (see section 3.5), also docu-

ments the service changes and entry events that followed

six of these mergers. Peters shows that flight frequency
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tended to decrease in markets that initially were served

by both merging firms, and increase in markets that ini-

tially were served by only one of the merging firms.56 The

mergers also led to entry, although changes in the number

of rivals were only statistically significant for three of the

mergers.

Banking is another industry in which firms are required

to provide the government with data on their operations.

Prager and Hannan [1998] study the price effects of mergers

in the U.S. banking industry from January 1992 through

June 1994. They examine the change in deposit rates for

three types of deposits, NOW accounts (interest-bearing

checking accounts), MMDA accounts (personal money mar-

ket deposit accounts), and 3MOCD accounts (three-month

certificates of deposit).57 Hannan and Prager separately

examine the effects of ‘‘substantial horizontal mergers’’ in

which the Herfindahl-Hirschman Index in the affected mar-

ket increases by at least 200 points to a postmerger value of

at least 1800, and ‘‘less substantial mergers,’’ in which the

Herfindahl-Hirschman Index increases by at least 100 points

to a postmerger value of at least 1400 and which were not

‘‘substantial mergers.’’ Their price data are monthly obser-

vations on deposit interest rates from October 1991 through

August 1994, while their estimating equation takes the

form

ratchgit ¼ aþ
XT

t¼2

dtIt þ
Xþ12

n¼�12

bnSMint þ
Xþ12

n¼�12

gnLSMint þ eit;

where ratchgit ¼ lnðrateit=ratei; t�1Þ and rateit is bank i 0s de-

posit rate in period t, It is a dummy variable taking value 1

in period t and 0 otherwise, SMint is a dummy variable tak-

ing value 1 if bank i was exposed to a substantial horizontal
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merger in period tþ n, and LSMint is a dummy variable

taking value 1 if bank i was exposed to a less substantial

horizontal merger in period tþ n.58 The results from this es-

timation can be seen in table 3.7, where the merger exposure

effects are presented in three aggregates: the premerger pe-

riod (n ¼ �12 to n ¼ 0), the postmerger period (n ¼ 1 to

n ¼ þ12), and the total period.

The results indicate that substantial mergers reduce the

rates that banks in a market offer. This effect is largest for

NOW accounts (approximately a 17% reduction in rates),

for which customers arguably have the strongest attach-

ment to local banks, and least for three-month CD’s (less

than 2% reduction in rates, and not statistically significant).

Notably, however, Prager and Hannan find that less sub-

stantial mergers increase rates paid in the market. One pos-

sible interpretation of this difference is that these mergers

involve efficiencies (which allow banks, in the absence of

other effects, to increase their rates), but the effects of these

efficiencies on prices are more than offset by an increase in

market power for substantial mergers. Unlike in Kim and

Singal [1993], the direction of these effects is the same in the

pre- and postmerger period. Finally, although the results in

table 3.7 do not distinguish between the price changes for

merging firms and their rivals, Prager and Hannan find

that these two groups had similar price effects, paralleling

the Borenstein [1990] and Kim and Singal [1993] findings

on this point.

In a recent paper, Focarelli and Panetta [2003] study bank

mergers in Italy during the years 1990–1998 and their effects

on deposit rates. Like Kim and Singal [1993] and Prager and

Hannan [1998], they separately look at announcement

(which they call ‘‘transition’’) and completion periods. How-

ever, they look at a much longer time period after the
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merger when examining the completion period (for each

merger, they consider the effects until the end of their

sample), arguing that a long time period may be required

to realize efficiencies from merger. Like Kim and Singal

they find evidence of market power effects during the

announcement/transition period as deposit rates fall during

this period. However, they find that in the long run these

mergers increased deposit rates. Thus, in this case, the

price-reducing effects of merger-related efficiencies seem to

have dominated the price-increasing effects of increased

market power.

Some recent studies have been done as well in other

industries in which price data are available. Hosken and

Taylor [2004] study the effects of a 1997 joint venture that

combined the refining and retail gas station operations of

the Marathon and Ashland oil companies. Specifically, they

examine retail and wholesale price changes in Louisville,

Kentucky, a city where this merger raised concentration

significantly (the wholesale Herfindahl-Hirschman Index

increased from 1477 to 2263; the retail index increased by

over 250, ending up in the 1500–1600 range). They conclude

that there is no evidence that the merger caused either

wholesale or retail prices to increase.59 In contrast, Hastings

[2004] finds that rivals’ prices did increase following

ARCO’s 1997 acquisition (through long-term lease) of

260 stations from Thrifty, an unbranded retailer. Vita and

Sacher [2001] document large price increases arising from a

1990 merger between the only two hospitals in the city of

Santa Cruz, California. The acquirer in this case was a non-

profit hospital. Hospital markets, which also have data pub-

licly available because of regulatory requirements, have also

been the subject of some other work evaluating price and

service effects of mergers; see Pautler [2003].60

126 Chapter 3



There is one important caveat to the interpretations we

have been giving to observed price changes in these studies:

throughout, we have been assuming that the product re-

mains unchanged. An alternative explanation for price

increases or decreases instead may be that the merger led to

changes in the quality of the merged firms’ products. Thus,

rather than market power, price increases may reflect qual-

ity improvements; and rather than cost reductions, price

decreases may reflect quality degradation. That said, many

of the papers we have discussed document patterns that

are suggestive of some (if not all) of the interpretations

these papers give to their findings. For example, the price

increases during the Kim and Singal [1993] announcement

period are unlikely to come from quality improvements.

Likewise, Focarelli and Panetta [2003] explicitly examine

and reject the hypothesis that the long-run increases in

merging banks’ interest rates that they document are be-

cause of quality degradation.

In summary, the literature documenting price effects of

mergers has shown that mergers can lead to either price

increases or decreases, in keeping with the central market

power versus efficiency trade-off that we have discussed.

There is also some evidence that more substantial mergers

are more likely to raise prices. The use of postmerger evi-

dence to evaluate techniques for prospective merger analy-

sis is unfortunately much more limited.

Efficiencies

Just as with price effects, remarkably little has been done

examining the effects of horizontal mergers on productive

efficiency. Indeed, here the evidence is even thinner. Most

of the work examining the efficiency effects of mergers

has examined mergers in general, rather than focusing on
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horizontal mergers. In general, the effects need not be the

same. On the one hand, there may be greater potential for

synergies when the merging firms are in the same indus-

try; on the other hand, since horizontal mergers may in-

crease market power, even efficiency-decreasing horizontal

mergers may be profitable for merging firms.61

Work examining mergers in general has typically found

that there is a great deal of heterogeneity in merger out-

comes. Some mergers turn out well, others very badly.62 As

well, the average effects are sensitive to both the time period

examined and the particular sample of mergers studied.

Perhaps the best-known study of postmerger performance

is Ravenscraft and Scherer [1987], who document using the

FTC’s Line of Business data (collected for just three years,

from 1974–1976) a dramatic decline in postmerger pro-

fitability of acquired lines of business, which generally

were highly successful prior to acquisition. Ravenscraft and

Scherer’s sample, however, largely consisted of acquisitions

from the conglomerate merger wave of the 1960s. Two dif-

ferent studies have examined data from the years following

this conglomerate merger wave: Lichtenberg and Siegel

[1987] and McGuckin and Nguyen [1995]. Lichtenberg and

Siegel examine the effect of ownership changes on statisti-

cally estimated total-factor productivity at the plant level

using the Census Bureau’s Longitudinal Establishment Data

(LED) for the years 1972–1981. (Total-factor productivity is

determined in much of their work as the residual from esti-

mation of a Cobb-Douglas production function.) As can be

seen in table 3.8 (where ‘‘year t’’ is the year of the merger),

in contrast to the Ravenscraft and Scherer findings, they

find that acquired plants were less productive than industry

averages prior to acquisition, but had productivity increases

128 Chapter 3



Table 3.8

Differences in mean levels of productivity between plants changing owner-
ship in year t and plants not changing ownership

Year Level of productivity (residual)a

t� 7 �2.6
(4.00)

t� 6 �3.0
(5.06)

t� 5 �3.4
(6.50)

t� 4 �3.3
(6.77)

t� 3 �3.3
(7.40)

t� 2 �3.6
(8.71)

t� 1 �3.7
(9.59)

t �3.9
(9.10)

tþ 1 �2.9
(6.06)

tþ 2 �2.7
(6.00)

tþ 3 �2.5
(4.97)

tþ 4 �1.9
(3.52)

tþ 5 �1.9
(3.23)

tþ 6 �1.8
(2.57)

tþ 7 �1.2
(1.16)

Source: Lichtenberg and Siegel [1987].
Note:
a t-statistics to test H0: difference equals 0 in parentheses.
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that brought them almost up to the industry average after

the acquisition. This may reflect the undoing of Ravenscraft

and Scherer’s inefficient conglomerate mergers.

The LED database, however, contains primarily large

plants. McGuckin and Nguyen [1995] study the same ques-

tion using instead the Census Bureau’s Longitudinal

Research Database (LRD) for the years 1977–1987. They re-

strict attention to mergers occurring between 1977 and 1982

and focus on the food manufacturing industry (SIC 20). This

sample includes many more small plants than in Lichten-

berg and Siegel’s analysis. It also includes plants that only

operated during part of the sample period (an ‘‘unbalanced

panel’’), while Lictenberg and Siegel used a balanced panel

(a balanced panel may worsen selection biases). However,

instead of a measure of total-factor productivity most of

their analysis uses labor productivity (the average product

of labor relative to the industry average product), which

can be affected by shifts in the mix of inputs. In contrast to

Lichtenberg and Siegel, McGuckin and Nguyen find that

acquired plants have above-average productivity prior to

acquisition, although they find that this is not true when

they restrict attention to large plants like those studied by

Lichtenberg and Siegel. Like Lichtenberg and Siegel, they

find postmerger productivity improvements.

Unfortunately, neither of these studies deals with

endogeneity or selection issues when estimating produc-

tivity, which we know can seriously bias productivity esti-

mates (see Olley and Pakes [1996]). In addition, neither of

these studies considers separately the effects of horizontal

mergers. In fact, ideally we would like to know how hori-

zontal mergers affect productivity conditional on their struc-

tural attributes (for example, potential for increasing market

power).
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One study that examines horizontal mergers explicitly is

Pesendorfer [2003], which studies a horizontal merger wave

in the paper industry during the mid-1980s. Rather than

estimating productivity directly, Pesendorfer tries to infer

pre- and postmerger productivity using the firms’ capacity

choices. (Much as we discussed in the first parts of sections

3.4 and 3.5, he infers marginal costs from the Cournot-like

first-order conditions for capacity choice.) This is an inter-

esting idea, but it is unfortunately not entirely convincing

in his application.63

In summary, the evidence on the efficiency effects of hori-

zontal mergers provides little guidance at this point. There

is reason, however, to be hopeful that we will learn more

soon. Recent work, most notably Olley and Pakes [1996],

has greatly improved our ability to estimate productivity

(see also Levinsohn and Petrin [2003]). The examination of

the productivity effects of horizontal mergers seems a natu-

ral (and highly valuable) direction for this work to go.
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4 Exclusionary Vertical
Contracts

4.1 Introduction

In this chapter, I shift focus from horizontal agreements

to vertical ones. By ‘‘vertical,’’ I mean agreements between

two parties located at different stages of the production and

distribution chain. These parties might, for example, be a

machinery manufacturer and his industrial customer, or a

distributer and a local retailer. And, although not strictly

‘‘vertical’’ in this sense, similar principles can apply to two

sellers of complementary goods (where the producer of one

complementary good can be viewed as a ‘‘supplier’’ to the

other).

While the aim of anticompetitive horizontal agreements is

collusion (broadly interpreted), the concern arising from the

vertical agreements, or contracts, that I focus on here is

exclusion. Exclusionary vertical contracts have a long and

controversial history in U.S. antitrust law and commentary.

For much of the twentieth century, the U.S. courts ex-

pressed hostility toward practices such as exclusive con-

tracts, vertical mergers, and tied sales, fearing in each case

that they would serve to exclude rivals and thereby reduce



competition. Then, beginning in the 1950s, these views came

under a withering attack from authors whose arguments

are traceable to the University of Chicago oral tradition

associated with Aaron Director (for example, Director and

Levi [1956], Posner [1976], Bork [1978]). In each case, this at-

tack was two-pronged. First, using simple price theoretic

or monopoly models, the Chicago School argued that the

traditional concern was simply illogical: rational firms

would not engage in the practice for anticompetitive rea-

sons. Second, they suggested other efficiency-enhancing rea-

sons why firms would want to write such contracts. The

Chicago School’s arguments were enormously influential

and continue to affect markedly current courts’ views of

these practices. (As a matter of intellectual history, this is

a good example of the power of theoretical models: the

Chicago School had models; their opponents had none.)

Beginning in the mid-1980s, the infiltration of game

theory into industrial organization allowed researchers to

formally model oligopolistic markets. As a result, many old

questions in the field were revisited, using formal models.

Among those were questions concerning exclusionary ver-

tical contracts. Using game theoretic models, researchers

showed that the courts’ traditional concerns might not be

illogical after all; in well-specified models, rational firms

would, in some circumstances, use such contracts to exclude

rivals and reduce competition.

In this chapter, I provide an introduction to this topic.

The chapter differs greatly in emphasis from chapters 2 and

3. In contrast to price fixing and horizontal mergers, exclu-

sionary vertical contracts is one of the most controversial

areas of antitrust. Moreover, it is an area in which there are

new theoretical developments that are not yet widely un-
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derstood, and in which there is not yet much convincing

empirical work. As such, the main emphasis in the chapter

is on those theoretical models and what they tell us.

I focus here on one particular type of exclusionary verti-

cal contract: exclusive contracts. An exclusive contract states

that one party to the contract will deal only with the other

party for some set of transactions. They are, in a sense, the

purest form of exclusionary vertical contract. Other types of

exclusionary vertical contracts, such as vertical mergers and

tied sales, share not only the same intellectual history

(recounted earlier), but also many of the same underlying

economic principles.1

Exclusive contracts, and exclusionary vertical practices

more generally, are featured in many of the most prominent

antitrust cases. In the recent Microsoft case [253 F.3d 34

(2001)], for example, Microsoft was accused of requiring

computer manufacturers, internet service providers, and

software producers to exclude, at least partially, Netscape’s

Navigator Web browser in favor of its own Internet Ex-

plorer browser.2 It has also been an active area of late. Re-

cent cases involving exclusive contracts include U.S. v. Visa

U.S.A. [344 F.3d 229 (2003)] in which Visa was attacked

for its agreements with banks that prohibited them from

distributing rival credit cards, including American Express

and Discover; U.S. v. Dentsply [399 F.3d 181 (2001)] in

which Dentsply, the dominant maker of artificial teeth, was

accused of illegally excluding rival manufacturers through

exclusive agreements with dental wholesalers; and Conwood

v. United States Tobacco [290 F.3d 768 (2002)] in which

United States Tobacco, the dominant producer of moist

snuff, was accused of illegally excluding rivals using exclu-

sive contracts with retailers.3
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U.S. courts apply the rule of reason when analyzing

exclusive contracts, based on the view that they can create

both anticompetitive harm and efficiency-enhancing bene-

fits. I discuss both possibilities, focusing first on their possi-

ble anticompetitive effects.

4.2 The Traditional and Chicago Views of Exclusive

Contracts

Through much of the twentieth century the U.S. courts

treated exclusive dealing harshly, albeit via the rule of rea-

son. The justification for this treatment was their concern

that exclusive contracts might lead to ‘‘market foreclosure’’;

that is, exclusion of competitors and consequent monopoli-

zation. For example, in one well-known case, Standard Fash-

ion Company v. Magrane-Houston Company [258 U.S. 346

(1922)], a leading manufacturer of dress patterns (Standard)

contracted with prominent Boston retailer Magrane-

Houston to sell its patterns on the condition that Magrane-

Houston not sell the patterns of any other manufacturer.

Fearful of the foreclosure of competitors from retail outlets,

the court struck down the contract, arguing that

The restriction of each merchant to one pattern manufacturer must
in hundreds, perhaps in thousands, of small communities amount
to giving such single pattern manufacturer a monopoly of the busi-
ness in such community. Even in larger cities, to limit to a single
pattern maker the pattern business of dealers most resorted to by
customers whose purchases tend to give fashions their vogue,
may tend to facilitate further combinations; so that plaintiff . . . will
shortly have almost, if not quite, all of the pattern business.

Certainly, if a buyer signs an exclusive contract, all other

sellers are foreclosed from competing for that buyer’s busi-
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ness. The Chicago critique of exclusive contracts focuses,

however, on whether exclusion through this means can be

profitable for the seller.4 Bork [1978, 306–307], commenting

on Standard Fashion, put it this way (note both the attack on

the view that exclusives can be anticompetitive and the sug-

gestion of other efficiency-enhancing motives):

Standard can extract in the prices that it charges all that its line is
worth. It cannot charge the retailer that full amount in money and
then charge it again in exclusivity that the retailer does not wish
to grant. To suppose that it can is to commit the error of double
counting. . . . Exclusivity has necessarily been purchased from it,
which means that the store has balanced the inducement offered
by Standard . . . against the disadvantage of handling only Stand-
ard’s patterns. . . . The store’s decision, made entirely in its own in-
terest, necessarily reflects the balance of competing considerations
that determine consumer welfare. . . . If Standard finds it worth-
while to purchase exclusivity . . . , the reason is not the barring of
entry, but some more sensible goal, such as obtaining the special
selling effort of the outlet.

To see this argument more formally, consider the follow-

ing simple model of exclusive contracting: There are three

parties, a buyer (B), an incumbent seller (I), and a potential

entrant (E). Initially, the potential entrant is not in the mar-

ket, and so the buyer can contract only with the incumbent.

The buyer’s demand is DðpÞ when facing price p. The

incumbent’s cost is cI per unit. The potential entrant must

incur an entry cost of f > 0 to enter the market; if it does

so, its marginal cost is then cE < cI .

The timing of the ‘‘exclusive contracting game’’ is as fol-

lows: First, I can offer B an exclusive contract along with a

payment t in return for B signing the contract. Second, B

decides whether to accept the contract. Third, after observ-

ing whether B has signed an exclusive contract, E decides
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whether to enter (and incur the entry cost f ). Finally, which-

ever firms are in the market name prices to B, who then

chooses from whom and how much to purchase.5

For simplicity, assume that should E enter, E wins B’s

business at a price just below cI : Formally, this is true if

p ¼ cI solves maxpacI ðp� cEÞDðpÞ:6 Finally, to focus on the

interesting case, assume that E would enter in the absence

of an exclusive contract. That is true if ðcI � cEÞDðcIÞ > f . Of

course, should E not enter, I will charge B the monopoly

price pm that solves maxpðp� cÞDðpÞ.
In this setting, by offering a large enough payment t,

the incumbent certainly can induce the buyer to sign an

exclusive contract and thereby achieve the monopoly out-

come. But, is it profitable for him to do so? The Chicago

School’s answer is no. The reason is that B will not sign

an exclusive contract, and commit to buying at a monop-

oly price, unless I compensates him for his lost con-

sumer surplus. After all, B knows that if he does not sign

he will get a competitive outcome (that is, a price of cI ).

This loss is the amount x� ¼ Ð pm

cI
DðsÞ ds, equal to the

total shaded area in figure 4.1. But, if I offers B this amount

of compensation, I incurs a loss since its monopoly profit

pm on sales to B will equal only the darkly shaded area

in the figure, which is less than the required compensa-

tion x�. The difference arises precisely because of the dead-

weight loss of monopoly pricing. Thus, while I can get B

to sign and thereby exclude E, it is not profitable for I to

do so.

We have assumed a very specific bargaining process be-

tween B and I in the first two stages of the game (I makes B

a take-it-or-leave-it offer). But the conclusion is more gen-

eral than this. Indeed, as long as B and I bargain under com-

plete information, we expect them to reach an agreement
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that maximizes their joint payoff, regardless of how their re-

spective bargaining powers and positions affect the split of

this joint payoff. This reflects what I call the bilateral contract-

ing principle: if two parties (i) contract in isolation, (ii) have

complete information about each others’ payoffs, and if (iii)

lump-sum transfers are possible, then they will reach an

agreement that maximizes their joint payoff. Here B and I’s

joint payoff is pm þ Ðy
cI
DðsÞ ds� x� if an exclusive is signed,

and
Ðy
cI
DðsÞ ds if it is not. Since pm � x� < 0, not signing an

exclusive, and thereby allowing entry, maximizes their joint

payoff.

Figure 4.1

The Chicago School argument
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4.3 Anticompetitive Exclusive Dealing: First-mover

Models

The Chicago critique, while very insightful, turns out to

be rather special. In recent years, a number of authors

have shown how sensible alterations to this Chicago School

model can make exclusive contracts a profitable strategy

for excluding rivals. These models all have the feature that

some form of externality arises from an exclusive contract

signed by two parties onto other individuals, and this exter-

nality makes the contract jointly optimal for the contracting

parties. In this section, I describe two models of anticom-

petitive exclusive contracting in which, like the simple

Chicago School model, the incumbent has a first-mover ad-

vantage in being able to contract with buyers prior to an

entrant’s arrival in the market.

Partial Exclusion through Stipulated Damages

The first such model was due to Aghion and Bolton [1987]

who showed that a buyer and seller could use stipulated

damage clauses to extract profits from a potential entrant.

The basic idea is that a buyer and a seller can use a stipu-

lated damage to make the buyer less willing to switch to an

entrant. By doing so, they can strategically force the entrant

to lower the price he offers the buyer, which increases the

buyer and seller’s joint profits. The damage provision typi-

cally also creates an inefficiency, because the damage clause

is exclusionary, leading the buyer to buy from the entrant

less frequently than is socially efficient.

To see Aghion and Bolton’s point, suppose as before

that there are three parties: a buyer B, an incumbent I, and

a potential entrant E. Assume now that B needs at most one

unit of the good and values it at v. The incumbent’s and
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entrant’s costs now satisfy ðcI � cEÞ > f , so that E will enter

once again if B and I do not sign a contract.

The important change from the Chicago School model is

that now B and I can sign a contract that specifies a price p

for the good and a damage payment d that B must pay to I

should B instead buy from E.7 The timing of the game is

similar to the Chicago School model: First I and B can agree

to a contract with price and damage terms ðp; dÞ. We will be

agnostic about the precise bargaining process they follow,

assuming only that it satisfies the bilateral contracting prin-

ciple stated in section 4.2.8 Second, E decides whether to en-

ter (and pay f ). Finally, if E enters he offers a price pE to B,

who decides whether to buy from I or E; if E does not enter,

B buys from I (assuming p < v).

To see how the ability to specify price and damage terms

matters, start at the end of the game, after B and I have

signed a contract with terms ðp; dÞ and E has entered and

offered price pE. In this circumstance, B will decide from

whom to purchase by comparing the incumbent’s price p to

the total cost of buying from E, pE þ d. Equivalently, we can

think of B comparing I’s ‘‘effective price’’ p� d (the incre-

mental cost of buying versus not buying from I) with E’s

price pE. So B will buy from E provided that pE a p� d.

This implies that E will find it profitable to make a sale to B

if and only if cE a p� d, and when he does so he will set

pE ¼ p� d.9

It is now easy to see which contract B and I optimally will

sign. Observe that the largest possible aggregate surplus in

this setting is v� cE � f , the aggregate surplus if E enters

and makes a sale to B. Consider a contract that sets I’s effec-

tive price p� d equal to (or just slightly above) cE þ f : At

this effective price, E is just barely profitable if he enters

and sells to B at price p� d. Thus, he will do this, and earn
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(essentially) zero. But this means that with this contract the

largest possible surplus is achieved, and that together B and

I get all of it. They cannot do better than this.

The lesson is that by setting the stipulated damage ap-

propriately (to induce the right effective price), B and I can

extract all of the surplus that E brings to the market. Intu-

itively, by setting a low effective price, the contract puts B

in a tough bargaining position when he deals with E, forcing

E to lower his price offer to B (from cI without a contract,

to cE þ f with a contract) if he wants to make the sale.

So far, however, there is nothing inefficient about this; it

is just a pure transfer from E to B and I. However, if we

change the model slightly to incorporate uncertainty over

E’s marginal cost cE (as Aghion and Bolton do), then ineffi-

ciency arises as well. To see a simple example, imagine that

v ¼ 1, cI ¼ 1
2 , and cE is uniformly distributed between 0 and

1. Assume also that f ¼ 0. In this case, social efficiency calls

for E to make the sale whenever cE < 1
2 . This can be

achieved either by having no contract (which results in a

Bertrand pricing game between I and E) or, alternatively,

by having a contract with p� d ¼ 1
2 . Now consider B and

I’s optimal contract. Letting D1 p� d denote the effective

price in the contract, this involves (by the bilateral contract-

ing principle) choosing D to maximize their joint payoff:

max
D

PrðcE < DÞðv� DÞ þ PrðcE bDÞ v� 1

2

� �
:

Here, ðv� DÞ is B and I’s joint payoff when E makes the sale

at price D, while v� 1
2

� 	
is their joint payoff when instead I

makes the sale to B. The terms PrðcE < DÞ and PrðcE bDÞ
are the probabilities of these two events given the effective

price D. Substituting for the values of these probabilities

given the uniform distribution of cE, this problem becomes
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max
D

Dðv� DÞ þ ð1� DÞ v� 1

2

� �
:

The optimum is D� ¼ 1
4 , which results in less entry than is

socially optimal (E enters and makes a sale only when

cE < 1
4 , rather than when cE < 1

2).

Intuitively, B and I together act like a monopsonist, using

their contract to commit to a price (D) at which they are

willing to buy from E. Like any monopsonist, they trade off

the probability of making a purchase against the price they

must pay E for the good, and end up purchasing the good

too infrequently.

Two further points are worth noting about the Aghion

and Bolton model. First, the result depends on B and I’s

ability to commit to the terms of their contract. This could

be undermined if they are able to renegotiate those terms

once E enters. In some cases, this can completely vitiate the

value of the contract. For example, suppose that once E

makes his (take-it-or-leave-it) offer, B and I are able to rene-

gotiate their contract costlessly. By the bilateral contracting

principle, they will reach an efficient agreement given E’s

offer, buying from E if and only if pE a cI :
10 But if E antici-

pates such renegotiation, he always will offer price pE ¼ cI
regardless of the contract B and I have signed, and none of

E’s profits will be extracted (see Spier and Whinston

[1995]).11

Second, observe that while the Aghion and Bolton model

provides an important contrast to the Chicago School result,

it is not a good model of the complete exclusion that occurs

with exclusive contracts. The reason is that the whole point

of Aghion and Bolton’s stipulated damage contract is to ex-

tract some of E’s profit; if E never enters, then there is no

profit to extract. Thus, if we want to explain the use of
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exclusive contracts, we need to look elsewhere. The next

model does just this.

Externalities across Buyers

To develop a model in which exclusive contracts are signed

for anticompetitive motives, let us return to the Chicago

School model. In that model, B’s insistence on compensation

for his lost surplus made inducing him to sign an exclusive

contract an unprofitable proposition for I. To change this

calculation, suppose instead that there is more than one

buyer and that E has scale economies (possibly because of

an entry cost), as in Rasmussen, Ramseyer, and Wiley [1991]

and Segal and Whinston [2000a].12 In that case, entry will

occur only if a sufficient number of buyers have not signed

exclusive contracts. As a result, the contract signed by any

one buyer can have a negative externality on all other

buyers by reducing the likelihood of entry. (The protection

of competition is, in a sense, a public good.) Intuitively, in

such circumstances, the incumbent may find it worthwhile

to induce a particular buyer or subset of buyers to sign be-

cause by doing so he can monopolize other buyers without

paying them anything. More subtle is the fact that, in the

end, the incumbent may not need to pay compensation to

any of the buyers if they each expect that enough other

buyers will sign anyway.

To make these points clearer, consider a simple example

with three buyers. Suppose that each buyer has demand

curve Dð�Þ, and that as before I’s unit cost is cI while E has

entry cost f > 0 and marginal cost cE < cI . For illustrative

purposes, imagine that the monopoly profit from any single

buyer is pm ¼ 9, and that each buyer loses x� ¼ 12 if he fore-

goes competition (hence, the deadweight loss from monop-
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oly pricing is 3). To introduce externalities across buyers,

suppose that the entry cost f is such that it takes two free

buyers for E to be willing to enter:

2ðcI � cEÞDðcIÞ > f > ðcI � cEÞDðcIÞ:
There are a number of possible bargaining processes one

could consider here in terms of who makes offers and

in what sequence, whether contracts are observable, and

whether I can discriminate across buyers by offering dif-

ferent deals to different buyers. Here we examine three

possibilities.13

Suppose, first, that I makes simultaneous public offers

to the three buyers (that is, the offers are observable to

all buyers) and cannot discriminate among them. Hence,

I offers each buyer the same payment t to sign. For any

strictly positive offer t < x�, there are two possible equilib-

rium responses by the buyers. One possibility is that none

sign: if a buyer expects all other buyers to reject I’s offer, he

will reject it as well since he anticipates E’s entry and the

compensation offered by I is less than his benefit from com-

petition, x�. The other possibility is that all sign: as long as

each buyer expects all others to sign, he will reason that E

will not enter regardless of his own decision. In this case, as

long as I offers even a penny the buyer will surely take it.

Thus, there is an equilibrium in which I gets every buyer to

sign for free. (Or, certainly, for a penny each.)

While this establishes the possibility of a rational incum-

bent using exclusive contracts for anticompetitive ends, one

might worry that the result is fragile, since it relies on buyers

failing to coordinate on what is for them a Pareto superior

equilibrium response (all rejecting I’s offers). Once I can dis-

criminate across buyers, however, the anticompetitive use
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of exclusive contracts becomes a much more robust phe-

nomenon. To see this, suppose that I can make simultane-

ous but distinct public offers to the buyers. Then, in this

example, I always will exclude E. In particular, if I offers

t ¼ 12þ e for any small e > 0 (that is, 12 plus a ‘‘penny’’) to

two of the three buyers, those buyers will accept regardless

of what they think other buyers are doing (they are being

paid strictly more than their value from losing competition).

By doing so, I earns monopoly profits from three buyers,

while compensating only two buyers for their lost surplus;

I’s net gain from exclusion is then 3ð9Þ � 2ð12Þ ¼ 3 > 0. The

incumbent is able to ‘‘divide and conquer’’ the buyers, tak-

ing advantage of the negative externalities they impose on

one another.

In fact, the incumbent’s ability to do this may be even

greater than that. Imagine, instead, that I approaches the

buyers sequentially, making an offer first to buyer 1, then to

buyer 2, and finally to buyer 3. Observe, first, that by the

logic in the previous paragraph, if buyer 1 rejects I’s offer,

then I will find it worthwhile to induce buyers 2 and 3 to

sign. Thus, buyer 1, recognizing that if he does not sign the

other buyers will, is willing to sign for (essentially) free.

Once buyer 1 has done so, buyer 2 finds himself in a similar

situation: if he rejects I’s offer, I will find it worthwhile to

pay 12 to buyer 3 to earn the monopoly profit of 9 from

each of buyers 2 and 3 (he gets the monopoly profit from

buyer 1, who has already signed, in any case). So buyer 2

will also sign for free. The result is that, in this simple exam-

ple, the incumbent excludes for free. More generally, the

ability of the incumbent to approach buyers sequentially

both reduces the cost of successful exclusion, and makes it

more likely that the incumbent will find exclusion profit-

able.14 In fact, as the number of symmetric buyers grows

146 Chapter 4



large, so that each buyer becomes a very small part of

aggregate demand, the incumbent is certain to be able to

exclude for free (see Segal and Whinston [2000a]).

Thus, once there are multiple buyers, rational incumbents

may find exclusion through exclusive contracts to be profit

maximizing.

A number of points are worth noting about this result.

First, the critical factor leading to this conclusion is the pres-

ence of scale economies, which makes E’s entry decision for

one buyer depend on the availability of other buyers. This

suggests that the presence of scale economies should be one

of the central factual questions in settings in which exclu-

sive contracts are alleged to be harming competition. How-

ever, scale economies need not be in the form of entry costs

to get exclusionary effects. For example, similar effects can

arise if there are instead demand-side economies of scale

arising from network externalities. Also, cost-based scale

economies could take a less extreme form than here. For ex-

ample, E might have a more continuous investment in cost

reduction whose optimal level is lower when he anticipates

making fewer sales (an entry cost is just an extreme form of

this, where paying f lowers marginal cost from infinity to

cE).
15

Second, buyers are symmetric in this model. With asym-

metrically sized buyers, we would expect buyers of differ-

ent sizes to get different offers from the incumbent.

Specifically, we would expect that large buyers, who are

pivotal to whether profitable exclusion can occur, would

get offered better deals than small buyers.

Third, entry is a one-time possibility in the model. In real-

ity, it is likely to be a continuing concern. To succeed in con-

tinuing exclusion, an incumbent needs to ensure that the

number of free buyers is low at every point in time. This
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will involve the incumbent staggering the expiration dates

of his contracts if these are of limited duration. With stag-

gered expirations, the number of free customers at any point

in time is inversely related to the contracts’ duration; the

longer the duration, the fewer contracts are up for renewal

at any time.16

Fourth, one might ask how this result would be affected if

the buyers were not final customers, but rather were firms

that compete with one another. Competition among buyers

has two opposing effects on the likelihood of profitable ex-

clusion. First, it can reduce the number of free buyers that E

needs for entry to be profitable. For example, if the buyers

are identical homogeneous retailers, then E need only gain

access to one retailer to serve the entire market. Second, it

changes the loss that a buyer anticipates from foregoing

competition. Retailers, for instance, may pass through much

or all of any reduction in input prices, so they may see little

loss from signing contracts that prevent entry.

To see an example of these two effects, imagine that there

are Nb 2 identical homogeneous retailers who, for simplic-

ity, have no marginal costs other than input acquisition

costs. Let Dð�Þ now be the aggregate demand function. If E

does not enter, then all retailers earn zero, since I will set its

input price to every retailer at its monopoly level, the price

pm that solves maxpðp� cIÞDðpÞ. If E enters and at least two

retailers are free, then E will sell to all free retailers at the

input price that solves maxpacI ðp� cEÞDðpÞ. These retailers

will make all of the sales in the market (captive retailers

will be priced out of the market) but again will earn zero

profit. Finally, if E enters and only one retailer is free, this

retailer may make a positive profit. If E’s cost advantage

ðcI � cEÞ is small, E will set its input price equal to cI and

this retailer will earn zero. However, if E’s cost advantage
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is large and demand is sufficiently elastic at p ¼ cI; then E

will set its input price below cI , and the free retailer will

earn a strictly positive profit p�
R > 0.

Now consider the outcome of exclusive contracting at

the beginning of the game. When retailers earn zero profit

no matter what, I can sign each of them for free. They sim-

ply see no gain from competition because they do not care

about the gain to final consumers. In this case, competition

among buyers makes exclusion easier. On the other hand, if

E would set its price to a single free retailer below cI , and if

this outcome generates enough profit for E to cover its fixed

entry cost f , then I needs to pay p�
R to every retailer to ex-

clude E. This will not be profitable for I if the number of

retailers N is large enough. In that case, competition among

buyers makes exclusion harder.17

Fifth, one might wonder what happens when it is possi-

ble to sign exclusive contracts containing damage terms. In

this case, the incumbent faces a choice: take advantage of

contracting externalities to exclude E using exclusive con-

tracts, or allow E to enter but use damages to extract E’s

profit as in Aghion and Bolton [1987]. Each can emerge as

the most profitable choice under some circumstances (see

Segal and Whinston [2000a]).

Sixth, once we consider the possibility for contracts to

specify terms of trade, one might wonder about the extent

to which fixed-quantity contracts (which specify a definite

future trade and a given price) can substitute for exclusive

contracts as an exclusionary device. This becomes relevant,

for example, if we want to know whether a firm prohibited

from using exclusive contracts simply can start using quan-

tity contracts to accomplish the same end. In fact, in the

previous model, if quantity contracts were allowed, an in-

cumbent seeking to deter entry would prefer to sign buyers
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to long-term quantity contracts since these would still ex-

clude but would involve no deadweight loss from monop-

oly pricing. Thus, in this case, such contracts are better than

exclusive contracts for deterring entry.

This is not always the case, however. At an intuitive level,

think of your local supermarket. If a manufacturer of potato

chips tries to use quantity contracts (contracts that directly

buy shelf space) to keep rival potato chip makers out of the

store, it will have to buy up enough of the store’s shelf space

so that the store’s marginal value of the remaining space for

selling other products is sufficiently high that rival potato

chip makers are unable to buy any space profitably. This

amount of shelf space is likely to be a large share of the

store, and excluding rivals in this way will cost a great deal.

In contrast, when an exclusive contract is possible, no addi-

tional space need be purchased. It is only necessary to com-

pensate the store for not selling other potato chips rather

than compensating both for this and for lost opportunities

to sell other products.

To see a simple formal model where this difference be-

tween exclusive and quantity contracts arises starkly, sup-

pose that instead of E’s product being cheaper to produce,

it is of higher quality. In particular, suppose that I and E

both have marginal cost c, but that I’s product is worth v to

each of the N buyers in the market (who each have a desire

for one unit at most) while E’s product is worth vþ D,

where D > 0. If NðD� cÞ � f > 0, quantity contracts will

not deter E’s entry, since each consumer would be willing

to pay D for a unit of E’s product even if he has already

committed to buy from I. Exclusive contracts, on the other

hand, would prevent buyers from doing this. We will see

additional examples of this difference between exclusive

contracts and quantity contracts in the next section.
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Seventh, how does successful exclusion affect welfare

here? In the present model, E’s entry is efficient by assump-

tion since 3ðcI � cEÞ > f . Thus, entry deterrence reduces ag-

gregate surplus. More generally, E’s profit in this model

equals exactly his incremental contribution to aggregate

surplus, so he makes a socially optimal entry decision. This

is not a robust result, however. In oligopolistic markets

with scale economies, entrants may have too large an incen-

tive to enter because part of their profit represents ‘‘business

stealing’’ from existing firms (see, for example, Mankiw and

Whinston [1986]). This possibility makes the welfare eco-

nomics of exclusion unclear in general, an uncomfortable

but nevertheless important fact.18 Indeed, the papers in this

literature that have strong welfare conclusions achieve this

by making strong assumptions, such as the absence of fixed

costs and Bertrand postentry pricing.19

Finally, this model provides our first example of a model

in which contracting externalities arise among the contracting

parties. In this model, the joint payoff of I and the three

buyers is maximized by having no exclusives signed (exclu-

sion lowers their joint payoff by 3x�). Were they to write a

single multilateral contract (as in ‘‘Coasian bargaining’’),

this joint profit-maximizing outcome would be the result

(by reasoning similar to the bilateral contracting principle).

But contracts here are bilateral, written between pairs of

agents, and externalities arise from I’s contract with one

buyer onto other buyers. These externalities result in an out-

come that fails to maximize the contracting parties’ joint

payoff. Segal [1999] provides an illuminating discussion of

this type of contracting externality. They will play an im-

portant role in the next section, where we study situations

in which several firms compete to sign exclusive contracts

with buyers or suppliers.
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4.4 Anticompetitive Exclusive Dealing: Competing for

Exclusives

In the first-mover models we have just studied, only the in-

cumbent firm is able to get buyers to sign exclusive deals. In

actual markets (and many antitrust cases), however, there

are often a number of competitors trying to secure exclusive

deals. In this section, we look at the potential for anticom-

petitive exclusive contracts to arise in such settings. The

discussion here is somewhat more difficult than in other

sections of the chapter. Some readers may prefer to skip

ahead to section 4.5.

As in the first-mover models, the presence of contracting

externalities plays a central role in the discussion. In the

models we study here, however, two kinds of contracting

externalities are present simultaneously. First, as in the

Aghion and Bolton [1987] model, there are externalities on

parties who are not involved in the contracting process. Sec-

ond, as in the Rasmussen, Ramseyer, and Wiley [1991] and

Segal and Whinston [2000a] model, there are externalities

among parties involved in the contracting process that arise

from the fact that contracts are bilateral.

More specifically, these models combine a few key ideas:

1. In these models, there are some ‘‘outside parties’’ who are not

part of the contracting process, but who may benefit from compe-

tition among some of the parties who are involved in the contract-

ing process. For example, final consumers, who are not part

of the contracting process between manufacturers and

retailers, can benefit from enhanced retail competition. As

another example, manufacturers who are negotiating with

a local retailer may compete against each other in another

local retail market or a market for inputs. Participants in
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those other markets are better off if this competition is more

intense.

2. In these models, the joint payoff of the parties involved in the

contracting process is enhanced if they can restrict the level of

competition enjoyed by those outside parties. Were the contract-

ing parties able to write a multilateral contract to maximize their

joint profit, this contract would be structured to reduce that com-

petition. For example, the joint profit of an upstream manu-

facturer and his downstream retailers is enhanced by

restricting downstream retail competition to increase the re-

tail price. Likewise, the joint profit of manufacturers and

a local retailer is greater if they reduce competition among

the manufacturers in the other markets in which they

compete.

3. Without an ability to write a multilateral contract, contract-

ing externalities among the parties involved in the contracting

process may prevent them from achieving this joint profit-

maximizing outcome using simple sales contracts. When this

happens, exclusive contracts—which eliminate contracting exter-

nalities—may emerge as a second-best way to achieve this ob-

jective. The first two points establish that the contracting

parties together can have an exclusionary motive. This last

point (which returns to a theme introduced in section 4.3)

shows why simple quantity contracts may be insuffient to

achieve this exclusionary end, so that exclusive contracts

are necessary. This is the most difficult part of the argu-

ment, and I develop it in detail here. As an example, when

an upstream manufacturer sells through downstream

retailers, their joint incentive is to implement the monop-

oly retail price. The manufacturer could try to accomplish

this by selling the monopoly quantity to one of the down-

stream retailers. In the absence of an exclusive, however,
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the manufacturer may be tempted to sell to other retailers

as well because he will not internalize the negative ex-

ternality those sales impose on the first retailer. If he

does so, the additional sales will undermine the possibil-

ity of achieving the monopoly retail price. An exclusive

prevents the manufacturer from making sales to other

retailers.

While all of these elements may not be completely clear at

this point, they should be soon. Equally important, as we

study examples of such models in this section, understand-

ing these key elements should make clear what drives their

results. It should also help those who want to construct

their own models of exclusive dealing, tailored to the facts

of particular industries, by making clear the ‘‘ingredients’’

they will need.

In the rest of this section, I discuss three settings in which

contracting parties compete for exclusives that are signed to

facilitate the reduction of competition that other (‘‘outside’’)

parties enjoy. In the first, a manufacturer commits to selling

exclusively through one retailer as a means of reducing re-

tail competition; in the second, a retailer commits to carry-

ing exclusively the product of one manufacturer as a way

to reduce competition among the manufacturers for inputs;

in the third, a local retailer commits to carrying exclusively

the product of one manufacturer as a means of reducing

competition among the manufacturers in other local retail

markets. Although the settings differ, the fundamental eco-

nomic forces in these three settings are identical, and are

exactly the three key ideas listed earlier. After considering

these three examples, the section ends with a discussion of

models in which multiple buyers and sellers are involved in

the contracting process.
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Exclusives to Reduce Retail Competition

I begin with a model, due to Hart and Tirole [1990] in which

exclusive contracts are adopted to reduce retail competi-

tion (see also O’Brien and Shaffer [1992] and McAfee and

Schwartz [1994]).20 In this model, there is a single upstream

manufacturer of a good ðMÞ, and two retailers who sell the

good to consumers (RA and RB). The manufacturer pro-

duces output at a constant unit cost cM, while each retailer

Rj has a constant unit cost cR (excluding the cost of purchas-

ing the good from the manufacturer).21

Market Outcome without Exclusives It will be instruc-

tive, for the moment, to ignore the possibility of exclu-

sive contracts being signed. In this case, contracting and

competition work as follows: First, M makes simultane-

ous private offers to each retailer Rj of the form ðxj; tjÞ,
where xj is the quantity offered and tj is the total pay-

ment required. By ‘‘private,’’ I mean that each retailer

observes only his own offer. Second, the retailers simultane-

ously announce whether they accept M’s offer. A retailer

that rejects it has nothing to sell and earns zero. Third,

retail competition occurs. This competition takes the form

of a simultaneous quantity-choice game in which each re-

tailer puts up for sale all of the units he has purchased and

prices clear the retail market. Generalizing somewhat the

Hart and Tirole [1990] setup, I allow the retailers to be dif-

ferentiated (perhaps because of location) so that the price

received by Rj when the quantities available for sale

at retail are xA and xB is pjðxA; xBÞ. Rj then earns

pjðxA; xBÞ1 ½pjðxA; xBÞ � cR�xj less the payment tj, while M

earns pMðxA; xBÞ1 tA þ tB � cMðxA þ xBÞ: Figure 4.2 depicts

the basic contracting and competition structure. The circle

around the manufacturer and two retailers represents the
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fact that they are involved in the contracting process, while

consumers are not.

This bargaining process, in which M makes offers to the

two retailers, has less of the flavor of ‘‘competitors trying to

secure exclusive deals’’ than if instead the retailers make

offers to M. Here, because it is easier, I follow Hart and

Tirole [1990] by having M make the offers to the retailers.

Segal and Whinston [2003] refer to this as the offer game,

since the single party (here, M) makes offers to the many

parties on the other side of the market (here, the retailers).

Bernheim and Whinston [1998] study instead the bidding

game, in which the parties on the more numerous side of

the market instead make simultaneous offers (‘‘bids’’) to

the single party (see also Bernheim and Whinston [1986a,

1986b]). As I discuss later, the results with this different bar-

gaining process would be similar.

Figure 4.2

The Hart-Tirole [1990] model
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In what follows, I highlight two special cases. The first is

where the two retailers sell their products in distinct local

markets. In this case, each retailer Rj faces an inverse de-

mand that is independent of the sales level of the other re-

tailer R�j, so that pjðxA; xBÞ1PjðxjÞ. The second, studied in

Hart and Tirole [1990], is the other extreme in which the

two retailers are completely undifferentiated. In this case,

downstream competition takes the standard Cournot form

with p1ðxA; xBÞ ¼ p2ðxA; xBÞ1PðxA þ xBÞ, where Pð�Þ is the

market inverse demand function.

Before studying this contracting process, let us look at

what outcome maximizes the joint profit of the manufac-

turer and two retailers. The sales levels ðx��
A ; x��

B Þ that maxi-

mize this joint profit solve the problem

max
xA;xB

X

j¼A;B

½pjðxA; xBÞ � ðcM þ cRÞ�xj: ð4:1Þ

This is the problem of a monopolist who sells two differenti-

ated products, each with marginal cost cM þ cR. I denote the

maximized joint profit by P�� 1
P

j¼A;B½pjðx��
A ; x��

B Þ�
ðcM þ cRÞ�x��

j :

In the special case in which the retailers sell in distinct

markets, x��
j is the monopoly quantity for a local monopo-

list who faces inverse demand PjðxjÞ and has marginal cost

cM þ cR. In the special case of undifferentiated retailers,

every solution to (4.1) involves selling the aggregate quan-

tity X ¼ x1 þ x2 that maximizes ½PðXÞ � ðcM þ cRÞ�X: I de-

note this joint monopoly quantity by X��:
It will also be useful for what follows to define the joint

profit-maximizing sales level for each product if it is the

only product being sold. For product j ð j ¼ A;BÞ, this is the
quantity xe

j that solves
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max
xj

½pjðxj; 0Þ � ðcM þ cRÞ�xj: ð4:2Þ

I denote the level of this maximized ‘‘exclusive’’ joint profit

by Pe
j 1 ½pjðxe

j ; 0Þ � ðcM þ cRÞ�xe
j for j ¼ A;B. Observe that

Pe
j aP��, since some joint profit may be lost when only

one retailer sells the product.

Now let us examine the outcome of the contracting pro-

cess. Will the manufacturer and retailers achieve the joint

monopoly profit P��? It may seem that since there is an up-

stream monopolist the answer will be yes. In fact, contract-

ing externalities combined with private offers will lead to

the opposite conclusion. The reason, roughly speaking, is

that with private offers the manufacturer always can make

additional sales secretly to a retailer. Moreover, when con-

tracting externalities are present, the manufacturer will have

an incentive to sell more than the monopoly level because

he and the retailer he secretly sells to will ignore the nega-

tive effect those additional sales have on other retailers. Let

us look at this point in more detail.

With private offers, when a retailer receives an offer he

must form some conjecture about the offer that the other

retailer has received to decide whether to accept M’s offer.

This is so because the price the retailer receives will be af-

fected by how much the other retailer is buying. The litera-

ture has often adopted the assumption of ‘‘passive beliefs,’’

which holds that each retailer Rj has a fixed conjecture

ðx�j; t�jÞ about the offer that is being received by the other

retailer, R�j; that is, Rj’s conjecture is unaffected by the offer

that Rj himself receives. Moreover, in an equilibrium, each

retailer j’s fixed conjecture must be correct: that is, it must

coincide with the contract that retailer �j is actually

signing.22,23
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Under this passive-beliefs assumption, an extension of the

bilateral contracting principle holds: in any equilibrium each

manufacturer-retailer pair will agree to a contract that max-

imizes their joint payoff, taking as given the contract being

signed between M and R�j. To see why, suppose that M is

writing contract ðx�j; t�jÞ with R�j. If Rj correctly anticipates

this (and holds this belief fixed), then Rj will be willing to

pay all of his anticipated profit, ½pjðxj; x�jÞ � cR�xj, in return

for xj units. Holding his contract with R�j fixed, M will

choose the quantity he offers Rj to maximize his own profit.

This profit is

tj þ t�j � cMðxj þ x�jÞ
¼ ½pjðxj; x�jÞ � cR�xj � cMxj þ t�j � cMx�j

¼ f½pjðxj; x�jÞ � ðcM þ cRÞ�xjg þ ft�j � cMx�jg; ð4:3Þ
which is exactly the joint profit of M and Rj.

This joint profit of M and Rj consists of two terms. The

first term in braces is the bilateral surplus between M and Rj,

the joint profit created because of their trade xj holding x�j

fixed, while the second term in braces is M’s profit from his

trade with R�j. Intuitively, since M can extract all of Rj ’s

profit in return for the xj units, he will choose xj to maxi-

mize M and Rj’s bilateral surplus. Thus, we see that in a

passive beliefs equilibrium M’s trades with the two retailers,

x�
A and x�

B, must maximize the bilateral surplus of each

manufacturer-retailer pair, taking M’s trade with the other

retailer as given. This tells us that ðx�
A; x

�
BÞ must satisfy:

x�
A solves max

xA
½pAðxA; x�

BÞ � ðcM þ cRÞ�xA ð4:4Þ

x�
B solves max

xB
½pBðx�

A; xBÞ � ðcM þ cRÞ�xB: ð4:5Þ
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Conditions (4.4) and (4.5) are exactly the conditions that

would hold if we were instead in a setting in which M did

not exist and R1 and R2 competed as duopolists, each with

marginal cost cM þ cR: In essence, each manufacturer-

retailer pair acts just like one of those duopolists. The

joint profit in this outcome is P̂P1
P

j¼A;B½pjðx�
A; x

�
BÞ�

ðcM þ cRÞ�x�
j . Since M makes take-it-or-leave-it offers to the

retailers, he receives all of this profit.

To understand the implications of this result, consider

first the special case in which the retailers sell in distinct lo-

cal markets. In this case, conditions (4.4) and (4.5) become

x�
A solves max

xA
½PAðxAÞ � ðcM þ cRÞ�xA

x�
B solves max

xB
½PBðxBÞ � ðcM þ cRÞ�xB;

so the outcome coincides with the joint monopoly outcome.

This occurs because there are no contracting externalities

among the parties involved in the contracting process: each

retailer’s profit pjð�Þ is independent of M’s sales to the other

retailer. This reflects a general principle: when contracting

externalities are absent, bilateral contracting achieves the joint

profit-maximizing outcome (for the parties involved in the

contracting process).24

Suppose, instead, that the retailers are undifferentiated.

Now contracting externalities are present because the more

R�j buys from M, the lower is the market price, and the

lower is Rj’s profit. In this case, conditions (4.4) and (4.5)

become

x�
A solves max

xA
½PðxA þ x�

BÞ � ðcM þ cRÞ�xA ð4:6Þ

x�
B solves max

xB
½Pðx�

A þ xBÞ � ðcM þ cRÞ�xB:
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These are exactly the conditions for the standard Cournot

duopoly outcome for duopolists whose marginal costs are

each cM þ cR.

At first, it may seem surprising that M can do no better

than the Cournot duopoly profit. He makes all the offers in

this game. Why cannot M simply impose the monopoly out-

come? The explanation is that M is hampered by a commit-

ment problem arising from the combined presence of the

contracting externality and private offers.

To see this point, let us try out the monopoly solution as a

possible equilibrium and see where it breaks down. Sup-

pose that to implement the monopoly outcome M offers RA

the ‘‘monopoly contract’’ x̂xA ¼ X��, and t̂tA ¼ ½PðX��Þ�
cR�X��, and offers nothing to RB. That is, M offers to sell RA

exactly the monopoly quantity, offers RB nothing, and

requires RA to pay all of his resulting profit. Clearly, if these

are the equilibrium offers, RA is (just) willing to accept.

However, this does not survive as an equilibrium with pri-

vate offers and passive beliefs. To see why, suppose that M

deviates and privately offers to sell a small amount of out-

put to RB. Specifically, let M offer RB the contract ~xxB ¼ e and
~ttB ¼ ½PðX�� þ eÞ � cR�e for a small e > 0. RB is willing to ac-

cept this offer, which requires that he pay exactly the profit

he earns if RA still purchases the monopoly quantity X��.
Moreover, since offers are private, RA does not know that

this deviation has occurred, and he continues to accept his

contract. Does M benefit from this deviation? M’s net profits

from dealing with RA do not change. M’s net profits from

dealing with RB on the other hand are

~ttB � cMe ¼ ½PðX�� þ eÞ � cR�e� cMe

¼ ½PðX�� þ eÞ � ðcM þ cRÞ�e: ð4:7Þ
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Since PðX��Þ � ðcM þ cRÞ > 0 (price exceeds marginal cost at

the monopoly sales level), this is necessarily positive for a

small enough quantity e. Hence, the deviation increases M’s

profits. In essence, because offers are private, M is tempted

to sell output secretly to RB.
25 Though this reduces the joint

profits of M and the two retailers, M’s profit increases be-

cause the deviation imposes a negative externality on RA.

In this equilibrium, M gets all of the profits because of his

ability to make take-it-or-leave-it offers to the retailers. With

other bargaining processes this would no longer be true, but

the failure to achieve joint profit maximization when con-

tracting externalities are present would remain. Bernheim

and Whinston [1985, 1986a, 1986b, 1998] and Segal and

Whinston [2003, section 7], for example, study instead a

bargaining process in which (in this model) the retailers

make simultaneous offers to M. In this ‘‘bidding game,’’

those offers take the form of nonlinear payment schedules

tjðxjÞ that denote how much each retailer j is willing to pay

for various quantities. With this bargaining process, bilat-

eral contracting again achieves a joint profit-maximizing

outcome when contracting externalities are absent and fails

to do so when contracting externalities are present. How-

ever, the retailers instead receive strictly positive profits.26,27

Market Outcome When Exclusives Are Possible Now let

us introduce the possibility that M might offer an exclusive

contract to a retailer. Formally, a contract now may specify

ðx; e; tÞ where e ¼ 1 if the contract is exclusive and e ¼ 0 if

it is nonexclusive. M can choose to offer either or both

retailers nonexclusive contracts, but can offer only one con-

tract if he chooses to offer an exclusive contract.

The only other changes concern beliefs. Passive beliefs in

response to an unanticipated offer fromM now cannot make
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sense in some circumstances. For example, passive beliefs

cannot make sense when M deviates and offers Rj an exclu-

sive contract when Rj was expecting R�j to be offered a con-

tract. Likewise, passive beliefs cannot make sense when M

deviates and offers Rj a contract when Rj was expecting M

to offer R�j an exclusive contract. In what follows, I alter

the assumption of passive beliefs in two ways. First, I as-

sume that when a retailer is offered an exclusive contract he

knows that the other retailer has not received any offer. Sec-

ond, I assume that whenever Rj is offered the equilibrium

nonexclusive quantity x�
j he believes that M has also offered

R�j his equilibrium nonexclusive quantity x�
�j.

28

Observe, first, that when exclusives are possible, if M

offers Rj the exclusive contract in which xj ¼ xe
j and tj ¼

½pjðxe
j ; 0Þ � cR�xe

j , Rj will accept this contract since it gives

him a payoff of exactly zero (he pays M exactly his profits).

By doing this, M can earn the maximal exclusive joint profit

of Pe
j : Next, note that if there is an equilibrium in which an

exclusive is not signed, each M=Rj pair must be maximizing

its bilateral surplus and so this must involve the quantities

ðx�
A; x

�
BÞ and give M a profit of P̂P, just as before. Together,

these facts immediately imply that the equilibrium involves

an exclusive contract with Rj (with trade xe
j ) whenever

Pe
j > maxfPe

�j; P̂Pg.
Suppose instead that P̂P > maxfPe

A;P
e
Bg, so that the

equilibrium joint profit in the absence of exclusives exceeds

the joint profit in any exclusive contract. In this case, the

equilibrium contracts must be nonexclusive. To see this, ob-

serve that under our assumptions on beliefs, we cannot

have an exclusive contract being signed since M can earn

P̂P (which exceeds Pe
A and P e

B) by deviating and offering

nonexclusive contracts with trades x�
A and x�

B to the two

retailers.
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Finally, if P̂P ¼ maxfPe
A;P

e
Bg then both exclusive

and nonexclusive contracts can arise in equilibrium. To

summarize:

With private offers (and our assumptions about beliefs) the

equilibrium contracts are:

� If Pe
j > maxfPe

�j; P̂Pg: An exclusive contract with Rj with

trade xe
j ;

� If P̂P > maxfPe
A;P

e
Bg: Nonexclusive contracts with both

retailers and trades of ðx�
A; x

�
BÞ.

� If P̂P ¼ Pe
j ¼ maxfPe

A;P
e
Bg: Both an exclusive contract

(with trade xe
j ) and nonexclusive contracts (with trades x�

A

and x�
B) can arise in equilibrium.

Thus, the equilibrium contracting outcome, whether ex-

clusive or nonexclusive, maximizes the joint profit of the

contracting parties, but taking into account any inefficiency

(from a joint-profit standpoint) of nonexclusive contracting.

Intuitively, this involves a trade-off between the benefit of

selling M’s product at both retailers and the costs arising

from contracting externalities when both retailers are active.

Indeed, note that when ðx��
A ; x��

B Þg 0 contracting exter-

nalities are necessary to get an exclusive contracting out-

come, since without contracting externalities, P̂P ¼ P�� >
maxfPe

A;P
e
Bg.

To see the implications of this conclusion more con-

cretely, consider first the case in which the retailers sell in

distinct local markets. In this case, P̂P ¼ Pe
A þPe

B ¼ P�� >
maxfPe

A;P
e
Bg, and so we never will see exclusives. Intu-

itively, in this case nonexclusives involve no contracting

externality, and so an exclusive outcome merely sacrifices

the profit from selling in one of the markets.
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At the other (Hart and Tirole) extreme in which the

retailers are undifferentiated, Pe
A ¼ Pe

B ¼ P�� > P̂P, and so

M always will sign an exclusive with one of the retailers.

Intuitively, there is no loss from selling through a single re-

tailer in this case, and contracting externalities are elimi-

nated with exclusive representation. This exclusive outcome

results in lower output and a higher price than when exclu-

sives are banned (the monopoly output rather than the

Cournot duopoly output). Indeed, both consumer surplus

and aggregate surplus are necessarily lower.

For cases between the two extremes of distinct local mar-

kets and undifferentiated retailers we may see either exclu-

sive or nonexclusive outcomes; which one arises depends

on the relative benefits of avoiding contracting externalities

and selling through two versus only one retailer.

It should be noted, however, that the strong welfare con-

clusion with undifferentiated retailers depends on the ab-

sence of fixed costs for the retailers. For example, suppose

that each retailer also incurs fixed costs of f > 0 if active. It

is still the case that the joint profit-maximizing outcome

involves exclusion of one retailer, since we still have Pe
j ¼

P�� for j ¼ A;B. But two other conclusions may change.

First, exclusion sometimes will be sustainable using a quan-

tity contract, without any need for an explicit exclusivity

provision. For example, the small deviation from the joint

monopoly outcome that we considered previously is no

longer profitable once there are fixed costs because the

benefit of selling a small amount to RB is outweighed by the

fixed cost f . Any profitable deviation to RB must involve a

nontrivial quantity, and such a profitable deviation may not

exist. Thus, a quantity contract now may be a perfect sub-

stitute for an exclusive contract. (In contrast, when f ¼ 0

the model provides another example in which exclusive
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contracts are more effective for exclusion than are quantity

contracts.) In this case, a ban on exclusives would have no

effect on the market outcome.

A second difference concerns the welfare effect of banning

exclusives when the outcome without exclusives still has M

selling to both retailers. In this case, a ban on exclusive con-

tracts still raises consumer surplus, but may lower aggre-

gate surplus. The reason (again) is that with Cournot retail

competition, entry into the retail sector may be excessive

from a social perspective because of business stealing.29

Recall that here we have focused on the case in which

M makes offers to the retailers. In fact, we would get

exactly the same general characterization of when exclu-

sives arise, involving the same comparison between P̂P and

maxfPe
A;P

e
Bg, using the Bernheim and Whinston [1986a,

1998] bidding-game bargaining process in which the

retailers make offers. The only difference is that the exact ex-

tent of the loss from contracting externalities (that is, the ex-

act value of P̂P) can differ from the case in which M makes

the offers.

Finally, observe that in this type of model, exclusionary

contracts need not have long durations to have an anti-

competitive effect, in contrast to our conclusion when look-

ing at first-mover models. Indeed, we even could imagine

these contracts being renewed each morning. Since the eco-

nomic motives are the same each day, the equilibrium out-

come will be as well. The same will be true of the model of

exclusives to reduce competition in input markets that is

discussed next. This issue is of some importance in many

exclusive-dealing cases. Often, it is argued that short-term

exclusive contracts pose no risk of exclusion, and so must

have been adopted for procompetitive reasons (which we

discuss in section 4.5). In its recent Dentsply decision [399 F.
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3d 181 (2005)], however, the Third Circuit Court of Appeals

ruled in favor of the government in a case alleging that

Dentsply, a maker of dentures, had used exclusive contracts

with dental wholesalers to exclude rival manufacturers.

Dentsply’s exclusive agreements with wholesalers were ‘‘at

will’’; a wholesaler could end its relationship with Dentsply

at any time, albeit at the cost of no longer carrying Dents-

ply’s products.30

Exclusives to Reduce Competition in Input Markets

I now develop a model, based on Bernheim and Whinston

[1998], in which exclusives are adopted as a means of reduc-

ing competition in input markets. Here, the vertical struc-

ture is reversed from that in the previous subsection, so

that there is a single retailer (R) serving a local market, and

two manufacturers (MA and MB) competing to make sales

to that retailer. It will be useful, for the moment, to focus

only on this market (later I introduce input market competi-

tion). I assume that in selling quantities xA and xB of the two

products, the retailer faces inverse demands pAðxA; xBÞ and
pBðxA; xBÞ. The retailer’s constant unit cost is cR. The manu-

facturers, on the other hand, each have constant unit cost

cM. Figure 4.3 depicts this setting. As before, the circle indi-

cates that consumers do not take part in the contracting

process.

Bernheim and Whinston assume that bargaining over

contracts has MA and MB making simultaneous offers to

R, who then chooses which contracts, if any, to accept. For

expositional continuity, here I assume instead that the con-

tract formation stage involves R making simultaneous pri-

vate offers ðxj; tjÞ to MA and MB. That is, I stay with the

same ‘‘offer game’’ bargaining process that we analyzed in

the model of exclusives to reduce retailer competition, in
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which the vertical level with a single party makes offers to

the vertical level with more than one party. As noted earlier,

the basic conclusions from these two bargaining processes

are similar.

Before introducing input market competition, let us look

at the outcome of contracting in its absence.31 Here, the joint

profit-maximizing outcome for the retailer and two manu-

facturers has sales levels ðx��
A ; x��

B Þ that solve

max
ðxA;xBÞ

X

j¼A;B

½pjðxA; xBÞ � ðcM þ cRÞ�xj: ð4:8Þ

Thus, we have P�� ¼ P
j¼A;B½pjðx��

A ; x��
B Þ � ðcM þ cRÞ�x��

j .

Looking again at figure 4.3, there are no contracting exter-

nalities here: given its contractual trade with R, Mj’s profit

Figure 4.3

The Bernheim-Whinston [1998] model
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tj � cMxj is unaffected by changes in R’s trade with M�j.
32

Thus, our previous analysis tells us that bilateral contracting

maximizes the joint profit of the three parties, so that

P̂P ¼ P��. Moreover, as long as ðx��
A ; x��

B Þg 0, we have

Pe
j < P�� for j ¼ A;B. Hence, in this case, even if exclusives

are possible, they will not arise. If, instead, x��
j ¼ 0 for

some j, then Pe
�j ¼ P̂P. In that case, while the joint profit-

maximizing outcome can be sustained with an exclusive

contract, it can also be sustained with a nonexclusive quan-

tity contract that simply has M�j selling x��
�j to R.33,34

Note that we also would reach exactly the same conclu-

sion if each manufacturer had a fixed cost f > 0. Fixed costs

make it more likely that only one manufacturer is active in

the joint profit-maximizing outcome. But, since contracting

externalities are absent, even when this is so the joint profit-

maximizing outcome can be sustained without exclusive

contracts.

One can view this conclusion as providing a second set-

ting in which Bork’s view (quoted earlier) of the Standard

Fashion case is correct: if Magrane-Houston is a local mo-

nopolist (and if the manufacturers’ competition elsewhere

is unrelated to their competition in Boston), then Magrane-

Houston exactly balances ‘‘the inducement offered by

Standard . . . against the disadvantage of handling only

Standard’s patterns’’ and makes the choice that maximizes

the joint profits of the vertical structure.35

This result offers an interesting contrast to our findings in

the model of exclusives to reduce retail competition. There

we saw that bilateral contracting failed to achieve efficiency

when there was competition among some of the contracting

parties (there, the retailers) in dealing with outside parties

(there, the consumers). Here, we see that it does achieve effi-

ciency when there is a single contracting party who deals
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with the outsiders.36 Only in the former case does the desire

to extract rents from dealings with outsiders lead to exclu-

sives being signed. Intuititively, because only one contract-

ing party interacts with the outsiders here, they already are

able to ‘‘monopolize’’ outsiders; there is no concern that

competition will limit this ability, and so there is no need to

use exclusives to maintain it.

Suppose now that the two manufacturers compete in

buying inputs. For simplicity, let us model this by suppos-

ing that the costs of these inputs depend on MA and MB’s

total output, so that their unit costs are now given by the

strictly increasing function cMðxA þ xBÞ. Figure 4.4 depicts

this new environment. The important change is that con-

tracting externalities now are present. As a result, bilateral

contracting in the absence of exclusives no longer will result

Figure 4.4

The Bernheim-Whinston [1998] model with input market competition
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in joint profit maximization for R and the two M’s, and so

we will have P̂P < P��. This can lead to an exclusive contract

being signed between R and one of the M’s.

Indeed, suppose we look at the case in which the manu-

facturers are undifferentiated and downstream consumers

all have the same valuation p for each unit of their products.

In this case, pAðxA; xBÞ ¼ pBðxA; xBÞ ¼ p for all ðxA; xBÞ, and
the model becomes isomorphic to the Hart and Tirole

[1990] model of undifferentiated retailers [it is just flipped

vertically: formally, the retail revenue per unit p replaces

the previous upstream unit cost cM, and the input cost

cMðxA þ xBÞ replaces the previous retail gross margin,

PðxA þ xBÞ � cR]. Hence, in this case, we always would see

an exclusive being signed whose motivation is to reduce

the manufacturers’ competition for inputs. Aggregate

welfare, as well as the welfare of consumers and input sup-

pliers, also declines.

Exclusives to Reduce Competition in Another Retail

Market

I now consider a third model whose analysis fits into this

same framework. This is the model in Bernheim and Whin-

ston [1998] in which the manufacturers compete in another

retail market. As in the model of exclusives to limit competi-

tion in input markets, we begin with an existing retail mar-

ket with a monopoly retailer and two manufacturers, MA

and MB. The general model has the following structure:

There are two periods. At the start of period 1, the retailer

in the existing market (now labeled R1) and the two M’s

write long-term bilateral contracts for supply in period 2

(they also agree to supplies in period 1, but this is immate-

rial for our conclusions about exclusives, and so I suppress

it). Between periods, MB may make an investment iB in cost
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reduction at cost f ðiBÞ. Finally, in period 2, a second retail

market with monopoly retailer R2 emerges and the two M’s

compete in making sales to R2. The timing is depicted in

figure 4.5.

Let us first see at a general level how the presence of R2

changes the model. Here, the profits (including f ) of the two

manufacturers in this second market, say pA
2 and pB

2 , de-

pend on MB’s level of investment in cost reduction. In turn,

MB’s desired investment in cost reduction will depend on

the outcome of contracting with R1 (cost reduction is more

attractive for MB the higher is his sales level with R1). Thus,

at the time of contracting with R1, we can think of the prof-

its pA
2 and pB

2 as functions of MA and MB’s contractual com-

mitments ðx1A; x1BÞ with R1: p
A
2 ðx1A; x1BÞ and pB

2 ðx1A; x1BÞ:
Moreover, because of the possibility of monopolizing R2,

the joint profit of R1 and the two manufacturers may be

highest if x1B is low enough so that MB chooses not to in-

vest. Now consider the contracting process with R1. This

has the same structure as in figure 4.3, but now each Mj’s

profit function includes the future profits from market 2:

tj � cMxj þ p
j
2ðx1A; x1BÞ. With these future profits included,

contracting externalities are present, which can lead to

exclusives being signed.

Figure 4.5

Timing in the Bernheim and Whinston [1998] model of exclusives to reduce
competition in another retail market
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An Example To see more concretely how this works, let

us consider a simple example. The example also will allow

us to look at what happens if exclusives are banned. Sup-

pose that the manufacturers produce an undifferentiated

product. R1’s value for the product is v1 per unit, for up to

two units. R2, on the other hand, wants at most one unit of

the product and has value v2 for it. Each manufacturer can

produce at most one unit in a given retail market. The man-

ufacturers’ costs differ. MA’s unit cost is cA. MB’s costs de-

pend on his level of investment. We will suppose that MB’s

investment decision is an extreme one: if MB invests f > 0,

his unit cost is cB < cA; otherwise, his unit cost is infinite. To

keep it simple, assume that minfv1; v2g > cA > cB: This con-

dition implies that once MB has invested, he is the low-cost

producer. Also, if MB does not invest, it is efficient for MA

to make sales to both retailers. Finally, assume that MA and

MB engage in Bertrand bidding for the business of R2 in pe-

riod 2.37

Let us ask first when it is socially efficient for MB to invest

and be active. This is the case if the net surplus from MB’s

presence is positive; that is, if

ðv1 � cBÞ þ ðcA � cBÞ > f : ð4:9Þ
The first term on the left-hand side is the social value of MB

supplying R1 with a second unit, and the second term is the

social gain from cheaper production of R2 ’s single unit;

these are compared with the cost of MB ’s investment.

In contrast, MB will choose not to invest if he is ex-

cluded from R1’s business if by investing and competing for

R2’s business he would earn a negative profit. This happens

if

ðcA � cBÞ < f : ð4:10Þ
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In what follows, I assume that this condition holds to focus

on the interesting case. (If this condition did not hold, exclu-

sion would be impossible.)

Next, given that (4.10) holds, what sales levels to R1 max-

imize the joint profit of R1 and the two manufacturers? The

joint profit-maximizing outcome is one of two possibilities:

Either (i) R1 contracts for one unit from MA and none from

MB, MB does not invest, and MA monopolizes R2, selling

him one unit at price v2, or (ii) R1 buys one unit from each

manufacturer, MB invests, and MB sells one unit to R2 at

price cA after competing with MA for RA’s business. The first

outcome, which involves exclusion of MB, generates a larger

joint profit than the second if

ðv1 � cBÞ þ ½ðcA � cBÞ � ðv2 � cAÞ� < f : ð4:11Þ
The first term on the left-hand side is the same as in (4.9).

The second term is the difference between the manufac-

turers’ joint profits in selling to R2 when they compete,

ðcA � cBÞ, and when MA monopolizes R2, ðv2 � cAÞ. Condi-
tion (4.11) will be satisfied when the profit from MA monop-

olizing R2 is large. When (4.11) holds, we have Pe
A ¼ P�� ¼

ðv1 � cAÞ þ ðv2 � cAÞ.
Finally, when joint profits are maximized by excluding

MB, can a joint profit of Pe
A be achieved without an exclu-

sive? To do so, R1 would have to buy only one unit from

MA and none from MB. But R1 then may have an incentive

to deviate by also buying a unit from MB. R1 will do so if

the bilateral surplus from trading with MB (given his one-

unit trade with MA) is positive. This is the case if

ðv1 � cBÞ þ ðcA � cBÞ > f , which is exactly the same condi-

tion as (4.9). (The first term on the left-hand side of this

inequality is again the surplus from R1 receiving a second

unit from MB, while the second term is MB’s profit from
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selling to R2.) Thus, when (4.9) and (4.11) hold we have

maxfP̂P;Pe
Bg < Pe

A ¼ P��, so R1 will sign an exclusive with

MA whose purpose is the reduction of competition in selling

to R2.

In this setting, a ban on exclusive contracting would pre-

vent MB ’s exclusion and raise aggregate welfare. More gen-

erally, however, banning exclusives in this type of setting

does not necessarily prevent exclusion and raise aggregate

welfare. Bernheim and Whinston [1998], for example, show

that in some cases such a ban simply may lead to exclusion

of MB through quantity contracts, and this may be even less

efficient than exclusion by means of an exclusive contract.

To see the idea, suppose instead that R1’s valuations are v1
and v1 < v1 for the first and second units, respectively. Sup-

pose also that the manufacturers can supply any number of

units in each retail market. Finally, suppose that v1 > cA >

v1 > cB: Thus, efficiency calls for MB to supply R1 with two

units if he is active, and for MA to supply R1 with only one

unit if MB is not active. In this setting, if R1 and MA sign

an exclusive contract, then R1 will buy only one unit from

MA. However, if exclusives are banned and ðv1 � cBÞþ
ðcA � cBÞ > f , selling one unit to R1 will not exclude MB be-

cause R1 and MB would find it worthwhile to trade a unit.

In that case, R1 and MA may end up excluding MB by

signing a quantity contract for two units.38 This outcome is

even less efficient than is exclusion through an exclusive

contract.39

Multiseller/Multibuyer Models

In all of the models we have studied in this section, simulta-

neous contracting always took place between one buyer and

several sellers, or between one seller and several buyers

(these were ‘‘triangular’’ market structures). The reason is
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that little is known theoretically about how to handle con-

tracting with several parties on both sides of the market

when contracts can have general forms. Indeed, the theory

literature on ‘‘contacting with externalities’’ has been almost

exclusively limited to triangular market structures.40

Of course, in most actual markets there is more than one

participant on both sides of the market. Thus, developing

models that reflect this reality is a high priority. Although

only a conjecture, combining the insights of the Bernheim

and Whinston [1998] model with the Rasmussen, Ramseyer,

and Wiley [1991]/Segal and Whinston [2000a] model (sec-

tion 4.3) strongly suggests that we should see similar results

arising from such models. For example, in the Bernheim

and Whinston [1998] model, R2 does not participate in the

initial contracting with MA and MB. But the Rasmussen,

Ramseyer, and Wiley [1991]/Segal and Whinston [2000a]

model suggests that even if R2 was part of this initial con-

tracting process, externalities across the retailers could lead

to an exclusionary outcome.

The leading multiseller/multibuyer model is Besanko

and Perry [1994].41 In their model, two symmetric manufac-

turers of differentiated products sell to retailers. There is

free entry into the retail sector, and active retailers are

spaced evenly along a circular product space. Each manu-

facturer first decides whether to use exclusive or nonexclu-

sive contracts. If either manufacturer chooses exclusivity,

then each manufacturer is able to sell to half of the retailers

(the manufacturers alternate retailers along the circle). If, in-

stead, both choose nonexclusive representation, then each

can sell to every retailer. Note that, by assumption, exclu-

sives cannot be used to exclude a rival manufacturer from

the market, only from half the stores, and only by a manu-

facturer excluding himself from the other half. Moreover,
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there are no manufacturer investment decisions that might

be reduced if store access is limited.

After the exclusivity choices are made, retailers make

their entry decisions. Besanko and Perry allow for a retail-

er’s fixed cost to be lower under exclusivity (since only

one brand need be carried). Next, the manufacturers name

simple linear wholesale prices (they cannot discriminate

in their offers across retailers nor use nonlinear pricing

schemes). Thus, the set of allowed contracts is highly

restricted. Active retailers then decide on their retail prices.

Demand for each consumer on the circle takes a logit form,

with no outside good (so welfare distortions arise only

from changes in consumer brand choices, transportation

costs, and retailer fixed costs).

In the Besanko and Perry model, exclusives do several

things. First, they make consumers travel further (around

the circle) to make purchases. Second, they increase product

differentiation at the retail level by intermingling retailer

and brand differentiation. This leads to larger retail and

wholesale markups for any given number of retailers. This

effect, plus the possibly lower fixed costs, leads to more

entry of retailers under exclusivity. This additional entry

ameliorates the pricing and extra travel effects at the cost of

greater fixed costs. In the end, Besanko and Perry show that

manufacturer profits are higher with exclusive dealing.

Computational results suggest that consumer welfare gen-

erally falls, profits increase, and aggregate surplus falls

unless the fixed-cost reduction from exclusivity is large.

Further study of multiseller/multibuyer models should

be a high priority. Aside from their greater realism, those

models would allow us to address some important ques-

tions. For example, defendants in exclusive dealing in-

vestigations often point to evidence that other (smaller)
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competitors are using similar contracts as evidence that

exclusives are not anticompetitive, but rather promote effi-

ciency. To what extent is this a valid argument? As another

example, for what seller market structures is the anticompe-

titive use of exclusive contracts likely to arise? Given that

the literature on anticompetitive exclusive dealing largely

has focused on producing ‘‘possibility results’’ in simple

market settings (for example, two retailers, or two manufac-

turers) to counter Chicago School arguments, gaining an

understanding of the likelihood of anticompetitive effects in

richer market structures is of critical importance. Answers

to these types of questions require models with competing

sellers and (for realism) more than one buyer.

4.5 Procompetitive Justifications for Exclusive Contracts

Up to this point we have focused entirely on the use of ex-

clusive contracts for anticompetitive purposes. But, as the

Chicago School emphasized, exclusive contracts may serve

to enhance economic efficiency, rather than detract from it.

Moreover, the U.S. courts have recognized these arguments,

and treat exclusive dealing cases through a rule-of-reason

standard. In this section, I examine procompetitive motives

for exclusive contracts. I begin with the most commonly dis-

cussed rationale, the ability of exclusive contracts to protect

relationship-specific investments, including those that are

subject to free riding.

Exclusive Contracts and Protection of Investments

The exclusive-dealing literature contains a number of infor-

mal arguments that suggest that exclusive contracts may

encourage parties to make noncontractible investments

that enhance the value of their trading relationship. The
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most well-known of those arguments is due to Marvel

[1982], who argued that an exclusive contract may promote

efficiency when investments are subject to expropriation

through free riding. (The argument is related to Telser’s

[1960] theory of exclusive territories and resale price mainte-

nance.) To take a concrete example, when a manufacturer

advertises and brings customers into a retail store, the

retailer may be able to switch those customers to other

products that offer him a higher margin. If so, the manufac-

turer’s incentives to advertise will be attenuated. An exclu-

sive contract eliminates the retailer’s ability to do this,

thereby encouraging the manufacturer to advertise.

Others have suggested related but distinct motivations.

Klein [1988], for example, argues that GM and Fisher’s 1919

exclusive contract, in which GM agreed to buy only Fisher

autobodies, was designed to protect Fisher’s investments in

specialized equipment. Masten and Snyder [1993] discuss

United Shoe Machinery Corporation’s contracts with shoe

manufacturers, which required them to use only United’s

machines. [These contracts were the focus of the famous

United Shoe Machinery case; 258 U.S. 451 (1922).] They argue

that United needed to protect its investments in training

shoe manufacturers how to efficiently organize their pro-

duction processes. In the absence of an exclusive, they ar-

gue, a shoe manufacturer could use this knowledge with

other firms’ shoe machines, which would reduce United’s

incentives to make efficient investments in training. (This is

actually a version of Marvel’s free-rider story.) Bork [1978],

in the passage I quoted earlier, suggested that exclusives

may help encourage retailer loyalty (see also Areeda and

Kaplow [1997]).

Segal and Whinston [2000b] evaluate these arguments

by studying a formal model of exclusive contracting in the
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presence of noncontractible investments. The model is a

version of a ‘‘hold up’’ model, in which a buyer (B) and

seller (S) may initially contract prior to making noncontrac-

tible investments. In addition, there is an external source (E)

for the product, from whom B might procure the good

instead.

The timing of the model is shown in figure 4.6. B and S

can first agree to a contract. This initial contracting is incom-

plete: the only thing the contract can specify is exclusivity

(as in the Chicago School model from section 4.2).42 Next,

B and S make noncontractible investments that determine

B’s value from trade with both S and E, as well as S’s cost.

These values and cost are observable by all parties. Then B

and S bargain over trade. I assume here that this takes the

form of Nash bargaining where B and S reach an efficient

agreement and split evenly the surplus their agreement gen-

erates over their disagreement payoffs (which correspond to

their outside trade options). In the event that they do not

reach an agreement, B can buy from E provided that B is

not bound to S by an exclusive contract.

An Irrelevance Result To begin, let us look at a simple

case designed to formalize Klein’s story. Suppose that B

needs at most one unit of the product. His values are v for

S’s product and vE for E’s product. After contracting, S may

Figure 4.6

Timing in the Segal-Whinston [2000b] model of exclusives and noncontrac-
tible investments
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make a relationship-specific investment iS b 0 (measured in

terms of its cost). If S invests iS, then his marginal cost of

producing a unit is cðiSÞ where c 0ðiSÞ < 0. For example, S

may construct some specialized machinery that lowers his

cost of producing the product that B needs. Suppose that

the external source E is competitive and has unit cost cE
(one can imagine that there are many possible external sup-

pliers). For simplicity, assume also that v > cE > cðiSÞ for all
iS, so that efficiency calls for B to always buy from S. The ef-

ficient investment i��S then solves the problem

max
iS

½v� cðiSÞ� � iS;

and satisfies (if interior) the first-order condition c 0ði��S Þ
¼ �1.

Now let us consider the effect of an exclusive contract.

Let e denote the level of contractual exclusivity, with e ¼ 1

denoting an exclusive contract and e ¼ 0 indicating no

exclusivity. (We also can allow intermediate levels of exclu-

sivity by taking e to be the probability that exclusivity is

enforced.) Since trade between B and S always is efficient,

bargaining always results in B and S agreeing to trade. S’s

payoff from this bargaining given exclusivity level e and

investment level iS, and ignoring his investment cost iS, is

equal to his disagreement payoff plus half of the surplus

from their trade, which is

uSðiSjeÞ1 dSðiSjeÞ þ 1

2
f½v� cðiSÞ� � dBðiSjeÞ � dSðiSjeÞg

¼ 1

2
½v� cðiSÞ� þ 1

2
dSðiSjeÞ � 1

2
dBðiSjeÞ; ð4:12Þ

where dBðiSjeÞ and dSðiSjeÞ are B and S’s disagreement pay-

offs. Here the disagreement payoffs take the form
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dSðiSjeÞ ¼ 0 ð4:13Þ

dBðiSjeÞ ¼

 ðvE � cEÞ if e ¼ 0

0 if e ¼ 1

�
; ð4:14Þ

because S has no other trading options and B is free to trade

with E only if e ¼ 0.

Examining (4.12)–(4.14), confirms that an exclusive con-

tract worsens B’s bargaining position by removing his op-

tion of buying from E. This raises S’s payoff. But does it

increase S’s incentive to invest? The answer is no. To see

why, observe first that to increase S’s investment incentive,

exclusivity must raise S’s marginal return to investment.

From (4.12), we see that the level of exclusivity e affects S’s

payoff only through its effect on B’s disagreement payoff dB
(recall that dS ¼ 0). But, as (4.14) shows, S’s investment iS
has no effect on B’s disagreement payoff dB regardless of

whether there is exclusivity. Thus, while exclusivity changes

S’s payoff, it has no effect on S’s marginal returns to invest-

ment. In short, exclusivity is irrelevant for both investment

and efficiency.43

What drives this irrelevance result? The answer is that S’s

investment is purely internal in this example; that is, it

affects only the value of B and S’s trade, and has no effect

on disagreement payoffs. Since exclusivity only alters dis-

agreement payoffs, in that case it can have no effect on

investment. For exclusivity to matter, noncontractible invest-

ments must have an external component, affecting B’s value

of trade with E, and therefore disagreement payoffs.

Effects of Exclusivity In the Klein [1988] story of the GM-

Fisher relationship, investment is purely internal. In con-

trast, in the arguments for exclusivity by Marvel [1982],

Masten and Snyder [1993], Bork [1978], and Areeda and
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Kaplow [1997], investments do affect external value. For ex-

ample, the advertising and training investments that Marvel

[1982] and Masten and Snyder [1993] discuss increase not

only the value of trade between B and S, but also the value

of trade between B and E (this is the free-riding issue). Like-

wise, one can interpret the ‘‘loyalty’’ argument of Bork

[1978] and Areeda and Kaplow [1997] as saying that the re-

tailer (the buyer in our model) can make investments that

raise his value of trade with B at the expense of lowering

his value of trade with E (for example, he can design his

store to more effectively highlight S’s products or focus his

time on learning about S’s products). Notice, though, that

these various arguments differ in two dimensions: (i) who

is making the investment (B or S), and (ii) whether an in-

vestment that raises internal value raises or lowers external

value. It turns out that the effects of exclusivity on invest-

ments and efficiency critically depend on these two charac-

teristics of the investments.

Seller Investments Consider, first, the case of an invest-

ment by S that raises not only the value of internal trade

but also B’s value of trade with E, as in Marvel [1982] and

Masten and Snyder [1988]. Segal and Whinston [2000b] call

this a situation in which S’s investments in internal and

external value are complements. Specifically, let vðiSÞ and

vEðiSÞ denote B’s values of trade with S and E and assume

that ½v 0ðiSÞ; v 0
EðiSÞ�X 0 (complementary investment effects).

Then S’s payoff (again, excluding the investment cost) is

uSðiSjeÞ ¼ 1

2
½vðiSÞ � cðiSÞ� � 1

2



vEðiSÞ � cE if e ¼ 0

0 if e ¼ 1

�
:

When e ¼ 0, S will limit his investment because it increases

B’s disagreement payoff (the term in braces). An exclusive
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eliminates this concern, and therefore raises S’s marginal re-

turn to investment, just as Marvel [1982] and Masten and

Snyder [1993] suggest. In contrast, an exclusive would re-

duce the incentives for an investment by S that lowers B’s

value of trade with E ½v 0
EðiSÞ < 0�; that is, when the invest-

ments by S in internal and external value are substitutes.

Buyer Investments Suppose, instead, that B is the one to

invest. The investment raises his value of trade with S,

vð�Þ, and also affects his value of trade with E, which I now

write as vEðiBÞ. In the Bork [1978] and Areeda and Kaplow

[1997] retailer loyalty story, we have v 0
EðiBÞ < 0, since more

investment by B in raising his value of trade with S lowers

his value of trade with E. That is, B’s investments in internal

and external values are substitutes. We can also think of

investments by B for which investments in internal and ex-

ternal values are complements. For example, if GM makes

investments in its dealer network or in advertising its cars

to consumers, those investments raise the value of produc-

ing a car whether GM buys its car bodies from Fisher or

someone else.

To see how an exclusive affects B’s investment incentives,

let us look at B’s bargaining payoff (again, ignoring B’s in-

vestment cost). This is

uBðiBjeÞ ¼ 1

2
½vðiBÞ � cðiBÞ� þ 1

2



vEðiBÞ � cE if e ¼ 0

0 if e ¼ 1

�
:

An exclusive lowers the level of B’s investment when in-

vestment in internal and external values are complements,

because it eliminates the positive effect of B’s investment

on his disagreement payoff (the term in braces). In contrast,

exclusivity raises the level of B’s investment when they

are substitutes. Thus, in the case of retailer loyalty, exclusiv-
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ity increases the retailer’s investments toward S’s product,

exactly as Bork [1978] and Areeda and Kaplow [1997] sug-

gest. Figure 4.7 summarizes these effects of exclusivity on

investments.

Welfare Effects We also can ask whether these effects of

exclusivity on investments raise or lower welfare. When E is

competitive, as we have assumed here, this simply amounts

to asking whether B and S’s joint payoff is higher or lower

under an exclusive contract.44 In general, an exclusive that

increases investment will increase (decrease) welfare when

the investment would be underprovided (overprovided)

without the exclusive. Figure 4.8 summarizes the welfare

effects. Exclusivity necessarily increases welfare if either S

invests and investment in internal and external value are

complements, or if B invests and they are substitutes. When

B invests and they are complements, a more partial result

holds. Exclusivity lowers welfare whenever v 0ð�Þ � c 0ð�Þ >

Figure 4.7

Effects of exclusivity on investment that raises internal value
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v 0
Eð�Þ, so that the internal marginal return to investment

exceeds the external one. This condition implies that there

is underinvestment in the absence of the exclusive, which

the exclusive worsens. It is also true that starting near full

exclusivity (e near 1), a small increase in exclusivity is bad.

Again, this is so because near full exclusivity there is under-

investment. Finally, a similar result is true when S makes

a substitutable investment: near full exclusivity or when

v 0ð�Þ � c 0ð�Þ > �v 0
Eð�Þ there is underinvestment, so an in-

crease in exclusivity (which lowers S’s investment) is bad.45

The results in figure 4.8, combined with the irrelevance

result, can be very useful in evaluating firms’ procompeti-

tive justifications in antitrust investigations. By asking who

is making noncontractible investments and what those

investments do, one can ask whether the parties really

would have an incentive to sign an exclusive contract for

the purpose of protecting noncontractible investments. For

Figure 4.8

Effects of exclusivity on welfare
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example, in a DOJ investigation into contracting practices

in the computerized ticketing industry, the leading ticketer,

Ticketmaster, had exclusive contracts with concert venues

having 80–95% of the available seating capacity in many

cities. Ticketmaster argued that those exclusives were not

designed to exclude rivals, but rather to protect Ticket-

master’s relationship-specific investments both in training

a venue’s personnel in the use of its system and in tailoring

its software to the specific needs of a venue. However, be-

cause of the proprietary nature of Ticketmaster’s system,

the investments could not be used by a venue in conjunc-

tion with other systems, so they were internal in our termi-

nology. The irrelevance result therefore casts doubt on the

claimed efficiency motivation for Ticketmaster’s exclusive

contracts.

Of course, in markets with multiple buyer-seller pairs,

what is good for one pair need not be good for buyers and

sellers collectively. Besanko and Perry [1993] study a model

of exclusivity with multiple manufacturers and multiple

retailers. The model has three manufacturers (who set linear

wholesale prices) and a competitive retail sector. Demand

comes from a representative consumer with symmetric lin-

ear demand functions. A manufacturer’s investment lowers

a retailer’s marginal cost of selling his product, but also is

subject to Marvel-style free riding because it lowers the

retailer’s marginal costs of selling other manufacturers’

products. In this strategic setting, exclusive dealing encour-

ages a manufacturer to invest, but this is bad for other

manufacturers’ profits. Hence, if all manufacturers adopt

exclusive dealing, all may be worse off. In Besanko and

Perry’s model either no manufacturers may adopt exclusive

dealing, only some may do so, or all manufacturers may

do so. Consumer and aggregate welfare, however, are both
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highest in their model when all manufacturers adopt exclu-

sive dealing.

Other Justifications

Exclusives can serve procompetitive purposes other than

protecting noncontractible relationship-specific investments.

Bernheim and Whinston [1998] show that exclusives may

arise in response to inefficient incentive provision in settings

of ‘‘common agency’’ (see also Bernheim and Whinston

[1986b]). For example, each of several manufacturers may

attempt to provide incentives for a common retailer to favor

their product. This leads to a situation of contracting with

externalities. The result is that a risk-averse retailer may

face too much risk. In terms of the notation in section 4.4,

this means that P̂P < P��, and—as there—exclusive dealing

may be adopted as a way to avoid these inefficiencies. A

similar point is made by Martimort [1996] in a model in

which a retailer knows more about his costs or demand

than do the manufacturers.46

A second procompetitive motive for exclusive contracts is

as a means to prevent inefficient entry. Recalling the Chi-

cago School model in section 4.2, observe that in that model

entry always generated a positive externality on the incum-

bent and buyer jointly (equal to the deadweight loss x�).
This was because of the Bertrand form of postentry com-

petition. If, instead, postentry competition took a Cournot

form, then entry may lower aggregate surplus. Whenever

this is so, entry must generate a negative externality on B

and I jointly. In that case, B and I can write an exclusive

contract to prevent E from entering, raising both their pay-

off and aggregate surplus.

Inefficient entry also may arise if B can sponsor an en-

trant, as noted by Innes and Sexton [1994]. For example, it
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can be worthwhile for B to subsidize E’s entry even when

E is less efficient than I. Here, too, B and I can sign an ex-

clusive contract to prevent this inefficient behavior. For ex-

ample, a coal mine and a railroad may sign an exclusive

contract to prevent the coal mine from inefficiently attempt-

ing to bypass the railroad once the railroad has laid its track

to the mine.

4.6 Empirical Evidence

Empirical evidence on the motives and effects of exclusive

contracting is remarkably limited. Much of the existing liter-

ature consists of informal case-study style discussions, often

of well-known antitrust cases. Formal statistical studies of

market data are rare.

Marvel [1982] is the best-known informal discussion of

exclusive dealing. He discusses two examples. The first is

the Standard Fashion case. Standard had exclusive contracts

with approximately 40% of the 52,000 pattern outlets in the

United States. Marvel argues that these contracts were un-

likely to have an anticompetitive effect. As evidence he

cites their two-year duration, the fact that their expirations

were staggered across retailers, the fact that competitors

also used exclusive contracts, and the fact that manufac-

turers appeared to compete for desirable retailers.47 Our

discussion earlier suggests that none of these facts is neces-

sarily inconsistent with exclusionary motives for these con-

tracts. Marvel also cites the postdecision changes in the

industry, noting that by 1959 the largest pattern manufac-

turer had a 50% share, an even larger share than Standard

had at the time of the case. Yet, equally notable is the fact

that this leading share was held by Simplicity Pattern Com-

pany, a new entrant in 1927. Second in share with 35% was
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McCall’s, a competitor who developed a new pattern manu-

facturing process in 1920, in the wake of the district court’s

decision (in 1918) against Standard.48

Marvel also argues that Standard used these exclusives to

prevent free riding on manufacturer investments. The prob-

lem facing Standard, he asserts, was that Standard invested

in finding good patterns, which could be copied by rivals

once found to be successful. Note that exclusives would

prevent this type of free riding only if consumers could not

readily buy copied patterns from other retailers in the mar-

ket. Thus, if Marvel is right about style copying being a

problem, then protection of Standard’s fashion investments

in fact may have required exclusion of rivals from the

market.

Marvel’s main evidence for the importance of Standard’s

investments in fashion is the fact that Standard’s wholesale

pattern prices were significantly above cost when exclu-

sives were allowed, but fell and were replaced by up-front

charges when exclusives were prohibited. He interprets this

as evidence that wholesale prices were originally the means

to charge for design investments, but that in the absence of

exclusivity these charges had to come in the form of fixed

fees. However, this kind of pricing change also is consistent

with the ‘‘common agency’’ incentive provision models

discussed in section 4.5. In those models, firms lower their

marginal charges to attract retailer business in the absence

of exclusivity. Marvel also argues that the rise of Simplicity

(which produced simple dress patterns) is evidence that

design investments were reduced following the decision.

Whether this is true, or has another explanation (for exam-

ple, is just part of a change in demand or the development

of cheap mass-production techniques), is unclear.
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Marvel also provides an interesting discussion of the

structure of the insurance industry, focusing on the differ-

ence between direct-writing companies and those who use

independent agents. Direct-writing companies sell insur-

ance directly to customers, and so employ their own sales

force that handles only the company’s insurance. Inde-

pendent agents, on the other hand, sell insurance from

several companies. Strictly speaking, this is an example

of vertical integration, not exclusive dealing. Nonetheless,

there are close parallels.49 Marvel argues that direct writing

is adopted to avoid free riding in insurance lines in which

manufacturers are likely to engage in marketing invest-

ments. He cites evidence that direct writing occurs in in-

surance lines with a diffuse clientele (where manufacturer

investment in identifying prospects is more important) and

in lines where manufacturer advertising is greater.

Grossman and Hart [1986] also discuss the distinction be-

tween direct writing and sales through independent agents.

They argue that the key distinction is in who owns the list

of customers, and therefore in who has the right to continue

the customer relationship should the relationship between

the insurance company and the agent end. With direct writ-

ing it is the insurance company; with independent agents

it is the agent. They argue that when the agent needs to

put in great effort to keep the customer happy and therefore

to renew, the agent owns the list. (An example would

be helping with a claim in property-casualty insurance.)

In contrast, when the agent’s investments are not so im-

portant for encouraging renewal (as with life insurance),

the company—which must make investments in develop-

ing new insurance products—tends to own the list. They

cite evidence that 65% of premiums in property-casualty
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insurance are generated by independent agents, while this

figure is only 12% in life insurance.

In fact, the Marvel and Grossman-Hart arguments are

closely related. Both are about noncontractible investments.

They differ, however, in the nature of investments. Thinking

in terms of the Segal and Whinston [2000b] categories of

investments, Marvel focuses on investments by the com-

pany that have complementary effects on internal and ex-

ternal values. Grossman and Hart, on the other hand,

imagine that both the company and the agent are making

investments. The company’s investments in developing new

products have complementary effects on internal and ex-

ternal value, and so are similar in nature to Marvel’s in-

vestments. The agent’s investments in giving good claim

service, on the other hand, are also likely to be complemen-

tary, and so they discourage the use of exclusives.

Quite different in nature is Heide, Dutta, and Bergen

[1998]. They conducted a survey of distribution managers

of industrial machinery and electronic/electric equipment.

Of the 147 who responded (460 were contacted), 47 used ex-

clusive contracts. Heide, Dutta, and Bergen conclude that

exclusives are more likely when there is a concern about free

riding and when an exclusive does not impose high costs on

final customers. They find that the use of exclusives is unre-

lated to whether ‘‘entry into this product category by new

competitors is likely,’’ which they interpret as evidence

against the anticompetitive use of exclusives. Of course, one

might worry that exclusives could cause a low likelihood of

entry. More generally, one also might question whether

managers in surveys are likely to report behavior that can

be viewed as anticompetitive.

Two published papers use event-study methods (like the

Mullin, Mullin, and Mullin [1995] paper discussed in chap-
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ter 3) to shed light on the effects of exclusive contracts.

Marin and Sicotte [2003] look at the stock price effects of a

number of events that changed the probability that (legal)

ocean shipping cartels would be allowed to employ ex-

clusive (‘‘dual rate’’) contracts with customers. These con-

tracts offered discounts of roughly 20% to customers

who shipped exclusively with a company. Many observers

felt that the sole purpose of these contracts was to prevent

entry of noncartel shipping firms. In 1956 a federal appeals

court ruled that such contracts were illegal, a decision that

was affirmed by the U.S. Supreme Court in 1958. In re-

sponse, Congress wrote and then passed new legislation

exempting these contracts from antitrust scrutiny. This

legislation was eventually signed into law by President

Kennedy in 1961.

Marin and Sicotte find that events that seemed to increase

the likelihood of exclusives being legal increased shipping

companies’ values. More interesting, with only one excep-

tion they had the opposite effect on the values of companies

in industries that were net exporters and used shipping

extensively, suggesting that customers were indeed harmed

by these contracts.50

Mullin and Mullin [1997] look at stock price reactions

to the announcement in 1906 of U.S. Steel’s long-term lease

of the iron ore properties of the Great Northern Railway.

The transaction gave U.S. Steel the exclusive right to mine

those properties for an indefinite duration until the ore

resources were exhausted. The ore resources involved were

substantial: the contract anticipated production that was

equal to 44 percent of U.S. Steel’s Lake Superior ore produc-

tion in 1905. Moreover, contemporary observers empha-

sized the potential foreclosure effects of U.S. Steel’s control

of ore resources. Mullin and Mullin show that the railroads,
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significant customers of U.S. Steel, experienced positive

stock-price responses to the announcement of the lease.

All of the published papers I am aware of that look

directly at the effects of exclusivity on market outcomes

involve the beer industry. The beer market is characterized

by two kinds of exclusive arrangements. First, beer manu-

facturers frequently grant their distributors (wholesalers,

who in turn sell to retailers) exclusive rights to sell within

their territory. Over time, and in different states, these rights

have been significantly affected by federal and state laws.

For example, between the Supreme Court’s 1967 Schwinn

decision (388 U.S. 365) and its 1977 Sylvania decision (433

U.S. 36), exclusive territories were per se illegal (this did not

eliminate territorial exclusivity entirely since the brewers

could terminate dealers for selling out of their territories).

Likewise, one state—Indiana—bans such arrangements. On

the other hand, many other states, such as Illinois, mandate

that brewers assign exclusive territories. Second, the two

largest brewers, Anheuser Busch and Miller, have contracts

with some of their distributors requiring that they not dis-

tribute other brands of beer. (Anheuser Busch at one time

called its program to expand its number of exclusive distrib-

utors its ‘‘100% Share of Mind’’ program.)

Regarding exclusive territories, papers by Culbertson and

Bradford [1991] and Sass and Sauerman [1993, 1996] docu-

ment that exclusive territories result in higher retail prices.

At the same time, the Sass and Sauerman papers also show

that the amount of beer consumed is, if anything, larger in

states that allow exclusive territories. They interpret this as

evidence that exclusives do in fact encourage distributor ef-

fort. The Sass and Sauerman [1993] paper, for example, uses

panel data on beer sales and prices by state from 1982–1987

to estimate demand and supply functions for beer (using
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two-stage least squares). They find that exclusive territories

increase the demand for beer at any given price (reflecting,

in their view, increased distributor efforts), but reduce the

supply at any given price (reflecting the reduction in com-

petition). The net effect, according to their reduced form

price and quantity estimates, is that exclusive territories in-

crease price (states that mandate exclusives have prices that

are roughly 7 percent higher), but result in no decrease in

quantity.

Sass [2005] studies the determinants and effects of ex-

clusive contracts limiting distributors to selling a single

brewer’s beer. His data comes from a 1996–1997 survey of

beer wholesalers conducted for the National Beer Whole-

salers Association. (The sample included 391 responses and

had a 21% response rate.) Sass finds that a distributor is

more likely to be exclusive when its territory is more popu-

lous, when its largest brewer has a higher market share in

its state, and when the state allows billboard beer advertise-

ments. The first two results are consistent with the idea that

a brewer can induce a distributor to carry it exclusively only

when it generates enough profit on its own. The second also

is possibly consistent with foreclosure of rival brewers from

low-cost distribution. The third finding is consistent with

Marvel’s hypothesis that important manufacturer promo-

tional efforts encourage exclusive dealing. Sass also looks

at the effects of exclusives on prices and per capita sales.

He finds that prices are somewhat higher with exclusives

(about 4 percent) while sales are much higher (roughly 30

percent). Whether the latter effect is because exclusives are

more likely for a popular brand, because exclusive dealers

put in more effort as a result of the exclusive, or because dis-

tributors that are signed up to be exclusive dealers are

inherently more effective is not clear. Finally, Sass looks at
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prices and sales of rival brewers and distributors when

Anheuser Busch has an exclusive distributor in their terri-

tory. He finds no statistically significant effects on them,

suggesting an absence of foreclosure.

Two recent working papers by Asker [2004a, 2004b] also

look at the effects of exclusive contracts with beer distribu-

tors, but take a much more structural approach. Asker also

focuses on a particular market, Chicago in 1994, so he is

able to have a fairly complete picture of the competitive

structure facing brewers and distributors. His data includes

information on distributor territories and brands, and the

wholesale price paid and retail prices charged by a large su-

permarket chain in the city. Asker first estimates a demand

model for beer, along the lines of the random coefficient dis-

crete choice models discussed in chapter 3. As there, he uses

these estimates to infer marginal costs, although he needs to

take account of the vertical hierarchy of pricing decisions to

do so. He does this by treating the brewer as choosing the

retail price to the chain, taking into account its own and

its distributor’s marginal costs. In solving this problem, the

brewer takes into account how the supermarket will adjust

its retail prices for the various beers it sells in response to

the brewer’s price change. This leads to a first-order condi-

tion that he uses to infer marginal costs.51

Asker then looks at three issues. First, he shows that de-

mand is higher when a beer is sold through an exclusive

distributor. Second, he documents that marginal costs are

lower when a beer is sold through an exclusive distibutor.

(As in Sass [2005], whether the exclusive causes these

two differences is not entirely clear.) Third, he shows that

smaller rival brewers’ marginal costs are not higher when

Anheuser Busch and Miller both have exclusive distributors
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in an area. Like Sass [2005], he concludes that these exclu-

sive contracts seem to enhance efficiency and do not lead to

foreclosure of smaller brewers. These papers are still in an

early stage. Overall, they represent the most sophisticated

attempt to look at the effects of exclusives and seem likely

to spur further work of this type.

Exclusionary Vertical Contracts 197





Notes

Chapter 1

1. Two excellent antitrust casebooks that offer excerpts from major U.S. Su-
preme Court precedents, interesting discussions, and provocative questions
are Areeda and Kaplow [1997] and Posner and Easterbrook [1981]. For an
encyclopedic discussion of antitrust law, see Areeda and Hovenkamp
[2004].

2. A new and updated version of Posner’s book is also now available
[2001].

3. Readers familiar with the antitrust laws can safely skip ahead to chapter
2. For those who want to read more, see Areeda and Kaplow [1997, ch. 1]
and Posner and Easterbrook [1981, ch. 1]. (The latter reference predates
changes in the criminal penalties that I discuss later.)

4. Bork creates some confusion by actually referring to this as the
‘‘consumer welfare’’ standard, having in mind that both consumers of the
product and shareholders of the firm are, ultimately, consumers (see, for
example, Bork [1978, 110–111]).

5. For example, should a merger of competitors that creates a perfectly
discriminating monopolist and leads to a small increase in productive effi-
ciency be allowed? While such a merger necessarily raises aggregate sur-
plus it will also make consumers who are not shareholders worse off.

6. In contrast, Canada’s Competition Act appeared until recently to adopt
explicitly an aggregate surplus test for horizontal mergers, and the Cana-
dian Competition Bureau’s Merger Enforcement Guidelines adopted this
stance as well. More recently, however, the Canadian Federal Court of



Appeal has held in the Superior Propane case (2001 FCA 104) that the Act
should be interpreted as allowing for different weights on consumer and
producer surplus.

7. For example, several cases in the late 1970s that sought to broaden the
application of the antitrust statutes in the collusion area (such as the ready-
to-eat breakfast cereal case accusing the cereal oligopoly of jointly stifling
competition through product proliferation, and the case against the makers
of lead-based antiknock additives for certain price preannouncements and
best-price provisions in their contracts) were brought by the FTC rather
than the DOJ.

8. Note that the DOJ must provide evidence about the size of the convicted
firms’ gains or victims’ losses to impose such a fine, in contrast to the cur-
rent $10 million maximum fine, which requires only evidence that a viola-
tion has taken place.

9. Often settlement negotiations in government cases result instead in a
consent decree prior to a court decision in the case. One feature of such
decrees is that they cannot be used by later plaintiffs as evidence of the
accused firm’s guilt. Thus, private plaintiffs hoping to recover damages are
disadvantaged significantly when the government agrees to a consent de-
cree with an accused firm instead of successfully litigating the case. Under
the Tunney Act, some judicial oversight occurs to help assure that consent
decrees are in the public interest, but for a variety of reasons this oversight
is very limited in scope.

10. The Court ruled in the Hanover Shoe case [392 U.S. 481 (1968)] that a de-
fendant cannot escape damages by showing that a plaintiff passed the over-
charge on (for example, in a competitive industry with constant marginal
cost, the overcharge would be fully passed on and the immediate buyers
would have no change in their profits), and went further in the Illinois Brick
case [431 U.S. 720 (1977)] by ruling that only an immediate buyer can sue.
Although these rulings may appear to be a strange way to assign damages,
one possible justification is that since immediate buyers are the most likely
parties to detect a conspiracy, they should be the ones who are incented to
do so.

11. Baker [1988] instead models the probability of detection f as a function
of the aggregate output x, which is equivalent to having f depend on p�

rather than p. In this case, as long as ½1� fðpm; tÞt� > 0, it is always possible
to generate an effective price equal to the monopoly price pm by setting
p ¼ ðpm � fðpm; tÞtcÞ=ð1� fðpm; tÞtÞ. More generally, one might expect
both p and x to matter (or equivalently, p and p�), since the aggregate
damages to be paid will be ðp� cÞx.
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12. For example, if c is random (with full support), both c and whether col-
lusion is taking place are unobservable to consumers, and if the probability
of collusion is small, then a consumer’s belief that collusion is taking place
will be small regardless of the price charged by the cartel. Thus, there will
be a minimal effect from an increase in the damage multiple on a buyer’s
willingness to pay.

Chapter 2

1. Price fixing therefore includes market division and bid-rigging schemes,
which can both be viewed as a form of price or output agreement. It can
also include related types of agreements, such as a limitation on hours of
operation (say, for retail stores). Also, although for simplicity I will refer to
sellers colluding throughout most of the chapter, price-fixing law also
applies to buyer cartels.

2. The clearest enunciation of the per se rule probably is found in Justice
Douglas’ opinion in Socony-Vacuum Oil [310 U.S. 150 (1940)]: ‘‘Price-fixing
combinations are illegal per se; they are not evaluated in terms of their pur-
pose, aim, or effects in the elimination of competitive evils.’’

3. Matters become more complicated, however, once product differentia-
tion is introduced, since consumers may benefit directly from the introduc-
tion of additional products. Fershtman and Pakes [2000] provide a related
result in a computational analysis of a dynamic model. There, allowing
more effective price collusion leads to greater product variety (that is, more
entry) and greater quality (because of a greater incentive to invest to cap-
ture market share), which in their simulations offsets any negative effect on
consumer welfare from higher prices.

4. For one exception, see Beckner and Salop [1999]. As one application of
optimal statistical decision making, for example, we would expect optimal
antitrust policies in countries with less-developed legal systems (that is,
higher costs of judicial administration) to involve greater use of per se
rules. As another application, we would expect that as economists become
better at providing evidence of particular price-fixing conspiracies’ effects,
optimal policy would shift toward less reliance on a per se rule.

5. A particularly amusing example of the extremes to which a purely se-
mantic approach can take the Court can be found in Justice Blackmun’s
concurrence in the Topco case [405 U.S. 596 (1972)] involving a cooperative
of small to medium-sized groceries’ development of a private label. Black-
mun laments, ‘‘Today’s ruling will tend to stultify competition. The per se
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rule, however, now appears to be so firmly established by the Court that, at
this late date, I could not oppose it. Relief, if any is to be forthcoming, ap-
parently must be by way of legislation.’’

6. For example, in Broadcast Music [441 U.S. 1 (1979)], the Supreme Court,
asked to rule on whether a blanket license issued by a copyright coopera-
tive is ‘‘price fixing,’’ noted that ‘‘easy labels do not always supply ready
answers’’: the blanket license involves price fixing in the literal sense, but
‘‘[a]s generally used in the antitrust field, ‘price fixing’ is a short-hand way
of describing certain categories of business behavior to which the per se rule
has been held applicable.’’

7. This is, in fact, somewhat inaccurate, since the U.S. courts typically did
not enforce naked price-fixing agreements even before passage of the Sher-
man Act. (This is why, for example, the Joint Executive Committee cartel
described in Porter [1983] had to revert to price wars rather than courts to
enforce their agreement.)

8. The Sherman Act also prohibits other activities that may aid firms in
colluding such as the exchange of side payments and certain types of
information.

9. For an introduction to this literature, see Farrell and Rabin [1996]. The
literature on cheap talk originated with Crawford and Sobel [1982].

10. A further complication in predicting the effect of communication about
intended play on repeated oligopoly outcomes is that the ability to coordi-
nate on desirable outcomes may actually undercut a cartel’s ability to main-
tain high prices by reducing the likelihood of punishments following a
deviation (see McCutcheon [1997]). Interestingly, Genesove and Mullin
[2001] note that episodes of cheating in the Sugar Institute cartel of 1927–
1936 (which engaged in extensive communication) were rarely met with re-
taliation unless they were gross violations of the cartel’s agreement.

11. Kuhn [2001, 16–17] and Neven [2001, 71–76] also discuss some of this
work.

12. Athey and Bagwell still assume away the coordination problem by fo-
cusing on the cartel’s most profitable equilibrium. Regarding the incentive
problem, it was clear in the previous static mechanism-design papers that
for large enough discount factors, firms could be prevented from deviating
from their assigned prices or outputs. What is new in Athey and Bagwell
[2001] is the characterization of how the cartel adapts for lower discount
factors and the use of future play as a transfer.
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13. In this regard, it is interesting to note Genesove and Mullin’s [2001] de-
scription of the extensive communication among members of the Sugar In-
stitute cartel aimed at adjudicating claimed defections and proposing
appropriate punishments.

14. Sproul attempts to choose the related prices to have a close correlation
to the price of the product in question prior to the indictment yet to be rela-
tively unaffected by the indictment or other factors affecting the market in
which the indictment occurred.

15. In constructing these figures, the underlying series are aligned again so
that the event in question occurs in the same numbered month in each case;
Sproul chooses this month based on the average number of months be-
tween the indictment and the relevant event (for example, on average,
seven months elapsed between the indictment and the imposition of gov-
ernment penalties, thus government penalities were imposed in ‘‘month
107’’). Also indicated in each figure is the number of cases used to construct
the index in question; missing information means that this number is less
than twenty-five in each figure.

16. Note, however, that the percentage effect on consumer surplus may
be substantially larger than the percentage effect on price. If, for example,
demand takes the constant elasticity form xðpÞ ¼ p�e, for e > 1, then when
price increases from p to ap (where a > 1Þ the percentage reduction in con-
sumer surplus is given by

CSðapÞ � CSðpÞ
CSðpÞ ¼ a1�e � 1:

Thus, when e ¼ 2, a 4.6% increase in price leads to a 4.6% decrease in con-
sumer surplus. However, if e ¼ 4, it would lead instead to a 12.6% reduc-
tion in consumer surplus.

17. Newmark [1988] argues that even BNS’s small effect is the result of
some data problems in their study.

18. Daughety and Forsythe [1987], for example, show an effect of commu-
nication on cooperative behavior in experimental repeated Cournot games
even after communication has been stopped.

19. Three of the thirteen defendants were located in southwestern Ohio,
the rest were from eastern Ohio.

20. To get his estimate of the item’s value, Kwoka adjusts the knock-out
auction winning bid to account for the fact that a loser in the knock-out
auction received a share of the winning bid.
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21. In addition to the studies noted, Taylor [2002] provides some evidence
using aggregate output data that the National Industrial Recovery Act of
1933, which organized cartels in various industies and provided for a time
some element of governmental enforcement, had the effect of reducing out-
put. Baldwin, Marshall, and Richard [1997] examine bidding behavior in
U.S. forest timber sales. In their case, they do not have any direct evidence
that collusion occurred. Rather, they fit structural models of noncoopera-
tive and cooperative bidding behavior, test which fits the data better (they
find that the cooperative model does), and measure the difference in prices
that would be expected to obtain were the firms to follow the noncoopera-
tive model instead of the cooperative one. They find that the forest service
earns roughly 7.9% less revenue under the collusive mode of behavior. It
should be noted, however, that the noncooperative behavior that Baldwin,
Marshall, and Richard document may have been the result of tacit coordi-
nation rather than price fixing.

22. Note that the elasticity of demand could also affect the incentives to
cheat on any given agreed-upon price (in a simple repeated Bertrand pric-
ing game, however, it does not).

23. The experimental literature does offer some support for Hay and Kel-
ley’s implicit assumption, at least in certain circumstances. That literature
provides some evidence that coordination in repeated oligopoly settings is
difficult in the absence of communication once the number of players is
larger than two or three (see, for example, Holt [1993]).

24. Added to this list is, of course, anything else that the antitrust author-
ities use as signals to launch investigations.

25. These are cases won at trial or settled with a plea of nolo contendre. Hay
and Kelley restrict their attention to price-fixing agreements among com-
petitors (for example, resale price-maintenance cases brought under section
1 of the Sherman Act are excluded).

26. For some cases in which the four-firm concentration ratio is unavail-
able, Hay and Kelley calculate market concentration by dividing 100 by the
total number of firms in the market and multiplying by 4. Thus, these con-
centration figures represent a lower bound on the four-firm concentration
ratio, assuming of course that Hay and Kelley (and the DOJ Fact Memo-
randa that they rely on) have not defined the market too narrowly.

27. Note, however, that four-digit industries may differ marketly from the
‘‘markets’’ identified by the DOJ (and, therefore, by Hay and Kelley) in
these antitrust investigations. For example, the four-digit Ready-Mix Con-
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crete Industry (#3273) had a 1982 four-firm concentration ratio of 6%, but it
is a highly localized industry with significantly higher concentration in lo-
cal markets.

28. The most likely effect working in the other direction is the anti-
trust agencies’ possible tendency to look for price fixing in concentrated
markets. Nonetheless, the diversity of ways in which these conspiracies
were detected suggests that this probably does not undercut the conclusion
that concentrated markets are more likely to engage in price fixing.

Some more recent papers have looked at factors explaining cartel forma-
tion in settings in which cartels were legal (although their agreements still
were not enforced by courts). Symeonidis [2003] examines British cartels in
the 1950s before passage of the 1956 Restrictive Trade Practices Act. Dick
[1996a] looks at export cartels formed under the Webb-Pomerene Export
Trade Act of 1918. While these papers avoid the problem of the DOJ’s in-
vestigation strategy, the determinants of cartel formation could be different
in this different legal environment. (In general, there should be a connection
in equilibrium between the DOJ’s investigation process and the cartel-
formation process.) Also related are papers looking at the duration of legal
cartels, such as Suslow [1988], Marquez [1994], and Dick [1996b].

29. One possible exception to this conclusion arises in settings in which
firms possess independent private information. In this case, we might infer
that communication is taking place if we see a firm’s behavior varying with
private information that should only be known to other firms (or, equiva-
lently, correlated with other firms’ behavior, conditional on observables).
The difficulty in making such an inference, however, arises from the possi-
bility that firms may obtain some imperfect signals of each others’ informa-
tion even without communication.

30. As previously noted, there is some experimental evidence that success-
ful coordination in repeated oligopoly games is unlikely in the absence of
explicit communication once the number of players exceeds two or three. If
this were true in actual markets, evidence of cooperative behavior in such
circumstances should lead to an inference that price fixing is likely. Given
its importance for inferences of price fixing from behavioral evidence, it
would be good to see more work addressing this issue.

31. For a useful discussion of these cases, see Areeda and Kaplow [1997,
264–286].

32. See, for example, Posner’s recent judicial opinion in the high-fructose
corn syrup case (2002 U.S. App. LEXIS 11940) and Carlton, Gertner, and
Rosenfield [1997].

Notes to pages 43–55 205



Chapter 3

1. Indeed, concern over the fate of small (and often inefficient) businesses
frequently led the courts to use merger-related efficiencies as evidence
against a proposed merger during this period.

2. We assume here that these costs represent true social costs. Reductions
in the marginal cost of production because of increased monopsony power
resulting from the merger would not count as a social gain. Likewise, if in-
put markets are not perfectly competitive, then reductions in cost attribut-
able to the merger must be calculated at the true social marginal cost of the
inputs rather than at their distorted market prices.

3. Specifically, the welfare loss caused by a small reduction in output is
equal to the price-cost margin.

4. On this point, see also the discussion in Baker [1999a].

5. Besanko and Spulber [1993] provide an interesting argument for why it
may be better to commit an antitrust authority (the agencies and courts) to
a consumer surplus standard even though the true welfare objective is ag-
gregate surplus maximization. In their model, the antitrust authority can-
not observe the cost improvement generated by a merger, although the
firms proposing the merger can observe this. The model has firms first de-
cide whether to propose a merger (at a fixed cost), and then the authority
decides whether to block the merger if proposed. In their equilibrium,
which is necessarily in mixed strategies, the authority is indifferent about
blocking a merger. This implies that proposed mergers necessarily reduce
aggregate surplus net of the fixed cost if the authority uses an aggregate
surplus criterion. By committing to a consumer surplus criterion, the set of
consummated mergers in equilibrium instead raises aggregate surplus.

6. Formally, (A1) and (A2) have the following implications:

(i) Each firm i’s profit-maximization problem, given the joint output of its
rivals X�i, is strictly concave and therefore has a unique solution. More-
over, letting biðX�iÞ denote firm i’s best-response function, bið�Þ is non-
increasing and b 0i ðX�iÞ A ð�1; 0Þ at all X�i such that biðX�iÞ > 0.

(ii) The equilibrium aggregate output is unique. To see this, define
each firm i’s aggregate output best-response function as liðXÞ ¼ fxi : xi ¼
biðX � xiÞg. For a given level of aggregate output X, this function gives the
output level for firm i that is consistent with X if firm i is playing a best re-
sponse to its rivals’ aggregate output. By observation (i), this output level is
unique, is nonincreasing in X, and is strictly decreasing in X wherever
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liðXÞ > 0. The equilibrium aggregate output is then the unique solution toP
i liðXÞ ¼ X:

(iii) For any set of firms I, define its equilibrium best-response function

beI ðX�IÞ1
X

i A I

xi : xi ¼ biðXI=fig þ X�IÞ for all i A I

( !
:

This gives, conditional on X�I , the (unique) aggregate output for firms in
set I that results if all of the firms in set I are playing best responses. It is
the solution to

P
i A I liðXI þ X�IÞ ¼ XI . From this, one can see that beI ð�Þ is

nonincreasing and be0I ðX�IÞ A ð�1; 0Þ whenever beI ðX�IÞ > 0, just like the in-
dividual best-response functions.

(iv) The premerger equilibrium joint outputs of the merging and non-
merging firms ðX̂X12; X̂X�12Þ are the unique solution to

be12ðX̂X�12Þ ¼ X̂X12

be�12ðX̂X12Þ ¼ X̂X�12:

The postmerger equilibrium joint outputs ðX12;X�12Þ are the unique solu-
tion to

bMðX�12Þ ¼ X12

b�12ðX12Þ ¼ X�12;

where bMð�Þ is the best-response function of the merged firm. Given the
properties of these best-response functions noted in observation (iii), aggre-
gate output increases after the merger if and only if bMðX̂X�12Þ > be12ðX̂X�12Þ.
7. A proof of this result goes as follows: Given the premerger aggregate
output of firm 1 and firm 2’s rivals, X̂X�12, let ðx1; x2Þ denote the merged
firm’s best response. Also, let bið�Þ be the premerger best-response function
of firm i for i ¼ 1; 2. Observe, first, that after the merger we must have
x1 a b1ðx2 þ X̂X�12Þ and x2 a b2ðx1 þ X̂X�12Þ. (Formally, this can be estab-
lished using a simple revealed preference argument; intuitively, the
merged firm reduces both of its plants’ outputs below their unmerged best
responses since it internalizes the externality that each plant’s output
has on its other plant.) Now suppose, contrary to our hypothesis, that
x1 þ x2 > x̂x1 þ x̂x2. Clearly xi > x̂xi for either i ¼ 1 or i ¼ 2; without loss of
generality, suppose that x2 > x̂x2. Then

x1 a b1ðx2 þ X̂X�12Þ < b1ðx̂x2 þ X̂X�12Þ ¼ x̂x1:

But, x1 < x̂x1 implies that

x1 þ x2 a x1 þ b2ðx1 þ X̂X�12Þ < x̂x1 þ b2ðx̂x1 þ X̂X�12Þ ¼ x̂x1 þ x̂x2;

which is a contradiction.
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Spector [2003] shows that if one adds the assumption that the merger is
profitable (as we do below when considering effects on aggregate surplus),
then price cannot fall after a merger that involves no synergies even if entry
occurs after the merger.

8. Note that in the Cournot model a merger need not increase the profits of
the merging firms because of rivals’ resulting output expansion (Salant,
Switzer, and Reynolds [1983]; see also Perry and Porter [1985]).

9. dxi
dX

is equal to l 0
i ðX̂XÞ, the derivative of firm i’s aggregate output best-

response function (see note 6). We get dxi
dX

from implicitly differentiating

the expression P 0ðXÞxi þ PðXÞ � c 0i ðxiÞ ¼ 0. Note that dxi
dX

¼ dxi
dX�i

� �.
1þ dxi

dX�i

� �
,

where dX�i 1
P

j0i dxj and
dxi
dX�i

is the slope of firm i’s best-response func-
tion b 0i ðX�iÞ.
10. In particular, this is so if ½P 00ð�Þ;P 000ð�Þ; c 00i ð�Þ;�c 000i ð�Þ�b 0.

11. If the inverse demand function is linear, then dE is also negative when-
ever sI >

1
2 .

12. Note that when a merger will instead lower price, dE is positive when
the reverse of condition (3.13) holds. In that case, a merger is more likely to
have a positive external effect when the merging firms are large and the
nonmerging firms are small (and hence, not very efficient). In fact, Levin
[1990] shows that (in an environment with constant returns to scale) if the
most efficient nonmerged firm is less efficient than the merged firm and
price falls following the merger, then the merger necessarily increases ag-
gregate surplus.

13. Although they bear some superficial resemblance to the concentration
tests that appear in the DOJ/FTC Horizontal Merger Guidelines (see section
3), they differ from the Guidelines’ tests in some significant ways, such as
the fact that increases in the concentration of nonmerging firms can make
the merger more desirable socially.

14. In this regard, it appears from event study evidence that, on average,
mergers increase the joint value of the merging firms, although there is a
large variance in outcomes across mergers (Andrade, Mitchell, and Stafford
[2001], Jensen and Ruback [1983]). One might take the view, in any case,
that antitrust policy should not concern itself with stopping mergers based
on unresolved agency problems within the merging firms.

15. One exception is Gowrisankaran [1999] who allows for a merger-
specific ‘‘synergy’’ (effectively, a reduction in fixed costs) in his computa-
tional model of endogenous mergers.
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16. In particular, efficiency in this sense decreased as the industry went from
monopoly to a more competitive market structure. However, overall indus-
try productivity increased over time because capital was reallocated to-
ward more efficient firms.

17. In contrast, Gerstle and Waldman [2004] show that when used goods
are of lower quality than new ones and consumers differ in their willing-
ness to pay for high quality, a newly-formed monopolist will be able to
raise price right away and welfare losses are larger than in the setting
studied by Carlton and Gertner.

18. This point is also related to the literature on contracting with external-
ities (for example, Segal [1999]) discussed in chapter 4.

19. A copy of the Guidelines can be found at http://www.usdoj.gov/atr/
public/guidelines/horiz_book/hmg1.html and http://www.ftc.gov/bc/
docs/horizmer.htm.

20. The Guidelines state that

The Agency will not challenge a merger if cognizable efficiencies are of a
character and magnitude such that the merger is not likely to be anticompe-
titive in any relevant market. To make the requisite determination, the
Agency considers whether cognizable efficiencies likely would be sufficient
to reverse the merger’s potential to harm consumers in the relevant market,
e.g., by preventing price increases in that market.

Note, however, that this test is stated as a sufficient condition for approving
a merger, not as a necessary one. This ambiguity may seem a bit odd, but is
probably deliberate. The agencies have some prosecutorial discretion, and
can approve mergers that the courts might block. While the courts’ stan-
dard is not totally clear either, it surely leans more toward a consumer sur-
plus standard than is the preference of the economists at the agencies.
In addition, there appears to be some difference in the standards applied
by the DOJ and the FTC, with the FTC more inclined toward a consumer
surplus standard than the DOJ. (Since the agencies tend to specialize in
reviewing mergers in different industries, this has the effect of applying
somewhat different standards in different industries.) On this issue, see
also Werden [1997].

21. More generally, such an equation could be estimated on a panel data
set of many markets observed over time.

22. This correlation would not be present, for example, if the firms have
constant marginal costs and engage in Bertrand pricing prior to the
merger.
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23. The discussion in the text takes the price of substitutes q as exogenous.
However, this price may also be correlated with e and may need to be
instrumented.

24. Berry, Levinsohn, and Pakes build on previous work by Bresnahan
[1987], as well as a large literature on discrete choice and product charac-
teristics (see, for example, McFadden [1981] and the references therein). For
further reading on these methods, see Ackerberg et al. [forth.].

25. If individual-level demographic and purchase data are available, then
the parameters in (3.20) can be estimated at an individual level; otherwise,
the population distribution of demographic variables can be used with ag-
gregate data, as in Nevo [2001].

26. To see this, recall that in the logit model, the demand for good k given
price vector p and M consumers is

xiðpÞ ¼ M
eak �b�apk

P
j e

aj �b�apj
;

so the ratio of the demands for any two goods j and k is independent of the
prices of all other goods.

27. The fact that two products with the same market shares have the same
cross-elasticity of demand with any third product in fact follows from the
additive independent and identically distributed error structure of the logit
model [which implies that they must have the same value of ðaj � b � apjÞ],
not the extreme value assumption. The extreme value assumption implies,
however, the stronger IIA property mentioned in the text.

28. See Olley and Pakes [1996] and Griliches and Mairesse [1995] for dis-
cussions of these issues.

29. The same type of inference can be made with multiproduct firms using
a somewhat more complicated equation. See Nevo [2001].

30. Alternatively, given a behavioral assumption, one can try to economet-
rically infer costs by jointly estimating demand and the firms’ supply rela-
tions as discussed in Bresnahan [1989].

31. More formal consumer-survey methods can also be used; see, for exam-
ple, the discussion in Baker and Rubinfeld [1999].

32. The use of price in structure-conduct-performance studies was most
forcefully advocated by Weiss [1990].

33. For an interesting discussion of the use of econometric evidence in the
case, see Baker [1999b].
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34. The data were actually a panel of stores over time, rather than just a
single cross section or time series as in equation (3.25).

35. The case was presented before the Surface Transportation Board, which
has jurisdiction over railroad mergers.

36. Often some of the other right-hand side variables are endogenous as
well. For example, in studies of airline pricing, it is common to include the
load factor on a route—the share of available seats that are sold—as a
right-hand side variable affecting costs.

37. See Peters [2003] for one look at this question.

38. Alternatively, one could simply compare the actual premerger prices
with those predicted under various behavioral assumptions, as in Nevo
[2000b].

39. See Peters [2003] for a discussion of how different assumptions about
the demand structure affect these conclusions.

40. It should be noted, however, that Peters looks only at the year follow-
ing consummation of the merger. These changes may be more significant
over a longer period.

41. A similar derivation can be done to derive instead a residual ordinary
(rather than inverse) demand function.

42. That is, the function B�1ð�Þ is the sum of the quantities in the vector
function B�1ð�Þ.
43. In the special case in which the merged firm will act as a Stackleberg
leader, we can however use the estimates of (3.22) and (3.23) to derive
the postmerger prices by solving maxx1 ; x2

P
i¼1; 2½Riðx1; x2; z;w3Þ � ci�xi

for the merged firm’s optimal quantities ðx�
1 ; x

�
2 Þ and then computing

p�
1 ¼ R1ðx�

1 ; x
�
2 ; z;w3Þ and p�

2 ¼ R2ðx�
1 ; x

�
2 ; z;w3Þ.

44. In principal, we can try to distinguish between anticompetitive and
precedent effects by looking for differential stock-price responses among
rivals: competitive effects should be felt more strongly by rivals that com-
pete more closely with the merging firms. In this way, Prager [1992] finds
evidence of precedent effects in her study of the 1901 merger between Great
Northern Railway and the Northern Pacific Railway. One caveat, however,
is that in some cases the precedent effect also may be more relevant for
these same firms.

45. The set of steel rivals excludes the Great Northern Railway which had a
complicated relationship with USS because of USS’s lease of the Great
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Northern Railway’s iron ore holdings. Mullin, Mullin, and Mullin examine
the effects of the events on the Great Northern Railway separately, which
are not reported here.

46. The railroads were both customers and suppliers to USS since a great
deal of steel was shipped by rail. Mullin, Mullin, and Mullin argue that the
effects on both suppliers and customers should be similar because they
would both depend on only the change in the output of steel.

47. Street rail stock prices were available only toward the end of the sam-
ple period. Note also that table 5 in the paper, from which the results in
table 3.3 are drawn, also reports the effect of these events on the
Great Northern Railway.

48. The studies in Kaplan [2000], for example, illustrate how the stock mar-
ket’s initial reaction to a merger is often a poor forecast of the merger’s ulti-
mate profitability.

49. Pautler [2003] surveys some articles that are not discussed here, includ-
ing studies looking at profitability, stock price reactions, and other effects.

50. To the extent that the limited amount of work is because of a lack of
data, one way to enhance our knowledge (or at least that of the DOJ and
FTC) may be for the enforcement agencies to require parties to approved
(or partially approved) mergers to provide the agencies with information
for some period of time after their merger.

51. NW and RC accounted for 42% and 37% respectively of enplanements
at Minneapolis; TW and OZ accounted for 57% and 25% of enplanements
at St. Louis.

52. Note that this average price change is therefore not equal to the change
in the average relative prices reported in the relative-price columns.

53. Werden, Joskow, and Johnson [1991] also look at these two mergers.
Using somewhat different techniques from Borenstein, they also find that
the NW-RC merger increased prices substantially, while the TW-OZ
merger had smaller (but, in their case, still positive) price effects on routes
for which the merging firms were active competitors. Peters [2003] also
reports price changes for these same mergers in his study of six mergers
during this period. His data show instead that prices increased 7.2% and
16% in the NW-RC and TW-OZ mergers, respectively, in markets that
were initally served by both merging firms. Peters reports that they
increased 11% and 19.5%, respectively, in markets where these firms faced
no premerger competition.
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54. It is perhaps a little surprising, however, that substantial efficiencies
would be realized so soon after completion. Moreover, there is some evi-
dence (Kole and Lehn [2000]) that these mergers may have led to increases
rather than decreases in marginal costs.

55. Evans and Kessides [1994] perform a structure-conduct-performance-
style study of the relationship between airline prices and both concentra-
tion and multimarket contact during this period and find positive and
economically significant price effects from both factors. Their findings also
provide indirect evidence on the effects of the airline mergers during this
period because most of the changes in concentration and multimarket con-
tact in their sample were attributable to mergers.

56. Borenstein [1990] and Werden, Joskow, and Johnson [1991] report simi-
lar changes in service following the NW-RC and TW-OZ mergers.

57. MMDA accounts have restricted check-writing privileges.

58. In fact, matters are somewhat more complicated than this, because the
pricing data are at the bank level, not the market (SMSA) level. Hence, the
merger exposure variables are actually weighted averages (by deposits) of
the exposures that a given bank i has in the various markets in which it
operates.

59. Wholesale prices did increase significantly fifteen months after the
merger, but the authors argue that this was because of an unrelated supply
shock.

60. In an older study, Barton and Sherman [1984] document the price
changes that occurred following the 1976 and 1979 acquisitions of two com-
petitors by a manufacturer of two types of duplicating microfilm. They pro-
vide evidence consistent with price increases following the merger. The
data they use comes as a result of a 1981 FTC antitrust suit seeking to re-
verse the acquisitions.

61. One reason for greater synergies simply may be that the managers of the
acquiring firm are more likely to understand the business of the acquired
firm; see, for example, Kaplan, Mitchell, and Wruck [2000].

62. This is also consistent with the event-study analysis of stock price
returns, which finds wide variation in how the market evaluates
announced mergers. At the same time, as the case studies in Kaplan [2000]
document, a merger’s performance may end up being very different from
the market’s initial forecast.
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63. This is true for several reasons. First, the investment first-order con-
ditions he uses are entirely static, while investment choices are likely to
be affected by dynamic considerations. Second, his procedure relies on an
assumed investment-cost function (this might not be necessary if one in-
stead has panel data). Finally, one cannot distinguish whether the changes
in marginal cost he derives reflect shifts of the plant’s marginal-cost func-
tion or movements along an unchanging function.

Chapter 4

1. Rey and Tirole [forth.] also provide an excellent introduction to this area.
Two of the original contributions on vertical mergers and tying, respec-
tively, not discussed here, are Ordover, Saloner, and Salop [1990] and
Whinston [1990]. For a discussion more focused on jurisprudence, see Krat-
tenmaker and Salop [1986].

2. One difference between the Microsoft case and the models explored here
is that the source of Microsoft’s market power came not from its position in
browsers, but rather from its Windows operating system. Thus, the case
involved issues of leveraging market power from one product to another.
The other major issue in the case was related to Microsoft’s bundling of
Internet Explorer with Windows. For more detail on the use of exclusive
contracts and bundling (or ‘‘tying’’) in the case, see Whinston [2001].

3. For a summary of federal exclusive-dealing cases that reached at least
the appellate level before 1990, see Frasco [1991].

4. Although I will typically suppose that it is a buyer who is subject to an
exclusivity provision, similar ideas apply when a seller is so bound.

5. Two implicit assumptions are embedded in this structure. First, when B

and I initially contract, B cannot contract with E instead at that time. For ex-
ample, the identity of E may not be known, or E may not be a credible sup-
plier at that time. Second, while B and I contract on exclusivity, they do not
contract directly on future trade of the good. For example, the exact specifi-
cations of the good that B will want may be unclear at that point (see, for
example, Grossman and Hart [1986]).

6. When the entrant’s monopoly profit ðp� cEÞDðpÞ is concave in p, this is
true when its monopoly price is above cI .

7. The contract is, in essence, an option contract, giving B the choice of
whether to buy at price p, or not to buy and make payment d.
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8. In the original Aghion and Bolton paper, I makes a take-it-or-leave-it
offer to B.

9. In fact, the only thing that matters here for E and B’s behavior is the ef-
fective price p� d. Thus, provided lump-sum, up-front transfers are possi-
ble at the time they sign their contract (as we have assumed), B and I could
just as well not specify a stipulated damage (that is, set d ¼ 0) and set only
a price p in their contract.

10. A similar conclusion holds if when B breaches the contract the court
requires him to pay only damages that reimburse I for his lost profits,
p� cI . In this case, B will always make an efficient breach decision.

11. In many standard multiparty bargaining solutions, such as the Shapley
Value, the existence of the contract between B and I would reduce E’s pay-
off and raise the joint payoff of B and I. In these bargaining processes, there
is (implicitly at least) the possibility that B and I are unable to renegotiate
their contract. Another reason why renegotiation of the contract may be im-
perfect is that asymmetric infomation may exist between B and I after E

enters. In particular, I may not be able to observe the offer that E makes to
B. In this case, I may be suspicious when B suggests a renegotiation that,
say, lowers d, since B will have an incentive to suggest this even when he
receives an offer from E that is less than p� d. (For a discussion of contract
renegotiation under asymmetric information see Dewatripont [1988].)

12. Aghion and Bolton [1987] also consider a model of multiple buyers and
note the presence of externalities across buyers. In contrast to Rasmussen,
Ramseyer, and Wiley [1991] and Segal and Whinston [2000a], they assume
that I can make contingent offers to buyers whose terms depend directly on
whether other buyers have signed contracts with I.

13. These are three specific models of multilateral contracting with exter-
nalities (see, for example, Segal [1999] and Segal and Whinston [2003]). In
each of these models, contracts are publicly observed, as assumed in the
Rasmussen, Ramseyer, and Wiley [1991] and Segal and Whinston [2000a]
papers. One could also imagine settings in which contracts are privately
observed, as in the models discussed in section 4.4.

14. For example, if pm ¼ 7 and x� ¼ 12 (and I still needs to sign two buyers
to exclude E) then I cannot exclude profitably with simultaneous offers, but
can exclude at a cost of 12 with sequential offers (I offers buyer 1 a payment
of 12 to sign him, and then can sign buyers 2 and 3 for free).

15. See, for example, Stefanadis [1997].

Notes to pages 141–147 215



16. The continuing success of this strategy also depends on E not being
able to contract with buyers for future sales prior to entry.

17. Fumagalli and Motta [2003] discuss the effect of competition on the
number of buyers needed for exclusion, while Simpson and Wickelgren
[2004] discuss the pass-through effect. Stefanadis [1998] also studies a
model with competing buyers, but he assumes that I’s contracts can specify
a linear wholesale price at which the buyer can make purchases, but cannot
include any lump-sum payment.

18. This is true not only for exclusionary vertical contracts, but also for uni-
lateral exclusionary behavior such as predatory pricing.

19. For example, returning to the Aghion and Bolton model with uncertain
entrant costs, our strong welfare conclusion there came from the assump-
tion of Bertrand postentry pricing.

20. The main focus of Hart and Tirole [1990] was actually vertical integra-
tion, but their model can be applied directly to the study of exclusive con-
tracts, as done here.

21. The assumptions of constant returns to scale and identical costs for the
two retailers are inessential for the conclusions below, but do simplify the
exposition. The assumption of constant returns to scale for the manufac-
turer, on the other hand, is relevant for the attractiveness of the restrictions
on beliefs I impose below. See note 23 for more on this.

22. Formally, we are looking at weak perfect Bayesian equilibria with addi-
tional restrictions on off-equilibrium path beliefs (see, for example, Mas-
Colell, Whinston, and Green [1995]).

23. Passive beliefs need not always make sense. For example, if M did not
have constant returns to scale, then the amount he wants to trade with R�j

would be affected by the amount he trades with Rj. Segal and Whinston
[2003] characterize equilibrium contracting outcomes without assuming
passive beliefs. By expanding the set of allowable contracts to include op-
tion contracts from which M can choose, they establish conditions under
which the joint profit-maximizing outcome can be ruled out for any beliefs
when contracting externalities are present.

24. In fact, this is true for any beliefs that the retailers might hold, not just
passive beliefs. This is because, in the absence of contracting externalities,
the amount a retailer is willing to pay is independent of his beliefs.

25. As this suggests, in the present model if M’s offers were instead public
(as in the multibuyer model of section 4.3), then the joint profit-maximizing
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outcome would be sustainable. For a discussion of the general conditions
under which joint profit maximization fails to arise with both public and
private offers, see Segal [1999].

26. In the Bernheim and Whinston bidding-game approach, the joint profit-
maximizing outcome is sustained when contracting externalities are absent
using ‘‘sell-out’’ contracts. In these contracts, each retailer j offers the manu-
facturer a nonlinear total-payment schedule of the form tjðxjÞ ¼ Fj þ PjðxjÞ,
from which the manufacturer can choose how much to sell. Given sched-
ules of this form, the manufacturer chooses the sales levels ðx��A ; x��B Þ. The
fixed transfer Fj is set at the level that makes the manufacturer indifferent
about accepting j’s contract, which gives each retailer j a profit exactly
equal to his incremental contribution to the joint profit of the three parties.

This bargaining process frequently has multiple equilibria. Bernheim and
Whinston focus on the equilibrium that is best for the retailers (who move
first, making the offers). As a general matter, both bargaining processes
have multiple equilibria. In the offer game these arise because of freedom
in specifying off-equilibrium path beliefs; in the bidding game these arise
because of freedom in specifying unchosen offers.

27. Bernheim and Whinston [1998, section (IVC)] and Segal and Whinston
[2003, section 7] characterize equilibria in bidding game models with con-
tracting externalities.

28. It is the second of these that is perhaps a strong assumption. Without
this assumption there would always be an exclusive equilibrium (perhaps
in addition to a nonexclusive one) since, for any offer that M makes to Rj,
Rj could believe that M is selling a large enough quantity to R�j that he
should reject M’s offer. This parallels the finding in Bernheim and Whin-
ston [1998] that there is always an exclusive equilibrium in their bidding-
game model (in the absence of their equilibrium refinement). In a bidding
game this arises because if R�j makes only an exclusive offer to M, then it
is a best response for Rj to do so as well. Thus, an equilibrium always exists
in which only exclusive offers are made.

29. To take a simple example, imagine that there are three consumers who
each want at most one unit of a divisible good. Two consumers have a val-
uation of 8, while the third has a valuation of 2. Production is costless and
the entry cost is f ¼ 1. In this case, when exclusives are allowed, two units
are sold by a single retailer, but when exclusives are banned, two units are
again sold, but by two retailers. Hence, aggregate surplus is lower when
exclusives are banned.

30. The Third Circuit came to a similar conclusion regarding contractual
duration in the recent LePage’s v. 3M case [324 F.3d 141 (2003)]. In this case,
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3M was accused of offering a rebate program in which it offered discounts
on its transparent adhesive tape that were tied to a customer’s purchases of
other 3M products. Although that case was formally about tied sales, such
sales have much in common with exclusive-dealing agreements.

31. O’Brien and Shaffer [1997] also study this case.

32. This conclusion does not depend on our assumption of constant returns
to scale; it is true as long as each Mj’s costs depend only on his own output
level xj.

33. In the Bernheim and Whinston [1998] bidding-game approach, the out-
come ðx��A ; x��B Þ is again sustained using ‘‘sell-out’’ contracts.

34. The ability of firms to offer lump-sum payments is important for this
conclusion. For example, exclusive contracts might arise if contracts can
specify only a simple linear price (see Mathewson and Winter [1987]).

35. The only difference from Bork is that this outcome need not maximize
either consumer or aggregate surplus. (It does maximize aggregate surplus
if the retailer can price discriminate perfectly.)

36. We will see in section 4.5 that this conclusion must be qualified when
moral hazard problems are present.

37. It might seem strange that R1 makes offers to the manufacturers, but
the manufacturers make offers to R2. The reason for the latter assumption
is to ensure that MA earns a positive profit from selling to R2 when MB is
excluded. In the original Bernheim and Whinston [1998] paper, the M’s
make offers to both retailers. I have R1 making offers here only to simplify
the exposition by maintaining the same bargaining model as in the earlier
models of this section.

38. This can increase the joint profit of R1 and the two manufacturers if
ðv1 � cBÞ þ ðcA � cBÞ þ ½ðcA � cBÞ � ðv2 � cAÞ� < f .

39. Bernheim and Whinston [1998] show this using their bidding-game
bargaining process. To analyze this example instead with an offer game
one needs to move away from passive beliefs, even when exclusives are
not possible, since whenever R1 offers to buy two units from Mj, Mj should
realize that R1 has not offered a contract to M�j. Moreover, the outcome in
which R1 and MA exclude MB using a nonexclusionary contract for two
units is sustainable as an equilibrium in an offer game only if either MA

does not hold passive beliefs or we introduce option contracts of the type
considered by Segal and Whinston [2003] (otherwise R1 would deviate and
instead offer MA a nonexclusive contract for purchase of just one unit).
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40. One recent exception is Prat and Rustichini [2003]. A second exception
is the Hart and Tirole [1990] model in which there is a second upstream
firm with higher marginal cost than M. Although I do not discuss that
model here, introducing a second less-efficient manufacturer into the model
of exclusives to reduce retail competition with undifferentiated retailers
would still lead to exclusive dealing in some cases, but not in all. See also
Rey and Verge [2004] and Spector [2004].

41. Stefanadis [1997] also studies a multiseller/multibuyer model. In his
model, each seller can contract with only one of the buyers.

42. Segal and Whinston [2000b] briefly discuss the case in which B and S

can also specify trade terms in their initial contract.

43. With or without exclusivity, S’s equilibrium investment level, i�S , satis-
fies the first-order condition 1

2 c
0ði�S Þ ¼ �1 (if it is strictly positive).

44. Segal and Whinston [2000b] also consider cases in which E is not com-
petitive. In this case, there is a difference between what is good for B and S
jointly and what is socially optimal, since B and S will have incentives to
extract some of E’s surplus, much as in Aghion and Bolton [1987].

45. For a discussion of welfare results when internal trade is not always
efficient, see Segal and Whinston [2000b].

46. These papers provide alternatives to the Segal and Whinston [2000b]
model for formalizing the Bork [1978] retailer-loyalty argument.

47. Marvel draws the first three facts from evidence in pre-Clayton Act
cases concerning the industry, and so it is not clear whether they still ap-
plied by 1918 when the district court ruled in the Standard Fashion case.

48. Ornstein [1989] also argues that the postdecision experiences following
five well-known cases in which exclusive contracts were deemed illegal il-
lustrate that these contracts were not anticompetitive. One of these is the
Standard Fashion case, where he repeats Marvel’s arguments. In two of the
other four cases (the United Shoe Machinery and Beltone cases) the leading
firm did in fact lose substantial share following the decision. Ornstein
argues that this was for reasons unrelated to the decisions and that the level
of market concentration did not change.

49. Indeed, if one views the key difference as ownership of the list of cus-
tomers (with vertical integration, the company owns the list), as argued in
the Grossman and Hart [1986] paper that we discuss next, and if access to
the list is essential for an agent continuing to sell to a customer, then verti-
cal integration is equivalent to exclusive dealing. See Segal and Whinston
[2000b] for more on this.
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50. Marin and Sicotte also look separately at net-importing industries. The
results here are less strong than for net-exporting industries. This may be
because domestic producers in net-importing industries can either be dis-
tributors of foreign-made products (who would be hurt by price increases
in shipping) or competitors with foreign producers who sell in the United
States (who would be helped by price increases in shipping). No similar
ambiguity arises for net-exporting industries.

51. Similar methods were used by Villas-Boas [2003] in her study of verti-
cal pricing in the yogurt market.
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