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Foreword

No technique in cardiology is more discussed and less used clinically than
quantitative coronary arteriography. This is a serious error. In the early days
of coronary angiography, the appearance of coronary stenoses on cineangio-
graphy was so imprecise that angiographers were urged to read films while
they were being played at rapid frame rates. Stopping in film usually resulted
in an image that was blurred beyond recognition. Although film quality
improved rapidly, the habits of angiographers more interested in perfor-
mance of the procedure than its interpretation continued to ignore the vast
amount of data available on the angiographic film. In recent years, angio-
graphic systems have evolved to the point that quantification of the degree
of obstruction is not only possible but is necessary in order to promote proper
communication in clinical practice.

Perhaps the greatest stimulus to the development of quantitative coronary
arteriography came with the advent of interventional cardiology. When
Gruentzig began to alter arterial obstructions with balloons, he also measured
those changes from optically magnified images. Quantification became the
gold standard even if not universally applied.

Much of the impetus for state of the art quantitative coronary arteriography
came from the Thoraxcenter in Rotterdam and the principal cheerleader for
its application in clinical medicine has been Patrick Serruys. Dr. Serruys, in
this book, brings together many of those who have made significant contribu-
tions to the development of coronary anteriography.

The angiographer reading this volume will be impressed by the breadth of
the treatment of the subject. The volume begins with chapters discussing the
validation of the method and progresses through a discussion of physiologic
correlates of coronary artery dimensions. Coronary flow and flow reserve
judged angiographically and the relationships of pressure and flow to the
angiographic findings are treated in depth. The important area of vasomotion
in both large conduit arteries as well as resistance vessels completes the
extensive evaluation of the technique itself. The editor then selected those
who have applied the technique in clinical settings. The use of quantitative
coronary arteriography in primary myocardial infarction, in cases of compli-

xvil



xviii  Foreword

cations of interventional techniques and assessing results with new interven-
tional technologies such as atherectomy, stents, and laser angioplasty is
extensively explored.

The crucial role of quantitative arteriography in evaluating restenosis trials
is an area in which the editors has great experience. Application of consistent
quantitative angiographic core laboratories to drug restenosis trials has al-
lowed for highly precise measures of luminal dimensions in the late follow-
up period. Important consistencies have been found between trials of various
ineffective drug regimens. Quantitative coronary arteriography has also
helped investigators understand the proliferative process following these in-
terventions by precisely defining the luminal results of the procedure and the
changes in dimensions found over the follow-up period. Although quantita-
tive coronary arteriography has made major contributions, the authors are
equally appreciative of the limitations of the technique and conclude the
book with chapters on intravascular ultrasound, the new technology vying
for the title of *“‘gold standard”.

This volume will be of enormous help to those angiographers involved in
the design of clinical trials as well as those trying to provide a better assess-
ment of their clinical results. Those who choose to use such methods will
produce data which will be of signficant value in management of their pa-
tients. Documentation of results will improve communication among phys-
icians and those outside of medicine with a strong interest in patient outcome
so they can better understand the value of collecting precise clinical infor-
mation. Kluwer Academic Publishers, in producing this book, continue their
tradition of making available the best thinking regarding the status of modern
technology in cardiology at a time when that information is most needed.
Both editors, authors and publisher are to be congratulated for an excellent
contribution to the understanding of the clinical value of a valuable and
underused tool.

Spencer B. King III



Introduction

In 1986 the undersigned, Patrick W. Serruys and Cees J. Slager wrote our
first book on Quantitative Coronary and Left Ventricular Cineangiography:
Methodology and Clinical Applications, that was entirely based on work
carried out at the Thoraxcenter. At that time 40% of the clinical chapters
were devoted to the quantification of left ventricular function and the remain-
ing chapters to quantitative coronary arteriography (QCA). However, over
the last decade the scale in our common technological and clinical research
interests has definitely tipped over towards QCA. This is clearly evident
from the four books that we have edited since then in the Kluwer series
Developments in Cardiovascular Medicine. These books describe exclusively
the developments in the analytical QCA software packages and their clinical
applications. Likewise, this new book from the Thoraxcenter covers the
advantages, limitations and applications of QCA in clinical practice, covering
work performed at the Thoraxcenter as well as at other cardiological centers.

Of course, this shift in interest is not unexpected. Two major clinical
developments have stimulated this enormous growth in QCA clinical re-
search. First of all, the exponential rise in interventional catheterization
procedures following the first coronary balloon dilatation (PTCA) by An-
dreas Gruentzig in 1977 Since that time, PTCA has established itself as a
routine revascularization procedure with a known restenosis rate of approxi-
mately 33%, depending on the criteria used. Since then many multicenter
restenosis prevention trials have been carried out in attempts to solve this
restenosis problem. At the same time the number of QCA Core-laboratories
have mushroomed worldwide without a well defined Quality Assurance pro-
gram on the quality of these labs established.

Many new approaches have -been invented over the last decade to reca-
nalize the obstructed coronary arteries, including thrombolysis in the acute
myocardial infarction situation with various pharmacological agents, and
various recanalization devices, such as stents, mechanical atherectomy de-
vices, lasers, etc. To study the efficacy, restenosis rates and other limitations
of these approaches, carefully acquired coronary arteriographic data pre- and

Xix



xx Introduction

immediate post-intervention as well as at follow-up need to be interpreted in
great detail.

Secondly, there has been an enormous growth in the development and use
of cardiovascular drugs directed at the regression or no-growth of existing
coronary artery disease, or the delay in the formation of new lesions. These
approaches require the precise comparison of the arterial dimensions in a
control group versus those in a treated group studied over a long period of
time (typically 2-3 years).

It has been well accepted that the conventional visual interpretation of
coronary arteriograms is no longer acceptable to study the efficacy and
limitations of all these different intervention procedures. The results must
be evaluated in an objective and reproducible manner on the basis of absolute
parameters describing accurately the baseline coronary morphology and sub-
sequent changes therein. The off-line cinefilm-based approaches for QCA
has been used exclusively in such clinical research studies. In parallel to and
triggered by these clinical applications, major developments have taken place
in these QCA-systems. There has been a definite shift from the more tra-
ditional PDP and Vax computers to workstations and very powerful personal
computers (PC’s), characterized by decreased cost and highly increased per-
formance. In addition, major advances have taken place in the development
of the analytical software packages. Progress has been made towards more
routinely applicable user-interfaces, more robustness of the software itself
coupled with a higher degree of automation (less user interaction) and repro-
ducibility in the derivation of the clinically relevant parameters.

in addition, there has been a significant progress in X-ray imaging technol-
ogy. Image quality is continually improving due to the availability of higher
quality X-ray sources, image intensifiers, TV chains, the use of pulsed fluor-
oscopy, and real-time image enhancement. It is now also possible to store
the dynamic pictorial information on-line in digital format at high spatial
and temporal resolution. The application of gap filling techniques allows a
reduction in the acquisition frame rates with a concomitant reduction in X-
ray radiation dose. Quantitative data on coronary arterial dimensions can
now be made available at the time of the catheterization procedure (on-line)
measured directly from digitally acquired arteriograms.

However, sofar these on-line techniques have been used predominantly
for clinical decision making, balloon and stent sizing, etc.

From the QCA data functional measures have also been derived such as
pressure gradients at various assumed flow values, the stenotic flow reserve
(SFR), etc. These approaches have always been difficult to validate. More
recently, major developments in guide wire technology have allowed much
more reliable intracoronary pressure and Doppler flow measurements. This
will allow integrated approaches for the assessment of coronary pathophysiol-
ogy.

Finally, Intravascular Ultrasound (IVUS) has emerged as a new technique
to study the morphology of the coronary vessels. Of course, both QCA and
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IVUS have their own advantages and limitations. It will be interesting to see
how IVUS will compete with QCA, and how these can complement each
other.

As the majority of new catheterization laboratories are equipped with
digital imaging systems, on-line quantification of coronary morphology, flow
reserve and left ventricular function will become feasible with state-of-the-
art analytical packages featuring a high success score and a short processing
time. The use of these analytical software packages is expected to increase
significantly in the coming years. This process may be accelerated if quality
assurance issues are demanded by insurance companies and/or government
agencies. As patients who have been involved in clinical research studies are
followed up over longer periods of time, more prognostic information about
the progress of coronary artery disease will become available. Therefore, it
is not unlikely that in the future the results from QCA will be used by the
more general cardiologists to predict any future sequelae. Further develop-
ments in analytical software packages are directed among others at the
processing of the entire coronary tree with the automated selection of signifi-
cant lesions. These results will then be presented in coronary reporting
schemes to be included in the patient’s status. Such a graphical representation
can then be transferred to the referring physicians leading towards a wider
dissemination of the QCA message.

Johan H.C. Reiber



PART ONE: Validation of QCA: In vitro and in vivo, off-line
and on-line studies

1. Why and how should QCA systems be validated?

JOHAN H.C. REIBER

Whichever QCA analytical software package is being used, it will always
produce numbers describing the morphology of the coronary segment ana-
lyzed. It will be clear that extensive validation studies need to be carried out
to demonstrate the strengths and weaknesses, as well as the clinical validity
of such analytical packages. The more we learn about QCA, the more it
becomes clear that such validation studies must be well designed, properly
carried out and analyzed statistically. In general, the following sequence of
studies, which will be described in more detail in the following paragraphs,
needs to be performed: 1) Assessment of the accuracy and precision of the
edge detection technique; 2) Assessment of the reproducibility of the results
from the image analysis procedure; 3) Assessment of the short-, medium-,
and long-term variabilities; and 4) Assessment of the interinstitute or
-laboratory variability. It has been well accepted that the results from vali-
dation studies should be described in terms of the mean signed differences
(accuracy) and the standard deviation (precision) of these signed differences
(measurement 1 — measurement 2; not absolute differences) between the
actual and measured values or between the values from repeated measure-
ments [1,2]. Finally, for laboratories involved in longitudinal coronary
arteriographic studies a strictly controlled Quality Assurance (QA) program
is of eminent importance.

Assessment of the accuracy and precision of the edge detection technique

— Evaluation studies using plexiglass phantoms with circular tubes or ‘vessels’
ranging in size from 0.5 mm to 5.0 mm either with or without obstructions
and performed under different imaging conditions (various concentrations of
the contrast agent, different kV-levels) must be carried out. The phantom
must be acquired with an X-ray scattering medium, e.g. a 10 cm stack of
plexiglass or a corresponding water basin. A straight “vessel” segment must
be analyzed over a sufficient length, e.g. 2 cm, providing a mean value and
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a standard deviation per segment. The precision per segment is defined by
the standard deviation of the signed differences between each measured
diameter in the diameter function of the segment and the measured average
diameter of the segment; this standard deviation is a measure for the irregul-
arity of the detected contours. In other words, this precision measure repre-
sents an uncertainty range for the diameter measured at a discrete position,
such as the minimal lumen diameter (MLD). To obtain an overall measure
for the phantom acquired under a certain imaging condition, the mean
difference values can be averaged over all segments providing an overall
accuracy value, and the pooled standard deviation provides an overall preci-
sion value [3]. It is important to realize that the overall precision should not
be based on the standard deviation of the signed differences between the
mean diameter value of a segment and its true value; this would result in
too optimistic values! For an edge detection technique to be acceptable, the
overall accuracy value should be close to zero, which means that no significant
over- or underestimations, or systematic errors occur; the overall precision
in absolute vessel sizes should be on the order of 0.10-0.13 mm.

However, this overall analysis is not sufficient to demonstrate the success
of a particular edge detection technique. The averaging process may hide
local inaccuracies; for example, overestimations for the small vessel sizes
may cancel out underestimations for the larger sizes. Therefore, it is of
utmost importance to show the results for the individual vessel segments as
well. An excellent way to do this, is by means of the difference plots as have
been suggested by Bland and Altman [4]. Such plot allows a rapid and easy
interpretation of the efficacy of the edge detection technique for all the
individual vessel sizes; ‘local’ inaccuracies will be readily apparent.

Precision numbers decrease when the degree of contour smoothing is
increased, resulting in smoother contours. At first glance this would seem to
be a positive characteristic of the contour detection algorithm. It is clear
though, that by increasing the degree of contour smoothing the performance
of the algorithm to accurately measure the minimal lumen diameter of an
obstruction, particularly those of short severe obstructions, will deteriorate.
The degree of smoothing necessary is rather critical: too little smoothing
results in very irregular contours which may have a tendency to follow all
kinds of irregularities, too heavy smoothing results in missing of abrupt
changes in the vessel sizes at obstructions. It is therefore important that the
algorithms are also tested on ‘vessel’ tube phantoms that contain obstruc-
tions. Preferably, these obstructions should taper to one single minimal
diameter. If, on the contrary phantoms are used that contain obstructions of
constant diameter over a certain length, the minimum of all obstruction
diameters is chosen, leading to a systematic underestimation of the MLD.

— To allow a clinically more realistic evaluation, this plexiglass phantom
should be positioned on the chest of a patient over the heart and acquired
during a routine catheterization procedure. The same analyses as described
above can be carried out. This will result in an increase in the standard
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deviation values, i.e. a lower precision due to inhomogeneous background,
usually lower signal-to-noise ratio, etc.

— The ultimate test is an in vivo animal study with hollow plastic cylinders
of various luminal sizes inserted in the coronary arteries [5,6]. Again the
same analyses procedures as described earlier should be followed. Under
these truly clinical conditions, precision values on the order of 0.20 mm or
larger should be expected.

— If densitometric validation studies are carried out, the hypothesis that
the results are independent of the angiographic views in which these studies
were acquired, must be tested.

Assessment of the reproducibility of the results from the image analysis
procedure

Once the accuracy and precision of the edge detection technique have been
established and found to be acceptable, the next issue is the assessment of the
inter- and intraobserver variabilities on a set of routinely acquired coronary
arteriograms. Frames to be analyzed will, in general, be selected by one of
two users; the images selected for calibration do not need to be the same as
the images in which the coronary segments are analyzed. For the inter-
observer study, the selected frames are analyzed by the two observers inde-
pendently from each other. For the intra-observer study, the same set of
images are analyzed several weeks later by one of the two observers without
using knowledge from the first analysis session [7]. From the inter- and
intraobserver data, the mean signed differences (accuracy) and the standard
deviation of these differences (precision) are calculated. Again the differ-
ences should not be statistically significantly different from zero, and the
standard deviation values as small as possible. Precision values in absolute
dimensions on the order of 0.12-0.14 mm are nowadays common.

Assessment of the short-, medium- and long-term variabilities

The inter- and intraobserver variability measurements proposed above are
obtained from selected frames of coronary arteriograms. Additional sources
of variability are included with repeated acquisition of coronary arteriograms
followed by quantitative analysis of these images. Such studies will more
closely resemble the situations in which these packages will be applied in
routine clinical practice. For these purposes we can define three kinds of
studies, the socalled short-, medium- and long-term variability studies. The
short-term variability is defined by the variability in measured arterial dimen-
sions from repeated acquisition and quantitative analysis of coronary arterio-
grams taken 5 min apart with unchanged geometry of the X-ray system. The
medium-term variability is defined by the variability in measured arterial
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dimensions from repeated acquisition and quantitative analysis of the coron-
ary arteriograms with the first arteriogram taken at the beginning of the
catheterization procedure and the second arteriogram taken at the end.
Between these repeated arteriograms, the X-ray system settings will be
changed various times for the acquisition of other angiographic views (and
of the left ventriculograms).This means that the X-ray system needs to be
returned to the initial arteriographic view for the repeat study. Finally,
the long-term variability is defined by the variability in measured arterial
dimensions from repeated acquisitions and quantitative analysis with the first
and the second arteriograms taken at two separate catheterization sessions.
The time period between the two sessions should preferably not exceed
6 months to exclude the effects from progressive coronary artery disease. It
will be clear that standardized acquisition protocols need to be followed to
minimize the number of error sources [7]. Standardization items include
among others the use of a coronary vasodilator, preferably a nonionic con-
trast agent, maximal and reproducible inspiration by the patient, careful read
out and resetting of the rotation and angulation angles of the gantry, etc.
From our experience, the short-, medium- and long-term variabilities in
absolute vessel dimensions will be on the order of 0.20 mm or higher. The
increased variabilities are most likely due to the variations in the calibration
factor assessed on the basis of the contrast catheter.

Assessment of interinstitute or -laboratory variability

With the widespread use of QCA in different laboratories, the question
comes up how well the results from these core-laboratories correlate. Two
core-labs may use the same equipment, but differ in the image quality of the
coronary arteriograms and/or in the way the angiograms are analyzed (frame
selection, standardization in the selection of the coronary segments, dedica-
tion in the actual analysis of the images, etc.). On the other hand, two labs
may use different QCA equipment, but otherwise have the same level of
sophistication in the coronary arteriographic acquisition and analysis proce-
dures. The worst situation is present if two labs use different equipment and
have different image quality, different approaches in the analysis procedures,
etc. Sofar very little has been done to assess these interlaboratory variabili-
ties. The first reports now begin to appear and demonstrate that Quality
Assurance (QA) is something that we need to think about very seriously [8].
One approach that we have taken to teach the users about the basic principles
of QCA, and about standardized acquisition and analysis procedures, is by
organizing Quantltaﬁve Coronary and Left Ventricular Cine and Digital
Angiography (QCLA) training courses, whereby a great deal of attention is
given to hands-on training on the equipment under the supervision of faculty
members. This has shown to be very effective in transferring our QCLA
experience to the (potential) users.
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Quality Assurance (QA) in longitudinal coronary arteriographic studies

The quality of the results of such studies are necessarily dependent upon the

quality of the underlying arteriographic images. It has been clear that proper

‘calibration’ of the participating catheterization laboratories will improve the

consistency and reliability of the image data, and that truly corresponding

segments from multiple views can be compared with precision. To determine

the quality of the X-ray imaging chain and the possible changes therein over

a study period, appropriate calibration programs have been developed for

catheterization laboratories. Items which are measured include, among

others:

1) accuracy and precision of the rotation and angulation read-out devices;

2) accuracy and precision of tower height and table read-out devices;

3) resolution of the X-ray system based on the modulation transfer function
analysis and on the basis of line-pair phantoms;

4) determination of the large detail detectability (LDD) of the X-ray system
using the MEDIS X-ray phantom;

5) signal-to-noise ratio in the phantom images;

6) spatial distribution and degree of pincushion distortion;

7) the quality of the cinefilm development process;

The derived data from these measurements are stored in a QA-database,

allowing trend analysis from follow-up calibration procedures which are car-

ried out at regular time intervals. As soon as it becomes evident that one of

the parameters will fall outside of the normal ranges, preventive maintenance

procedures can be initiated. On the basis of these objective data, cardiac

catheterization laboratories can have their performance assessed and submit

this data in order to be selected for inclusion in a clinical trial (Quality

Acceptance Program).

Concluding remarks

From the above it will clear that assessing the strengths and weaknesses and
the validity of a new QCA analytical software package is not a trivial task
anymore. In addition to all these variability measurements, a great deal of
attention must also be given to the user interface, to the amount of manual
corrections that need to be carried out to the detected contours in routinely
acquired arteriograms and the simplicity with which these corrections can be
applied, to the success score in tracking complex lesions, etc. Quality Assur-
ance programs are now being set up to test the quality of QCA core-
laboratories and the quality of the catheterization laboratories participating
in multi-center trials.
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2. Accuracy and precision of quantitative digital
coronary arteriography; observer-, as well as short-
and medium-term variabilities

JOHAN H.C. REIBER, PIETER M. J. VAN DER ZWET, GERHARD
KONING, CRAIG D. VON LAND, BERT VAN MEURS, JAN J.
GERBRANDS, BEERT BUIS, and AD E. VAN VOORTHUISEN

Introduction

Over the last decade and particularly in the last few years, intervention
cardiology has grown at an unforseen pace. In addition to the now ‘““‘conven-
tional” intervention techniques such as thrombolysis and balloon dilatation,
other rapidly evolving techniques for transluminal revascularization or reca-
nalization, such as stent implantation, laser ablation, mechanical atherectomy
approaches, etc. have been and are being developed and validated at many
research centers. In parallel to and partly triggered by these clinical develop-
ments, there has been a significant progress in X-ray imaging technology.
Image quality is continually improving due to the availability of higher quality
X-ray sources, image intensifiers, TV chains, the use of pulsed fluoroscopy,
and real-time image enhancement. It is now also possible to store the dynamic
pictorial information on-line in digital format at relatively high spatial and
temporal resolution [1-3]. The application of gap filling techniques allows a
reduction in the acquisiton frame rates with a concommitant reduction in X-
ray radiation dose. These clinical and technical forces running in parallel,
put pressure on the availability of quantitative data on coronary artery dimen-
sions at the time of the cardiac catheterization procedure (on-line) or shortly
thereafter on the basis of the digitally acquired arteriograms, as well as off-
line from 35 mm cinefilm.

In the on-line situation, the system will function as a tool providing the
interventional cardiologist with quantitative morphologic and functional data
useful for the selection of the appropriate sizes of recanalization devices
(e.g. intracoronary balloons, stents, atherectomy catheters, lasers etc.). In
addition, the effect of an intervention (e.g. PTCA) can be assessed directly
during the procedure; the angiographer can continue with the procedure
until a quantitatively assessed acceptable result in terms of morphology
and/or function has been obtained. Therefore, this approach is particularly
useful for diagnostic and/or therapeutic decision making during the cath-
eterization procedure. Naturally, coronary morphology can also be assessed
quantitatively after the catheterization procedure as long as the digital data
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remain available. Coronary quantification based on the off-line 35 mm cine-
film approach is still used almost exclusively for long-term intervention stu-
dies (e.g. directed at studying the effect of a drug, diet, etc. on the regression
or progression of coronary artery disease), because of the inherently higher
spatial resolution of the cinefilm [4-8], and the fact that a practical and
universally available long-term storage medium with the same degree of
transportability, durability and cost of cinefilm still does not exist for digital
images.

Recently, we have developed the Automated Coronary Analysis
(ACA-)-package, for coronary quantification for the Philips Digital Cardiac
Imaging (DCI-)system [9-11]. To be able to apply this package also in the
on-line situation, it should satisfy the following requirements: 1) minimal
amount of user-interaction in the selection and processing of a coronary
segment; 2) computationally fast (total processing time in the order of 15
seconds or less); and 3) high success-score; preferably in at least 90% of the
cases the user should agree with the first obtained automatically determined
results and not feel the necessity to manually edit the contours of the arterial
segments, particularly at the lesion, to change reference positions, etc.

Despite the high degree of automation in the quantitative analysis of the
coronary segments with the ACA-package, definite measurement variabilities
continue to exist. Potential error or variability sources come from either the
analysis procedure or the acquisition procedure. Important error sources in
the analysis procedure include the manual definition of the beginning and
end points of the segment to be analyzed, possibly manual corrections to the
otherwise automatically detected outlines, frame selection, etc. Most of these
variabilities can be assessed with a well-conducted inter- and intra-observer
variability study. In clinical practice, it is not sufficient to only know the
reproducibility of a QCA package on the same set of images. One should
know what the overall variability is with repeated angiography and analysis.
In the acquisition procedure there are many sources of variabilities, reason
why a standardized approach on image acquisition and analysis is of utmost
importance in QCA. All the relevant acquisition error sources will be dis-
cussed in detail in the Discussion section.

In this chapter, we describe the basic principles of this ACA-package, as
well as the results from various evaluation studies. Extensive validation
studies have been carried out directed at: 1) assessment of the accuracy and
precision of the edge detection technique based on appropriate hardware
phantoms; 2) assessment of inter- and intra-observer variabilities; and 3)
assessment of short- and medium-term variabilities with repeated coronary
arteriographies and quantitative analysis.

Methods

With the Philips DCI digital coronary arteriograms can be acquired at 12.5,
25 or 50 frames/s for a 50 Hz configuration and at 15, 30 or 60 frames/s for
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a 60 Hz system at matrix sizes of 512° x 8 bits and 512 x 480 x 8 bits,
respectively. The entire analysis procedure consists of the following steps:
1) calibration of the image data;

2) definition of coronary segment to be analyzed;

3) automated path line detection;

4) automated contour detection of the arterial segment;

5) derivation of the clinically relevant parameters; and finally,

6) presentation of the results.

These steps will be briefly clarified in the following sections; since calibration
is based on the same basic principles as arterial analysis, it will be described
third.

Definition of coronary segment to be analyzed

The first step in the analysis procedure is the selection of an appropriate
frame. The following criteria are important for the frame selection process:
1. The arterial segment should be well-filled with contrast medium. This is
usually achieved by selecting an image from the second or third cardiac
cycle following the contrast administration.
2. To avoid motion blur, the image should preferably be selected in the
diastasis or end-diastolic phase of the cardiac cycle.
3. The obstructed coronary segment should be clearly visible, preferably
without any overlap from other vessels or sidebranches.
In order for the method to be applicable in an on-line and routine clinical
environment, the user should preferably provide only two points of the
arterial segment to be analyzed: the start point and the end point. User-
interaction is performed with the mouse of the DCI. These points do not
need to be close to the actual center of the vessel, any place within the vessel
is acceptable. Standardization of the procedure will result in the highest
accuracy and precision of the measurements. We thus advocate to define
these points at the bifurcations of the major arterial segments, such as the
LAD prox, LAD mid, segments etc., as recommended by the American
Heart Association [12].

Automated path line detection

In the ACA-package, an arterial path connecting the start and end points is
computed automatically using an innovative tracer algorithm in a minified
version of the image [9,11]. This arterial path functions as a rough model
for the'subsequent contour detection, so it does not need to follow the actual
centerline of the vessel. For that reason, we shall refer to this line tracer path
as the pathline. A combination of two algorithms is used for the automated
detection of the pathline of the selected segment: the tracer algorithm, and
the box algorithm, which have been described in detail elsewhere [9]. Figure
1 shows the results of this technique for a proximal segment of a left anterior
descending (LAD) artery. This pathline is acceptable if all points remain
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Figure 1. Arterial path line detected automatically between manually defined beginning and
end points of the proximal segment of a left anterior descending artery (LAD).

within the assumed arterial boundaries. On the rare occasion that the de-
tected pathline does not follow the path that the user had in mind, (s)he can
define additional points in the missing part of the arterial segment in an
iterative manner. The program then searches for a new path, from the start
point, via the correction point, to the end point. On the DCI, the pathline
is presented in the original nonmagnified image.

Automated contour detection of the arterial segment

The next step is the contour detection procedure which is carried out in two
iterations, the first one in the original nonmagnified 512 image, the second
iteration in a digitally magnified image. The contour detection technique
itself is based on resampling the image perpendicular to a model (the pathline
in the first iteration), computing a cost coefficient matrix representing for
each point in the resampled matrix the edge strength defined by the weighted
sum of the first- and second derivative values in the brightness levels com-
puted along the scanline, and applying the socalled minimal cost contour
detection technique to the cost coefficient matrix [5,11]. This technique has
been shown to be very robust, which is particularly useful for images with
low signal-to-noise ratios, and computationally fast [13]. This first iteration
of the contour detection procedure provides a first approximation of the
arterial boundaries. The contour detection algorithms are applied to the
original, white-compressed images.

As a next step, an automatically defined region of interest (ROI) of size
256 x 256 pixels (256 x 240 pixels for NTSC system) centered around the
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defined arterial segment is digitally magnified by a factor of two with bilinear
interpolation. If the length of the selected arterial segment was chosen such
that the digitally magnified segment would not fit within the 512> matrix size,
digital magnification is not carried out and the second iteration is performed
at the original resolution; this will of course negatively influence the accuracy
of the measurements. The contours detected in the first iteration function as
models for the contour detection in the second iteration either in the mag-
nified or nonmagnified image. To correct for the limited resolution of the X-
ray imaging system, the 1st- and 2nd-derivative functions which are used for
the calculation of the edge strength for each pixel are modified in the second
iteration based on an analysis of the point spread function of the imaging
chain. This is of particular importance for the accurate measurement of small
vessels [11]. The finally detected contours are subsequently transformed back
to the magnified or nonmagnified image. Figure 2 shows the final results of
the contour detection algorithm applied to the example of Fig. 1. If the user
does not agree with one or more parts of the detected contours, manual
corrections can be applied after the second iteration. Two possibilities have
been implemented. If the erroneous part can be approximated by a straight
line, the user erases this part using the mouse. Next, the two remaining
contour parts are connected by a straight line and the contour detection
technique is again applied in a restricted area around this part (3rd iteration),
so that in the end all contour points are based upon the actual grey level
distribution in the image. If this straight line approximation is not applicable,
the user erases the erroneous part and manually redraws the correct contour
as accurately as possible. However, if this corrected part deviates significantly
from the initial erroneous contour part, the contour detection process is also
repeated in a restricted area around this redrawn part. This means that in
the majority of the cases, the finally accepted contour will be based on
the actual grey level distribution in the image: the user only identified the
unacceptable contour parts. All these manual interactions have been made
as user-friendly as possible.

Derivation of the clinically relevant parameters

After the final contours have been detected and possibly corrected, relevant
clinical parameters are assessed. From the left- and right-hand contour posi-
tions of the arterial segment a new accurate centerline is computed. Next,
the diameter function or profile of the arterial segment is determined by
measuring the distances between the two contours for every second position
along this centerline. The diameter of the vessel at a particular centerline
position is defined as the length of the chord between both contours taken
perpendicular to the local centerline direction.

From these data the following parameters are automatically calculated:
the site of maximal percent diameter stenosis and the corresponding lesion
diameter (which does not necessarily correspond with the minimal vessel
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Figure 2. Result of the contour detection algorithm. The arterial contours were detected auto-
matically with the minimum cost algorithm.

diameter, as the lesion is selected by the maximal percent diameter stenosis).
To be able to automatically determine the reference diameter value, a best
estimation of the ‘nondiseased’ size of the vessel is determined from the
diameter function by the so-called iterative linear regression technique. This
reference diameter function represents a best approximation of the non-
diseased state of this segment by excluding the ectatic and obstructed regions.
The reference diameter value is then taken as the value from the reference
diameter function as measured at the site of obstruction. This automated
approach has been found to be very reproducible.

On the basis of this reference diameter function, and the actual arterial
contours, the reference contours are reconstructed. Spline functions are used
to obtain a best fit of the reference contours around the actual arterial
contours, satisfying the reference function.

From the obstruction and reference diameters, the percentage diameter
and area stenosis (assuming circular cross sections) are derived. The length
of the obstruction and the area of the atherosclerotic plaque are calculated
from the differences between the luminal and reference diameter functions
and contours, respectively. The symmetry of the stenosis is defined by the
ratio of the plaque area at the left hand side of the vessel divided by the
plaque area at the right hand side of the vessel. The symmetry value ranges
from 0 (asymmetric) to 1.0 (symmetric). Finally, the transstenotic pressure
gradients at different flows (ml/s) and the stenotic flow reserve (SFR) are
calculated from the arterial dimensions according to Kirkeeide and Gould
[14].
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Figure 3. Example of the detected contours along a nontapered portion of the catheter segment.
A priori information has been used in the edge detection process resulting in two parallel curves.

Calibration

Image calibration is performed on the contrast catheter either in the same
frame in which the arterial segment was analyzed if a sufficiently long non-
tapering part of the catheter is visible, or in another frame of the same image
run. The catheter part to be analyzed should also be free from any disturbing
objects, such as contrast dye in the aortic valve, other catheters, etc. Basi-
cally, a similar procedure is followed for the automated edge detection of a
nontapering portion of the contrast catheter as was described for an arterial
segment; a priori information is used in the edge detection procedure for the
catheter segment knowing that this portion is the projection of a cylindrical
structure. This means that the two contours are always running in parallel,
without necessarily being straight lines. On the basis of the average diameter
of the catheter segment in pixels and the known size of the catheter in
French, the calibration factor in mm/pixel is computed (Fig. 3). Typical
values for digital images of size 512 X 512 pixels acquired at a 7" image
intensifier mode are 0.18-0.23 mm/pixel.

Presentation of the results

All the results are presented on two pages (Figs 4A and 4B). The first
result page (Fig. 4A) shows the actual arteriographic image with the arterial
boundaries superimposed, the diameter function with the straight line being
the interpolated reference diameter function, demographic data in the top
panel, and the most important derived parameters in the bottom panel.
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Figure 4. Final result of the analysis of the coronary segment of Fig. 1. The first results page
shows the automatically detected luminal contours, the computer-defined reference contours,
and the diameter function (Fig. 4A). The calibration factor CF = 0.18 mm/pixel refers to the
pixel size in the original nonmagnified image. In Fig. 4B the derived parameters are presented
on the second results page.

The second result page (Fig. 4B) provides a complete overview of all
parameters derived. These include in the lower left quadrant obstruction and
reference diameters and areas (assuming circular cross sections), percent
diameter and area stenoses, obstruction symmetry, area of the atherosclerotic
plaque and length of the obstruction. Functional information is given in the
upper right quadrant: normal flow (ml/s) based on the assumption of a
constant flow velocity of 20 cm/s and taking into account the computed
reference area, the Poisseuille and turbulent resistances, as well as the radio-
graphic Stenotic Flow Reserve (SFR-)value. Finally, pressure gradients
(mmHg) are given for various normalized flow situations up to the SFR-
value.

Materials

Before this ACA-package can be applied with confidence in daily practice
or for clinical research purposes, extensive validation studies need to be
carried out. We have always advocated to perform the following basic valid-
ation steps: 1) phantom studies under different conditions to test the accuracy
and precision of the contour detection technique; 2) repeated analysis of a
set of clinical coronary arteriograms to assess the inter- and intra-observer
variabilities; and 3) determination of the short- and medium-term variabilities
in the repeated angiographic acquisition and quantitative analysis of clinical
coronary arteriograms. The materials used are described in more detail in
the following paragraphs.
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Figure 5. Example of the vessel phantom acquired in the 7” image intensifier mode, at 100%
contrast concentration and at 70kV. The detected contours for the tube with a true size of
4.04 mm are superimposed on the images. In this case a mean diameter of 4.03mm and a
standard deviation of 0.06 mm were found.

Vessel phantom

The accuracy and precision of the contour detection technique was assessed
on the basis of a plexiglass phantom (from Richard L. Kirkeeide, Ph.D.,
Houston, USA) consisting of a total of eleven tubes of known diameters
(range 0.660-5.055 mm). The phantom was filled with 100% and 50% of the
contrast agent (Iopamiro® 370) and acquired at 70 and 90 kV in both 5" and
7" imaging modes of the image intensifier (II). Figure 5 is an example of a
vessel phantom image acquired in the 7” II-mode, at 100% contrast concen-
tration and at 70 kV. From each tube a portion with a length of approximately
2cm was analyzed. Using a special research version of the ACA-package
the mean diameter over this segment and the associated standard deviation
of the diameter relative to the mean diameter was provided. The overall
quality of the contour detection applied to the vessel phantom is described
by the overall mean signed difference (accuracy) between the measured and
true values, and by the pooled standard deviation (precision) of the individual

measurements. A negative accuracy is associated with an underestimation of
the vessel size.

Reproducibility on routine coronary arteriograms

To assess the inter- and intra-observer variabilities of the ACA-package, 16
routinely acquired digital coronary arteriograms were used with a total of 39
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obstructions. Images were selected in the diastasis period by one observer
(GK) and per image one or more coronary obstructions were analyzed in a
standardized manner, i.e. from one major bifurcation to the following one
according to the recommendations by the AHA; this one set of images was
analyzed by two observers (GK, HR) independently of each other. For each
coronary segment a corresponding calibration factor was obtained on the
basis of the contrast catheter. The image selected for calibration was not
necessarily the same as the image in which the obstruction was measured.
Criteria for the calibration frame selection included: 1) nontapering segment
of the catheter visible with a sufficient length (approximately 2 cm); and 2)
catheter not obscured by contrast flowing back into the aorta. As a result,
the catheter image was usually selected in the early phase of the cardiac
study. This same set of images was reanalyzed at average five weeks later
by one of the two observers (GK) without using knowledge from the first
analysis session. This means that for both the inter- and intra-observer vari-
ability studies the users defined the beginning and end points of the coronary
segments based on the bifurcations visible in the images, but without knowing
the precise positions of these reference points from the corresponding ana-
lyses. From these inter- and intra-observer data the mean signed differences
(accuracy) between the repeated measurements, and the standard deviation
of these differences (precision) were calculated.

Short- and medium-term variabilities

The inter- and intra-observer variability measurements described above were
obtained from selected frames of digital coronary arteriograms. An additional
source of variability can be included by repeated acquisition of coronary
arteriograms followed by quantitative analysis of these images. Such studies
will more closely resemble the situations in which the ACA-package will be
applied in routine clinical practice. For these purposes we defined two kinds
of studies, the socalled short- and medium-term variability studies. The short-
term variability is defined by the variability in measured arterial dimensions
from repeated acquisition and quantitative analysis of digital coronary
arteriograms taken five minutes apart with unchanged position of the geome-
try of the X-ray system. The medium-term variability is defined by the
variability in measured arterial dimensions from repeated acquisition and
quantitative analysis of the digital coronary arteriograms with the first arteri-
ogram taken at the beginning of the catheterization procedure and the second
arteriogram taken at the end. Between these repeated arteriograms the X-
ray system settings were changed various times for the acquisition of other
angiographic views (and of the left ventriculograms). This means that the X-
ray system had to be returned to the initial arteriographic view for the repeat
study. For both types of studies the following acquisition protocols were
followed. Immediately prior to each study a coronary vasodilator (5 mg
isosorbide dinitrate sublingually) was administered to standardize the coron-
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Table 1. Distribution of coronary vessels analyzed in the short- and medium-term variability
studies.

Short-term variability Medium-term variability
Number of obstructions 41 40
Number of patient studies 15 15
Major coronary vessels
RCA
prox 9 10
mid 3 3
distal 3 1
LAD
prox 5 5
mid 5 4
distal 2 2
Cx
prox 5 5
distal 6 8
Sidebranches
Obtuse marg. 1 ~
Postero lateral branch 1 1
Diagonal branch 1 1

ary vasomotor tone [15]. In addition, a nonionic contrast agent (Omnipaque®
350) was used. For the medium-term variability study the X-ray system
settings (rotation angle, angulation angle, table height, tower height, kV-
level, etc.) were documented.

For the short-term study a total of 41 coronary obstructions were acquired
and analyzed from 15 digital coronary arteriograms. The distribution of the
coronary vessels in which these obstructions were found is listed in Table 1.
For the medium-term study 40 obstructions were acquired and analyzed from
15 digital coronary arteriograms; the distribution of the vessel segments is
also given in Table I. A total of 37 coronary obstructions and images could
be included in both short- and medium-term studies.

Similarly as described earlier for the reproducibility study, for both the
short- and medium-term studies images were selected in the diastasis period
from corresponding cardiac cycles relative to the moment of contrast injec-
tion. Again per image one or more coronary obstructions were analyzed in
the standardized manner.

Statistical analysis

The accuracy is defined as the mean signed differences between the true and
measured values or between the values from repeated measurements, while
the precision is defined as the standard deviation of these differences. For
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Table 2. Mean difference and overall standard deviation of the measurements applied to images
of the vessel phantom, as measured on the DCI.

II Mode Contrast Load (kV) Mean differences (mm) Pooled stan-
concentration (%) dard devi-
ation (mm)
7" 100 70 —0.001 0.096
7 100 90 -0.013 0.110
7 50 70 —0.021 0.130
7" 50 90 -0.015 0.136
5 100 70 —0.021 0.095
5 100 90 —0.005 0.082
5 50 70 —0.041 0.104
5 50 90 —0.025 0.118

the phantom studies with a total of eleven ‘“‘vessel” segments analyzed, the
overall variability is defined as the pooled standard deviation calculated from
the standard deviation values of the individual vessel segments. The overall
accuracy is defined as the average value of the accuracy data obtained from
the individual segments. A difference was defined to be statistically significant
for p < 0.01.

Results
Vessel phantom

The results of the vessel phantom study are shown in Table 2. For each of
the two image intensifier modes (5” and 7”), contrast concentrations (50%
and 100%) and kV-setting of the X-ray system (70 and 90kV) the mean
differences between the measured and true diameter values, and the pooled
standard deviations of these differences have been listed. Under all circum-
stances the ACA-package slightly underestimates the true sizes of the vessel
segments; the maximal difference, however, is —0.041 mm only. The preci-
sion values range from 0.082 mm for the 5” II-mode, 100% contrast concen-
tration and 90 kV-load, to 0.136 mm for the 7" II-mode, 50% contrast concen-
tration and 90 kV-load. For all cases the variability as assessed from a 5" II-
mode is smaller than from the corresponding study on a 7” II-mode (p =
n.s.). Similarly, the studies acquired with 100% contrast concentration are
associated with a smaller variability than the corresponding 50% concentra-
tion studies (p = n.s.). Finally, images acquired at 70kV show a smaller
variability than the corresponding ones acquired at 90 kV, except for the 5"
II-mode and 100% contrast concentration.

To provide some further insights in the individual measurements, the
results for the different phantom studies are given in Figs. 6A-D. The true



Accuracy and precision of quantitative digital coronary arteriography 19

diameters of the segments are plotted along the x-axis and the mean differ-
ences with respect to the true values along the y-axis. The two horizontal
lines represent the pooled standard deviation values with respect to the
overall mean difference computed from all the individual standard deviation
values for the 100% and 50% contrast concentration measurements. These
figures make clear that the usual roll-off at the smaller sizes does not occur.
This is due to the correction technique for image blur applied in the contour
detection procedure. This means that obstruction values down to 0.66 mm
can be measured with high accuracy and precision.

Inter- and intra-observer variabilities on routine coronary arteriograms

The inter- and intra-observer variabilities as assessed from the total of 39
coronary obstructions are presented in Table 3. From these data it can be
observed that the precision in the obstruction measurements for the inter-
and intra-observer studies is only 0.11 and 0.10 mm, respectively, and in the
automatically determined reference diameters 0.13 and 0.13 mm, respec-
tively. The inter- and intra-observer precision for the percentage diameter
stenosis is 5.64 and 3.18%, respectively.

The inter- and intra-observer variabilities in the obstruction length are
very much comparable at 1.46 mm and 1.22 mm, respectively. The variability
values for the area of the atherosclerotic plaque were equal at 1.29 mm?.
Finally, the variabilities in the derived stenotic flow reserve (SFR) were 0.36
and 0.21, respectively.

Short- and medium-term variabilities

The results for the short- and medium-term (ST and MT) variabilities are
presented in Table 4 The variabilities in the calibration factor are 0.007 and
0.012 mm/pixel, respectively. This corresponds to coefficient of variation
values of only 3.2% and 5.5%, respectively. These values are roughly double
those assessed from the inter- and intra-observer variability studies.

The precision values of the obstruction diameters have increased to 0.19
and 0.18 mm, respectively, and those of the interpolated reference diameters
to 0.22 and 0.34 mm, respectively. The variabilities in the percentages di-
ameter and area stenoses are approximately equal to the corresponding
values for the inter-observer study. The obstruction length variabilities for
the ST and MT studies are very similar at 2.00 and 1.98 mm, respectively.
These values are slightly larger than those obtained for the observer vari-
ability studies. Likewise, the area plaque precision values increased slightly
from 1.92 mm? for the ST-study to 2.35 mm?® for the MT-study. The last
value is almost double the value obtained from the inter-observer study. The
SFR-values are all very similar: 0.43 and 0.38 for the ST and MT-studies,
respectively, and 0.36 for the inter-observer study.

The 40 coronary segments analyzed for the medium-term study were
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Figure 6. Differences (ordinate) between measured and true dimensions of the vessel phantom
as a function of the vessel size (abscissa) as assessed under the various imaging conditions.
Figure 6A and 6B show the data for 7" image intensifier size and 70kV and 90 kV, respectively.

In Fig. 6C and 6D similar data is shown for the smaller 5” image intensifier mode.

Table 3. Inter- and intra-observer variabilities in the repeated analysis of digital coronary

analysis.
Range Inter-observer Intra-observer

(N =139) (N = 39)

Acc. Prec. Acc. Prec.
Calibration factor (mm/pixel) 0.160-0.240 ~0.001 0.003 0.000 0.005
Obstruction diam. (mm) 0.63-2.85 -0.02 0.11 0.03 0.10
Reference diam. (mm) 1.56-4.08 -0.01 0.13 0.03 0.13
Percentage diam. sten. (%) 21.45-79.90 0.25 5.64 -0.19 3.18
Percentage area sten. (%) 38.29-95.95 -0.23  6.60 —-0.03 3.39
Obstruction length (mm) 3.71-35.90 -0.24  1.46 0.36 1.22
Area of plaque (mm?) 1.24-35.13 -0.03 1.29 0.22  1.29
Stenotic flow reserve 0.68-4.87 -0.05 0.36 0.06 0.21
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Table 4. Short-term and Medium-term intra-observer variabilities of the DCI-ACA package as
assessed from routine digital coronary arteriograms.

Parameter Mean Short-term Medium-term
value (N =41) (N = 40)

Acc. Prec. Acc. Prec. Unit
Calibration factor 0.217 —0.002 0.007 0.003 0.012 mm/pixel
Obstruction diam. 1.69 0.00 0.19 0.03 0.18 mm
Reference diam. 3.18 -0.02 022 -0.02 0.34 mm
Percentage diam. sten. 46.47 -0.57 5.61 -0.47  5.28 %
Percentage area sten. 69.18 -0.88  6.09 -0.96 5.96 %
Obstruction length 9.21 0.30  2.00 -0.53  1.98 mm
Area of plaque 7.00 020 1.9 -0.06 2.35 mm?®
Stenotic flow reserve 3.65 0.03 043 0.02 0.38

selected from a total of 24 different angiographic projections. Based on the
X-ray geometry data we found the following mean difference *+ standard
deviation in resetting the angiographic views for the rotation and angulation
angles: —0.04° = 0.20° and +0.04° + 0.55°, respectively.

Discussion

A new approach for the on-line quantification of coronary arterial dimensions
from digital arteriograms is presented. For such an approach to be acceptable
in a routine clinical environment requires far more stringent criteria than for
an off-line technique. The user-interaction should be reduced to an absolute
minimum, the contour detection procedure should be highly reliable, robust
and accurate, clinically relevant parameters should be presented to the user
with a minimum of additional steps necessary, and finally the processing time
should be acceptable, so that the actual processing during the catheterization
procedure becomes feasible with a minimal amount of waiting time involved.

These requirements have been met in the ACA-package described. Two
versions of the package exist, the short ACA-package and the standard ACA-
package. In the short-ACA package the only user-interaction requested is
the manual definition of the start and end points of the arterial segment to
be analyzed. All the other steps of automated contour detection and pre-
sentation of the results are subsequently performed automatically, i.e. this
version does not allow any corrections to the detected pathline or contours.
This short ACA-package, therefore, is recommended in those situations
where the user does not expect any interactions, for example in situations
with minimal overlap of the segment with other structures, relatively clear
definition of the segment, good image quality, etc. If the results are not
satisfactory, the user can start the standard ACA-package, which provides
features for pathline and boundary corrections. Experiences in routine prac-
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tice must demonstrate in which percentages of the cases the short and stan-
dard versions are applicable.

The pathline tracer has been found to meet the design criteria set [9]. In
a validation study including 78 short and 25 long coronary arterial segments,
the pathline was accepted after the first iteration in 89,3% of the cases; in
99.0% of the cases two iterations sufficed. This compares very favorably with
other techniques described sofar [16], such as the manual definition of a
number of centerline points within the segment followed by linear interpol-
ation, and the socalled circle method which does not allow the kind of
segment standardization as we propose [17].

The automated contour detection using the minimal cost criteria has been
shown to be reliable and reproducible. The great advantage of this approach
is that all the edge information along an arterial segment is taken into account
in the definition of these outlines, i.e. the edge position for a particular
scanline is not based on the edge strength for that scanline alone. Further-
more, we have developed a new version of the automated contour detection
procedure to be able to correct for the limited frequency response of the
imaging chain, by modifying the kernels for the computation of the first and
second derivative functions. The phantom study indeed has made clear that
the sizes of the plexiglass phantom can be determined reliably down to
0.66 mm. If such correction is not applied, the measured values would over-
estimate the true values below a size of about 1.2-1.3 mm. Another very
useful feature of this new contour detection procedure is the fact that portions
of the contour which need to be corrected according to the user, are updated
by the program itself by searching for a new contour portion in a limited
search region, after the old erroneous contour part has been deleted by the
user. This means that in the majority of the cases, all contour points, whether
initially corrected or not, are derived from the actual pictorial information
using the minimum cost contour detection method. This leads to an improve-
ment in the accuracy and precision of the technique, since the influence of
human interaction is minimized.

The inter- and intra-observer variability study made clear that the preci-
sion of the technique is excellent with precision values for the absolute
diameter data better than 0.13 mm, which is shghtly more than 3 plxel value
in the 7" image intensifier mode. This high precision is also due to a very
accurate and precise calibration procedure. The catheter detection process
combines two important features: 1) the use of the minimal cost contour
detection technique in an iterative manner; and 2) the use of a priori infor-
mation about the shape of this object. A precision of 0.003 mm/pixel in the
inter-observer study means a coefficient of variation of only 1.46%; for the
intra-observer variability study the coefficient of variation was found to be
2.43%.

The obstruction precision values at 0.11 and 0.10 mm, respectively, are
of course excellent and correspond very closely to the cinefilm variability of
0.10 mm as assessed on the filmbased system CAAS [5]. We believe that
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these values represent the lowest values of precision that one can obtain with
any coronary quantification system, i.e. the precision is on the order of 1/2
pixel value. It should be mentioned that the edge detection algorithms for
the DCI and CAAS are similar in general terms, but have otherwise been
optimized for the corresponding characteristics of the digital and cinefilm
images, respectively. The interpolated reference diameter variability was
found to be 0.13 mm for both the inter- and intra-observer studies and is
slightly higher than found earlier from cinefilm (user-defined reference
0.12 mm and interpolated approach 0.10 mm on the CAAS)[5]. The higher
variability in this reference diameter value can be explained by the fact that
itis a derived value which is influenced by the length of the segment analyzed,
to some although small degree by the positions of the starting and end points
of the pathline, etc. However, if the standardized approach for the selection
of the segments is followed as advocated, this dependency will be minimal.
It should be mentioned that the basic algorithms for the calculation of the
reference diameter functions on the DCI and CAAS are different. The most
likely explanation for the higher ACA variability in the reference diameter
value as compared to the CAAS data, is the more sparse sampling of the
diameter values along the centerline.

Definite advantages of this automated approach for the selection of the
reference diameter are: 1) there is no user-interaction involved which makes
it more reproducible and certainly quicker; 2) the reference diameter is taken
at the site of the obstruction, and not proximal or distal which may result in
an over- or underestimation of the size for a tapering segment, respectively.

The inter-oberserver variability values in the percentages diameter and
area values is better than 6.6%; the corresponding intraobserver variability
is better than 3.39%. It should be stressed that the relative parameters
percent diameter and area stenoses are not very sensitive parameters. For
example, changes occurring in the calibration factor which translate directly
into absolute vessel dimensions, have no effect on the % D-stenosis value
since both the numerator and the denumerator in the formula for the % D-
stenosis value change. Only changes occurring in the obstruction and/or
reference diameters which are not related, have some effect on the % D-
stenosis values.

Finally, the precision values for the obstruction length, area of plaque
and stenotic flow reserve value are rather good. The small accuracy values
of Table III for both the inter- and intra-observer studies clearly demonstrate
that no systematic differences between the observers or between the repeated
measurements exist.

The short- and medium-term variability studies have shown a significant
increase in the variability of the obstruction diameter value to 0.19 and
0.18 mm, respectively. Causes for the increase in variability as compared to
the observer-variability data with repeated analysis of selected images can
only be attributed to sources of error or changes in the acquisition procedure.
In general, in the angiographic data acquisition procedure the following
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sources of variation can be distinguished: 1) differences in the rotation and
angulation angles and the height levels of the X-ray gantry at the time of
repeated angiography; 2) change in position of the patient with respect to
the X-ray equipment; 3) differences in the position of the diaphragm and
therefore of the heart with different degrees of inhalation; 4) differences in
the vasomotor tone of the coronary arteries; 5) variations in the quality of
mixing of the contrast agent with the blood; 6) differences in angiographic
image contrast due to different settings of the wedge-filter and the X-ray
shutters; 7) deviations in size of the catheter as listed by the manufacturer
with the true size; and 8) differences in the image quality of the imaged
contrast catheters. For the ST-study only items 2-5 and 8 apply, for the MT-
study 1-6 and 8.

The data on the differences in rotation and angulation angles presented
for the medium-term variability study made clear that repositioning of the
X-ray system to the appropriate angiographic view can be done very accu-
rately and precisely with the modern electronic read-out devices. The only
remaining uncertainties that were not checked are the table and tower height.
However, these have only an effect on the magnification which is almost
entirely corrected for by the catheter calibration procedure. The position
and orientation of the patient on the table (item 2), of course, remains an
unknown parameter. During a complete cardiac catheterization procedure
the patient will move a little bit, with any rotation along the long axis of the
patient being of most concern. We have no absolute data on the magnitude
of this error source, but believe it to be small. The only possibility to be
sure about the constancy of the orientation of the patient under the X-ray
gantry would be by using laser positioning devices as applied in radiotherapy
and nuclear medicine. However, this would not be very practical in the
catheterization laboratory and not realistic in view of the otherwise small
remaining error. During the coronary angiographies the patients were re-
quested to hold their breath to obtain an optimal image quality (item 3).
Although the degree of breath holding cannot be standardized perfectly, the
fact that breath holding is performed, leads to a standardization of the
angiographic procedure and therefore to a minimization of the variabilities.

As far as item 4 is concerned, coronary vasomotor tone was standardized
to the best of our knowledge in this study. Item 5 was concerned with the
variations in the quality of the mixing of the contrast agent with the blood.
This may have an effect on the variability of the measurements, but not
different for the short- or medium-term study. Item 6 is concerned with any
possible deviations in the sizes of the catheters as listed by the manufacturer
with their true sizes. In general, this is hardly of any concern if the actual
sizes of the catheters are measured with a micrometer, and of no concern in
this study, as the same catheters were used for the contrast administration
in the repeated runs for the short-term or medium-term studies, respectively.
The item that apparently caused most of the variability in this study is
the image quality of the catheter in the different runs and the subsequent
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calculations of the calibration factors. Any deviation in a calibration factor
will translate directly into a deviation in the obstruction diameter and in-
directly also into the reference diameter. Table IV makes clear that the
precision of the calibration factor in the short- and medium-term study is
approximately double and triple of that from the observer variability study,
respectively. Apparently, this is the major contributor to the higher vari-
ability in the obstruction diameter values.

The largest variabilities occur in the assessment of the automated reference
diameter values at 0.22 and 0.34 mm for the ST and MT-studies, respectively.
For the CAAS cinefilm analyses, a medium-term variability of 0.15 mm was
found [5]; this represented data from the best controlled repeated study and
can be compared with our present medium-term study. We have noticed
already that the current implementation of the reference diameter function
apparently introduces more variability than the earlier one. On the other
hand, the relatively large variability in the calibration factor again contributes
significantly to this reference diameter variability. On the CAAS a much
higher variability of 0.28 mm was also found for the user-defined reference
data for the medium-term study.

On the other hand, the variabilities in the percent diameter stenosis are
again very similar to the inter-observer variability at 5.61% and 5.28% for
the short- and medium-term studies, respectively. Likewise, the variabilities
in the obstruction length, plaque area and stenotic flow reserve have in-
creased slightly when compared to the observer variability data as one would
expect, but are very acceptable.

The entire analysis procedure, including calibration when carried out in
the same frame selected for the coronary segment, takes only approximately
15 seconds on the Philips DCI-SX. When separate frames need to be selected
for calibration and vessel analysis, additional time is needed to select the
appropriate frames. However, these data make clear that the execution times
of these packages are now so short, that the other user manipulations such
as selection of the appropriate frames and administration of the derived
results, have now become the limiting factors in the quantitative analysis of
coronary arteriograms.

In conclusion, a new analytical technique has been made available to the
angiographer for the objective assessment of the optimal choice of recanaliz-
ation devices and for the instantaneous assessment of the effects of such
recanalization procedures during the catheterization procedure based on
digital coronary arteriograms of size 512° pixels (PAL) or 512 X 480 (NTSC)
with 8 bits of density levels.
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Introduction

While quantitative coronary angiography may not completely predict the
functional significance of luminal narrowings [1], computer-assisted geome-
tric analysis represents an effective and the most readily applicable approach
to evaluate the severity of coronary artery stenoses. An increasing number
of digital and cinefilm-based analysis systems is now commercially available
[2,3] requiring critical evaluation and a series of validation studies have
recently been performed [4-13]. For the purposes of both scientific research
and clinical practice, the question arises whether each system requires sepa-
rate validation and which of the geometric parameters is most suitable for
the purpose of quality control.

The experimental work on validation of quantitative coronary analysis
systems, which has been carried out at the Thoraxcenter, clearly demon-
strates that even modification and refinement of software packages, especially
when edge detection algorithms are adapted to different imaging systems,
may result in differences in accuracy and precision [12, 13]. Therefore, the
evaluation of geometric coronary analysis systems appears to be a continuous
process which has to be updated whenever a new software version is released.
However, these requirements are alleviated by the fact that the validation
of geometric coronary measurements can be built up on one critical par-
ameter, the “minimal luminal diameter” or ‘‘obstruction diameter”’, which
is obtained by fully automated computation and has proven to be the most
reliable measure for changes in coronary artery dimensions [14-16].

In this chapter, we report the validation of geometric measurements on
the first- and second version of the Cardiovascular Angiography Analysis
System (Pie Medical, Maastricht, Netherlands), the Automated Coronary
Analysis package of the Digital Cardiac Imaging system (Philips, Best, Ne-
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therlands), and the Cardiovascular Measurement System (Medis, Nuenen,
Netherlands).

To validate these quantitative analysis systems both in vivo and in vitro,
angiographic stenosis ‘“phantoms” of known diameter, mimicking human
coronary artery obstructions, were first serially inserted in a polyethylene
model to simulate the radiographic scatter of the human thorax in vitro and
then used for percutaneous intracoronary implantation in anaesthetized pigs
[11-13]. The edge detection analysis of angiographic images from these
artificial stenoses was compared with the known dimensions of the phantoms
to assess accuracy, precision and reliability of the respective system. To
estimate the potential influence of standard calibration techniques on the
outcome of geometric coronary measurements, analyses with calibration car-
ried out at the radiographic isocenter were compared with those using the
angiographic catheter for calibration.

Methods
Stenosis phantoms

The stenosis phantoms were produced at the Workshop of the Erasmus
University Rotterdam and consisted of radiolucent acrylate or polyimide
cylinders with precision-drilled eccentric circular lumens of 0.5, 0.7, 1.0, 1.4
and 1.9 mm in diameter (Fig. 1). The outer diameters of the cylinders were
3.0 or 3.5mm, the length was 8.4 mm. Optical calibration of the stenosis
lumens using 40-fold magnification gave a tolerance of 3 wm, demonstrating
the perfect suitability of these phantoms to serve as a reference for validation.
Acrylate was used to produce the phantoms with small stenosis diameters
(0.5, 0.7mm), whereas the less fragile polyimide was better suited to the
drilling of large stenosis diameters (1.0, 1.4, 1.9 mm). Parallel to the stenosis
lumen a second hole of 1.3 mm in diameter was drilled in the cylinders to
attach them to the tip of 4 F Fogarty catheters (Vermed, Neuilly en Thelle,
France). The central lumens of these catheters contained a removable metal
wire, which was used for intraluminal insertion of the phantoms as well as
for their positioning in the radiographic isocenter during the in vivo experi-
ments (Fig. 2).

In vitro experiments

The stenosis phantoms were serially inserted in the center of cylindrical
plexiglass models (diameter 25 mm, length 120 mm) with a concentric channel
of 3.0 mm in diameter. The plexiglass channel including the artificial stenosis
was then filled with contrast medium (iopamidol 370, Bracco, Milano, Italy;
370 mg iodine/ml) at a concentration of 100%. Digital as well as cinefilm
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Figure 1. View at the opening (arrow) of the stenosis channel of a 0.5 mm plexiglass phantom
(outer diameter 3.0 mm).

Figure 2. Phantom catheter with removable metal wire. At the tip of the catheter the 0.5 mm
phantom is mounted (arrow).

acquisition was performed with an additional thickness of plexiglass blocks
(12.5cm anterior and 5cm posterior to the models) to approximate the
density of water. The addition of plexiglass blocks resulted in a more appro-
priate kV-level (75 kV) and in a scatter medium which more closely approxi-
mated the radiological scatter in the human thorax during fluoroscopy. Each
phantom filled with contrast medium was recorded on the Digital Cardiac
Imaging system (DCI) as well as on conventional cinefilm.
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Animal preparation

Following an overnight fast, 4 cross-bred Landrace-Yorkshire pigs of average
weight 45-50kg were sedated with intramuscular ketamine (20 mg/kg) and
intravenous metomidate (5 mg/kg). The animals were intubated and con-
nected to respirator for intermittent positive pressure ventilation with a
mixture of oxygen and nitrous oxide. Ventilator settings were adjusted during
the experiments to maintain normal arterial pH (7.35-7.45), pCO2 (35—
45 mmHg) and pO2 (>150 mmHg). Anaesthesia was maintained with a con-
tinuous intravenous infusion of pentobarbital (5-20 mg/kg/h).

Valved introducer sheaths (12F: Vygon, Ecouen, France) were surgically
placed in both carotid arteries to allow sequential insertion of the angio-
graphic guiding catheter and the stenosis phantoms. An 8F introducer sheath
was placed in a femoral artery for the introduction of a 7F high fidelity
micromanometer (disposable microtip catheter, type 811/160, Cordis-Sen-
tron, Roden, Netherlands). Jugular venous access was secured for the admin-
istration of medications and fluid. Each animal received an intravenous bolus
of acetylsalicylic acid (500 mg) and heparin (10,000 IU) and a continuous
infusion of heparin (10,000 IU/h) was maintained throughout the procedure
to prevent clot formation.

Calibration of the quantitative coronary analysis systems

During the in vivo experiments two different calibration methods were ap-

plied to each quantitative coronary analysis systems.

A. Calibration at the isocenter: A cylindrical metallic object (drill-bit) of
known diameter (3.0 mm) was placed at the isocenter of the x-ray system
and recorded both digitally and on cinefilm. For each system the available
calibration procedures using automated edge detection were applied to
the images obtained, yielding the corresponding calibration factors
(mm/pixel).

B. Conventional catheter calibration: The non-tapering part of the tip of
each 8F polyurethane guiding catheter (El Gamal, Type 4, Schneider,
Minneapolis, USA) was measured (diameters of the individual catheters
ranging from 2.49 to 2.54 mm) with a precision-micrometer (No. 293-
501, Mitutoyo, Tokyo, Japan; accuracy (0.001 mm).

The catheter was then introduced into the ascending aorta via the left carotid

artery and engaged in the ostium of the left coronary artery. Before injecting

contrast medium the catheter tip was flushed with saline and recorded on

DCI and cinefilm for subsequent measurement by automated edge detection

with the digital as well as the cinefilm-based coronary analysis systems.
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Coronary angiography and placement of stenosis phantoms in vivo

After engaging the guiding catheter in the left main coronary artery, intra-
coronary isosorbide-dinitrate (1 mg) was administered to control the coronary
vasomotor tone prior to the insertion of the phantoms. A baseline angiogram
was then carried out, for orientation purposes. Coronary angiography was
performed by ECG-triggered injection of 10 ml iopamidol 370 at 37°C with
an injection rate of 10 ml/second (rise time = 0) using a pressure injector.
To minimize the effect of ventilation on angiographic acquisition, the respir-
ator was disconnected during contrast injection.

The stenosis phantoms were serially wedged in the left anterior descending
or left circumflex artery and positioned in the radiographic isocenter using the
tip of the metal wire as a marker which was removed prior to angiography.

Image acquisition and processing

Simultaneous digital and cine-angiography was performed at 25 frames per
second. Particular care was taken to minimize foreshortening of the segment
of interest in the in vivo setting and to avoid overlap with other vessels or
structures. The 5”-field mode of the image intensifier (focal spot 0.8 mm)
was selected and the radiographic system settings were kept constant (kV,
mA, x-ray pulse width) in each projection. All phantoms were imaged iso-
centrically. The digital angiograms were acquired on the Philips DCI system
which employs a matrix size of 512 x 512 pixels. The horizontal pixel size
was 200 um and the density resolution was 8 bits (256 density levels). The
images were stored on a 474 MB Winchester disk. From each digital angio-
gram which fulfilled the requirements of image quality for automated quanti-
tation (no superimposition of surrounding structures, no major vessel branch-
ing at the site of the phantom position), a homogenously filled end-diastolic
coronary image was selected and quantitative analysis of the stenosis phan-
tom was performed on-line (Fig. 3) with the new Automated Coronary
Analysis (ACA) analytical software package (17).

The corresponding 35-mm cineframes (CFE Type 2711, Kodak, Paris,
France) were routinely processed and used for off-line analysis with the first
and the second version of the Cardiovascular Angiography Analysis System
(CAAS I and CAAS II) as well as with the Cardiovascular Measurement
System (CMS).

On both versions of the CAAS [18, 19], a 6.9 X 6.9 mm region of interest
within the 18 X 24 mm cineframe is digitized into a 512 X 512 pixel matrix
using a CCD-camera (8 bits = 256 density levels) resulting in a final resolution
of 1329 x 1772 pixels. On the first version of the CAAS a correction for
pincushion distortion is applied. Digitization of cinefilm images on the CMS
(20) is carried out with a CAP-35E cine-video converter (Medis, Nuenen,
The Netherlands). The pixel matrix of the CCD-camera used in this converter
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Figure 3. Angiographic visualization of the artificial coronary obstruction produced by a 0.7 mm
stenosis phantom in the left anterior descending artery (left) with subsequent digital measure-
ment of MLD (right).

(760 horizontal X 576 vertical) is different from the final pixel matrix of the
CMS system (512 x 512).

Automated contour detection

Ten in vitro and 20 corresponding end-diastolic in vivo frames of the phantom
stenoses were suitable for edge detection analysis both digitally and from
cinefilm. A sufficiently long luminal segment was selected for quantitative
analysis on all images; care was taken to define the same segment length on
corresponding digital and cinefilm images. On the CAAS system the user
defines a number of centerline points within the arterial segment which are
subsequently connected by straight lines, serving as a first approximation of
the vessel centerline [18]. On the DCI as well as on the CMS system, the
user is requested to define only a start and an end point of the vessel segment,
and a centerline through the vessel between these two points is subsequently
defined automatically. On each system the basic automated edge detection
techniques are similar; they are based on the first and second derivative
functions applied to the brightness profiles along scanlines perpendicular to
a model using minimal cost criteria [17, 20].

In CAAS I and CAAS II, the edge detection algorithm is carried out in
two iterations. First, the model is the initially defined centerline and second,
the model is a recomputed centerline, determined automatically as the mid-
line of the contour positions which were detected in the first iteration.

With DCI, the edge detection algorithm is also carried out in two iterations
and two spatial resolutions. In the first iteration the scan model is the initially
detected centerline and edge detection takes place at the 512 X 512 matrix
resolution. Here, the contours detected in the first iteration function as scan
models. In the second iteration, the region of interest centred around the
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defined arterial segment is digitally magnified by a factor of two with bilinear
interpolation. On the CAAS II as well as on the ACA-package of the DCI
system, the edge detection algorithm is modified to correct for the limited
resolution of the entire x-ray imaging chain [17, 19]. By these modifications
a more accurate determination of vessel sizes less than 1.0 mm diameter is
provided.

The contour detection software of the ACA-package (as implemented on
the DCI system) was subsequently refined and incorporated into the CMS
for adaptation to cinefilm.

Measurement of minimal luminal diameter/obstruction diameter

Once the contours of the stenosis phantoms were defined, the diameter of
the artificial obstruction were automatically derived from the diameter func-
tion on each coronary analysis system.

On the CAAS I, the classical parameter of “minimal luminal diameter”
is taken as the shortest distance between the two luminal contours [18].
Thereby, the absolute minimum of the diameter function curve is provided.
To circumvent possible underestimations of the true value caused by quantum
noise, the CAAS II delivers a so-called “obstruction diameter” [19] which
is determined as the vessel diameter at the midpoint between the closest
diameter positions on both sides of the minimum luminal diameter that
exceed the minimum value by 5% . On Fig. 4 this definition of the obstruction
diameter is illustrated using a schematic diameter function curve of a coron-
ary artery stenosis.

On the commercially available software package installed on the DCI as
well as on the CMS system, the “obstruction diameter’ does not necessarily
represent the minimum of the diameter function curve but refers to the
diameter measured at the site of maximum percent diameter stenosis [21].
Here, the tapering of the vessel is taken into account to define the site of a
coronary obstruction, however, the absolute value of minimal luminal di-
ameter is not available to the operator and currently it is not possible to
correlate the potentially significant different values of obstruction diameter
as obtained with the DCI or the CMS system and the true minimal luminal
diameter. On Fig. 5, the difference in definition between minimal luminal
diameter (MLD) as available on CAAS I and the obstruction diameter (OD)
as defined on DCI and CMS is illustrated.

For the purpose of comparative validation, any user interaction on the
computerized reconstruction of phantom contours was excluded and the
selection of the site of stenosis was automated. However, when a degree of
obstruction due to cellular material or partial thrombosis was obvious within
the phantom channel the site of minimal luminal diameter or obstruction
diameter assessment was then user-defined. Examples of digital and cinefilm-
based measurements of a 1.9 mm stenosis phantom on corresponding images
is shown in Fig. 6
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segment length (cm)

Figure 4. Definition of “obstruction diameter” on CAAS II: Schematic display of the diameter
function curve of a coronary artery stenosis with illustration of the so-called ‘‘geometric center”
of the obstruction, defined as the middle (D) between the two closest diameter values which
exceed the minimal luminal diameter (A) of the stenosis by 5% (B,C). At position D, the
“obstruction diameter”” (OD) is calculated (OD = obstruction diameter, MLD = minimal lumi-
nal diameter).

segment length (cm)

Figure 5. Definition of “obstruction diameter” on DCI and CMS: Schematic display of the
diameter function curve of a coronary artery obstruction. The minimum of the diameter function
curve is located at position B. Due to the tapering of the vessel, B is not necessarily identical to
the site of maximum percent diameter stenosis represented by position A where the obstruction
diameter is defined (OD = obstruction diameter, MLD = minimal luminal diameter, RD =
reference diameter, DS = percent diameter stenosis).
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A B

Figure 6. Angiographic image of a 1.9 mm stenosis phantom with automated geometric coronary
measurement on DCI (A), CAAS I (B), CMS (C), and CAAS II (D) on corresponding end-
diastolic images. The vessel diameter function as obtained with the CAAS II is displayed in the
bottom graph.

Statistical analysis

Using both calibration methods (calibration at the isocenter, catheter cali-
bration) the individual data for minimal luminal diameter or obstruction
diameter obtained by the respective system were compared with the true
phantom diameters by a t-test for paired values. The mean of the signed
differences between measured diameters and individual reference values was
considered an index of accuracy and the standard deviation of the differences
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an index of precision. The measured values were plotted against the true
phantom diameters and linear regression analyses were applied. Precision
values from both calibration techniques were compared using Pitman’s test
[22].

The standard deviation of the mean value from 15 or 30 geometric and
videodensitometric measurements on the same angiographic phantom was
considered a measure of reproducibility. From two systems, these values
were calculated separately for all five stenosis phantoms. The mean reproduc-
ibility was defined as the mean value from those five reproducibility values.

Results
A. In vitro validation of obstruction diameter assessments

With the new version of the CAAS, the in vitro assessment of obstruction
diameters yielded an accuracy of 0.001 mm and a precision of =0.11 mm. As
illustrated by Fig. 7 A, there was a high correlation between obstruction
diameter values and true phantom diameters (r =0.98, y =0.18 + 0.82x,
SEE = 0.08) with a slight tendency to underestimate large phantom sizes.

Using the DCI, we obtained an accuracy of 0.11 mm and a precision of
+0.06 mm with an excellent correlation between measured values of obstruc-
tion diameter and reference diameters (r = 0.99, y = 0.03 + 0.91x, SEE =
0.05), as depicted in Fig. 7 B.

The corresponding cinefilm-based measurements on the CMS, gave an
accuracy of 0.18 mm and a precision of +0.14 with relatively good correlation
(r=0.97, y=10.06 + 0.75x, SEE = 0.09), although the diameters of large
stenosis phantoms were underestimated (p < 0.01), as illustrated by Fig. 7
C. The difference in variability from DCI and CMS measurements was
statistically significant (p < 0.05).

B. In vivo validation of obstruction diameter assessments

Assessment of minimal luminal diameter on CAAS I

The results of in vivo validation using the first version of the CAAS system
are illustrated by Fig. 8 A. Calibrated at the radiographic isocenter, the
assessment of minimal luminal diameter gave an accuracy of —0.07 mm and
a precision of 0.21 mm with a non-significant trend towards over-estimation
of small phantom diameters (r = 0.91, y = 0.30 + 0.79x, SEE = 0.19). Using
catheter calibration (Fig. 8 B), the corresponding measurements yielded an
accuracy of 0.09 mm with a precision of +0.23 mm and tended to underesti-
mate large phantom sizes (r = 0.89, y = 0.19 + 0.74x, SEE = 0.19).
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Figure 7. In vitro validation of geometric coronary measurements using 100% contrast medium:
The individual obstruction diameter values (OD) obtained by CAAS II (A), DCI (B), and CMS
(C) are plotted against the known diameters of the stenosis phantoms (PD). The graphs include
the lines of identity as well as the individual results from the linear regression analyses.

Assessment of obstruction diameter on CAAS 11

As demonstrated by Fig. 8, the over-estimation of small phantom diameters
is less pronounced with the new version of the CAAS. Using this version
with calibration at the isocenter (Fig. 8 C), the assessment of obstruction



38 J. Haase et al.
A B

Figure 8. In vivo validation of geometric coronary measurements by CAAS I and CAAS II:
The plot of measured minimal luminal diameter values (MLD) or obstruction diameter values
(OD) against known phantom diameters (PD) obtained by CAAS I with calibration at the
isocenter are displayed in graph A, the corresponding plot with catheter calibration is displayed
in graph B. Graphs C and D show the results from CAAS II using calibration at the isocenter
and catheter calibration, respectively.

diameters gave an accuracy of —0.01 mm and a precision of +0.18 mm with
high correlation between measured values and true phantom diameters (r =
0.98, y = 0.18 + 0.82x, SEE = 0.08). With catheter calibration (Fig. 8 D),
an accuracy of 0.14 mm and a precision of +0.17 mm was obtained. In this
series, the measurement points of the smallest phantom diameters lay rather
close to the line of identity, while large diameters were significantly underesti-
mated (p < 0.05) producing a relatively low slope of the regression line (r =
0.96, y = 0.14 + 0.76x, SEE = 0.12).

Assessment of obstruction diameter on DCI

Using calibration at the isocenter, the assessment of obstruction diameters
by the digital system (Fig. 9 A) gave an accuracy of 0.08 mm and a precision
of £0.15 mm with high correlation between measured values and true phan-
tom sizes (r = 0.96, y = 0.08 + 0.86x, SEE = 0.14). Catheter calibration (Fig.



How reliable are geometric coronary measurements? 39

Figure 9. In vivo validation of geometric coronary measurements by DCI and CMS: The plot
of measured obstruction diameter values (OD) against known phantom diameters (OD) obtained
by DCI with calibration at the isocenter are displayed in graph A, the corresponding plot with
catheter calibration is displayed in graph B. Graphs C and D show the results from CMS using
calibration at the isocenter and catheter calibration, respectively.

9 B) yielded an accuracy of 0.18 mm and a precision of £0.21 mm (r = 0.92,
y =0.09 + 0.76x, SEE = 0.17). The tendency towards underestimation of
phantom diameters with calibration at the isocenter (p < 0.05) was more
pronounced when catheter calibration was applied (p < 0.001).

Assessment of obstruction diameter on CMS

The corresponding cinefilm-based measurements on the CMS are displayed
in Fig. 7 C and D. Calibrated at the radiographic isocenter (Fig. 9 C), the
assessment of obstruction diameters yielded an accuracy of 0.18 mm and a
precision of =0.23 mm (r = 0.89, y = 0.02 + 0.83x, SEE = 0.22). The under-
estimation of large phantom sizes was statistically significant (p < 0.01). Com-
pared with DCI, the CMS measurements showed a higher degree of vari-
ability (p < 0.05). Using catheter calibration (Fig. 9 D), we found an accuracy
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of 0.26 mm and a precision of +0.24 mm (r = 0.89, y = 0.06 + 0.72x, SEE =
0.19) with an even more pronounced tendency to underestimate true phan-
tom diameters (p < 0.001).

The results from the in vitro and in vivo validation using CAAS, DCI,
and CMS, are summarized in Table 1 A and B, respectively.

Reproducibility of geometric coronary measurements

The results from 30 repeated obstruction diameter assessments of each
stenosis phantom on the new version of the CAAS and from 15 repeated
measurements with the CMS are depicted in Fig. 8. Using the CAAS II (Fig.
10 A), the variability of measurements was +0.07 mm with the 1.4 mm
phantom, £0.09 mm with the 0.5 mm, 0.7 mm, and 1.0 mm phantoms, and
+0.10 mm with the 1.9 mm stenosis phantom, resulting in a mean reproduc-
ibility of #0.09 mm. From CMS (Fig. 10 B), the variability of measurements
was =0.06 mm with the 0.5 and 1.4 mm phantom, +0.07 mm with the 0.7 mm
and 1.9 mm phantom, and +0.12 mm with the 1.0 mm phantom, resulting in
a mean reproducibility of +0.08 mm.

Discussion

Continuous improvement of software packages and their adaptation to differ-
ent imaging systems implies potential changes of accuracy, precision and
reliability of automated geometric coronary measurements [2, 3]. To meet
the requirements of quality control, each new version of a quantitative
coronary analysis system should undergo in vitro and in vivo validation in a
way that allows the user to objectively compare the respective systems [12].
In vitro test series can easily be standardized, however, their results are not
always representative for the outcome of computerized measurements on
angiographic images from human coronary artery dimensions, because beam
scattering from surrounding tissue and the potential influence of motion blur
are unpredictable. On the other hand, an identical scaling of measured
diameters for in vitro and in vivo validation is desirable if the impact of these
factors on the reliability of automated measurements is to be clarified.

To solve this problem, a unique experimental approach has been applied
using identical stenosis phantoms for in vitro testing as well as for serial
insertion in porcine coronary arteries with subsequent quantitative analysis
of the respective angiographic images [11-13]. This experimental approach
served for the comparative validation of the first and the second version of
the Cardiovascular Angiography Analysis System (CAAS I and CAAS II),
the Automated Coronary Analysis Package of the Digital Cardiac Imaging
System (DCI) as well as for the Cardiovascular Measurement System (CMS).

In the primary description of the CAAS system (CAAS I), an accuracy
of —0.03 mm and a precision of +0.09 mm is reported from in vitro assess-
ment of minimal luminal diameter using plexiglass phantoms [18]. The focal
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Figure 10. Reproducibility of the CAAS IT (A) and the CMS system (B): Mean values from 30
measurements of obstruction diameter obtained by the CAAS II and from 15 measurements
obtained by the CMS on one representative frame of each size of the stenosis phantoms (0.5,
0.7, 1.0, 1.4, 1.9mm) are plotted with the respective standard deviation as a measure of
reproducibility against the true phantom diameters.

spot size related tendency to over-estimate small luminal diameters [23] has
not yet been corrected in this first version. CAAS II, however, incorporating
special algorithms to correct for this over-estimation, gave an accuracy of
0.001 mm and a precision of +=0.11 mm in our series. The improvement of
measurement reliability is confirmed by the results from our in vivo validation
[11, 13]. While CAAS I gave an accuracy of —0.07 mm and a precision of
0.21 mm with calibration at the isocenter (r = 0.91, y = 0.30 + 0.79x, SEE =
0.19), corresponding measurements with CAAS II yielded an accuracy of
—0.01 mm and a precision of +0.18 mm (r = 0.94, y = 0.22 + 0.82x, SEE =
0.15). As illustrated by Fig. 6 B and D, catheter calibration, on the other
hand, reveals a tendency towards underestimation of larger diameters with
both versions, although less pronounced with CAAS II. The high level of
reproducibility throughout the range of all phantom sizes, as demonstrated
with the new version, is comparable to current digital as well as cinefilm-
based quantitative coronary analysis systems [12, 24, 25].

The same experimental approach was used to compare the new cinefilm-
based CMS with the DCI system. This comparison was of particular interest,
because the edge detection software of the CMS has primarily been de-
veloped for the Automated Coronary Analysis package of the Philips Cardiac
Imaging system and was subsequently refined for application to cinefilm. The
measurement of obstruction diameter in our study reveals a change of accur-
acy values from 0.11 to 0.18 mm when the edge detection algorithm designed
for digital images is applied to conventional cineframes. This loss of accuracy
is combined with a significant underestimation of true phantom diameters
(p <0.01) is particularly evident with large phantom diameters as illustrated
by a decrease of the slope of the regression line from 0.91 to 0.75 in Fig. 5
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B and 5 C, respectively. Furthermore, we observed an increase of variability
from +0.06 mm to *0.14 mm (p < 0.05).

The result of this in vitro comparison was further supported by our animal
experiments in which we serially implanted the same phantom stenoses into
porcine coronary arteries. When the edge detection algorithm was applied
to cinefilm analysis and calibrated to the radiographic isocentre (correspond-
ing to the in vitro trial) we found a change in accuracy values of obstruction
diameter measurements from 0.08 mm to 0.18 mm and an increase of vari-
ability from +0.15 mm to =0.23 mm (p < 0.05). The underestimation of true
phantom diameter values which was already present with digital measure-
ments (p < 0.05) was more pronounced when the edge detection algorithm
was applied to the corresponding cineframes (p < 0.01). When the imaging
systems were calibrated with the angiographic catheter, we found a change
of accuracy values from 0.18 mm (digital measurements) to 0.26 mm (cine-
film-based measurements), while the variability increased from *+0.21 mm to
+0.24 mm. It appears from Fig. 9 B and D that these differences are ex-
plained by a higher degree of scatter as well as by a more pronounced
underestimation of large phantom diameters.

The variable shape of human coronary artery stenoses [26] has prompted
the use of non-circular stenosis phantoms for the validation of quantitative
coronary angiographic analysis systems. This approach seems to be parti-
cularly relevant for the measurement of minimal cross sectional area by
densitometry [27]. Cylindrical phantoms which have been used for our experi-
ments, however, fulfil the requirements for the application of 2-dimensional
geometric measurements and therefore are eminently satisfactory as a surrog-
ate of coronary obstructions.

In order to be able to compare in vivo results with those obtained from
in vitro assessments, we performed geometric measurements using two cali-
bration methods: calibration at the radiographic isocenter which was used for
in vitro settings, and catheter calibration which represented the calibration
technique conventionally used in clinical studies [28].

The use of angiographic catheters for the calibration of quantitative coron-
ary analysis systems may influence the outcome of luminal diameter measure-
ments, because varying catheter composition may result in varying x-ray
attenuation [29] and therefore in differences in the automated detection of
the contour points. In our in vivo study, only one type of catheter was used
for calibration and therefore the influence of different materials on cali-
bration was excluded. Another geometric error is introduced if the planes
of calibration and measurement are not identical [30]. This error can be
circumvented by out-of-plane correction as proposed by Wollschldger [31],
or by calibration at the isocenter of the x-ray system.

The results of the present study show that, in general, the values of both
digital and cinefilm measurements using catheter calibration are smaller than
those using calibration at the isocenter. Theoretically, a greater distance
between image intensifier and catheter tip than between image intensifier
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and isocenter would result in out-of plane magnification producing smaller
calibration factors. A similar effect might have been produced by pincushion
distortion for which DCI and CMS are not corrected. Both factors could
explain smaller values of measurement when catheter calibration was applied.

The loss of accuracy as well as the increase of variability occurring when
an edge detection algorithm is transferred from a digital to a cinefilm-based
analysis system may at least in part be explained by differences in the grey
scale representation on digital and cinefilm images. If refinement of an
algorithm is guided by simultaneous in vitro and in vivo validation studies,
a correction for those differences should be possible. In case of the CMS
system, the mismatch between the matrix of the CCD camera (760 H x 576
V) and the AD-converter (512 X 512) might have additional impact on the
outcome of corresponding geometrical measurements.

In spite of the above mentioned disadvantages, the adaptation of the edge
detection algorithm from digital to cinefilm-based analysis did not affect the
high reproducibility of automated geometric coronary measurements. The
reproducibility of obstruction diameter measurements with the CMS system
ranged from +0.06 mm to +0.12 mm which corresponds to the reproduc-
ibility of the digital system [24, 25] and is comparable to the values obtained
from the new version of the CAAS (Fig. 8).

In principle, the use of ‘“‘minimal luminal diameter” or ‘“‘obstruction diame-

ter” as the parameter of choice for comparison with true phantom diameters
can be criticized. The size of the stenosis channel theoretically could be
underestimated if the measurements of the automatic edge detection algo-
rithm are influenced either by the presence of cellular debris collected in the
phantom lumen during insertion, or by the development of micro-thrombosis,
or by the presence of noise from the acquisition system. These occurrences
may also explain the frequency of underestimation of the true lumen by
different techniques [7]. In our experimental study, the minimal luminal
diameter or obstruction diameter has been selected for the comparative
validation of various quantitative coronary analysis systems because it repre-
sents a non-arbitrary measurement obtained by fully automated analysis of
the entire coronary segment.
In conclusion, the present comparative investigation has demonstrated that
geometrical coronary measurements can be applied with a high degree of
reliability. Superior in vivo results are obtained when systems are calibrated
using a well defined structure at the radiographic isocenter. Conventional
catheter calibration, in general, results in a slightly lower level of accuracy
and precision. Furthermore, the transformation of an edge detection algo-
rithm from a fully digital to a cinefilm-based system can lead to an impairment
of measurement accuracy which is independent from calibration techniques.
Refinement of an algorithm for the application to another imaging system
should be guided by the results of simultaneous in vitro and in vivo validation
studies in order to guarantee a high level of measurement reliability.
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Appendix: On the use of the parameters accuracy and precision for
validation of QCA systems by Cornelis J. Slager, Jiirgen Haase and Johan
C.H. Schuurbiers

The traditional choice to use the parameters accuracy and precision as a
quality index to compare Quantitative Coronary Angiography (QCA) sys-
tems needs a critical review. Especially when comparing results of different
validation studies the use of these parameters may easily lead to incorrect
conclusions. When comparing a set of measurement values with known true
values, accuracy is defined as the mean of all signed differences between
these values and precision as the standard deviation of these differences. At
hand of a series of 8 numerical examples, shown in Figure 1, some of the
characteristics of these parameters will be explained. For a comparison the
linear correlation coefficient (r) and the standard error of the estimate (SEE)
will be discussed as well. Investigated variables are:

— range of the true values, which vary respectively from 1 to 5 and from 1
to 7 both with an increment of 1. For each true value two measurement
values are defined. Thus for both ranges the number of measurements is
10 and 14 respectively.

— slope of the relation between measurement and true values.

— shift of the relation between measurement and true values.

— noise, accomplished by adding +0.5 to the previously defined measurement
values.

In Figure 1, we observe:

left column, from top to bottom:

— For y = x, all parameters describe the system to be perfect.

— Adding a shift, i.e. y = x + 1.5, only influences accuracy.

— Adding noise to y = x, does not influence accuracy. The minor difference
between SEE and precision (SD) has to do with a different correction for
the number of measurements. For an infinite set of measurements both
parameters will equal 0.5. Correlation coefficient slightly improves by
extending the range.

— Adding shift and noise gives a combination of the above.

right column. from top to bottom:

— A systematic measurement error characterized by y = 0.5 x, yields a score
for both precision and accuracy different from zero, which also appears to
be dependent on the range of data. SEE remains to be zero.

- Now adding a shift, i.e. y=0.5 x + 1.5, again influences accuracy. As
shown accuracy may even become zero, suggesting a perfect system!

— Adding noise to the set y = 0.5 x, again increases the value for precision.
Now precision, because of its sensitivity to the systematic error, gives a
higher value than the SEE. When compared to the set y = x, SEE has the
same value but the correlation coefficient decreases because the addition
of noise has a greater weight at the slope = 0.5 situation.
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— Adding shift and noise gives a combination of the above.
In a practical measurement system, the random error consists of an absolute
noise contribution, as discussed in the presented examples, and of a relative
noise contribution, being related to the true value.

ro1 1
SEE 0 0
prec. 0.74  1.04
acc. 1.5 2
ro1 1
SEE 0 0
prec. 0.74  1.04
acc. 0 0.5
r 082 089
SEE 0.56 0.54
prec. 0.91  1.16
acc. 1.5 2
r 082 089
SEE 0.56 0.54
prec. 0.91  1.16
acc. 0 0.5



How reliable are geometric coronary measurements? 47

10
[n 10 14 |
‘: r 0.82 0.89
2 5 SEE 142 1.08
t prec. 1.05  1.04
acc. 0 0
0 T
0 5 10

true
Figure A2.

Considering only the contribution of the absolute noise the following
conclusions can be made:
accuracy is dependent on shift, range and slope.
precision is dependent on noise, range and slope.
correlation coefficient is dependent on the noise related to the mean
measurement values. In the presence of only absolute noise, extending the
range will raise the correlation coefficient up to 1.

— SEE is dependent on the absolute noise values.

For these reasons, a comparison of different QCA systems on the basis of
the parameters accuracy and precision is influenced in an ambiguous way by
the choice for the range of true reference values and by the combined effect
of slope and shift of the relation between measurement and true values. The
choice for using the terms precision and accuracy is also confusing as e.g.
adding noise to the system increases the value of precision. Furthermore an
accuracy of zero is not intuitively associated with an optimal system. Ex-
tending this discussion to the contribution of relative noise does not change
these conclusions.

A better method to compare measurement quality of systems can be
obtained by correcting for the systematic error, indicated by the slope and
intercept of an obtained regression equation. Thus the normalized relation
between corrected measurement values and true values will show a slope =
1 and a shift = 0. Accuracy will then be zero. Precision and SEE will be
almost equal, both expressing a measure in absolute terms for the unpredict-
able error which is still present in the corrected system. The correlation
coefficient gives a measure for the unpredictable error in relation to the
mean measurement values.

As an example the corrected relation of y = 0.5 x + 1.5 + 0.5 (Figure 1,
right column, third from above) is shown in Figure 2 as y. = x. When com-
pared with y = x (Figure 1, left column, third from above), the absolute
error of the corrected system, indicated by precision and SEE, is doubled
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while the correlation coefficient decreased because of the relative increase
of noise in the considered range.
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4. Validation of videodensitometry in the assessment
of stenosis phantoms: an in vitro and in vivo study

CARLO DI MARIO , JURGEN HAASE, JAVIER ESCANED, ELINE
MONTAUBAN VAN SWIINDREGT and PATRICK W. SERRUYS

Introduction

Computer-assisted automatic assessment of luminal contours (edge detec-
tion) is the technique normally used in quantitative angiography. The accur-
acy of the measurements with edge-detection, however, can be impaired by
the presence of eccentric lesions or of lesions of complex lumen geometry.
Under these conditions densitometry has a potential advantage because of
its independence from the shape of the lesion.

In vitro studies have demonstrated a high accuracy of videodensitometry
in the measurement of hole phantoms [1-6] and its superiority to edge-
detection in the measurement of eccentric stenosis [7—8]. The clinical appli-
cation of this technique, however, has produced conflicting reports on its
reliability as an alternative to the geometric approach [7-15].

To determine the accuracy and to understand the limitations of these two
quantitative angiographic techniques, the comparison must be performed
with a lumen of known size.

Aim of this study was the validation and the comparison of the videoden-
sitometric and geometric techniques of a computer-based automatic quanti-
tative angiographic analysis system (CAAS System) in an in vivo experi-
mental setting simulating a diagnostic coronary angiogram. For this purpose
stenosis phantoms with circular lumens covering the entire range of clinically
relevant coronary stenoses (diameter: 0.5-1.9 mm) were inserted into the
coronary arteries of 6 closed-chest pigs and a standard selective cineangiogra-
phy was performed. In order to better distinguish the role of the non ideal
conditions of examination present during an in vivo angiographic acquisition
from the inherent limitations of the geometric and videodensitometric quanti-
tative angiographic techniques the same stenosis phantoms were inserted into
different sized plexiglass tubes filled with different concentrations of contrast
medium (50% and 100%) and examined using the same radiographic equip-
ment and comparable radiologic parameters.
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In vitro and in vivo validation of the videodensitometric measurements
A. Methods

Coronary phantoms

Precision drills of 0.5, 0.7, 1.0, 1.4 and 1.9 mm were used to create circular
holes in a series of cylinders of acrylate (Perspex) and polyamide with a
length of 8.4mm and an external diameter of 3.0 and 3.5 mm, tapered at
the distal end to facilitate insertion. This material was chosen because of its
extremely high radiolucency and suitability to precision drilling. An optical
calibration with a 40 fold magnification showed a mean difference of 3 = 23
pm between the drills used and the resulting lumens, with an almost perfect
circularity of the lumens. The cylinders were mounted at the tip of 4 French
radiolucent catheters containing a movable radiopaque guide-wire for cath-
eter insertion.

In vitro experimental setting

The previously decribed coronary stenosis phantoms were wedged into the
plexiglass tubes. Plexiglass tubes with an internal diameter of 3.0 and 3.6 mm
were used for the stenosis phantoms with an internal diameter of 0.5 to
1.4 mm, using the two series of phantoms with an external diameter of 3.0
and 3.5mm. The 1.9mm phantom was inserted into a 4.0 mm plexiglass
tube.

The plexiglass models containing the stenosis phantoms were positioned
vertical on the radiologic table with a fixed distance of 15 cm from the image
intensifier. The focus-to-object distance was maintained at 90 cm throughout
the procedure. A circular highly radiopaque copper phantom of known
diameter (3 mm) positioned at the same distance from the image intensifier
was used for calibration. Plexiglass blocks of known thickness (17.5 cm) were
added to obtain a kilovoltage level comparable to the levels observed during
the in vivo angiographic acquisition. All phantoms were filled using undiluted
(100% iopamidol 370, iodine concentration 370 mg/100 ml) and diluted (50%
iopamidol/50% saline, iodine concentration 185 mg/100 ml) contrast me-
dium.

Radiographic setting

A single plane Philips Poly Diagnost C2 was used, equipped with a MCR
X-ray tube and powered by an Optimus CP generator. The 0.8 mm focal
spot and the 5-inch (12.5cm) field of view of the cesium-iodine image
intensifier were used for all angiograms. The pulse width was maintained
unchanged at 5 ms. The kVp and mA range was automatically adjusted
according to the thickness of the imaged object (mean 76 kVp) and cinema-
tography was performed using the “lock-in” mode. Angiograms were filmed
at 25 frames/s using an Arritechno 90 cinecamera with an 85 mm lens. A
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Kodak CFE cinefilm was used and developed with an Agfa Refinal developer
for 4 min at 28°C. The film gradient was measured in all cases to ensure that
the optical densities of interest were on the linear portion of the sensitometric
curve.

Animal preparation

Studies were performed in accordance with the position of the American
Heart Association on research animal use and under regulations of the
Erasmus University Rotterdam. After sedation with intramuscular ketamine
and intravenous metomidate 6 cross-bred Landrace-Yorkshire pigs (HVC,
Hedel, The Netherlands) of either sex (45 to 55kg) were intubated and
connected to a respirator for intermittent positive pressure ventilation with
a mixture of oxygen and nitrous oxide. Anesthesia was maintained with
intravenous pentobarbital. The right carotid artery was cannulated with a 12
French valved sheath for the insertion of the stenosis phantoms. The left
carotid artery was used for the insertion of the angiographic coronary catheter
and the left jugular vein for administration of drugs or fluids when necessary.
To prevent clot formation, all the animals were treated with an intravenous
bolus of acetylsalicylic acid (500 mg) and heparin (10,000 I.U.) and a contin-
uous intravenous infusion of heparin 10,000 I.U./hour.

In vivo image acquisition

After intracoronary administration of 1 mg of isosorbide-dinitrate and perfor-
mance of a preliminary left coronary angiography for orientation, the ca-
theter with the stenosis phantom mounted was advanced into the left coron-
ary artery until a wedge position in either the left anterior descending or the
left circumflex artery was obtained. The guide-wire used for the insertion of
the radiolucent catheter was then totally removed. An 8 French El-Gamal
guiding catheter was engaged into the ostium of the left coronary artery and
selective coronary arteriography was performed by power injection of 10 ml
of iopamidol (iodine content 370 mg/ml) at 37°C with an injection rate of
10 ml/s (Medrad Mark V pressure injector). Ventilation was transiently in-
terrupted during the acquisition of the angiograms. Before the angiogram,
the catheter was filmed unfilled for calibration purposes. To increase the
calibration accuracy a catheter with minimal distal tapering and a highly
radiopaque polyurethane jacket (Schneider Shiley Soft-Touch) was chosen
and the tip was measured at the end of the procedure with a micrometer.
The insertion of the entire range of stenosis phantoms was attempted in all
animals. The choice of the radiographic projection was aimed at avoiding
foreshortening and overlapping of contiguous vessels on the stenotic segment.

Quantitative analysis

A cineframe with an optimal stenosis filling (end-diastolic for the in vivo
cineangiograms) was selected for analysis with the CAAS System (Pie Me-
dical, Maastricht, The Netherlands). A 6.9 X 6.9 mm region of interest was
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selected from the 18 X 24 mm image area on the 35 mm cineframe and digi-
tized into a 512 X 512 pixel matrix with 256 grey levels. The image calibration
factor was calculated using the circular copper phantom (in vitro) or the
coronary guiding catheter (in vivo) as a scaling device in each projection.

Contour analysis: The inner diameter of the plexiglass tubes and of the
porcine coronary arteries as well as the lumen of the stenosis phantoms was
calculated with an automatic contour detection technique. A weighted first
and second derivative function with predetermined continuity constraints was
applied to the brightness profile of each scanline perpendicular to the vessel
centerline [16]. Manual correction of the automatically determined contours
is possible with the used system but was completely avoided in these measure-
ments. The obstruction diameter was defined by the minimal value in the
diameter function. The geometric cross-sectional area was computed from
this obstruction diameter assuming a circular cross-section. A user-defined
diameter was selected in the plexiglass tube opposite to the side of insertion
of the phantoms (in vitro) or in a normal coronary segment distal to the
stenosis (in vivo) as a reference diameter for the calculation of percent
diameter and cross-sectional area stenosis and as a calibration of the densito-
metric measurement (Figs 1, 2). The automatic mode for the calculation of
this reference diameter from the integration of the segments proximal and
distal to the stenosis (interpolated technique) could not be used because of
the bias for the densitometric measurements induced by the presence of the
phantom-mounting catheter in the proximal segment of the plexiglass tube
or coronary vessel.

Videodensitometry: The brightness profile of each scanline perpendicular
to the centerline of the vessel lumen was transformed into an absorption
profile by means of a simple logarithmic transfer function to correct for the
Lambert-Beer law. The background contribution was estimated by comput-
ing the linear regression line through the background points directly left and
right of the detected contours [17]. Subtraction of this background portion
from the absorption profile yielded the net cross-sectional absorption profile.
By repeating this procedure for all scan-lines the cross-sectional area function
was obtained. An absolute reference densitometric area value was calculated
using the diameter measurements obtained from the edge detection technique
assuming a circular configuration in a user-defined reference segment distal
to the stenosis (Figs 1, 2). The densitometric minimal cross-sectional area
could then be calculated by the ratio of the density levels at the reference
area and at the narrowed segment. The densitometric minimal lumen di-
ameter was calculated from the densitometrically determined cross-sectional
area assuming a circular model. Densitometric percent diameter and cross-
sectional area stenosis were calculated from the densitometric measurements
of stenosis and reference segment. The phantom derived corresponding val-
ues were calculated from the known dimensions of the phantoms and the
geometric measurements of the reference segment.
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Figure 1. Magnified image of the middle segment of the left anterior descending artery in the
left lateral view after insertion of the 0.5 mm stenosis phantom. The automatically detected
vessel contours are displayed in the figure on the right. The two graphs below show on the x-
axis the segment length, from proximal to distal, and on the y-axis the lumen diameter (on the
left) and the lumen cross-sectional area measured with videodensitometry (on the right). The
lumen of the stenosis phantom was overestimated with edge detection. Note the distal diameter
defined as a reference for the absolute videodensitometric measurements.

Figure 2. Magnified image of the middle segment of the left anterior descending artery in the
same projection after insertion of the 1.9 mm stenosis phantom.
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Statistical analysis

The minimal lumen diameter, minimal cross-sectional area and percent cross-
sectional area stenosis measured both with the geometric and the densito-
metric technique were compared with the corresponding values of the
stenosis phantoms using a paired t-test (two-tailed) and linear regression
analysis. The mean differences between geometric and densitometric minimal
lumen diameter and cross-sectional area and corresponding phantom dimen-
sions were calculated and considered an index of the accuracy of the measure-
ments, while the standard deviation of the differences was considered an
index of precision. These differences were also plotted against the size of
the phantoms according to the method proposed by Bland and Altman
(modified) [18]. The standard deviations of the differences with the geometric
and densitometric technique were compared using a Pitman’s test. A p value
< 0.05 was considered to be statistically significant.

Results
A. Invitro

Nine cineangiograms were filmed with the phantoms filled with 100% contrast
and 10 after filling with 50% contrast. In the two cineangiograms performed
with the 0.5 mm phantom filled with 50% contrast, the stenosis lumen showed
a very poor opacification of the lumen so that the automatic contour detection
technique failed to appropriately detect the centerline of the vessel and the
contours of the stenosis. These two clearly erroneous measurements were
considered as missing data in the statistical analysis.

Minimal lumen diameter

Both edge detection and videodensitometry underestimated the stenosis
phantom diameter (mean difference = —0.05 = 0.16 mm and
—0.09 = 0.13 mm, respectively, ns), (Fig. 3). Similar differences were ob-
served in the measurements obtained with the phantoms filled with undiluted
and 50% contrast. Edge detection obtained different results according to the
dimension of the measured lumen, with a clear trend towards an overestim-
ation of the stenoses of smaller diameter and an underestimation of the
stenoses of larger lumen diameter. This observation may explain the higher
correlation coefficient and the slope closer to 1 observed with videodensito-
metry when linear regression analysis was used to compare the true phantom
lumen and the geometric and videodensitometric measurements (Fig. 4).

Minimal luminal cross-sectional area and percent area stenosis

The mean difference of the angiographically measured minimal cross-sec-
tional areas and the phantom lumen cross-sectional area was —0.15 + 0.30
mm” and —0.12 = 0.31 mm? for the geometric and densitometric techniques,
respectively.
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ACCURACY AND PRECISION

IN VITRO
EDGE DETECTION VIDEODENSITOMETRY

Figure 3. The signed differences between minimal lumen diameter measured in vitro with edge
detection and with videodensitometry and phantom lumen diameter (LD) are plotted against
the lumen diameter of the phantoms (on the x-axis, 0.5, 0.7, 1.0, 1.4 and 1.9 mm). The dashed
lines indicate the mean difference and the standard deviation of the signed values.

MINIMAL LUMINAL DIAMETER
IN VITRO
EDGE DETECTION VIDEODENSITOMETRY

Figure 4. Linear regression analysis of the phantom lumen diameter (LD) vs the minimal lumen
diameter (MLD) measured in vitro with edge detection (ED) and videodensitometry (VD). The
dashed line and the continuous lines correspond to the line of identity and the line of regression,
respectively.

Linear regression analysis was used to compare true percent cross-sec-
tional area stenosis calculated from the known cross-sectional areas of the
phantom and the plexiglass tube lumens and from the measured geometric
and videodensitometric corresponding values (Fig. 5). The percent area
stenosis measured with both techniques showed a high correlation with the
true values (r = 0.94 for both methods) but the videodensitometric measure-
ments were better aligned along the line of identity (Y =2 + 0.98 X) than
the corresponding geometric measurements (Y = 27 + 0.71 X).
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% CROSS-SECTIONAL AREA STENOSIS
IN VITRO
EDGE DETECTION VIDEODENSITOMETRY

Figure 5. Linear regression analysis of the phantom percent cross sectional area (CSA) stenosis
measured in vitro with edge detection (ED) and with videodensitometry (VD). The dashed
lines and the continuous lines correspond to the line of identity and the line of regression,
respectively.

B. In vivo

Forty-two coronary cineangiograms were obtained after intracoronary inser-
tion of the stenosis phantoms. Three cineangiograms were excluded because
of the presence of dye streaming around the incompletely wedged stenosis
phantom. Eleven angiograms (26%) were considered to be of insufficient
diagnostic quality for quantitative analysis because of: side-branches overlap-
ping the stenotic segment (3), foreshortening of the stenotic segment (4);
inadequate arterial filling (4). This last finding was observed in 3 phantoms
with a lumen diameter of 0.5 mm and in one 0.7 mm stenosis phantom. The
results of the quantitative analysis of the remaining 28 cineangiograms (67% )
are reported in the following paragraphs.

Minimal lumen diameter
In Fig. 6 the minimal lumen diameter measured with the geometric and
densitometric techniques is compared with the phantom diameter using a
linear regression analysis. The lower correlation coefficient and higher SEE
of videodensitometry (Fig. 6B) was largely due to the inability of this tech-
nique to detect a difference between mean intraluminal density and density
of the adjacent background in two angiograms of the smaller phantoms (0.5
and 0.7 mm). In both cases a precise measurement was possible with the
geometric technique. When these measurements were excluded from the
analysis (Fig. 6C) videodensitometry showed a regression coefficient and
SEE similar to the geometric approach, with the regression line almost
aligned with the line of identity (Y = 1.02 X —0.10).

Both edge detection and videodensitometry underestimated the phantom
diameter (mean difference = —0.06 = 0.14 mm and —0.11 = 0.20 mm, re-
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Figure 6. Linear regression analysis of the lumen diameter (LD) of the phantom vs the minimal
lumen diameter (MLD) measured in vivo with edge detection (ED),(A) and videodensitometry
(VD),(B). The dashed lines indicate mean and standard deviation of the difference.

Figure C shows the videodensitometric results when the two failed measurements (aligned
on the x-axis in Figure B) are excluded. Redrawn from Di Mario et al. Am Heart J 1992; 124:
1181-89, with permission.

spectively, ns), (Fig. 7). When the results, however, were compared without
the two previously described failures of the densitometric approach, the
mean difference and standard deviation measured with videodensitometry
(—0.07 = 0.16 mm) was comparable with the previously reported mean dif-
ference obtained using the geometric approach.

Minimal luminal cross-sectional area

The absolute cross-sectional areas of the stenosis phantoms were correlated
with the quantitative angiographic measurements of minimal cross-sectional
area (Fig. 7). The discrepancies between corresponding geometric and densi-
tometric measurements were observed mainly in the range of the smaller
phantom sizes and had therefore a reduced impact on the calculated corre-
lation coefficient (0.94 with both techniques). A slightly larger SEE, how-
ever, was observed with the densitometric technique (0.31 mm? vs 0.24 mm?
with the geometric technique).
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Figure 7. Linear regression analysis of the phantom cross sectional area (CSA) measured with
edge detection (ED), (Fig. A), and videodensitometry (VD), (Fig. B). The dashed lines and
the continuous lines correspond to the line of identity and the line of regression, respectively.
Redrawn from Di Mario et al. Am Heart J 1992; 124: 1181-89, with permission.

The mean difference of the angiographically measured minimal cross-
sectional area and the phantom lumen cross-sectional area was —0.15 = 0.30
mm? and —0.12 * 0.31 mm? for the geometric and densitometric techniques,
respectively.

Percent cross-sectional area stenosis

The percent cross-sectional area stenosis calculated for the phantoms and
the corresponding geometric and videodensitometric measurements showed
a high correlation, with a correlation coefficient of 0.93 for both techniques
(SEE = 5% with the geometric technique and 6% with the densitometric
technique).

Edge detection and videodensitometry overestimated the phantom derived
percent cross-sectional area stenosis, with a mean difference between angio-
graphic and phantom derived percent cross-sectional area stenosis of 2 * 6%
for both techniques.

Are the results of these experimental studies applicable in the routine
clinical angiographic acquisition?

In vitro studies

Several in vitro studies have confirmed that densitometry has the potential
to measure differences in density between large and narrow phantom lumens
and that the calculated percent cross-sectional area stenosis is highly corre-
lated with the corresponding phantom derived measurement [2—6]. Further-
more, these studies have confirmed that videodensitometry has potential
advantages in the measurement of eccentric lesions from a single plane
angiogram [7, 8] and that absolute values can be obtained from the compari-
son of the density of a reference area measured with edge detection [17] or
of a thin-wall contrast filled angiographic catheter [2]. Phantoms with a large
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lumen diameter were less accurately measured with videodensitometry, most
likely due to the non-linearity between iodine content and optical density of
the radiographic image induced by the spectral hardening of the polyenergetic
x-ray beam [1]. On the contrary, in vitro videodensitometry has advantages
in the measurement of stenoses smaller than 1 mm. In this range edge-
detection tends to overestimate the minimal luminal diameter while more
precise measurements are obtained with videodensitometry. Our obser-
vations confirm this finding also for stenosis <0.75 mm, not analyzed in
previous studies. In our experience, however, using radiographic parameters
comparable to those required for clinical studies, phantoms with a lumen
diameter of 0.5 mm filled with 50% contrast medium were not analyzable
with any of the quantitative angiographic techniques used. In phantoms of
larger lumen or in 0.5 mm phantoms filled with undiluted contrast videodensi-
tometry showed a slightly lower accuracy but a higher precision than edge
detection. It is noteworthy that the relative measurements of stenosis cross-
sectional area, only based on the measured minimal videodensity at the site
of the stenosis and in a reference area, were more strictly correlated with
the true percent cross-sectional area reduction using videodensitometry than
edge detection.

The in vitro measurement of radiographic phantoms, however, can not
reproduce some of the sources of error of the videodensitometric approach
in vivo. Arterial branches overlapping or parallel to the analyzed segment
impairing the measurement of the density of the lumen or of its background,
patient structural noise inducing an inhomogeneous background, lack of
orthogonality of the vessel with the radiographic beam, inhomogeneous filling
of the vessel during injection are conditions which can not be assessed in in
vitro studies. Also some of the most important sources of non-linearity of
densitometry such as scatter/veiling glare and beam hardening are accentu-
ated or more difficult to correct for in vivo [19].

Clinical studies

The promising results of the in vitro application of videodensitometry, the
development of interventional techniques inducing complex lumen irregulari-
ties of the treated stenosis and the diffusion of digital angiography with the
possibility of on-line videodensitometric measurements have stimulated the
interest for this technique of quantitative analysis. Single-plane videodensito-
metry was found to be an accurate and convenient method for quantifying
stenosis severity in eccentric coronary lesions [7, 8]. The shaggy and rough
appearance of the dilated segment after balloon angioplasty with the presence
of haziness of the luminal contour is a challenge to quantitative angiography.
Initial reports have suggested that the use of videodensitometry can overcome
these limitations of the geometric technique in the immediate evaluation of
the results of balloon angioplasty [10, 11]. Other reports, however, showed
comparable quantitative angiographic measurements with both techniques
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[13]. Doubts concerning the possibility to reliably assess vascular dimensions
from one projection and, in general, concerning the accuracy of videodensito-
metry were raised by the observation of a poor correlation between the
videodensitometric measurements of the same segment in two projections
after angioplasty [14]. Balloon angioplasty, however, must be considered as
a critical condition for the application of any quantitative angiographic tech-
nique and videodensitometry can also provide unreliable measurements be-
cause of inadequate mixing due to blood turbulence or intraluminal dissec-
tions [20, 21, 22]. Not surprisingly, the large discrepancies of the edge
detection and videodensitometric measurements immediately after angiopla-
sty are largely reduced after stent implantation, probably because of remodel-
ling of the stented segment into a more circular configuration and because
of sealing of wall dissections [23]. Similarly, a poor correlation between
videodensitometry and edge detection is present in the evaluation of the
irregular channel obtained after lasing in comparison to the results obtained
after balloon dilatation [24].

Clinical studies, however, can evaluate only the variability of repeated
measurements in the same or in different projections. A more complete
comparison of the usefulness and limitations of the two techniques is possible
only if a lumen of already known dimension is measured with angiography.

Previous in vivo phantom studies: comparison with the present results

Simons et al. [25] measured with a videodensitometric technique a large
series of coronary stenoses induced by the inflation of Silastic cuffs in dogs
and compared these results with the measurements of the pressurized histo-
logic cross-sections. Although a good correlation between videodensitometry
and histology measurements was demonstrated, a relatively large mean dif-
ference (+18.5% difference in the measurement of the stenosis diameter)
was observed.

The use of pre-shaped intracoronary phantoms can reduce the variability
induced by the inaccuracies of the measurement of the true stenotic lumen.
This approach, however, is outweighed by the more troublesome phantom
insertion procedure, thus explaining the limited number of analyzable angio-
grams in our series (28 corresponding measurements) and in the series re-
ported by Wiesel [26] and Mancini [27] (14 measurements in 10 dogs and 25
measurements in 16 dogs, respectively). Wiesel [26] observed a mean differ-
ence between calculated cross-sectional area and known phantom lumen
cross-sectional area of 0.65 mm? with videodensitometry and of 0.54 mm?
with the geometric technique, with correlation coefficients of 0.76 and 0.70,
respectively. The larger differences and lower correlation values in compari-
son with the results of our study can be explained by the different sizes and
shapes of some of the stenosis lumens and by the lower number of pixels/mm
available in the digitized image.

More similar phantoms (circular lumen with a diameter ranging from 0.83



Validation of videodensitometry 63

to 1.83 mm) were inserted by Mancini et al. [27] into the coronary arteries
of open chest dogs. When the analysis was performed on the cinefilm the SEE
of the linear regression analysis of true phantom diameter and corresponding
geometric measurements was equal to 0.24 mm (r = 0.87). Although no di-
rect data was provided concerning the accuracy of the videodensitometric
measurements, the videodensitometric minimal cross-sectional area and per-
cent area stenosis were significantly correlated with the coronary flow reserve
assessed using electromagnetic flowmeters, yielding a correlation similar to
the geometric measurements.

A peculiarity of our study was that we were able to examine phantoms
of small lumen diameter (0.5 and 0.7 mm). The angiographic examination
of these high-grade stenosis phantoms, however, was not possible in all cases
because the reduced flow rapidly induced ischemic changes and intraluminal
thrombosis. Furthermore, in 4 cases the visualization of these severe stenosis
phantoms was so poor to preclude any quantitative measurement. Also in
two cases correctly analyzed with edge detection, however, videodensitome-
try could not identify the low density of the small phantom lumen. The results
from the database of our Laboratory, collecting quantitative angiographic
measurements from more than 4,600 patients included in large multicenter
trials [28, 29], show that in more than 10% of the cineangiograms before
coronary angioplasty densitometry fails to measure the lumen diameter be-
cause of the combined effect of low density of a severe stenosis, dense
background and/or presence of parallel vessels interfering with the back-
ground subtraction. Figure 8 reports the results of linear regression in the
analysis of 1,000 consecutive measurements of minimal luminal cross-sec-
tional area before balloon angioplasty using edge detection and videodensito-
metry. A large series of negative measurements were obtained with videoden-
sitometry, especially in the range of minimal luminal cross-sectional areas
<1 mm?.

With the exception of some of the measurements of the most severe
lesions, the accuracy and precision of the videodensitometric results was
comparable with the accuracy and precision of the geometric results. In this
study, however, only cineangiograms with an optimal orientation of the
incident X-rays to the evaluated segment, without overlapping vessels and
with an adequate homogeneous lumen filling were analyzed. It is noteworthy
that more than 1/4 of the in vivo cineangiograms had to be excluded because
of the presence of these three conditions which are likely to reduce to a
greater extent the accuracy of the videodensitometric measurement rather
than that of the geometric measurements. The corresponding videodensito-
metric and geometric measurements of minimal luminal cross-sectional area
before angioplasty in a large unselected series from a recent multicentric
quantitative angiographic study [30] showed a correlation which was much
more poor than the correlation observed in both our in vitro and in vivo
experience, with the presence of negative videodensitometric measurements
in 8.2% of the cases (Fig. 9). These findings suggest that the applicability of
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EDGE DETECTION vs VIDEODENSITOMETRY

Figure 8. Linear regression analysis of 1,000 consecutive measurements of minimal luminal
cross-sectional area (CSA) before balloon angioplasty analyzed in the QCA Core Laboratory
of Rotterdam. The cases with total occlusion were excluded from analysis. Note that videodensi-
tometry measured negative cross-sectional areas in a significant number of cases, especially in
the smaller stenosis range. Courtesy of Dr. WRM Hermans.

videodensitometry to the analysis of large series of cineangiograms from
clinical trials is more limited than that of edge detection, especially in the
examination of stenosis of small diameter.

Limitations of the study

The use of phantoms of regular circular lumen limits the possibility to detect
advantages of the densitometric technique in the evaluation of eccentric or
irregular stenosis. Although this evaluation is of interest, the aim of this
study was more simply to establish whether videodensitometry is able to
measure coronary lesions with an accuracy comparable to that of the geome-
tric technique, despite the well known limitations of densitometry in the
in vivo application and without the cumbersome and still investigational
corrections proposed for the scatter and veiling glare [30, 31]. Beam harden-
ing, another well-known limitation of this technique, is a function of iodine
density which is proportional to vessel thickness. Consequently, the results
obtained in the examination of this series of small size lumen phantoms are
not applicable to larger vessels.

In this study, in order to obtain a completely automatic measurement, the
minimal luminal diameter and minimal cross-sectional area and not the aver-
age of the corresponding values measured over the obstruction segment were



Validation of videodensitometry 65

chosen for the comparison with the lumen diameter of the stenosis phantom.
This approach, however, possibly explains the moderate underestimation
with both techniques as a consequence of quantum noise or intraluminal
microthrombosis interfering with the angiographic measurements.

Videodensitometry can only detect percent differences between two vascu-
lar segments. Unfortunately, only in vitro the cross-sectional area of the
reference diameter was known. In vitro the fully densitometric measurements
of percent cross-sectional area were almost superimposable to the true per-
cent cross-sectional area stenosis. The calculation of absolute videodensito-
metric measurements of the stenosis is based on the geometric measurement
of the luminal cross-sectional area of the reference segment. This value is
therefore dependent, as an integration of densitometric and edge-detection
measurements, on the accuracy of the geometric measurement of the refer-
ence segment. In the in vitro experience the moderate underestimation of
the reference diameter, squared in the calculation of the corresponding cross-
sectional area, may explain the larger underestimation of absolute minimal
luminal diameter and minimal cross-sectional area with videodensitometry
in comparison to edge detection. Inaccuracies in the geometric measurement
can be caused by an erroneous calculation of the magnification factor using
the catheter as a scaling device. Unfilled catheters, with a highly radiopaque
wall and without tapering of the measured segments were used to minimize
some of the possible sources of error [32-35]. Inaccuracies induced by an
out-of-plane position of the catheter, however, can not be easily corrected.
More accurate calibration methods such as the isocentric technique [36] have
been proposed but they are more cumbersome and of difficult application in
clinical practice.

The correction for pincushion distortion was performed using a square
grid filmed in the anteroposterior position as a reference [16]. Another
possible source of distortion in image intensifier tubes, determined from the
rotational distortion due to the geomagnetic field [37], is more difficult to be
corrected because it varies in all the different image amplifier positions. The
effect of this type of distortion on small object dimensions, however, is
normally negligible.

Conclusions

The geometric and videodensitometric techniques of quantitative angio-
graphic analysis showed a high accuracy and precision in the measurement
of stenosis hole phantoms of various severity (diameter 0.5-1.9 mm) both
in vitro and after in vivo insertion in porcine coronary arteries. Minimal
lumen diameter and cross-sectional area measured with both techniques
slightly underestimated the true phantom diameter and cross-sectional area.
The geometric approach more reliably measured the phantom lumens of
smaller diameter.
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5. Videodensitometry in percutaneous coronary
interventions: a critical appraisal of its contributions
and limitations
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Introduction

The rapid development of percutaneous coronary revascularization tech-
niques, such as balloon angioplasty, atherectomy and stenting, has created
new demands for quantitative angiography. These include the need for reduc-
ing the time dedicated to quantitative analysis during interventional proce-
dures, as well as obtaining reliable measurements in unfavorable conditions,
such as in vascular segments with complex luminal morphology resulting
from percutaneous intervention [1-5]. The role that videodensitometry may
play in the solution of these problems has barely been explored and is still
unclear, although from a theoretical point of view it may offer at least two
major potential contributions [6]. Firstly, when videodensitometry is used
measurements can be performed from any angiographic projection, facilitat-
ing data collection and avoiding cumbersome and time-consuming analysis
in orthogonal angiographic projections. Secondly, since luminal cross sec-
tional area is calculated directly from the densitometric profile, no assump-
tions on luminal morphology are required, a fact that may contribute to a
more realistic appraisal of the result of the intervention. The reliability
of these appealing features in clinical practice, although supported by the
theoretical background of the technique and by experimental work, is still
controversial [7-15].

In this chapter we intend to perform a critical appraisal of the potential
strengths and applications of videodensitometry technique that are appealing
for the interventional cardiologist, as well as the problems underlying current
state-of-the-art of the technique. Some of the theoretical principles of video-
densitometry that are relevant for the understanding of these aspects are
also discussed. Finally, the potential use of combined geometric and videod-
ensitometric quantitative angiographic analysis is discussed.

Quantitative coronary angiography was born as an attempt to reduce the
variability associated with visual quantification of stenosis severity and to
extrapolate information on their hemodynamic severity [16-20]. During the
last decade, the generalization of the use of percutaneous revascularization
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using balloon angioplasty and other techniques such as coronary atherectomy
and stenting has potentiated the use of coronary angiography. As a result of
the growing complexity of these procedures, the information obtained has
to be used not only to provide the operators with reliable information as to
the severity of the stenosis, but also on aspects relevant to procedural de-
cisions. Matching the size of the interventional device to the artery is required
in order to reduce vessel damage during recanalisation that may lead to acute
vessel occlusion and late restenosis [21, 22]. Objective information on the
changes in luminal dimensions obtained by the technique during the proce-
dure may be required in order to decide on whether discontinuation of the
procedure or further recanalisation is needed [2, 4]. For the researcher,
quantitative angiography is a basic tool in assessing not only the primary
efficacy of a particular technique, but also to assess luminal renarrowing in
the long term [23].

As a result of these requirements, the use of on-line quantitative angio-
graphic analysis is now experiencing an exponential growth. Most available
digital angiographic systems have in-built algorithms for automated quantifi-
cation of coronary stenosis. However, since the application of the methodol-
ogy used in off-line angiographic analysis is cumbersome and time consuming
during interventional procedures, the development of new, simplified forms
of analysis are required. Furthermore, a similar degree of accuracy is needed
during all the stages of the interventional procedure.

To understand the potential contribution of videodensitometry to these
problems, in this chapter we review the basic principles underlying its tech-
nique. The original contributions from our group on the use of videodensito-
metry found in the text are based in the use of the Coronary Angiography
Analysis System, which has been discussed in detailed in other chapters of
this book and elsewhere [24-27].

Estimation of luminal area using edge detection and videodensitometry

The basic difference between videodensitometric and geometric analysis of
the angiogram is that the former measures luminal area measurements while
the latter yields luminal diameters. Luminal diameters are widely used given
the ease of measurement and the fact that, at first glance similar information
to that used during visual interpretation of the angiogram or hand held
calipers is conveyed. This similarity may be more illusory than real, as the
work by Fleming et al. [28] has demonstrated that a better correlation exists
between visual estimation of stenosis severity and luminal area derived from
quantitative analysis. A potential advantage associated with the use of area
measurements is that it may yield more relevant physiologic information that
luminal diameters [29-33]. However, the calculation of luminal area from
geometric analysis of the angiogram is cumbersome and not always accurate,
the most obvious limitation being that lumen morphology is not always
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circular or elliptical while such asumption is a prerequisite for the calculation
of luminal area from geometric diameter measurements [5, 34, 35].

Although it is well known that the lumen of atherosclerotic vessels can
show a variety of cross-sectional morphologies, it seems that in non-com-
plicated segments circular or moderately elliptical lumina are predominant
[34]. Plaque ulceration, fissuring and thrombosis can, however, cause major
changes in luminal geometry in segments containing complicated plaques
[36, 37]. More importantly, balloon angioplasty and other percutaneous
interventions yield extremely complex luminal morphologies as a result of
tearing of the intima and atherosclerotic plaque, dehiscence of plaque from
the media, and disruption of the deep layers of the vessel wall [5, 35-40].

On these grounds, different solutions have been proposed to solve the
problem derived from using geometric measurements obtained in different
views to calculate the dimensions of non-circular lumina. These include using
the lowest value as an estimate of luminal size [41], producing average values
[42], or calculating luminal area using an elliptical model [43]. In those
approaches the use of true orthogonality of the angiographic views yields a
more accurate estimate than that obtained from non-orthogonal views [44],
although such condition may be difficult to fulfill in clinical practice.

One of the advantages of videodensitometry relies on the fact that luminal
area is calculated without making assumptions on lumen morphology [6].
Videodensitometry is based in the existing relationship between the attenuat-
ing power of the lumen filled with contrast medium and the X-ray image
intensity. From this information a densitometric profile which is proportional
to the cross-sectional area of the lumen is obtained, irrespective of its
morphology. Luminal area is calculated using mathematical expressions such
as

Cross sectional area = (d/pC)ZIn(Io/I)i,

where d is the separation between pixels along the profile direction, p is
the attenuating coefficient for the contrast material in the artery, C is the
concentration of iodine within the artery, Io is the intensity of the X-ray
beam in the absence of the attenuation in the artery, and I is the intensity
of the X-ray beam after passing through the artery. Lets review some of the
limitations and potential sources of error that stem from this basic theoretical
background.

The first obvious requirement to obtain a reliable correlation between
luminal dimensions and videodensity is that a complete replacement of blood
by contrast medium during each injection should be obtained by the operator.
Streaming of contrast would affect not only the detection of the true luminal
borders but also the concentration of iodine within the artery (C in the above
mentioned formula) and therefore the calculation of luminal area from the
densitometric profile. A location of the stenosis as close to the angiographic
isocenter as possible can be easily achieved by proper manipulation of the
table and gantry during the procedure. In this way, pincushion distortion,
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which affects pixel size (d in the same formula) and occurs in a variable
degree in all available X-ray systems, can be minimized, although it can be
further corrected to a great extent during the analysis, using a pre-filmed
grid and specific algorithms [45].

A major problem in videodensitometric analysis is derived from the pres-
ence of overlapping densities corresponding to other anatomical structures
that can interfere during the calculation of luminal area. In order to correct
for such patient structure noise, subtraction of the background has to be
applied to obtain a net cross-sectional videodensitometric profile. Either
information obtained from an identical image obtained prior to the injection
of contrast (mask subtraction) or from the structures adjacent to the artery
present in the same frame has to be used for this purpose. Both systems of
background correction present weak points. The former is affected by patient
motion, particularly respiration, while in the latter the structure-related vari-
ability cannot be fully replaced by the use of linear interpolation. Excessive
background subtraction can occur when other vascular structures located
close to the vessel contour are used by the subtraction algorithm or when
the vessel is located in areas of rapid transition between dark and bright
areas. In those cases, the subtraction can be so intense that the calculated
cross-sectional area may even take a negative value. In 5100 angiographic
frames analyzed with the videodensitometric algorithm of the CAAS system
287 (7%) yielded a negative area value. Several angiographic factors in-
fluence the appearance of this type of error: as shown in Figure 1, the
prevalence of negative readings was significantly influenced by the anatomical
location of the analyzed stenosis, presumably due to a higher prevalence of
branch overlap. Lumen size was also a determinant in this type of error.
Negative area values were more common in vessels of smaller diameter
(2.40 versus 2.67 mm, p = 0.0001) and minimal luminal cross sectional area
calculated from edge detection (0.79 versus 1.92 mm?, p = 0.0001).

Although we have stated that the basic principle of videodensitometry is
the relationship between density and lumen area, it is important to note that
not all brightness observed at the end of the cinengiogram-video chain can
be attributed to the attenuation of the X-ray beam by the opacified vessel
and anatomical structures. X-ray scatter and light reverberation within the
optical systems such as the image intensifier and videocameras (veiling glare)
can contribute in up to 80% of the total light intensity [46]. When no
correction is applied, these measured intensities are introduced in the calcu-
lation of luminal area (I and Io in the above mentioned formula) and may
constitute an important source of error [46, 47]. The contribution of scatter
and veiling glare varies with the location accross the thorax, reaching maxi-
mum values when the coronary arteries are projected in areas with a rapid
transition between the cardiac silhouette and the lung field. This may provide
a partial explanation for the influence that the angulation used has in the
appearance of negative readings in the three epicardial vessels (Fig. 1 A-
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Figure 1.A.

Figure 1.B.

C). The use of proper wedging during image acquisition is thus mandatory
to minimise this source of error.

Finally, a critical point in the calculation of absolute area values with
densitometry is that calibration of the system using a reference videodensito-
metric profile obtained in a segment of known dimensions is required. This
reference profile is usually obtained in a user- or computer-defined disease-
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Figure 1. Prevalence of negative area measurements obtained during videodensitometric analysis
in 5.100 angiographic frames. Negative area measurements result from excessive background
subtraction when other opacified branches located close to the vessel contour are wrongly taken
by the subtraction algorithm as background noise, or when the analysed vessel is located in
areas of rapid transition between dark and bright areas. The results are shown separately for
the 3 major epicardial vessel, showing the absolute and percentage prevalence of negative area
measurements for each individual segment and for the 4 predominant angiographic angulations
used (PA: postero-anterior; RAO: right anterior oblique; LAO: left anterior oblique; and Lat:
lateral view).

free segment serving as a reference area and in which luminal area is calcu-
lated simultaneously from the luminal diameter, assuming that the lumen
has a circular morphology (Fig. 2). When this is not the case, such as in
diffusely diseased vessels, errors in area calculation can occur. Another
potential source of error derived from the dependency of a reference segment
for the calculation of absolute videodensitometric values can be found in the
differences in the attenuating power of the opacified reference and stenotic
segments. Since the column of contrast medium at this reference site is larger
than at the stenotic site, the characteristics of the densitometric profile can
be modified by the so-called beam hardening effect. This phenomenon con-
sists in the selective attenuation of the less energetic fraction of the radiation
produced by the X-ray tube by the contrast column, affecting brightness at
the level of the image intensifier. The differences in the beam hardening due
to the different attenuating power of the contrast column existing at the
reference and stenotic segments can, when not corrected, affect all ulterior
calculations of stenosis severity (Fig. 3).
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Figure 2. Calculation of absolute vessel dimensions by edge detection and videodensitometric
analysis. In edge detection the calculation of minimal luminal diameter (MLD) is obtained by
direct comparison with the diameter of the filmed catheter, which is used to calibrate the system.
Videodensitometry yields a densitometric profile which has to be compared with a segment of
known luminal area. This is achieved by automatic selection of a reference site where it is
asumed that no occlusive atheromatous disease is present and that the lumen is circular.
From the reference diameter (calculated from direct comparison with the coronary catheter as
described above), geometric circular cross-sectional area at the reference site is calculated and
compared with the densitometric profile at the same site. In this way, density units are transfor-
med into area units (mm®). By direct comparison of the densitometric area thus calculated at
the reference site and the smallest densitometric profile in the stenotic segment, minimal luminal
cross-sectional area (MLCA) is derived.

Figure 3. Area error in videodensitometric measurements obtained in precision-drilled circular
phantoms with known dimensions, plotted against the reference diameter used. A significant
relationship exists between these two parameters, suggesting that the ‘‘beam hardening” effect
at the reference site influences the accuracy of videodensitometric measurements at the narrow-
est point.
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Changes in luminal morphology after coronary intervention

How do the discussed advantages and limitations of videodensitometry trans-
late to clinical practice and particularly to the field of coronary intervention?
Videodensitometry has yielded good overall results in validation studies
using engineered phantoms either in vitro [48-51] or after being inserted
percutaneously in animal models [52, 53]. However, it has to be noted that
in most cases phantoms with a circular lumen were used [48-50, 52, 53].
Given the characteristics of these studies (fixed luminal phantom morpho-
logy, absence of wall disruption), the reliability of videodensitometric mea-
surements in circumstances similar to those found after angioplasty has not
been clearly established in a experimental setting. This may explain the
differences found with results obtained in clinical practice, where conflicting
results suggesting a high variability in the obtained measurements has been
reported [7-15].

We have discussed above that the ability to obtain reliable measurements
from a single angiographic view would simplify enormously the use of on-
line quantitative angiography. Although routinely applied in many labora-
tories, little information is available on the variability related with this ap-
proach. When geometric data is used, Lesperance et al. [41] has suggested
that restricting the analysis to the angiographic view in which the stenoses
appears most severe fulfills the degree of accuracy required in clinical prac-
tice. However, the conclusions of this study were strongly limited by the fact
that the angiographic view used was not an independent variable but was
also included in the calculating the averaged area used as an standard.
Videodensitometry is an appealing alternative to edge detection since the
obtained measurements should not be influenced by the angulation used, a
principle supported by experimental in vitro studies [48-51]. Major contro-
versy remains, however, as to the application of this principle in the clinical
field. The correlation for individual measurements obtained in orthogonal
views both before and after balloon angioplasty has been found by different
authors to be high [11], moderate [9] or poor [8]. This correlation has also
been found to be influenced by the stage of the intervention, deteriorating
after balloon angioplasty to an unacceptable level [10].

To shed further light on these topics we have investigated the degree of
agreement between measurements obtained in two orthogonal angiographic
projections during the different stages of balloon angioplasty. Edge detection
and videodensitometry analysis was performed separately in 47 vessels. Our
objective was to test the basic premise of independence of the angulation
used during the different stages of coronary intervention. We also wanted
to compare whether in this regard videodensitometry proved superior to
edge detection. For a fair comparison between both techniques, the study
was restricted to a selected coronary segment with ideal characteristics for
both types of quantitative analysis. The mid right coronary artery was chosen
since in this segment the conditions of non-obliquity and absence of branch
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overlap were easily and consistently achieved. In this regard, the mid right
coronary artery represents an ‘“‘in vivo phantom”, which undergoes typical
luminal changes as a result of balloon dilatation, and that provides an alterna-
tive to the limitations imposed by the use of artificial phantoms with fixed
lumen morphology discussed above.

The correlation between pairs of orthogonal measurements obtained by
using either videodensitometry or edge detection obtained in this work is
shown in Fig. 4. The degree of agreement between these values is further
illustrated with the mean difference between both measurements and its
standard deviation (Fig. 5). Before angioplasty the accuracy of measurements
obtained from a single view is similar using videodensitometry or edge detec-
tion (mean difference —0.05 and —0.01 respectively), although the precision
of edge detection was significantly higher than that of videodensitometry
(standard deviations 0.47 and.0.64 mm® for edge detection and videodensito-
metry respectively, p = 0.023). After balloon dilatation, the agreement be-
tween orthogonal measurements decreased for both videodensitometry and
edge detection. The mean difference between orthogonal values was
—0.15 + 1.43 mm* and —0.56 = 1.53 mm?® for videodensitometry and edge
detection respectively (p < 0.05). To investigate the contribution of vessel
dissection to the observed loss of agreement between orthogonal measure-
ments, the same analysis was applied separately to vessels with and without
dissection (Fig. 6). No significant difference in the mean value or the standard
deviation of the difference between orthogonal values was found between
groups. Finally, at follow-up, the difference between orthogonal views was
0.17 = 1.16 mm? and —0.15 = 0.97 mm? for videodensitometry and edge
detection respectively. No significant difference in the precision of these
measurements was found.

These results show that the agreement between single orthogonal measure-
ments deteriorates significantly after balloon dilatation using either of the
two techniques considered. Observations similar to ours have previously
been attributed to the effect of histopathological changes secondary to the
intervention on angiographic accuracy (5, 7, 8, 10, 54]. These include tearing
of the intima and atherosclerotic plaque, dehiscence of plaque from the tunic
media, and variable degrees of medial and adventitia disruption are known
to be common after balloon dilatation [35].

We also investigated whether the presence of angiographically evident
dissection was responsible for the increased variability between orthogonal
measurements observed after balloon angioplasty. Figure 6 shows that a
similar trend was observed in vessels with and without dissection. This suggest
that lesser or occult changes in vessel morphology probably accounted for
the loss of accuracy of quantitative angiography after balloon dilatation. At
least two kinds of luminal changes may account for this phenomenon. First,
the presence of intraluminal flaps and irregularities not actually identified
angiographically but present after balloon dilatation, as reported in angio-
scopic [38, 55, 56], ultrasound [40, 56, 57] and pathological studies [40].
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Pre PTCA Post PTCA Follow-up

Figure 4. Correlation between minimal cross-sectional area measurements (mm?) obtained in
two orthogonal projections. The results obtained with automated edge detection and videodensi-
tometric analysis are shown separately at the different stages of the study. Reprinted with
permission from the American Heart Journal [65].

Pre PTCA Post PTCA Follow-up

Figure 5. Differences between minimal cross-sectional area measurements (mm?) obtained in
two orthogonal projections with automated edge detection and videodensitometric analysis. All
differences are plotted against the average of each pair of orthogonal readings. The mean
difference is shown as a dotted line. The standard deviation is shown as a shadowed area.
Reprinted with permission from the American Heart Journal [65].

When opacified during angiography, these irregularities may be wrongly
identified as true luminal borders by edge detection algorithms, leading to a
false estimation of luminal diameter. Secondly, the change to non-circular
lumen geometry secondary to balloon dilatation [35]. Pathological studies
have shown that slit-like or very irregular lumens are rarely seen in native
vessels with non-complicated atherosclerotic plaques [34]. This fact may
explain the excellent agreement between orthogonal measurements obtained
with both edge detection and videodensitometry in a in vitro study using
human coronary stenosis [51].
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No dissection Dissection

Figure 6. Differences between minimal cross-sectional area measurements (mm?) obtained in
two orthogonal projections immediately after balloon dilatation. The results obtained with
automated edge detection and videodensitometric analysis are shown separately, as well as those
cases with (+) and without (o) angiographically detectable dissection. All differences are plotted
against the average of each pair of orthogonal readings. The mean difference is shown as a
dotted line. The standard deviation is shown as a shadowed area. Reprinted with permission from
the American Heart Journal [65].

Although the results shown suggest that the use of a single angiographic
view for reliable quantitative analysis is precluded by the overall variability
in orthogonal measurements, it can be observed that videodensitometry was
less influenced by balloon dilatation than was edge detection. This obser-
vation may be related to the discussed theoretical independence from lumen
morphology and to its relative insensitivity to imprecise border positioning
[58]. Although its application may be currently hampered by the technical
limitations discussed above, further progress to their solution may lead to a
satisfactory application of the technique. In this direction, and as reported
in a different chapter of this book, some of the modifications introduced
in recent versions of videodensitometric algorithms show promising results
(Chapter 3, J. Haase).

Videodensitometry: an alternative or a complement of geometric analysis?

In a different chapter of this book (Chapter 3, J. Haase) we reported on the
superiority of videodensitometry on edge detection in the assessment of very
small lumina, while the opposite occurred in large vessels. Previous work has
suggested that videodensitometry and edge detection have complementary
advantages in measuring stented vessels [54, 59]. The question arises as to
whether videodensitometry and edge detection constitute alternative me-
thods of quantification of coronary dimensions or on the contrary constitute
complementary techniques that can be harmonically integrated in a combined
angiographic assessment.

We believe that the use of such combined analysis can offer valuable
information, derived from the fact that both modalities of quantitative angio-
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graphy use different principles in the calculation of luminal area. It has been
discussed above that the pathological changes associated with intervention
are likely to result in a loss of the circular luminal morphology of the treated
vascular segment. It could be hypothesized, therefore, that the discrepancies
between measurements obtained with edge detection (which represents the
“ideal” or ‘“‘expected” luminal area) and videodensitometry (which repre-
sents the “true” or “‘actual” luminal area) may be, in some way, related to
the occurrence vessel wall disruption.

In a previous work from our group [54] coronary stenting with a mesh
device was found to decrease the discrepancy between edge detection and
videodensitometry found after balloon dilatation. This observation could be
explained on the basis that coronary stenting produces a scaffolding effect
on the disrupted vessel wall and restores circular lumen morphology. Discre-
pancies between edge detection and videodensitometry can be observed after
stenting in areas where the scaffolding effect is not complete. Figure 7 shows
the angiographic appearance of a vessel immediately after the deployment of
a Palmar-Schatz stent. Although edge detection analysis suggest a complete
absence of luminal narrowing, a clear discrepancy between edge detection
and videodensitometric dimensions at the point where the two stent subunits
are linked by a single strut is evident. Coronary angioscopy revealed that
this mismatch was due to the protrusion of disrupted vessel wall in the area
where the stent failed to provide complete scaffolding.

Using quantitative angiographic data obtained in 593 patients (710 lesions)
from a multicenter study for pharmacological prevention of restenosis [60],
we have found that the discrepancy between videodensitometric and geome-
trically derived areas increased dramatically after percutaneous intervention.
Videodensitometry and edge detection analysis was performed in 4329 angio-
graphic frames, corresponding to 1443 angiographic angulations obtained
before and after PTCA, and at follow-up. The discrepancy between the two
techniques found immediately after the procedure (0.74 + 0.67 mm?) was
significantly higher than that observed before (0.36 + 0.35 mm?®) or at follow-
up (0.58 = 0.55 mm?) (p = 0.0001).

Interestingly, the observed mismatch also supports some of the current
views on the impact of vessel wall injury caused by coronary intervention on
the degree of subsequent luminal loss during follow up. A direct relation-
shiphas found in a experimental models between these two variables [61] has
also been shown in angiographic studies [62—-64]. We have also studied
whether the discrepancies observed between videodensitometry and edge
detection after balloon dilatation also bore a relation with the subsequent
degree of luminal loss, which might support its use as a surrogate of vessel
wall injury. This is illustrated in Fig. 8, where the mismatch observed imme-
diately after balloon dilatation is correlated with the degree of subsequent
loss, assessed by edge detection analysis.

A graphic explanation of these results can be found in Fig. 9. The presence
of dissections resulting from plaque splits and the formation of an eccentric
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Figure 7. Combined quantitative analysis of a left anterior descending coronary artery lesion
before and immediately after the deployment of a Palmar-Schatz stent. Prior to the procedure
(A) the discrepancy between edge detection (upper diameter function curve) and videodensito-
metry-derived areas (lower curve) was 0.46 mm®. Although after stent deployment (B) edge
detection analysis suggests a complete absence of luminal narrowing, a threefold increase in the
discrepancy between edge detection and videodensitometric dimensions is evident at the point
where the two subunits of the stent are linked by a single strut (area discrepancy = 1.53
mm?)(arrows). Coronary angioscopy revealed that although a regular circular lumen was
achieved at the level of the proximal and distal (C) stent subunits a large flap of disrupted vessel
wall (D, arrows) was present at the point where the stent articulation with a single strut failed
to provide adequate scaffolding, corresponding with the discrepancy between edge detection
and videodensitometric areas.

lumen are factors that contribute to a false appreciation of the results
achieved by coronary intervention by using only the outmost opacified lumi-
nal edges. Pathological studies have shown how this component of luminal
gain is invariably lost during the process of plaque healing. Figure 10A shows
an intravascular ultrasound examination of a coronary segement immediately
after balloon dilatation. A large circunferential dissection that allows opa-
cification of the outmost recesses of the disected plaque yields a wrong
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Figure 8. Regression analysis between the absolute discrepancy in luminal area measurements
obtained with edge detection and videodensitometry after balloon dilatation and luminal loss
developing at follow-up, calculated as the difference between minimal cross sectional area
observed after angioplasty and at follow up.

Pre-PTCA  Post-PTCA Follow-up

Figure 9. A graphic explanation of the pathological changes caused by coronary intervention
that may account for the discrepancies between edge detection (ED) and videodensitometric
(VD) area measurements. Prior to coronary intervention, the predominantly circular lumen
yields a minor area discrepancy between both methods. However, after coronary intervention,
the presence of dissections resulting from plaque splits and the formation of an eccentric lumen
are factors that contribute to major discrepancies between luminal area measurements obtained
by the two techniques, due to differences in the respective calculation methods (using the
videodensitometric profile or assuming a circular cross-section). At follow-up, some of these
features have dissappeared presumably as a consequence of the healing process, which restores
a more circular morphology thus contributing to restoration of the agreement between edge
detection and videodensitometric area measurements.
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Figure 10. Circumferencial plaque dehiscence (white arrows) immediately after balloon dila-
tation as shown by intravascular ultrasound (10A). Opacification of the outmost borders of this
dissection during angiography may lead to a wrong estimation of the true luminal area achieved
by the procedure, which is still compromised by a large plaque in the lumen. Figure 10B
illustrates how at follow-up such component of luminal gain has been lost due to the development
of a relatively small volume of neointimal hyperplasia between the detached plaque and the
arterial wall (black arrows) (patological specimen obtained in a patient with a previous coronary
angioplasty diferent than that shown in 10A). The suboptimal result of angioplasy was not
detected angiographically and the apparent but not actual loss of luminal dimensions during
follow-up must be considered as pseudorestenosis rather than actual significant luminal narrow-
ing.

estimate of lumen gain by edge detection and probably contitutes the sub-
strate for its discrepancy with densitometric luminal area. On the long term,
this type of dissections is filled by neointimal hyperplasia (Fig. 10B), leading
to an overestimation of the actual luminal loss. It is foreseeable that such
pitfalls in the detection of restenosis, or pseudorestenosis, will receive much
attention in the near future as its correction will benefit the essay of different
therapeutic approaches aimed to a preservation of the immediate results of
angioplasty in the long term. In this regard, the combined use of videodensi-
tometry and edge detection may constitute an alternative to more complex
techniques of intracoronary imagig, such as intravascular ultrasound or angio-

scopy.
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PART TWO: The QCA core laboratory: Practical less ons
learned and application to clinical practice

6. Post-angioplasty lesion measurement variability of
the cardiovascular angiographic analysis system

DAVID P. FOLEY, JAAP DECKERS and PATRICK W. SERRUYS

Introduction

Percutaneous transluminal coronary angioplasty is now a widely practised
technique for coronary revascularization. Acute procedural success has been
considerably improved by continuing development of adjunctive catheter and
radiographic imaging technology so that approximately 95% of all lesions
can be safely dilated without the consequential occurrence of major adverse
per-procedural cardiac events [1, 2]. Restenosis, a fibroproliferative hyperpl-
asic healing response to arterial wall injury imparted during intervention,
continues to represent the most significant obstacle to maintained long term
success after coronary balloon angioplasty, and has rightfully been called the
Achilles’ heel of the percutaneous approach to revascularization [3].
Multiple clinical studies of various prospective pharmaco-biological agents
and alternative revascularization devices have already been completed with
no effective approach for prevention or control of the restenosis process
clearly emerging from the morass of data already accumulated [4-7]. Many
further clinical studies are, thus, in the planning, recruitment, randomization
or analytical stages. The approach to analysis and presentation of results
of these studies has varied widely over the years with different clinical,
physiological/functional or anatomic/angiographic end-points being em-
ployed [6, 8-10]. There is now a consensus that complete angiographic
follow-up is required in clinical studies to assess the development of coronary
luminal renarrowing in the months after intervention, since the sensitivity and
specificity of clinical evaluation and non-invasive functional investigations are
known to be give incomplete, ambiguous and unsatisfactory results [8, 9,
11-14]. Despite its shortcomings, angiography is the only widely available,
objective and reproducible method by which to evaluate the outcome of
interventions. Furthermore, quantitative computer assisted analytical tech-
niques are now considered the gold standard for accurate and precise mea-
surement of luminal dimensions recorded by the cine-angiogram [15-20].
Digital subtraction angiography provides high quality images for on-line
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analysis by recently adapted quantitative angiographic computer software
packages [21, 22]. Developments in the approach to description of the angio-
graphic immediate and long term outcome of percutaneous revascularization
have been evolving at a rate complementary with these technological ad-
vances [14, 23, 24]. There is now a substantial body of opinion which holds
that a continuous approach to presentation of the immediate and long term
results of intervention is more meaningful and realistic than the traditional
categorical approach of “restenosis rate” [6, 14, 20, 231. Furthermore, there
is corroboratory evidence from a number of groups suggesting that the
degree of long term luminal renarrowing during follow up after successful
intervention is directly proportional to the degree of initial angiographic
luminal improvement achieved at intervention [23-27]. This relationship is
remarkably similar to the wall injury/intimal hyperplasia relationship which
has been demonstrated in experimental studies [28].

The potential for lesion measurement inaccuracy due to the use of percent
diameter stenosis has been highlighted by our group in the past and we have
advocated the application of absolute luminal measurements [14, 15, 29].
Post-mortem [30, 31] and in vivo intravascular ultrasound [32] studies have
confirmed that an arbitrarily selected “normal” or ‘“reference” segment is
frequently diseased and narrowed or ectatic, so that angiographic percent
diameter stenosis values may significantly under- or over- estimate the degree
of luminal obstruction. It is becoming more widely accepted that the use of
absolute luminal measurements is thus more objective and reproducible
than% diameter stenosis for the purposes of clinical interventional studies
[9, 14].

The evolving spectacle of the “Achilles’ Heel” of restenosis indicates that
great care and attention must be paid to the accurate and precise measure-
ment of coronary luminal dimensions, in the context of ‘“‘restenosis pre-
vention studies”. This is particularly important post-intervention, when in-
timal dissection is only appreciated by angiography in one third of cases [33],
whereas IVUS [34-37] and angioscopy [38] reveal its occurrence in the
majority. In addition, the angiographic luminal contour post-PTCA is often
described as being hazy and indistinct and the presence of intraluminal
thrombus is sometimes noted. These features may interfere with accurate
luminal measurement from the coronary angiogram, leading to misrepresen-
tation of the true dimensions [39]. For these reasons the accuracy and preci-
sion of post-PTCA luminal measurements using the CAAS system has been
called into question [39]. Since the initial studies investigating the short,
medium and long term variability of this computer-based analysis system [40]
were carried out in 1985, in larger coronary vessels and under different
angiographic conditions than are routinely applied today [41, 42] and did not
investigate the post-angioplasty measurement variability, the objective of this
study was therefore to provide this information.
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Methods
Patients

The study population was made up of 106 patients who underwent coronary
angiography before, immediately after and 24 hr after coronary balloon
angioplasty.

As shown in Table 1, the patient population is demographically repre-
sentative of modern clinical experience with coronary balloon angioplasty.
All patients had symptomatic obstructive coronary artery disease of one or
more vessels, which was deemed suitable for treatment by PTCA. Full
written informed consent was obtained by each patient prior to study entry.
The PTCA procedure was carried out according to the routine practice of
the individual interventionalist.

Special features of the study

The particular precautions taken in this study which facilitate the investi-
gation of the post-PTCA lesion measurement variability of the CAAS system
were:

1. Performance of coronary arteriography in exactly the same projections
post-angioplasty and at 24 hr (““‘multiple matched projections”),

2. Optimal vasomotion control pre-angiography using intracoronary bolus
injections of isosorbide dinitrate or glycerol trinitrate,

3. Each patient was fully anticoagulated until after the 24 hr angiogram, so
that any luminal changes occurring during the 24 hr period would be
unlikely to be due to intracoronary thrombus formation and thus attribu-
table to a morphological change.

Coronary angiographic procedures to facilitate qantitative analysis

Angiograms were carefully recorded with the requirements of the computer
analysis system in mind ie. avoidance of projections in which the spine or
other structures, or closely parallel or overlapping side-branches, obscure
the vessel segment of interest; filming of the lesion and segment of interest
as close to field centre as possible, and in at least 2, preferably orthogonal,
projections for the right coronary artery, and at least three projections for
the left coronary artery, ideally at the end of a full inspiration; optimal
contrast opacification of the coronary arteries for at least 3 complete cardiac
cycles; optimal kilovoltage adjustment to avoid overexposure of the cinefilm;
removal of guidewire and balloon catheter for the final post-PTCA angio-
gram; appropriate use of the metal indicators provided by the core laboratory
to identify the administration (and timing) of various relevant medications
(especially intracoronary nitrate); to enable accurate calibration, the con-
trast-empty angiographic catheter [43] (at least 7 french) is filmed prior to
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Table 1. Patient demographics.

Clinical features:

Age 58 (35-74)
Males 83 (78%)
Previous MI 39 (37%)
Diabetes mellitus 5(5%)
Hypertension 32 (30%)
Current smokers 25 (24%)
Angiographic coronary disease pattern:
Single vessel disease 87 (82%)
Two vessel disease 17 (16%)
Triple vessel disease 2 (12%)
CCS functional classification:
IorIl 59 (56%)
III or IV 47 (44%)
Medication:
Long acting nitrates 51 (48%)
Betablockers 80 (75%)
Calcium antagonists 72 (68%)
Acetyl salicylic acid 88 (83%)
Angiographic location of dilated segments:
Left anterior descending 42 (40%)
Circumflex 32 (30%)
Right coronary artery 31 (29%)
Left main stem 1(1%)

each contrast injection (ideally, but not necessarily, in the centre of the
fluoroscopic field), and after the procedure, the distal 20 cm of each catheter
used is severed and enclosed with the angiogram for micrometric measure-
ment by the core laboratory.

In the core laboratory, angiographic analysis is carried out by independent
analysts without any knowledge of clinical details on end-diastolic cine-frames
selected for analysis by 2 experienced blinded cardiologists.

Comprehensive quantitative analysis is carried out on all angiograms,
including minimal, mean and maximal luminal diameter, interpolated refer-
ence diameter, lesion length, plaque area, lesion symmetry, percent diameter
stenosis and other measurements not employed in this study, viz. lesion
entrance and exit angles, theoretical poiseuille and turbulence resistance,
theoretical transstenotic pressure gradient, segment roughness. In addition
videodensitometric measurements of minimal luminal cross sectional area,
reference area and area stenosis are provided.

The theoretical basis of and methodological approaches to both the geo-
metric and videodensitometric analyses has been extensively described in
previous publications from our group [19, 40, 44].
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Statistical analysis

Statistical analysis was carried out with the help of a standard commercially
available statistical software package (BMDP, Berkely California). Quanti-
tatively measured and derived values are given as mean * standard deviation.
Paired Student’s t-tests are used to determine differences between angio-
graphic measurements post-PTCA and at 24 hr and Pearson’s product mo-
ment correlation coefficient is used to describe the correlation between these
measurements. Accuracy and precision of measurements obtained from the
immediately post-PTCA angiogram are defined according to the method
suggested by Bland and Altman [45] i.e. the accuracy is the mean difference
between the measurement immediately post-PTCA and that at 24 hr and the
precision (or measurement variability) is the standard deviation of this mean
difference, using the 24 hr measurement as the standard against which to
compare the measurements obtained immediately post-PTCA.

Cumulative frequency curves are used to display the distribution of the
angiographic measurements post-PTCA and at 24 hr.

Results

Among the 106 patients who underwent successful balloon dilatation and
quantitative angiographic evaluation both post-PTCA and at 24 hr, the aver-
age reference vessel diameter (interpolated reference diameter was 2.67 mm
pre-PTCA, the mean minimal luminal diameter was 1.03 mm and mean
percent diameter stenosis 61%. Videodensitometry revealed the average
reference area to be 5.95 mm?, with a minimal cross sectional area of 0.92
mm?* and an area stenosis of 85% (Table 2).

Balloon angioplasty effected an increase in minimal luminal diameter and
cross sectional area to 1.72 mm and 2.57 mm?® respectively, with a concomi-
tant decrease in% diameter stenosis and area stenosis to 36% and 58% respec-
tively. The dilatation process also caused a significant increase in measured
reference diameter to 2.72mm (p <.01) and in the reference area to
6.10(mm”) (p = 0.04).

No significant change was observed in minimal luminal diameter (Fig. 1b)
or in minimal luminal cross sectional area (Fig. 1b) from post angioplasty to
24 hr (Table 2). Both reference diameter (Fig. 2a) and reference area (Fig.
2b) increased significantly during the 24 hr period, from 2.72 to 2.83 mm
(p < .0001) and 6.1 to 6.61 mm? (p < .0001) respectively. Due to the increase
in reference diameter, a significant increase was also observed in percent
diameter stenosis (Fig. 3a), from 36% post angioplasty to 39% at 24 hr (p =
.0005). The increase in reference diameter was also responsible for the
observed increase in plaque area from 4.30 mm? to 4.92 mm’ (p < .0001)
(Table 2). Despite the significant increase in reference area, percent area
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Table 2. Quantitative angiographic measurements pre, post and at 24 hr (means of multiple
matched projections) given as mean * sd.

Pre Post 24hr Mean diff. p Value of
24 hr - post.  mean diff.
(paired

student’s t)

Minimal luminal

diameter (mm) 1.03 = .40 1.72 £ .36 1.72 = .39 0.007 £0.20 0.74
Minimal luminal

cross sectional

area (mm?) 0.92 = .85 2.57+1.51 2.64 =153 0.07 = .85 0.42
Percent area
stenosis (%) 84.9 +10.3 57.9+12.8 59.8 £ 14.1 1.9+ 14.1 0.17

Lesion length (mm) 591195 571=1.78 575+ 1.79 0.05+1.3 0.72
Lesion symmetry

(ratio) 0.57+0.20 0.50 £0.20 0.49 = 0.18 —-0.02+0.20 0.37
Vessel size

(interpolated

reference

diameter)(mm) 2.67 = .64 2.72 = .58 2.83 .59 0.11 = 0.18 < .0001
Percent diameter

stenosis (%) 60.6 129 36379 38.7 8.7 24=7.0 .0005
Reference area

(mm?) 595+3.02 6.10x2.73 6.61 =2.93 0.51 = .84 < .0001
Plaque area (mm?) 6.40+339 4.30=x2.35 492 +2.82 0.62+148 < .0001

Figure 1. Cumulative distribution curves showing minimal luminal diameter (1a) and minimal
luminal cross sectional area (1b) post aangioplasty and at 24 hr. It is clear that no significant
difference exists between the curves.



The cardiovascular angiographic analysis system 95

Figure 2. Reference diameter and area measurements post angioplasty and at 24 hr displayed
as cumulative distribution curves. Clearly significant increase from post to 24 hr is evident for
both paramaters (Table 2).

stenosis (Fig. 3b) did not change significantly during the 24 hr period (Table
2), nor did lesion length or lesion symmetry.

The accuracy of minimal luminal diameter measurement post angioplasty
by the CAAS system was, thus, 0.007 mm and the precision +0.20 mm (Table
3). Similarly, the accuracy and precision of reference diameter measurement
were 0.11 mm and *+0.18 mm respectively. Minimal luminal cross sectional
area2 was measured with an accuracy of .07 mm? and a precision of +0.85
mm-.

Considering quantitative measurements obtained from each individual
projection post-PTCA and at 24 hr as separate measurements, there were a
total of 308 matched views analyzed in the 106 patients (Table 4). The sub-
segmental site of the lesion did not vary from post to 24 hr. As with the
mean overall findings, there was no significant difference in minimal luminal
diameter, minimal luminal cross sectional area, lesion length or symmetry

Figure 3. Cumulative distribution of percent diameter stenosis (2a) and percent area stenosis
(2b) post angioplasty and at 24 hr. A significant increase in percent diameter stenosis is evident
(Table 2) and a minor, insignificant increase in percent area stenosis.
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Table 3. Accuracy and precision of luminal diameter measurements post angioplasty
compared with 24 hr

Accuracy Precision
Minimal luminal diameter (mm) 0.007 +0.20
Minimal luminal cross sectional area (mm?) 0.07 +0.85
Reference diamater (mm) 0.11 +0.18
Reference area (mm?) 0.51 +0.84
Percent diameter stenosis 2.4% 7%
Percent area stenosis 1.9% 14%

Table 4. Quantitative angiographic measurements from individual matched projections post
and at 24 hr (given as mean =* sd)

Post 24 hr Mean diff. p Value of
(24 hr - post)  mean diff.
Lesion site (subsegment 1-6) 2.44 = 1.1 243+1.2 -0.01 .73 0.75
Minimal luminal diameter
(mm) 1.70 = .40 171+ 41 0.008 =0.27  0.60
Minimal luminal cross
sectional area (mm?) 2.45+1.63 2.50 = 1.63 0.05+1.3 0.50
Percent area stenosis (%) 59.0x18.4 61.3 £19.6 22212  0.07
Lesion length (mm) 572235 5.81 £2.42 0.09+2.07 045
Lesion symmetry (ratio) 0.50 = 0.27 0.49 = 0.26 0.01 £0.31 0.70
Vessel size (interpolated
reference diameter)(mm) 2.70 = .60 2.82+ .59 0.12+0.29 < .0001
Reference area (mm?) 6.01 £2.81 6.55 £2.95 054135 <.0001
Percent diameter
stenosis (%) 36.5+10.4 39.0x11.0 2.5+£10.0 <.0001
Plaque area (mm?) 429+2.92 491 +3.55 0.62+2.49  <.0001

from post-PTCA to 24 hr angiography. Significant increase in reference dia-
meter, reference area and percent diameter stenosis were observed, as well
as a trend toward an increase in area stenosis, in agreement with the mean
overall results.

Discussion

The increasing use of intravascular ultrasound devices and coronary angio-
scopy has provided incontrovertible evidence that the coronary angiogram
provides incomplete and frequently inaccurate and misleading information
regarding coronary anatamo-pathology, most particularly in the context of
diffuse multivessel atheromatous disease, as well as post angioplasty [32,
34, 35, 38]. Although percutaneous revascularization procedures are being
increasingly applied to more complex clinical syndromes, the vast majority
of balloon angioplasty procedures are still carried out for predominantly
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single lesion disease [41,42]. Despite its limitations, contrast angiography is
still the only universally available coronary imaging modality for clinical
practice and indeed for large multicentre clinical studies [9]. Computer as-
sisted quantitative analysis of angiographic images has provided an objective
and reproducible approach to measurement of luminal obstructions and has
properly replaced visual and user dependent techniques [16, 18, 46, 47]].
However the angiogram recorded immediately after balloon angioplasty pre-
sents theoretical and practical analytical difficulties due to the inherent me-
chanical properties and operational characteristics of the procedure with the
creation of intimal tears and dissections of varying size, ranging from the
angiographically indistinguishable, to the appearance of a false lumen distinct
from and often obstructing the true lumen. Contour haziness, luminal irregu-
larities and filling defects and the creation of eccentric asymmetrical lumen
shapes may circumvent accurate measurements of luminal dimensions by the
two dimensional angiogram [48]. Nevertheless, these difficulties may be at
least partly adjusted for by using “multiple matched view angiography” to
create a three dimensional impression of the coronary lumen [19, 49].

These characteristic features of the immediately-post PTCA angiogram
have raised the question of the accuracy and reliability of quantitative angio-
graphic measurements immediately after balloon angioplasty [39]. In this
study we have addressed this problem by carrying out repeat angiography in
multiple matched projections 24 hr after angioplasty, as well as immediately
afterwards. We have attempted to perform the study under ideal angio-
graphic conditions with a fixed angiographic table and repetition of exactly
the same angiographic projections for each individual patient at 24 hr as
carried out immediately post-PTCA, and to avoid the potentially con-
founding influence of vasomotion and thrombosis, intracoronary nitrate was
administered pre-angiography and all patients were fully anticoagulated for
the 24 hr period.

Regardless of whether either the mean of the multiple matched projections
(as in standard clinical practice), or by considering each projection as a
separate measurement, no change in minimal luminal diameter (measured
by an edge detection approach), or in minimal luminal cross sectional area
(measured by videodensitometry), was detected from immediately post bal-
loon angioplasty to 24 hr later. Thus, the post balloon angioplasty lesion
measurement accuracy of the CAAS system is less than 0.01 mm and the
variability is 0.2 mm, which in our estimation, is eminently acceptable.
Twice this lesion measurement variability (0.4 mm) identifies, with 95%
confidence, patients, or lesions, in whom a real, detectable (“‘significant”)
luminal decrease (or increase) occurs over time, and three times the vari-
ability (£0.6 mm) will provide 99% confidence for the detection of a real
change in luminal dimensions. While we do not advocate the application of
a categorical approach to evaluation of the long term angiographic outcome
of interventions, it may occasionally be desirable to stratify patients, or
lesions, according to the degree of luminal change developing over time. To
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this end, we suggest the application of the type of objective approach em-
ployed here, but not the actual measurement itself i.e. the use of lesion
measurement variability of the particular measurement system involved, as
the stratification method. The measurement variability may vary from system
to system, and is a vital piece of information necessary for evaluation of
measurement precision, for the purpose of objective comparison of the results
of intervention trials employing different angiographic measurement systems.

The measurement variability observed in this study is considerably differ-
ent from that previously found in patients undergoing diagnostic coronary
angiography a mean of 90 days apart, without therapeutic intervention [40].
The reasons for this difference are many : in the original study published in
1985, mean vessel size was 3.7 mm, compared with 2.7 mm in this study,
and the former study was performed under a self-proclaimed ‘‘worst-case
scenario” i.e. unmatched angiographic projections, no particular care taken
in recording angiograms suitable for quantitative analysis, no vasomotor
control etc., whereas the current study was carried out under ideal angio-
graphic conditions, as outlined previously. Since such procedures are now-
adays routinely performed in all angiographic studies in which our core
laboratory is involved [41, 42], the former study is now of historical and
development interest only and the actual lesion measurement variability
reported is no longer relevant. It is interesting to note that the medium term
variability previously reported was (.20 mm [40], exactly the same as found
in this study. In the previous investigation, the medium term variability was
investigated using vasomotion control and matched angiographic projections
1 hr after the index angiogram, which may explain the concurrence. It is also
noteworthy that recent investigations of the accuracy and precision of off-
line and on-line quantitative angiographic analysis (using insertion of intraco-
ronary stenosis phantoms in a porcine model), revealed the CAAS system,
used off-line, to have an average stenosis measurement accuracy of
—0.07 mm and a precision of =0.21 mm (measured dimension of the phantom
stenoses versus actual phantom dimension) [22]. These findings are collec-
tively indicative of the high level of accuracy and precision of minimal luminal
diameter measurement by the CAAS system even in the aftermath of balloon
angioplasty.

The significant increase in the interpolated reference diameter is responsi-
ble for the observed increase in measured percent diameter stenosis, which
confirms previous reports from our group [29] and reiterates the potential
for inaccuracy and misinformation by preferential use of this approach to the
description of the severity of luminal obstructions. In addition the increase in
plaque area (cross sectional area in mm?) is due to the reference diameter
increase since plaque area is calculated by the CAAS computer from the
detected vessel contours and the diameter function curve (interpolated refer-
ence diameter). Plaque volume in mm® would be a more useful measurement
but current technology cannot as yet provide this type of information. Tech-
nological improvements in the latest quantitative analysis systems may facili-
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tate measurement of luminal volume over a coronary arterial segment using
videodensitometry, but validation studies have yet to be performed.

It is interesting that although the cross sectional reference area (calculated
by videodensitometry) increases significantly from post-PTCA to 24 hr, the
increase in cross sectional percent area stenosis (1.9%), is not statistically
significant. This is probably due to the minor (but statistically not significant)
concomitant increase in minimal luminal cross sectional area (0.07 mm®).
The explanation for the increase in reference vessel dimensions (diameter
and cross sectional area) may be greater effectiveness of intracoronary vaso-
motion control by the same dose of nitrate at 24 hr, relative to immediately
post angioplasty, on the ‘“normal” or relatively disease-free vessel segment.
The vasoconstrictive stimulus caused by the dilatation procedure and the
release of vasoactive substances from the damaged endothelium and platelets
may prevent the immediate realisation of increase in dimension of relatively
undiseased vessel adjacent to the target lesion.

Limitations

The patients selected in this study may be considered, by some interventional-
ists, to be unrepresentative of routine clinical practice in many institutions,
since patients with mainly single lesion single vessel disease were included.
However, it must be remembered that this remains the only proven indication
for coronary balloon angioplasty and that more than 80% of patients re-
cruited in 2 recent major multicentre restenosis prevention trials had similar
coronary disease patterns [41, 42].

Ultimately, comparison of quantitative angiographic with intravascular
ultrasound findings post angioplasty would be the ideal test of accuracy and
precision. Nevertheless, it must be recognised that intravascular ultrasound,
for all its apparent advantages over quantitative angiography, cannot, as yet,
be usefully applied to the evaluation of severe stenoses, or in extremely
tortuous or small vessels, which makes complete pre-interventional assess-
ment impossible in a considerable proportion of lesions treated in daily
practice [34-37]. In addition IVUS is itself dependent on the acquisition of
“good” quality images which may not be obtainable in certain clinical situ-
ations such as the presence of large intimal disruptions after angioplasty [50],
and in the absence of an automated assessment system, is subject to varying
degrees of inter-observer and intraobserver variability for various qualitative
and quantitative morphological features [36, 37]. Until the images provided
by intravascular ultrasound can be more clearly interpreted and the vessel
wall and lumen areas are more objectively and reproducibly quantifiable,
quantitative angiography must still be considered as the “gold standard”.



100 D.P. Foley, J. Deckers and P.W. Serruys

Final conclusions

The accuracy and precision of the post-PTCA angiogram, relative to angio-
graphy carried out 24 hr later are found to be eminently acceptable. Post
balloon angioplasty lesion measurement variability of the CAAS system is
found to be *+0.2 mm. Due to the observed potential for changes in dimen-
sions of the reference segment, the use of percent diameter (or area) stenosis
measurements, in important clinical studies, is discouraged and absolute
luminal diameter (or area) measurements are recommended.
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7. Methodological problems with the quantitative
angiographic assessment of elastic recoil, stretch and
balloon-artery ratio

WALTER R.M. HERMANS, BENNO J. RENSING and PATRICK W.
SERRUYS

Introduction

Percutaneous transluminal coronary angioplasty (PTCA) is an accepted re-
vascularization procedure for treatment of patients with stable and unstable
angina pectoris and for patients with single and multi-vessel disease [1, 2].
Although earlier work has drawn attention to the process of in vivo inflation
of the balloon, in vivo pressure-volume relationship [3] and in vivo pressure-
diameter curves [4], the quantitative analysis of the inflated balloon at the
site of the stenotic lesion has not been emphasized. Visual inspection of the
inflated balloon led to the assumption that, with the use of a pressure as
high as 20 atm, the balloon is fully and uniformly inflated to a diameter in
accordance with the manufacturer’s specification. With the introduction of
computer-based quantitative analysis systems — edge detection and videoden-
sitometry — it became possible to measure the exact diameter and area of
normal and stenotic arterial segments pre- and post-PTCA as well as the
balloon diameter during full inflation. However, conflicting data has been
published about the correlation of post-angioplasty analysis between the two
techniques [5-20]. The inflated balloon has important clinical implications
since it affects the extent of 1) stretch (theoretical maximal gain in diameter
or area during PTCA), 2) elastic recoil (influence the immediate post-PTCA
result) [4, 21, 22] and 3) under- or over-sizing of the lesion (important factor
in the incidence of dissections) [23-26]. In the assessment of these three
parameters, the inflated balloon is used as scaling device and is presumed
uniform along its entire length. However, this assumption has never been
critically analyzed.

The objective of this study was to determine (using 2 quantitative methods)
whether the balloon diameter is uniform along its entire length. In the event
of non-uniformity of the inflated balloon, guidelines will be proposed for the
selection of the balloon diameter for future quantitative studies.
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Materials and methods
Study population and PTCA procedure

The study population consisted of 453 patients (505 lesions) who had under-
gone a successful PTCA at the Thoraxcenter between June 1989 and De-
cember 1989, defined as a less than 50% diameter stenosis on visual inspec-
tion of the post-PTCA angiogram. Patients with stable and unstable angina
were included; patients with acute myocardial infarction (<7 days) and pa-
tients with total occluded lesions pre-PTCA were excluded. Mean age of the
patients was 56 = 10 yr. Of the 505 lesions dilated, 146 were located in the
right coronary artery (RCA), 238 in the left anterior descending (LAD) and
121 in the left circumflex artery (LC).

Medications at the time of the procedure were intravenous heparin and
acetylsalicylic acid. Choice of balloon type (compliant vs non-compliant),
inflation duration, total number of inflations and inflation pressure were left
to the operator. Coronary angiograms were performed before and after
angioplasty, and of the largest balloon size with the highest inflation pressure.

Quantitative coronary angiography

The quantitative analysis of the stenotic coronary segments and the balloon
at maximal inflation pressure was carried out by the Coronary Angiography
Analysis System (CAAS) which has been validated and described in detail
elsewhere [7, 12, 13]. Examples of analyses are shown in Fig. 1.

Single identical views pre-PTCA, post-PTCA and during balloon inflation
were chosen for analysis. For this purpose, the largest balloon filled with
contrast was filmed during the last inflation at maximum pressure. Contrast
medium (Isopaque Cerebral 280 mg I/ml, Nycomed AS Oslo) that is rou-
tinely used for arteriography of the carotid arteries was selected for its high
radiopacity, which enhances the automated edge detection and videodensito-
metric analysis. This contrast medium has a low-viscosity and therefore does
not need to be diluted. Special attention was given to avoid air bubbles in
the balloon when filling with contrast medium.

Edge detection

Any area sized 6.9 X 6.9mm in a select cine-frame (overall dimensions
18 X 24 mm) encompassing the desired arterial segment was digitized by a
high-resolution CCD camera with a resolution of 512 x 512 pixels and 8 bits
of gray level. Vessel and balloon contours are determined automatically
based on the weighted sum of the first and second derivative functions applied
to the digitized brightness information along scanlines perpendicular to the
local centerline directions of an arterial segment or inflated balloon. A
computer-derived estimation of the original arterial or inflated balloon di-



elastic recoil, stretch and balloon-artery ratio 105

Methodological problems

“$30001d UONB[JUI ULIOJIUN-UOU 2Y} MOYs A[1B3[0 sa1ndy 3say], ‘sataydsoune 7T jo arnssard wnwixew
B ] POJRpUI Sem DUB WIW G7'¢ Sem UOO[[eq SIY} JO IZIS [eutwiol Y], (2In3Y Ul UMOYS JOU 3N[BA) WW 66°7 JO ISJ2WEIP DUSIJAI B pUR [T°¢ JO INIWEIP
[BUIIXeW € ‘pg'7 JO UOO[[eq 21} JO [ISUS[ 2INUI Y) ISAC IISWERIP UBSW B ‘WW [('7 JO I3IWeEIP UoO[[eq [BWIUIW B parnseawr 13indwod 3y, “sdraydsowse
71 70 a1nssaid UONEQUI UE YIIM UOO[[EQ PIIBUI oY) moys 3] pue g 21nig - ,anberd o1013[250I5YIE,, 2y} IOJ JINSEIW B JIE SEIR dJIYm YL ‘(amolre
a1ym) Surmorreu [ewixew jo jutod 2y [Iim JUSPIOUI0O Juiod S 18 USYE) SI AN[BA ISJOWEIP USIAST Y], "UOISI] 3y} JO [eIsIp pue [eunxoid simnojyuod oy
woiy pamndwod st sul] I9PWeRIP dUaIFa1 pajejodiur oy], (D—¢g) uoneyur [eunxew FuLNp uooj[eq 3y Jo SB [[9M St ((I°V) UoneIe[Ip UOO[[eq Id)Je pUE
210J2q UONONIISQO Y} JO AITIAA3S oY1 JO ((9AIND IamO[) ANAWOSUSPOSPIA £ PAINSEIW) SAIND UONOUN] BATE 31 pue ((amno raddn) uonoalop 93pa 4q
PaINseaur) sAIND UOHOUNY ISIWRIP o) 318 dFewr oopla ay) uo pasoduwiradng “£1o)ie XagwnoIb € jo uoniod prw e jo weisoidue swely AFulS ] 24151



106 W.R.M. Herman, B.J. Rensing and P.W. Serruys

ameter at the site of obstruction is used to define the interpolated reference
diameter. This technique is based on a computer-derived estimation of the
original diameter values over the analyzed region (assuming there was no
disease present) according to the diameter function. The absolute minimal
values as well as the reference diameter are measured by the computer,
which uses the known contrast-empty guiding catheter diameter as scaling
device. To achieve maximal vasodilatation, either nitroglycerin or isosorbide
dinitrate was given intracoronary for each coronary artery involved pre-
PTCA and post-PTCA [7]. All contour positions of the catheters, the arterial
segments and the inflated balloon were corrected for plncushlon distortion
introduced by the individual image intensifiers.

Densitometric analysis

Densitometry is based on the approximate linear relation that exists between
the optical density of a contrast-enhanced lumen and the absolute dimensions
of the arterial segment. Constitution of the relation between the path length
of the x-rays through the artery or balloon and the brightness values requires
a detailed analysis of the complete x-ray/cine/video chain, including the film
development process [12, 13, 27]. For the first part of the chain, from the x-
ray tube to the output of the image intensifier, we use Lambert Beer’s law
for the x-ray absorption and apply certain models for the x-ray source and
the image intensifier. From the output of the image intensifier up to the
brightness values in the digital image, we use a linear transfer function. The
cross-sectional area of a vessel or balloon is then obtained as follows. The
contours of a selected arterial segment or balloon (in a non-foreshortening
view) are detected by automated edge detection as described above. On each
scanline perpendicular to the local centerline direction of the vessel, a profile
of brightness values is measured. This profile is transformed into an absorp-
tion profile by means of a simple logarithmic transfer function. The back-
ground contribution is estimated by computing the linear regression line
through the background points directly left and right of the detected con-
tours. Subtraction of this background portion from the absorption profile
within the arterial contours yields the net cross-sectional absorption profile.
Integration of this function gives a measure for the cross-sectional area at
the particular scanline. By repeating this procedure for all scanlines, the
cross-sectional area function is obtained. A reference densitometric area is
obtained following the same principles as described above for the diameter
measurements. It is clear that homogeneous mixing of the contrast agent
and the blood must be assumed for the measurements to be correct. The
complete procedure has been evaluated with cinefilms of Plexiglass™ of coron-
ary obstructions [12, 27]. The in vivo validation of the densitometric analysis
is described in a separate chapter (Di Mario et al.)
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Definitions of quantitative derived morphologic parameters

The area (mm®) between the actual and reconstructed contours at the ob-
struction site is a measure of the amount of “atherosclerotic plaque” [12,
28]. The length of the obstruction (mm) is determined from the diameter
function on the basis of curvature analysis. Symmetry is defined as the
coefficient of the left and right hand distance between the reconstructed
interpolated reference diameter and actual vessel contours at the site of
obstruction. In this equation the largest distance between actual and recon-
structed contours becomes the denominator. A symmetrical location of the
lesion has a value of 1 and a severely eccentric located lesion has a value of
0. To assess the extent of coronary bending, the curvature value at the
obstruction site is computed as the average value of all the individual curva-
ture values along the centerline of the coronary segment, with the curvature
defined by the rate of change of the angle through which the tangent to a
curve turns in moving along the curve and which for a circle is equal to the
reciprocal of the radius.

Assessment of stretch, elastic recoil and balloon-artery ratio

Stretch was defined as the ratio between the inflated balloon diameter (mm)
minus the minimal luminal diameter (MLD) of the vessel pre-PTCA and the
reference diameter (RD)(mm) of the dilated segment and this represents the
maximum diameter of the vessel at the time of balloon inflation:

Balloon Diameter - MLD pre-PTCA
RD pre-PTCA

As previously published [12, 13] elastic recoil of the stenosis is defined as
the ratio between the balloon diameter (mm) minus the MLD post-PTCA
(mm) and the reference diameter of the dilated segment and this represents
the early loss in diameter immediately following balloon inflation:

Balloon Diameter - MLD post-PTCA
RD pre-PTCA

Balloon-artery ratio was defined as the ratio between the balloon diameter
and the reference diameter pre-PTCA of the dilated segment and attempts
to describe the extent of balloon under or over sizing of the normal segment
of the vessel:

Balloon Diameter
RD pre-PTCA

Assessment of stretch, elastic recoil and balloon-artery ratio were derived
from videodensitometry by substituting diameter measurements with densito-
metrically measured area measurements.
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Statistical analysis

All continuous variables were expressed as mean values = standard deviation
(SD) (Tables 1, 2) and a t-test was applied to these variables (Table 1). A
p-value of <0.05 was considered statistically significant. To measure the
strength of the relation between the nominal size and the measured balloon
diameter, the product-moment correlation coefficient (r) and its 95% confi-
dence intervals (CI) were calculated. The agreement: between the two mea-
sures was assessed by determining the mean and the standard deviation (SD)
of the between-method difference as suggested by Bland and Altman [29].
This was done by computing the sum of the individual differences between
the two measures to determine the mean difference and the standard de-
viation. The same statistical method was applied to assess the relationship
between the minimal cross-sectional area derived from edge detection and
videodensitometry as well as of the inflated balloon. To assess the relation-
ship between several angiographic morphological variables (area plaque,
curvature, length of the lesion, symmetry) and recoil, a univariate analysis
was performed. To avoid arbitrary subdivision of data, cut off criteria for
continuous variables were derived by dividing the data in three groups so
that each group contained about one-third of the population. The group with
the highest amount of recoil was then compared with the 2 other groups
[30]. This method of subdivision has the advantage of being consistent for
all variables and thus avoids any bias in selection of subgroups which might
be undertaken to emphasize a particular point (Table 3). Analysis was carried
out with a commercial statistical package (BMDP Statistical Software 1990).

Results

Quantitative angiographic lesion characteristics of the 505 lesions dilated and
of the balloon at highest inflation pressure used, are shown in Table 1.

Lesion. minimal luminal diameter increased from 1.09 = 0.31 mm to
1.83 £ 0.40 mm after PTCA with an increase in minimal cross sectional area
from 0.81 * 0.79 mm”® to 2.63 = 1.34 mm?® (p < 0.001). There was a signifi-
cant change in “interpolated” reference diameter after PTCA:
2.70 £ 0.55 mm pre-PTCA and 2.75 + 0.51 mm post-PTCA and in reference
area: 5.98+2.19 mm’ pre-PTCA and 6.13=2.33 mm?> post-PTCA
(p <0.001).

Balloon. The average length of the balloon analyzed was 16.2 = 3.7 mm;
the tapered proximal and the distal part of the balloon were not included in
the analysis (Fig. 1). The average inflation pressure used was 8.3 + 2.6 atm,
the number of inflations varied between 1 and 17 (mean 3.1 times), and the
average inflation time was 255 + 217 seconds. As shown from table 1 the
balloon is not uniformly inflated over its entire length at the highest pressure
used. Quantitative analysis showed a mean difference of 0.59 = 0.26 mm
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Table 1. Quantitative analysis of 505 dilated coronary lesions and inflated balloons

Lesion

Pre-PTCA Post-PTCA p Value
Edge detection
Minimal diameter (mm) 1.09 = 0.31 1.83 = 0.40 0.001
Reference diameter (mm) 2.70 £ 0.55 2.75+0.51 0.001
Length lesion (mm) 6.5x2.5 6.1£2.6 0.001
Plaque area (mm?) 7.09 = 3.79 438 +3.32 0.001
Symmetry value 0.40 = 0.24 0.35=0.21 0.001
Curvature (units) 21.6 £10.9 20.4 +11.2 NS
Videodensitometry
Minimal area (mm?) 0.81 £0.79 2.63 +1.34 0.001
Reference area (mm?) 5.98 +2.19 6.13£2.33 0.001
Balloon
Edge detection Videodensitometry
Minimal diameter (mm) 2.37 £ 041 Minimal area (mm?) 4.39 = 1.61
Mean diameter (mm) 2.64 £0.40
Maximal diameter (mm) 2.96 = 0.44
Reference diameter (mm) 2.75 £ 0.41 Reference area (mm”) 6.09 = 1.82
Nominal size (mm) 2.94 = 0.39

NS = not significant.

Table 2. Variation in the extent of stretch, elastic recoil and balloon artery ratio in 505 dilated
lesions.

Stretch Elastic recoil BAR

Edge detection

Minimal balloon diameter (mm) 0.49+0.18 0.21 £0.15 0.90 = 0.17
Mean balloon diameter (mm) 0.59 +0.18 0.31+£0.15 1.00 = 0.17
Reference diameter of balloon (mm)  0.63 = 0.18 0.35£0.16 1.04 £0.18
Maximal balloon diameter (mm) 0.71 £ 0.20 0.43£0.18 1.12£0.20
Nominal size of balloon (mm) 0.71 £0.21 0.43+0.18 1.12£0.20
Videodensitometry

Minimal area of balloon (mm?) 0.67 =0.37 0.34 +0.32 0.81 £0.36
Reference area of balloon (mm?) 0.98 +0.42 0.65 +0.36 1.12+0.41
Nominal area of balloon (mm?) 1.16 £ 0.54 0.82 £0.45 1.29 £ 0.51

BAR = Balloon-artery ratio.

between the maximal and minimal balloon diameter in case of edge detection
and 1.70 = 0.90 mm” between the reference area and minimal area by videod-
ensitometry.

The manufacturer’s size of the balloon used was 2.94 + 0.39 mm (range 2.0
to 4.2 mm). The mean difference (=SD) in diameter (and the corresponding r
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and 95% CI) between the nominal diameter of the balloon and its in vivo
measured diameter using edge detection were:

0.66 = 0.32 for the minimal balloon (r = 0.67; 95% CI = 0.62 to 0.72),
diameter

0.30 = 0.29 for the mean balloon (r=0.73; 95% CI = 0.69 to 0.77),
diameter

0.19 = 0.31 for the reference balloon (r = 0.71; 95% CI = 0.66 to 0.75),
diameter

—0.02 = 0.33 for the maximal (r =0.68; 95% CI = 0.63 to 0.72)
balloon diameter (Fig. 2 A-D).

Although the nominal size of the balloon during inflation is reached at the
maximal balloon diameter, it appears that the balloon is not inflated at the
theoretical diameter along its entire length. The mean differences (=SD) in
area (and the corresponding r and 95% CI) were calculated using the cross-
sectional area of the balloon, derived from the nominal size assuming a
circular model of the balloon and from videodensitometry measurements
were:

2.53 = 1.56 for the minimal balloon  (r =0.59; 95% CI = 0.53 to 0.64),
area

0.83 = 1.42 for the reference balloon (r=0.70; 95% CI = 0.65 to 0.74)
area (Fig. 2 EF).

Stretch measurement derived from edge detection varied between
0.49 = 0.18 — when the minimal value of the balloon diameter was chosen —
and 0.71 = 0.21 if the nominal size of the balloon or the maximal value of
the balloon diameter was used. When videodensitometry is applied, stretch
measurement varied between 0.67 = 0.37 — when the minimal value of the
balloon area was chosen — and 1.16 * (.54 if the nominal area of the balloon
(derived from the nominal balloon size) was used (Table 2).

Elastic recoil measurements derived from edge detection varied between
0.21 £ 0.15 — when the minimal value of the balloon diameter was chosen —
and 0.44 = 0.18 if the maximal value of the balloon diameter was used. With
videodensitometry, elastic recoil measurement varied between 0.34 + (0.32
using the minimal value of the balloon area and 0.82 + 0.45 using the nominal
area of the balloon (derived from the nominal size) was used (Table 2).

Table 3 shows the influence of the selected balloon diameter on the
univariate analysis of elastic recoil. For each morphologic parameter, differ-
ent levels of significance were observed. For instance, the degree of curvature
was significantly related to the recoil phenomenon when the value of the
minimal, mean or reference balloon diameter was selected. However, the
relation is no longer significant if the maximal value of the balloon diameter
or the nominal balloon size was considered. The amount of area plaque is
significantly related to the recoil phenomenon with less plaque giving more
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Figure 2. Four different balloon diameters measured by edge detection versus the nominal size
of the balloon (A-D) and 2 different balloon area’s measured by videodensitometry versus the

nominal area of the balloon (EF).
Mean Dif = SD = Mean Difference and Standard Deviation between the measured balloon

diameter (area) and the nominal size (area) of the balloon.
r = correlation coefficient with regression line.
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Figure 3. The balloon-artery ratio versus the reference diameter pre-PTCA. Depending on
whether the minimal or the maximal balloon diameter is used, a single balloon inflation may
be judged to be under sized (ratio <1) or over sized (ratio >1). Over sizing occurs more
frequently in small vessels and under sizing more frequently in large ones.

elastic recoil. This is of significance for all selected balloon diameters or
areas except when the minimal value of the balloon diameter was selected.

Balloon-artery ratio derived from edge detection varied between
0.90 = 0.17 when the minimal value of the balloon diameter was chosen, and
1.13 £ 0.20 with the maximal value. With videodensitometry, the balloon-
artery ratio varied between 0.81 * 0.36 (with the minimal value of the balloon
area) and 1.29 + 0.51 when the nominal area of the balloon was selected
(Fig. 3 A, B).

Comparison between edge detection and videodensitometry in the assess-
ment of lesion severity pre- and post-PTCA, of the inflated balloon and of
stretch and elastic recoil.

Lesion and balloon

The mean difference (+=SD) between the minimal luminal cross-sectional
area pre-PTCA, post-PTCA and of the balloon derived from edge detection
(assuming a circular cross-section) and measured by videodensitometry are
0.11 = 0.50 mm? pre-PTCA, 0.11 = 1.04 mm? post-PTCA and 0.16 = 0.89
mm”, respectively (Fig. 4). Figure 5 shows the relationship between stretch
and elastic recoil assessed by edge detection and videodensitometry using
the minimal luminal diameter or area of the balloon. The mean difference
(=SD) between the 2 measurements are respectively 0.00 + 0.19 for stretch
and 0.00 = 0.24 for elastic recoil.

Discussion

This study showed that the balloon is not uniformly inflated at the highest
pressure used. A maximal difference of 0.59 *+ 0.26 mm in balloon diameter
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Figure 4. The mean difference (£SD) between the minimal luminal cross sectional area pre-
PTCA (A), during balloon inflation (B) and post-PTCA (C) derived from edge detection and
videodensitometry.

Figure 5. A: The relation between stretch using edge detection and videodensitometry (the
minimal luminal diameter or area of the balloon).

B: The relation between elastic recoil using edge detection and videodensitometry (the
minimal luminal diameter or area of the balloon).

was measured at an average inflation pressure of 8.3 atmospheres. Histologic
studies have shown that the vast majority of atherosclerotic plaques in human
coronary arteries are composed of dense fibrocollagenous tissue with varying
amounts of calcific deposits and smaller amounts of intracellular and extra-
cellular lipid (“hard plaques’) [31]. Certain parts of plaques may restrict
complete balloon expansion and explains the pattern of non-uniformity. It
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has been the common clinical experience of many operators that some lesions
will not yield even at inflation pressure up to 20 atmospheres. Recently
intravascular ultrasound images have confirmed during coronary angioplasty
this non-uniform inflation pattern (Personal communication, Dr Jeffrey
Isner).

Edge detection and videodensitometry

Ideally in the assessment of stretch and elastic recoil, the measurement of
interest is the precise relationship between the cross-sectional area of the
vessel and the balloon at the site of the obstruction. It might be assumed
that at each stage of the procedure, the luminal area of the vessel at the
stenotic site is not circular so that the geometric evaluation (assuming a
circular model) of stretch and the recoil phenomenon might be misleading
particularly after the disruptive effect of balloon angioplasty. As earlier
reported, the use of edge detection may be limited in the analysis of dilated
lesions immediately following angioplasty [9, 13] because acute tears and
dissections distort the anatomy. From a theoretical point of view, a videoden-
sitometric approach seems to be the ultimate solution in measuring the vessel
and balloon cross-sectional area in a single angiographic view. Although
densitometry is independent of geometric shape, this technique seems to be
more sensitive than edge detection to densitometric non-linearities (X-ray
scatter, image intensifier veiling glare and beam hardening), oblique projec-
tion of the artery and overlap with other structures. Furthermore its appli-
cation is limited in the presence of branch vessels that may cause errors in
the background correction technique and in situations where the X-ray beam
is not perpendicular to the long axis of the vessel [16]. In the present study
it was felt that the videodensitometric approach was used in relative optimal
condition since the inflated balloon was filmed in the least foreshortened
view (for safety reasons), thereby avoiding large errors due to potential
changes in background scatter and veiling glare. During inflation of the
balloon, the surrounding coronary vessels were not opacified and in this way
minimizing the problems related to the background correction. However, the
analysis of the lesion remains subject to the well known pitfalls (mentioned in
the previous paragraph) encountered with the videodensitometric technique.
Despite the well known technical limitations, the assessment of stretch and
elastic recoil by videodensitometry did not significantly differ from the assess-
ment derived from edge detection and both techniques might be used in the
future on-line in the catheterization laboratory during coronary angioplasty.

Compliant versus non-compliant balloons
In this study, the choice to use a compliant or non-compliant balloon during

PTCA was left to the operator. In 241 lesions a non-compliant balloon (209
balloons were made from polyethylene terephthalate (PET) and 32 balloons



116 W.R.M. Herman, B.J. Rensing and P.W. Serruys

were made from hydracross) and in 264 lesion a compliant balloon (236
balloons were made from polyethylene (PE) and 19 balloons were made
from polyvinylchloride (PVC) and 9 balloons were made from polyolefin
copolymer (POC)) was used for dilatation. A significant difference was ob-
served for the symmetry measurement (0.42 + 0.25 in the non-compliant
balloon group versus 0.37 = 0.23 in the compliant balloon group, p < 0.03)
and for the highest balloon pressure used (9.0 = 2.7 in the non-compliant
balloon group versus 7.6 = 2.2 in the compliant balloon group, p < 0.001).
Although no differences between the two groups in minimal lumen diameter
or area pre-PTCA and post-PTCA, reference diameter or area pre-PTCA
and post-PTCA, diameter stenosis or area stenosis pre-PTCA, nominal bal-
loon size, calculated stretch, elastic recoil and the balloon-artery ratio was
observed, there was a significant difference in post-PTCA diameter stenosis
— with a better result in the group where lesions were dilated with a compliant
balloon type (diameter stenosis of 32% versus 34% in the non-compliant
balloon group). It is possible that this difference is caused by the type of
lesions dilated (different symmetry) or due to the maximal balloon pressure
used. A comparative study is warranted to investigate if this difference in
post-PTCA result between the 2 groups is significant or that it reflects differ-
ences in selection.

Which measured balloon diameter should be used in the quantitative
assessment of stretch, elastic recoil and balloon-artery ratio?

It is clear from our study that the nominal size of the balloon listed by
the manufacturer should not be used in the assessment of stretch and elastic
recoil of the stenotic lesion or in the assessment of the balloon-artery ratio
because the nominal size is not reached at the stenotic site even at an average
pressure of 8.3 atmospheres.

To determine the actual amount of stretch at the obstruction, we propose
to use the minimal diameter or area in the balloon during inflation as this
persistent encroachment of the balloon during inflation presumably localizes
the non-distensible part of the stenosis that restricts the dilatation. Even
more accurate would be a superimposition of the two diameter functions of
the dilated vessel and inflated balloon to continuously assess stretch over the
entire length of the dilated lesion (Fig. 6).

Recently Monson et al. [4] studied in 27 patients the angiographic patterns
of balloon inflation during PTCA. Videodensitometry was used to measure
the diameter of the inflated balloon and of the lesion pre-PTCA and post-
PTCA. They defined recoil as the ratio between the balloon diameter at 6
atmospheres and the coronary diameter after angioplasty. They found that
the nominal size of the balloon was almost never reached over the entire
length of the balloon. Our data is in agreement with there observation (Table
1).

Any analysis of factors affecting the recoil phenomenon, will be greatly
influenced by the selection of the value of the balloon diameter or area
(minimal, mean, maximal, reference or nominal) used for the calculation of
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Figure 6. In this example the minimal luminal diameter of the lesion pre-PTCA and during
balloon inflation are 1.22 mm and 2.87 mm respectively. The interpolated reference diameter
for the lesion is 2.87 mm and for the balloon 3.22 mm. The nominal size of the balloon is
3.5 mm. Theoretically the maximal gain is 3.50-1.22 = 2.27 mm. However, due to the athero-
sclerotic plaque in the vessel wall, complete balloon expansion was not achieved. Stretch of the
lesion was (2.87-1.22)/2.87 = 0.57. The upper line represents the diameter function curve of
the balloon over the entire length of the balloon at maximum inflation pressure. The lower line
represents the diameter curve pre-PTCA. The 2 interpolated reference diameter lines are also
shown (see arrows). The difference between these 2 lines represents the balloon-artery ratio
/11. It is clear that in this example oversizing took place: the interpolated reference diameter of
the balloon is 3.22 mm and of the stenosis 2.87 mm,; this results in a balloon-artery ratio of 1.12.
In this case, the minimal diameter of the balloon and the lesion are localized at the exact same
spot; however this is not always the case.

the elastic recoil. Our group earlier reported, that more elastic recoil was
seen in asymmetric lesions (<0.37), lesions located in less angulated parts
of the artery (<12.5 units) and in lesions with a small plaque content (<4.7
mm?) [12]. In that latter study, the mean diameter (derived over the entire
length) of the balloon was used. Table 3 shows the influence of the selected
balloon diameter or area on the univariate analysis of factors affecting elastic
recoil. From this table it is clear that small area plaque (<5.08 mm?) and
lesions located in less angulated parts of the vessel (curvature <16.3 units)
are significantly or not significantly affecting the recoil phenomenon of the
lesion depending on the balloon diameter chosen for analysis.

To accurately assess the extent of elastic recoil at the site of severest
luminal narrowing we suggest to use the minimal value of the balloon di-
ameter or area as this measurement presumably reflects the narrowing per-
sisting at the site of the stenosis during dilatation. Even more accurate would
be a superimposition of the two diameter functions of the dilated vessel and
inflated balloon to continuously assess elastic recoil over the entire length of
the dilated lesion (Fig. 7).

In the present study, the balloon-artery ratio derived from edge detection
varied between 0.90 = 0.17 (undersized) and 1.13 = 0.20 (oversized) is se-
lected (Fig. 3).

Roubin et al. [23] defined the balloon-artery ratio by estimating the so-
called normal lumen of the coronary artery by direct visual comparison to
the known diameter of the guiding catheter used. Then the patients were
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Figure 7. The upper line represents the diameter function curve of the balloon; this shows what
maximally was achieved during PTCA. The lower line represents the diameter function curve
post-PTCA. //// = elastic recoil; represents what is lost in diameter immediately post-PTCA.
Post-PTCA the minimal luminal diameter is 1.70 mm. Immediately post-PTCA (2.87-
1.70)/2.87 = 0.41 is lost due to elastic recoil. The ratio of elastic recoil is not necessarily at its
maximum at the minimal obstruction site of the vessel.

randomized to a (nominal) balloon size smaller or larger than this so-called
normal lumen. They found more acute complications with a balloon size
greater than the so-called normal lumen. Nichols et al. [24] compared the
diameter of the inflated balloon to a normal artery (in most cases proximal
of the stenosis) adjacent to the stenosis (user-defined). In this study, balloon
sizes provided by the manufacturer’s were used. They concluded that the
interventional cardiologist should approximate or slightly exceed the di-
ameter of the normal arterial diameter in order to achieve optimal angio-
graphic results with minimal dissections and minimal residual stenosis since
oversized balloons (ratio >1.3) caused a higher incidence of dissections.

Over and under sizing of the balloon with respect to the vessel dilated
always refers to the non-diseased part of the vessel as over sizing of the
stenotic lesion itself always takes place (Fig. 6). So in theory, the nominal
size of the balloon and the non-diseased diameter pre-PTCA should be used
for the balloon-artery ratio. However, the present data shows that although
the nominal size of the balloon is reached during inflation (Table 1) this
maximal value represents only one point over the entire length of the balloon.
The “reference diameter” of the balloon reflects the actual size of the balloon
during inflation in the non-diseased part of the vessel. Therefore, we propose
to use the reference diameter or area of the balloon in the quantitative
assessment of the balloon-artery ratio.

Conclusion

Irrespective of the quantitative analysis technique, the balloon during in-
flation is not uniform over its entire length. This observation has major
impact on the calculated values of stretch, elastic recoil and balloon-artery
ratio. As on-line quantification of the lesion before and during PTCA as well
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as of the inflated balloon is technical feasible during routine PTCA, our
observation is of clinical significance and it could help to determine whether
higher balloon pressures should be applied or a greater balloon size should
be used to achieve an optimal short-term and long-term result of the angio-
plastied lesion.
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Introduction

Since its introduction more than 14 years ago [1], percutaneous transluminal
coronary angioplasty (PTCA) has been attended by a 17% to 40% incidence
of restenosis, typically developing within 6 months of the procedure [2-5].
Each year the number of patients undergoing PTCA has increased and
now approaches the number treated with coronary artery bypass grafting
(CABG). In the last 10 years, experimental models have given us more
insight into the restenosis phenomenon and pharmacological agents have
been developed aiming to prevent or reduce restenosis. Many of these agents
have been investigated in clinical restenosis prevention trials [4-7] and al-
though these agents were able to reduce restenosis in the animal model,
most of the clinical trials failed to demonstrate a convincing reduction in the
incidence of restenosis in man. In these clinical trials, the primary endpoint
has been either angiographic (change in minimal luminal diameter at follow-
up; >50% diameter stenosis at follow-up; loss >50% of the initial gain] and/
or clinical [death; nonfatal myocardial infarction; coronary revascularization;
recurrence of angina requiring medical therapy, exercise test, quality of life).
The use of an angiographic parameter as a primary endpoint provides the
necessary objectively whereby the patient population required for statistical
analysis numbers between 500 and 700, whereas more than 2000 patients are
necessary if a clinical endpoint is used [6].

Despite the widespread and long-standing use of coronary angiography in
clinical practice, as well as the outstanding improvement in image acquisition,
the interpretation of the angiogram has changed very little and is still re-
viewed visually. However, visual assessment is a subjective evaluation with
a large inter- and intra observer variability and can therefore not be used in
important scientific studies for example restenosis prevention trials [8, 9].
Quantitative coronary angiography has the advantage of being more accurate
and reproducible in the assessment of lesion severity, than visual or hand-
held caliper assessments. At the Thoraxcenter, the computer-assisted Car-
diovascular Angiography Analysis System (CAAS) using an automated edge

121

P.W. Serruys, D.P. Foley and P.J. de Feyter (eds.), Quantitative Coronary Angiography in
Clinical Practice, 121-135.
© 1994 Kluwer Academic Publishers.



122 V.AW.M. Umans et al.

Table 1. Angiographic Core Laboratory in 4 restenosis prevention trials between 1988 and
1991.

CARPORT Coronary Artery Restenosis Prevention On Repeated Thromboxane
antagonism.
Intake and analysis complete, 707 patients, published: Circulation Oct 1991.
MERCATOR  Multicenter European Research Trial with Cilazapril after Angioplasty to
prevent Transluminal coronary Obstruction and Restenosis.
Intake and analysis complete, 735 patients, publication pending.
MARCATOR Multicenter American Research Trial with Cilazapril after Angioplasty to
prevent Transluminal coronary Obstruction and Restenosis.
Intake complete, fup analysis pending, 1436 patients.
PARK Post Angioplasty Restenosis Ketanserin trial.
Intake complete, fup analysis pending, 703 patients.

fup = follow-up.

detection technique was developed and validated [8, 10]. Over the last 3
years, we have been the angiographic “core laboratory” (using the CAAS-
system) in 4 restenosis prevention trials with recruitment of patients in Eur-
ope, United States and Canada (Table 1). In order to obtain reliable and
reproducible quantitative measurements over time from coronary (cine)-
angiograms, variations in data acquisition and analyses must be minimized.

In this chapter we present our experiences in the core laboratory with our
approaches toward standardized angiographic data acquisition and analysis
procedures as well as in qualitative or morphologic descriptions.

Potential problems with angiographic data acquisition and analysis (Table 2)
1. Pincushion distortion

Pincushion distortion of the image intensifier introduces a selective magnifi-
cation of an object near the edges of the image as compared with its size in
the center (Fig. 1A). An inaccuracy in the measurement of the minimal
lumen diameter of the stenosis over time could be introduced if, for example,
the stenosis after the angioplasty procedure is filmed in the center and at
follow-up near the edges of the image intensifier. To overcome this potential
problem, a cm grid has to be filmed in each mode of the image intensifier
in all the catheterization rooms to be used before the clinic can start to
recruit and randomize patients for a restenosis prevention trial. With this cm
grid film, the CAAS system calculates a correction factor for each intersection
position of the grid wires so that the pincushion distortion can be corrected
for (Fig. 2B). Fortunately, the newer generations of image intensifiers intro-
duce significantly less distortion than the older ones from the early and mid
80’s; the degree of distortion is even less when the lower magnification modes
are used with multi-mode image intensifiers. At present time there are in
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A B
Figure 1. Example of pincushion distortion introduced by the image intensifier (A, see arrow)
and of the calculated correction factor with the use of the filmed cm-grid (B).

Table 2. Potential problems with angiographic data acquisition and analysis.

1 Pincushion distortion of image intensifier

2 Differences in angles and height levels of x-ray system settings

3 Differences in vasomotor tone

4 Variation in quality of mixing of contrast agent with blood

5 Catheter used as scaling device (angiographic quality, influence of contrast in catheter
tip on the calibration factor, size of catheter)

6 Deviations in size of catheter as listed by the manufacturer from its actual size

7 Variation in data analysis

our database pincushion correction factors of 734 different modes of magnifi-
cation (113 clinics with 285 angiorooms) from all over Europe, United States
and Canada.

2. Differences in angles and height levels of the X-ray gantry

As it is absolute mandatory to repeat exactly the same (baseline) views of
the coronary segments in studies to evaluate changes in lumen diameter over
time, we have developed at the Thoraxcenter an on-line registration system
of the x-ray system parameters such as parameters describing the geometry
of the x-ray gantry for a particular cine-film run (rotation of U-arm and
object, as well as distances from isocenter to focus, table height) and also
selected x-ray exposure factors (kV, mA). When repeat angiography is sched-
uled, the geometry of the x-ray system is set on the basis of the available
data, so that approximately the same angiographic conditions are obtained.
In a clinical study with repositioning of the x-ray system, it was found that
the angular variability, defined by the standard deviation of the absolute
differences of angular settings, was <4.2 degrees and that the variability in
the various positions of image intensifier and x-ray source was <3.0cm [8,
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11]. As on-line registration of the x-ray system settings is not available in all
hospitals, we have developed a technician’s worksheet that has to be com-
pleted during the PTCA procedure with detailed information of the proce-
dure (view, catheter type, catheter size, balloon type, balloon size, balloon
pressure, kV, mA, medication given) (Fig. 2). In this way minimization of
differences in x-ray settings at follow-up angiography is ensured. Further-
more, each center intending to participate in one of the trials is required to
provide 2 sample cine-angiograms from each of its catheterization rooms for
verification of their ability to comply to our standards.

3. Differences in vasomotor tone of the coronary arteries

As the vasomotor tone may differ widely during consecutive coronary angio-
graphic studies, it should be controlled at all times. An optimal vasodilatative
drug for controlling the vasomotor tone of the epicardial vessel should pro-
duce a quick and maximal response without influencing the hemodynamic
state of the patient. Only nitrates and calcium antagonists satisfy these re-
quirements. On isolated human coronary arteries calcium antagonists are
more vasoactive but they act more slowly; in the in vivo situation, however,
the nitrates are more vasoactive than the calcium antagonists [12—-15].

We have measured in 202 patients the mean diameter of a normal segment
of a non-dilated vessel in a single view pre-PTCA, post-PTCA and at follow-
up angiography 6 months later. In cases where a stenosis of the left anterior
descending artery (LAD) had been dilated, a non-diseased segment in the
left circumflex artery (LC) was analyzed and vice versa; where dilatation of
a stenosis in the right coronary artery (RCA) was performed, a non-diseased
segment proximal to the stenosis was used for analysis. All patients were
given intracoronary (either 0.1 to 0.3 mg of nitroglycerin or 1 to 3 mg isosor-
bide dinitrate(ISDN)) before PTCA and before follow-up and all but 34
received similar dosage before the angiogram immediately after PTCA. Table
3 summarizes the results of the analyses; a decrease in mean diameter of
—0.11 = 0.27 (mm) was observed in the segments of patients studied without
intracoronary nitrates post-PTCA, whereas a small increase was seen of
+0.02 = 0.21 (mm) in the group with intracoronary nitrates prior to post-
PTCA angiography (p < 0.001). No difference in the mean diameter between
pre-PTCA and follow-up angiography was measured.

In summary, the vasomotor tone should be controlled in quantitative
coronary angiographic studies. This is only achieved by means of a vasodi-
lator drug that produces fast and complete vasodilation without any peri-
pheral effects. Therefore, we strongly advocate the use of 0.1 to 0.3 mg
nitroglycerin or 1 to 3 mg of ISDN pre-PTCA, after the last balloon inflation
before repeating the views used pre-PTCA and at follow-up angiography.
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Figure 2. Example of a page of the technician’s worksheet.

4. Influence of contrast agent on vasomotor tone of epicardial coronary
agents

Jost and colleagues have clearly demonstrated that the vasodilative changes
in vessel dimensions due to contrast medium administration are significantly
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Table 3. Influence of nitroglycerin on the mean diameter of non diseased segments in 202
patients in single projection.

Mean diameter (mm) Without nitro With nitro t-test
post-PTCA post-PTCA
N=34 N =168

Pre-PTCA 3.12+0.63 2.74 £ 0.63

Post-PTCA 3.01 £0.64 2.75 £0.59

Follow-up 3.18 £ 0.55 2.82 = 0.63

Delta (Post - Pre) —-0.11 £ 0.27 +0.02 £ 0.21 p < 0.001

Delta (Fup - Pre) +0.06 £ 0.22 +0.07 £ 0.22 p=ns

Ns = not statistically significant; p = probability value (t-test); fup = follow-up.

smaller with the use of a non ionic rather than ionic contrast medium [16].
Therefore, in quantitative coronary angiographic studies, non ionic contrast
media with iso-osmolality should be applied.

It has been suggested to administer the contrast medium by an ECG
triggered injection system. This is however not (yet) feasible during routine
coronary angioplasty even in a setting of a clinical trial.

5. Catheter used as scaling device for measurements of absolute diameters

A. Angiographic versus microcaliper measured size of catheter

The image quality of the (x-ray radiated) catheter is dependent on the
catheter material, concentration of the contrast agent in the catheter and
kilovoltages of the x-ray source. Reiber et al. in 1985 showed that there was
a difference of +9.8% in angiographically measured size as compared with
the true size for catheters made from nylon. Smaller differences were mea-
sured for catheters made from woven dacron (+0.2%), polyvinylchloride
(—3.2%) and polyurethane (—3.5%) [17]. It was concluded that nylon cath-
eters could not be used for quantitative studies. Recently, our group have
characterized the angiographic properties of newer generation catheters
(Table 4). Also for these catheters small differences were found between the
true size and the angiographically measured size (average difference: —1.16%
t0 6.77%). Therefore, it was concluded that these catheters may be used for
qauntitative studies when the CAAS edge detection algorithm is applied.

B. Influence of variation in contrast filling of the catheter on calibration
It was also demonstrated that catheters made from woven dacron, poly-
vinylchloride and polyurethane when flushed with saline had, identical image
contrast qualities whereas differences in image contrast at various fillings
(air, contrast with 3 different concentrations [Urografin-76, Schering AG,
Berlin, Germany; 100%-50%-25%) of the catheters acquired at different
kilovoltages was seen [17].

In addition, we measured the calibration factor in 95 catheters from 15
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Table 4. Comparison of the true sizes of the 7F, 8F, 9F, 9.5F, 10F and 11F catheter segments
with angiographically measured dimensions (measurements were averaged over the two different
fillings (water and contrast medium), each at two different kilovoltages (60 and 90 kV).

True size (mm) Angiographically measured AVG dif (%)
size (mm)

7F Catheters

Schneider 2.26 223 +£0.03 -1.16
Scimed 2.21 2.36 = 0.07 6.77
USCI 2.31 2.29 +0.18 -1.03
8F Catheters

Medtronic 2.58 2.61 £0.05 1.58
Schneider 2.63 2.67 £0.01 1.60
Scimed 2.58 2.66 = 0.06 3.01
USCI 2.59 2.69 +£0.03 3.76
9F Catheter

Schneider 2.95 2.94 = 0.03 -0.06
9.5F Catheter

DVI 3.17 3.21=0.18 1.18
10F Catheter

Medtronic 3,25 3.30=0.04 1.42
Schneider 3.29 3.39 = 0.07 3.15
11F Catheter

DVI 3.66 3.52=0.11 -3.93

Mean value = standard deviation.

different clinics to compare contrast with filled saline catheter. Figure 3
summarizes our results. In a considerable number of cases, a difference in
calibration factor was present with an average calibration factor of
0.143 £ 0.020 (mm/pel) for the flushed (contrast empty) catheter versus
0.156 = 0.030 (mm/pel) for the catheters filled with contrast (p < 0.001).
This means that with the use of a contrast filled catheter instead of a flushed
catheter, the minimal luminal diameter will have an apparent increase in
diameter value of *0.05mm pre-PTCA, *0.15mm post-PTCA and
+0.20 mm for the reference diameter.

For this reason we strongly advise the clinics to flush the catheters before
each cine-run to have an ‘““identical flushed catheter” for calibration through-
out the study period.

C. Size of the catheter

Until recently only 7F and 8F catheters have been used for follow-up angio-
graphy and from earlier studies it is known which of the catheters are
preferred for quantitative analysis [17, 18]. However, SF and 6F catheters
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CALIBRATION FACTOR (mm/pixel)
CONTRAST EMPTY / FULL CATHETER

Figure 3. Relationship between the calibration factor calculated using an contrast empty
(flushed) catheter versus a contrast filled catheter. A considerable number of measurements
with the contrast filled catheter are above the line of identity.

are available and increasingly being used for follow-up angiography. Koning
et al. have carried out a study to determine whether these catheters can be
used for calibration purposes (Internal Report), (Table 5). They found that
the differences between the true and angiographically measured diameters
of the 5F and 6F catheters in all cases were lower for 6F than for the SF
catheters. Secondly, the Argon catheters showed the largest overall average
difference, followed by the Edwards catheters and the 5F USCI catheter.
The Cordis catheters, the 6F right Judkins Medicorp, the 6F Schneider and
6F USCI have the lowest average differences between the true and measured
diameters. However, none of the catheters satisfy earlier established criteria
[17], being that the average difference of the angiographically assessed and
true diameter is lower than 3.5% and that the standard deviation of the
measured diameters be smaller than 0.05 mm, under the following conditions:
filled with 100% contrast concentration, filled with water, acquired at 60 kV
and 90 kV. On the basis of these results, it was concluded that 5F or 6F
catheters should not be used for QCA studies using the CAAS-system at the
present time.

6. Deviations in the size of the catheter as listed by the manufacturer

In our experience, the size of the catheter as specified by the manufacturer
often deviates from its actual size, especially disposable catheters. If the
manufacturer cannot guarantee narrow ranges for the true size of the ca-
theter, all catheters should be measured by a micrometer. Therefore, all
catheters used during the angioplasty procedure and at follow-up are col-
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Table 5. Comparison of the true sizes of the SF and 6F catheter segments with angiographically
measured dimensions (measurements were averaged over the three different fillings (water,
contrast medium concentrations of 185 and 370 mg I/cc), each at two different kilovoltages (60
and 90 kV).

True size (mm) Angiographically measured AVG dif (%)
size (mm)

SF Catheters

Argon 1.66 1.85 = 0.09 11.3
Cordis 1.73 1.79 £ 0.15 32
Edwards 1.66 1.80 = 0.08 8.5
Mallinckrodt 1.73 1.72 £ 0.14* -0.8
Schneider 1.69 1.79 £ 0.07 6.1
USCI 1.61 1.75+0.14 8.5
6F Catheters

Argon 1.98 2.14 £ 0.07 8.1
Cordis 2.01 2.03=0.11 1.1
Edwards 1.96 2.10 = 0.07 7.1
Medicorp (left) 1.97 2.07 £ 0.04 5.1
Medicorp (right) 1.99 2.02+0.10 1.6
Mallinckrodt 1.97 1.91 £ 0.15* -2.9
Schneider 1.94 2.00 =0.09 3.0
USCI 1.99 2.06 =0.08 3.4

Mean value * standard deviation, * measurements of the Softouch tip will be more favorable.

lected, labelled and sent to the angiographic core laboratory for actual mea-
surement.

As the actual measurement can be hampered by individual variation, we
have evaluated the inter- and intraobserver variability of catheter measure-
ments at the Core Laboratory. A total of 96 catheters with different sizes
(6F to 9F) were measured by 3 different analysts independent of each other.
One month later, all three analysts measured the same catheters for a second
time, unaware of the results from the first time (Table 6) . The intraobserver
variability was excellent with a mean difference of less than 0.0l mm and a
standard deviation of the difference of less than 0.03 mm for all catheter
sizes. Similarly the interobserver variability between the 3 analysts showed
a mean difference of less than 0.03 mm and a standard deviation dependening
on the size between 0.00 and 0.04 mm. We conclude that the catheter can
be measured with an excellent accuracy and precision.

7. Variation in data analysis

Minimal luminal diameter

From the contours of the analyzed arterial segment, following pincushion
correction and calibration, a diameter function can be determined by comput-
ing the distances between the left and right edges. From these data a number
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Table 6. Intra- and inter-observer variability of 96 catheter diameter measurements with an
electronic microcaliper.

Intra-observer variability

N Overall mean Mean of diff P-value S.d of diff
9F 30 2.75 0.008 NS 0.026
8F 114 2.56 0.009 NS 0.028
7F 132 2.25 0.001 NS 0.008
6F 12 1.94 —0.002 NS 0.006

Inter-observer variability

N 1vs2 1vs3 2vs3
Mean S.d. Mean S.d. Mean S.d.
dif dif dif dif dif dif
9F 20 0.00 0.04 0.00 0.02 0.00 0.04
8F 76 0.00 0.03 0.00 0.02 0.00 0.03
7F 88 0.00 0.01 -0.01 0.02 0.00 0.02
6F 8 -0.02 0.03 -0.01 0.00 0.01 0.03

S.d = standard deviation; diff = difference.

of parameters can be obtained. Direct measurements include 1) minimal
luminal diameter, 2) lesion length 3) obstruction and reference area. Interpol-
ated measurements include the reference diameter while percent diameter
stenosis and percent area stenosis are derived measurements.

Particularly, the minimal luminal diameter is of great importance as it
presents to the inverse fourth power in the formulas describing the pressure
loss over a coronary obstruction. Moreover to determine the effect of inter-
ventions on the severity of coronary obstructions, one should compute the
changes in minimal luminal diameter and not those in percent diameter
stenosis, as the reference position in general will also be affected by interven-
tion.

A major limitation of edge detection (aside from the technical quality of
the cinefilm) is the analysis of the post-angioplasty result. In particular,
dissections are a frequent occurrence following PTCA and the resulting
haziness, irregular borders or extravasation of contrast medium makes edge
detection difficult. There is no ideal solution to this problem. If a dissection
is present on the post-angioplasty angiogram, the computer “decides”
whether the extraluminal defect is included or excluded in the analysis,
thereby avoiding subjective bias.

To determine the accuracy and precision of the post-angioplasty luminal
assessment by edge detection, a consecutive series of 117 end-diastolic post-
PTCA cineframes were analyzed by two independent analysts. The agree-
ment between the two analyses was 0.02 mm. The variability as determined
by the standard deviation of the between-analysis difference was 0.21 mm.
Therefore, quantitative coronary angiography shows that a small discrepancy
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exists in the post-PTCA luminal assessment between two analyses. This
observation suggests that edge detecion is an acceptable method for objec-
tively assessing the result of coronary balloon angioplasty.

Reference diameter

Although the absolute minimal luminal diameter is one of the preferred
parameters for describing changes in the severity of an obstruction as a result
of an intervention, percent diameter stenosis is a convenient parameter to
work with in individual cases. The conventional method of determining the
percent diameter stenosis of a coronary obstruction requires the user to
indicate a reference position. It is clear that this computed percent diameter
stenosis of an obstruction depends heavily on the selected reference position.
In arteries with a focal obstructive lesion and a clearly normal proximal
arterial segment the reference region is straightforward and simple. However,
in cases where the proximal part of the arterial segment shows combinations
of stenotic and ectatic areas, the choice may be very difficult. To minimize
these variations, we have implemented many years ago an interpolated tech-
nique, which is not user defined, to determine the reference diameter at the
actual stenosis site without operater interference. The basic idea behind this
technique is the computer estimation of the original diameter values over
the obstructive region (assuming there was no coronary disease present)
based on the diameter function. Following this approach the reference di-
ameter is taken as the value of the polynomial at the position of the minimal
luminal diameter. The interpolated percent diameter stenosis is then com-
puted by comparing the minimal diameter value at the site of the obstruction
with the corresponding value of the reference diameter function.

Length of analyzed segment

Anatomic landmarks such as bifurcations are used for the manual definition
of start and end points of arterial segments so as to minimize the problem
of non identical analyses. For that purpose, drawings are made by the investi-
gator of all different views suitable for quantitative analysis, pre-PTCA, post-
PTCA and at follow-up. In addition, a hard-copy is made of every drawing,
to enable analysis of the exact same segments at follow-up angiography.

Manual corrections

For those parts along the detected arterial segment, where the observer does
not agree with the automatically detected boundaries, manual correction by
means of a writing tablet are possible. If the manual corrections are per-
formed after the first iteration of the edge detection procedure, the system
is allowed to find an optimal path within these limits during second iteration.
It has been our experience that in almost all cases the contour will then
follow the desired path at these locations. An advantage of this approach is
that the final contour will still be based on the available edge information
within the limitations set by the observer. This type of correction may be set
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as “soft” correction. In those situations where the soft correction still does
not result in the desired contour after the second iteration, the user may
apply a final “hard” correction. The computer registers for both the left- and
right- hand contours the length of the arterial segments that were manually
corrected, expressed as percentages of the total length of the analyzed con-
tour sides.

Frame selection

Usually, an end-diastolic cine-frame is selected for the quantitative analysis
of a coronary obstruction to avoid blurring effect of motion. If the obstruction
is not optimally visible in that particular frame (e.g. by overlap by another
vessel) a neighboring frame in the sequence is selected. However, since a
marker is not always present on the cine-film, the visually selected cine-
frame may not be truly end-diastolic. Beside that, individual analysts may
choose different frames even when the same selection criteria are followed.
In addition, it is possible that the frames are selected from different cardiac
cycles, in relation to the moment of contrast injection. Reiber et al have
critically assessed this problem in 38 films whether selection of the frame (3
frames preceding, 3 frames immediately following the frame and the same
frame as chosen by the senior cardiologist as the reference end-diastolic
frame, but one cardiac cycle earlier or later) resulted in a significant differ-
ences in the measurements. They found no significant difference in the mean
and the standard deviation of the differences for the obstruction diameter,
interpolated reference diameter, percent diameter stenosis, extent of the
obstruction and area of atherosclerotic plaque obtained in various frames
with respect to the “‘select reference frame”. Therefore, it is concluded that
the selection of a true end-diastolic cineframe for quantitative analysis is not
very critical and that in case of overlap it is possible to select a neighboring
frame [19].

Quality control in the mercator trial

In the MERCATOR-trial — a restenosis prevention trial with a new angioten-
sin converting enzyme inhibitor cilazapril — in which 26 clinics have partici-
pated, quantitative coronary angiography was used to determine the primary
endpoint as defined by the rate and extent of restenosis. Before the clinics
could start to recruit patients for the study, they had to supply 2 sample
cinefilms for analysis to demonstrate that they could comply with the required
standards. Of all participating clinics 1 or more cm-grid films of all modes
of all image intensifiers were received at the core laboratory to allow correc-
tion for pincushion distortion of the image intensifiers. All clinics received a
set of radiopaque plates to be able to make it clear on the film whether
nitroglycerin or isosorbide dinitrate was given before the contrast injection,
which field size of the image intensifier was used, the balloon pressure and
balloon size used etc. In a period of 5 months (June 1989 —November 1989),
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Figure 4. The average number of matched projections (pre-PTCA, post-PTCA and at follow-
up) that were used for quantitative analysis in the MERCATOR trial per segment are given in
the circles. The numbers between the brackets are the total number of stenoses for that particular
segment.

a total of 735 patients were recruited with a minimum of 8 patients and a
maximum of 56 patients per clinic. Five of the 735 patients were not included
in the final analysis of the trial because their cinefilm could not be quantitative
analyzed; in 1 patient the film developing machine broke down so that no
post-PTCA film was available for analysis; in 2 patients analysis was not
possible due to a large coronary artery dissection; in 1 patient no matching
views were available and in 1 patient poor filling of the vessel had occurred
(due to the use of a catheter with side holes) making comparison with the
baseline film unreliable.

In 2 patients pre-PTCA, 34 patients post-PTCA and in 4 patients at follow-
up angiography intracoronary nitroglycerin or isosorbide dinitrate had not
been administered as assessed by the absence of the plate on the film and
nothing had been recorded in the column ‘“medication given during the
procedure”. In 26 patients, a 5 or 6 French catheter was used at the time of
follow-up angiography. In 8% of the views pre-PTCA, 12% of the post-
PTCA views and 12% of the follow-up views, the images had to be analyzed
with a contrast-filled catheter because no flushed catheter was available.
Figure 4 shows the average number of matched views available for QCA
analysis per segment dilated.

Qualitative assessment

In addition to quantitative measurements, an angiographic core laboratory
can assess qualitative or morphologic factors, such as type of lesion (accord-
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ing the AHA classification), description of the eccentricity of the lesion and
type of dissection after the procedure, using modified NHLBI criteria, to
establish the roles of these descriptors in the restenosis process. Recently,
we have studied the interobserver variability for the description of the lesion
and the type of dissection [20, 21]. Using the Ambrose classification there
was an agreement of 80% between the two assessors of the core laboratory
and for dissection there was an agreement of 87%. At the present time, no
additional data is available but will become available in the near future.

Conclusion

The use of quantitative coronary angiography is an objective and reliable
method to evaluate changes in arterial dimensions over time. An angio-
graphic core laboratory plays a crucial role in minimizing the problems of
data acquisition and data analysis as well as the overall quality of the trial.
Beside that an angiographic core laboratory may help demonstrating the
reproducibility of qualitative factors and their role in the occurrence of acute
and late complications of PTCA.

Furthermore, in our experience it has been possible to standardize angio-
graphic data acquisition from 82 different clinics in Europe, United States
and Canada.
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9. Visual versus quantitative analysis of coronary
artery stenoses treated by coronary angioplasty: can
the angiographer’s eye be re-educated?

NICOLAS DANCHIN, YVES JUILLIERE, DAVID P. FOLEY and
PATRICK W. SERRUYS

Introduction

Visual interpretation of the degree of coronary artery stenoses may be grossly
erroneous when compared with quantitative coronary angiography [1-7] :
angiographers tend to overestimate the severity of tight stenoses and under-
estimate the degree of milder ones [4, 8, 9], a tendency which is particularly
unfortunate when the results of interventional procedures such as coronary
angioplasty must be “objectively” assessed [9-11}. Quantitative coronary
angiography is now established as the “‘gold standard” for coronary stenosis
assessment but its limitations have been recently emphasized [12] and it
remains a time consuming technique, so that the use of digital calipers, an
easier though less precise method, has been proposed for clinical purposes
[5, 8].

The purpose of the present study was to test the hypothesis that experience
in quantitative coronary angiography might improve the ability to accurately
evaluate coronary artery stenoses visually, by a dual process of careful selec-
tion of the frames to be analyzed, and “re-education” of the angiographer’s
eye.

Material and methods
Material

One hundred and two consecutive coronary artery stenoses which had been
analyzed using the Cardiovascular Angiographic Analysis System (CAAS)
constituted the material for the present study, which was designed to compare
visual estimates and quantitative measurements of the percent reduction of
intraluminal diameter of a wide range of coronary stenoses. Of the segments
analyzed, 26 were pre-PTCA, 24 were immediately post-PTCA and 52 were
at 6-month follow-up in patients who had been enrolled in a European
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multicentre restenosis prevention trial, the results of which have already
been reported [13].

For the CAAS analysis, 238 still-frames of the 102 segments had initially
been selected but 11 were subsequently excluded from the present study
because of obviously erroneous results due to the presence of total coronary
artery occlusions or superimposition of side-branches on the narrowed seg-
ment. Therefore, 227 still-frames, corresponding to an average of 2.2 frames
per stenosis, were reviewed by 2 observers (YJ, ND) extensively trained in
quantitative coronary angiography (more than 100 analyses performed each).

Angiographic methodology

For the purposes of clinical studies, the coronary angiograms are recorded
to facilitate quantitative analysis by the CAAS system, using fixed table
systems and 35 mm cinefilms at a minimum speed of 25 frames per second
[14]. Before recording the post-PTCA angiogram, radiopaque guidewires are
necessarily removed, to avoid interference with the automated edge detection
angiographic analysis method.

To standardize the method of data acquisition and to ensure exact repro-
ducibility of the angiographic studies, cineframes to be analyzed are prefer-
ably selected at end-diastole, to minimize possible foreshortening and the
blurring effect of motion, and superimposition of side-branches is avoided.
In addition, to avoid the potential influence of vasomotion on vessel dimen-
sions, the same dose of intracoronary nitrates, either nitroglycerin 0.1-0.3 mg
or isosorbide dinitrate 1-3 mg, is administered before each angiographic
study [13].

Quantitative coronary angiography

The CAAS has been extensively validated and described in detail elsewhere
[3, 14, 15].

Visual interpretation of the coronary angiograms

For the present study, each frame that had been selected for CAAS analysis
was placed on a Tagarno pojector and frozen. The observers, who were
blinded to the results of the CAAS, were separately allocated 30 seconds in
which to independently determine the degree of obstruction as a% diameter
stenosis, with a 1% precision.

“Per view” and ‘‘per stenosis” analysis
For each of the 227 frames, the percent reduction of intraluminal diameter

assessed by each of the observers was compared with the CAAS measure-
ment (“per view” analyses).
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In addition, in order to determine the percent reduction of intraluminal
diameter for each of the 102 coronary artery segments, the average of the
individual views was computed to derive a “‘per stenosis’ analysis, both for
CAAS analyses and visual assessment by each of the observers.

Statistical analysis

The relationship between quantitative coronary angiography measurements
and measurements of the same segments by each of the observers was
assessed using linear regression analyses and Pearsons product moment corre-
lation coefficient : r. In addition, as previously suggested [16, 17], paired t
tests were used to compare the mean percent diameter stenosis as estimated
by each method and the accuracy (mean difference between measurements
obtained by the 2 methods) and precision (standard deviation of mean differ-
ences) were determined.

These statistical techniques were applied to both “per view” and “per
stenosis’’ analyses. Comparisons were made between each observer-obtained
set of measurements and CAAS.

To test the hypothesis that visual assessment overestimates tight stenoses
and underestimates mild stenoses [9], paired t tests were used to compare
measurements by each of the observers versus CAAS measurements, both
for stenoses of 50% or higher and stenoses <50% by CAAS analysis, since
historically 50% diameter stenosis was found to be the level of coronary
narrowing at which reactive hyperemia became impaired [18] and is one of
the most frequently used criteria for definition of restenosis following PTCA
[19, 20].

Interobserver variability was tested using similar statistical tests, on all
individual still-frames analyses made by each of the observers. Intraobserver
variability was tested on the analysis of 21 still-frames from 10 patients, by
one of the observers ; two analyses were made on two separate occasions,
6 weeks apart (study 1 and study 2).

All p values <0.05 were considered significant.

Results
Intra- and inter-observer reproducibility

Intraobserver reproducibility of diameter stenosis measurements from the 21
still-frames analyzed 6 weeks apart was excellent : mean percent stenosis
was estimated at 46.1 + 26.1% for study 1 and 45.4 = 25.4% for study 2 (p
: non significant) ; the accuracy and precision were 0.7% and 5.5%, respec-
tively ; the correlation coefficient was r = 0.98.

For the 227 still-frames, interobserver reproducibility was also eminently
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satisfactory : mean percent stenosis was 46.0 = 19.0% for Observer 1 versus
46.2 + 18.7% for Observer 2 (p : not significant) ; the accuracy and precision
of measurements made by Observer 1 with respect to Observer 2 were —0.16
and 6.5% ; the correlation coefficient was r = 0.94.

Individual still frames : “‘per view’’ analyses

The correlations between Observer 1, Observer 2 and CAAS are listed in
Table 1 and are plotted on Fig. 1. The correlation coefficients were r = 0.89
(Observer 1 vs CAAS) and r=0.90 (Observer 2 vs CAAS). A greater
than 10% discrepancy between visual analysis and CAAS measurements was
noted in 55 of the 227 views analyzed (24%), both for Observer 1 and
Observer 2 ; when measurements made by Observers 1 and 2 were averaged,
44 views were found to have a >10% discrepancy with the CAAS measure-
ments (19%).

For the 124 still-frames with <50% stenosis by CAAS analysis, the accur-
acy of measurements made by Observers 1 and 2 compared with CAAS
was —1.2% and —0.7% respectively and the corresponding measurement
precision was 9.6% and 8.3%. For the 103 still-frames with stenoses 50% or
higher according to CAAS analysis, the accuracy was —0.5% and —0.8%
respectively for Observer 1 and Observer 2 measurements compared with
CAAS, and the corresponding precision was 7.3% and 8.3%.

“Per stenosis”’ analyses

The correlations and mean differences (measurement accuracy) between
each observer and CAAS are displayed in Table 2 and Fig. 2 for the 102
coronary segments analyzed and visually assessed. No significant differences
were identified between per lesion measurements obtained visually by either
observer and CAAS analysis and the correlation between each observer
measurement estimates and CAAS were correspondingly excellent. When
considering the site involved, the correlation coefficients ranged from r =
0.92 for the left circumflex (y = 8.6 + 0.8x) to r = 0.96 (y = 5.9 + 0.9x) for
the right coronary arteries. Compared with the CAAS measurements, there
were 11 segments with a >10% discrepancy for Observer 1 (11%), 13 seg-
ments for Observer 2 (13%) and 7 segments (7%) for the average of Ob-
servers 1 and 2.

Detection of restenosis

Nineteen of the 102 analyzed segments had a complete sequence of pre-,
post- and 6 months post-PTCA. Using, as a definition of restenosis, the
presence of a >50% stenosis at 6 months, 9 segments (47%) had restenosis
according to CAAS analysis, versus 8 (42%) for the average of measurements
estimated by Observers 1 and 2, yielding a sensitivity of 78% , specificity of
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Figure 1. “Per view” analyses of the 227 still-frames. Correlations between Observer 1 and
CAAS values (top) and Observer 2 and CAAS values (bottom).

90% , positive predictive value of 87% and negative predictive value of 82%.
When restenosis was defined as a “loss of >50% of the initial gain”, 7
segments had restenosis by CAAS analysis (37%) versus 9 segments for the
average of Observers 1 and 2 (47%), with a sensitivity of 100% , specificity
of 83%, positive predictive value of 78% and negative predictive value of
100%. Lastly, when restenosis was defined as progression of >20% from
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Table 1. “Per view” analyses of the 227 frames selected for quantitative coronary angiography.
Comparisons of Observers and CAAS measurements.

Slope R value P value Accuracy  Precision P value
Obsl vs CAAS y=89+0.83%x 0.8 0.0001 —0.9% 8.6% NS
Obs2 vs CAAS y=8.0+0.84x 0.90 0.0001  -0.7% 8.3% NS
Obsl vs Obs 2 y=34+093x 0.94 0.0001 —0.2% 6.5% NS

Abbreviations: CAAS: Cardiovascular Angiographic Analysis; Obsl: Observer 1; Obs2: Ob-
server 2.

post-PTCA to 6-months follow-up, 6 segments had restenosis by CAAS as
well as by Observers measurements, yielding a sensitivity, specificity, positive
and negative predictive value of 100% .

Discussion

The findings of this study indicate that, provided observers have had exten-
sive training in quantitative coronary angiography and a careful selection
process of the frames to be analyzed is performed, visual estimates of the
percent reduction of intraluminal diameter correlate well with CAAS mea-
surements.

However, previous studies comparing visual and quantitative assessment
of coronary artery stenoses, consistently showed that visual estimates were
inaccurate or poorly reproducible [1, 2, 11], irrespective of the experience
of the angiographers [7, 9], whereas quantitative coronary angiography mea-
surements were both reliable and highly reproducible. It must be stressed,
however, that reproducibility of quantitative angiography measurements was
usually studied on previously selected still-frames, thereby only testing the
reproducibility of the contour detection of the analyzed coronary segments
[15]. Conversely, all of the studies assessing the reliability of visual assess-
ment were carried out by the conventional practice, with the film running
continuously on a projector. In the present study, the same still-frames
analyzed by QCA were visually assessed by the observers. In such conditions,
it appears that the eye of the observer with QCA experience can more easily
integrate the relative diameters of the artery at the site of the stenosis, as
well as at the level of its adjacent proximal and distal segments, taking into
account the anatomic tapering of the vessel, in order to determine the
percent stenosis in a similar fashion to QCA measurements relative to the
“interpolated” reference diameter of the coronary artery. Our findings are
in keeping with those of Scoblionko et al. [8], reporting a 7% intraobserver
variability in visual analyses made on still-frames of 18 coronary stenoses of
varying degree.

Using such a technique, the reproducibility of visual assessments by ob-
servers trained in QCA was satisfactory and was comparable with that pre-
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Figure 2. “Per stenosis” analyses of the 102 stenoses. Correlations between Observer 1 and
CAAS values (top) and Observer 2 and CAAS values (bottom).

viously noted for quantitative analysis of coronary stenoses when the com-
plete segence of both frame selection (which remains a subjective observer-
dependent step), and quantitative analysis (automatic contour detection) was
repeated [7]. The importance of frame selection for QCA has very recently
been emphasized and was shown to increase the variability of contour detec-
tion from 5% when QCA was repeated on the same previously selected still-
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Table 2. “Per stenosis” analyses of the 102 coronary segments selected for quantitative coronary
angiography. Comparisons of Observers and CAAS measurements.

Slope R value P value Accuracy  Precision P value
Obsl vs CAAS y=75+0.8%x 0.92 0.0001 —-0.5% 6.8 NS
Obs2 vs CAAS y=66+0.87x 094 0.0001  —-0.8% 6.1% NS
Obsl vs Obs 2 y=22+095x 096 0.0001  +0.2% 5.0% NS

Abbreviations: CAAS: Cardiovascular Angiographic Analysis System; Obs1: Observer 1; Obs2:
Observer 2.

frames to 7% when a complete sequence of frame selection followed by
QCA was repeated [12]. Furthermore, the variability of visual analysis in
this study appeared only slightly higher than that previously noted for CAAS
measurements made on 3 different frames preceding or following a given
selected frame [21].

In addition, we did not find the usual bias of visual analysis made on
running films, namely an overestimation of tight stenoses and underestim-
ation of milder ones [4, 5, 9]. In particular, it is noteworthy that despite the
fact that 24 lesions were undergoing angioplasty, neither observer reported
a stenosis severity greater than 85% , whereas the 90% diameter stenosis is
frequently reported by conventional visual coronary artery assessment. We
have previously pointed out that 90% diameter stenosis probably does not
exist in reality [22] and it has recently been clearly demonstrated that it
would be physiologically impossible to maintain anterograde flow in lesions
of this severity : in fact, among 1445 lesions treated by PTCA, the most
severe lesion in a patent artery was 86% [23].

These results, however, should not be extrapolated to visual estimation
of absolute measurements of minimum luminal diameter in mm, which would
be a more hazardous task since the catheter used as a scaling device is distant
from and never immediately contiguous to the stenosis site to facilitate its
use as a calibration device for the observer. Also it is highly unlikely that
visual analysis could provide a satisfactory level of accuracy or precision in
mm comparable with QCA [14]. In this regard, it must be emphasized that
for interpreting the results of pharmacological or instrumental interventions
on restenosis or progression/regression of coronary artery disease, absolute
measurements in mm as provided by quantitative analysis should preferen-
tially be used [13, 24-26].

In conclusion, thus, it appears that, for angiographers accustomed to the
results obtained with quantitative coronary angiography, and provided the
analyses are made on still-frames which are as carefully selected as for
quantitative analysis, visual assessment of coronary stenoses is reproducible,
fairly accurate and may be sufficient for clinical purposes and indeed appro-
priate for certain clinical studies.
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PART THREE: Physiological applications of QCA, correlation
with intracoronary physiological measurements obtained by
alternative methodology

10. Intracoronary pressure measurements with a
0.015" fluid-filled angioplasty guide wire

BERNARD DE BRUYNE, NICO H.J. PIJLS, PASCAL J.
VANTRIMPONT, WALTER J. PAULUS, STANISLAS U. SYS, and
GUY R. HEYNDRICKX

Introduction

The usefulness of distal coronary pressure monitoring during percutaneous
transluminal coronary angioplasty (PTCA) was recognized by the pioneers
in balloon angioplasty as testified by the design of a fluid-filled lumen in the
first generation of balloon catheters. However, the interest in measuring
coronary pressure has oscillated between enthusiasm of having a simple index
of coronary hemodynamics [1-4] and disillusion due to the inconsistency of
the results [5—7]. Clinical practice learned that a marked reduction in coron-
ary flow often accompanies the placement of the deflated balloon catheter
across the stenosis. Accordingly, it was admitted that, even with the presently
available ultra low profile balloon angioplasty catheters, a marked overesti-
mation in gradient could occur. The development of monorail angioplasty
catheters precluding pressure measurements, further prompted the trend
away from measuring distal pressures during PTCA. Nevertheless, it still
holds that the knowledge of the transstenotic pressure gradient can be of aid
to estimate dilatation efficacy [8-10]. Accordingly, a fluid-filled pressure
monitoring PTCA wire was developed. It is the smallest coronary pressure
monitoring device ever built and, hence, it should not cause additional
obstruction to coronary flow when positioned across the lesion. Furthermore,
monorail balloon catheters are best suited to be used over this wire to
perform angioplasty.

This chapter reports on the validation studies performed with this novel
guide wire and describes the influence of different measuring equipments on
stenosis hemodynamics.
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Methods
Technical characteristics of the wire

The pressure monitoring guide wire is a steerable angioplasty wire (Premo™
wire, Advanced Cardiovascular Systems, Santa Clara, CA). The pressure is
transmitted through a fluid column. The proximal 129 cm section consists of
a teflon coated hypotube with an external diameter of 0.015". The next 45 cm
are made of a second hypotube which is coaxial to a core wire. These two
hypotubes communicate via ten 0.002” diameter ports. A second series of
ten 0.002” diameter pressure monitoring ports are located 3 cm from the tip,
at the junction of the non-radiopaque portion and the radiopaque tip of the
wire. The 3 cm tip is radiopaque, flexible and shapable. The wire is to be
connected to a conventional pressure transducer for pressure monitoring

(Fig. 1).

In vitro validation of the accuracy of the pressure measurements with the
Premo™ wire

Five pressure monitoring guide wires were tested in a hydrostatic model
consisting of a water-filled barrel, connected to a silastic tube whom distal
end was Y shaped. A tip micromanometer (Millar SP-780C) was introduced
in one leg of the Y and the pressure monitoring guide wire to be tested as
well as a SF right Judkins coronary catheter were introduced in the other
leg. By adjusting the height of the barrel, measurements at different pressures
were performed. The 5 pressure-monitoring wires were tested consecutively
in eight following steps : from 0 to 50 cm H,O, from 50 to 100 cm H,O, from
100 to 150 cm H,O, from 150 to 0 cm H,O, from 0 to 150 cm H,O, from 150
to 100cm H,O, from 100 to 50 cm H,O and from 50 to 0 cm H,O. At
each level, pressure measured with the Millar manometer and the pressure-
monitoring guide wire were simultaneously recorded until the wire pressure
reached a plateau. The absolute pressures measured with both the microtip
manometer and the fluid-filled guide wire were compared and the percent
differences were calculated. The time constant of the pressure-monitoring
wire was calculated for every step. It is defined as the time required for the
signal to reach 63.2% of its final value.

In vitro experiments on the influence of PTCA wires on stenosis dynamics

In rigid plastic tubes with an inner diameter of 4 mm, 6 narrowings were
created ranging from 50 to 95% area reduction. The length of the narrowing
was 10 mm. One extremity of the tube was attached to a connector with 3 side
arms. A high-fidelity pressure-monitoring catheter (Model 110-4, Camino
Laboratories, San Diego, CA) was advanced through one of the valves. The
0.015” pressure-monitoring wire was passed through the second valve and
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PREMO ™ GUIDE WIRE (Advanced Cardiovascular Systems)

Figure 1. Photography and schematic representation of the Premo™ angioplasty guide wire.
(See text for details). The fluid-filled guide wire is connected to a pressure transducer via 2
three-way stopcocks. This allows to flush the wire with an “indeflator”” during the procedure
without disconnecting the wire from the pressure transducer.
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the third arm was connected to a power injector (Mark IV, Medrad Inc,
Pittsburgh, PE). The other extremity of the tube was attached to a conven-
tional Y connector. A second high-fidelity pressure-monitoring catheter was
introduced through the valve and the other arm was let open. Constant flow
rates of 0.5, 1, 1.5, 2, 3, 4 and 5ml/s were infused through the stenotic
model by a power injector. The accuracy of the flow rates was controlled by
means of a graduated cylinder placed under the distal opening of the system.
For each stenosis severity, the pressures were recorded proximally and dis-
tally to the stenosis at different flow rates. Each of these pressure measure-
ments were performed successively without and with the wire through the
narrowing.

Theoretical model

The fluid dynamic equation was used to calculate the overestimation of the
pressure gradient produced by the presence of the wire itself through the
lesion. The percent overestimation in pressure gradient (pressure gradient
with the wire through the lesion minus the true transstenotic pressure gra-
dient divided by the true transstenotic pressure gradient) was calculated in
10 mm long lesions of increasing severity, in vessels of different reference
diameters (2,3,and 4 mm) at flow rates of either 1 ml/s or 5ml/s and for 2
different wire cross-sectional diameters (0.015” and 0.018").

In vivo studies

Thirty-seven patients undergoing PTCA for single vessel disease (14 left
anterior descending, 15 right and 8 left circumflex coronary arteries) were
studied. Total coronary occlusions were excluded from this study. The ability
to perform quantitative coronary angiography in at least two projections was
a prerequisite. An 8 French introduction sheath was inserted in the right
femoral artery and a 7 or 8 French Judkins guiding catheter was used to
cannulate the coronary ostium. Both the side arm of the sheath and the
guiding catheter were connected to a pressure transducer (Spectranetics P
23 Statham). The Premo™ wire was flushed with heparinized saline and
attached via two three way high-pressure stopcocks to the pressure trans-
ducer. The side arm of the distal stopcock was connected to an indeflator
filled with heparinized saline for frequent flushing of the wire. The three
pressure transducers were zeroed at mid-chest level. The pressure-monitoring
guide wire was placed at the tip of the guiding catheter, where mean and
phasic guiding pressure and guide wire pressure were simultaneously re-
corded. After administration of 2 mg of intracoronary isosorbide dinitrate,
the wire was advanced through the stenosis while continuously recording the
phasic pressures of the femoral sheath, of the guiding catheter and the
pressure monitoring guide wire. Pressure recordings were performed at least
3 mins after the last contrast medium injection. In most cases the pressure
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monitoring wire could crossed the lesion while remaining connected to the
pressure transducer. When this was not possible, the wire was disconnected
from the transducer for better torque control. Only the radiopaque tip was
placed distally to the narrowing so that the side holes remained proximally
to the stenosis. The proximal part of the wire was again connected to the
pressure transducer. Under continuous pressure monitoring the guide wire
was then advanced so that the side holes were positioned across the stenosis.
After equilibration of the pressures, the mean pressure gradient was recorded
between the guiding catheter and the pressure monitoring guide wire
(AP ). A monorail type dilatation balloon catheter was mounted on the
wire and advanced in the stenotic segments. After equilibration of the distal
pressure, the mean pressures were again recorded through the guiding ca-
theter and the pressure-monitoring guide wire. This allows to determine the
pressure gradient measured with a deflated angioplasty balloon catheter
across the stenosis (AP,). The percent overestimation induced by the pres-
ence of the deflated balloon catheter into the lesion was calculated as follows:
[(APy/Pao,, — APy,/Paoy,)/(AP,/Pao,,)] * 100 where APy, is the pressure gradi-
ent measured with the balloon catheter, Pao,, is the mean aortic pressure at
the time of assessment of the pressure gradient with the balloon catheter,
AP, is the pressure gradient measured with the pressure monitoring guide
wire and Pao,, is the mean aortic pressure at the time of assessment of the
pressure gradient with the pressure monitoring guide wire.

At least 5 min after the last balloon inflation and 2 min after 2 mg intraco-
ronary isosorbide dinitrate administration the same measurements were repe-
ated. Finally the guide wire was pulled back into the guiding catheter where
the mean pressures of the guiding catheter and the pressure monitoring guide
wire were again compared.

Quantitative coronary angiography

Measurements of the stenotic segment was performed with the Coronary
Angiography Analysis System (CAAS) previously described and validated
by Reiber et al. [11]. The percent area stenosis and the minimal luminal cross
sectional area were calculated and averaged from at least two projections.

Results
In vitro studies

The true hydrostatic pressure and the pressure recorded by the tip mano-
meter were identical and therefore the latter was used as an equivalent of
the true pressure.

An excellent correlation (r = 0.98) was found between the pressure mea-
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surements performed with the tip manometer and the fluid-filled pressure-
monitoring guide wire. However, the pressure recorded by the Premo™
wire slightly underestimated the true pressure in all cases. The percent
difference between both measurements was —3% = 5% (n = 15). The time
constant for all steps was almost identical in a single pressure monitoring
guide wire. However, there were wide variations in time constant between
the 5 pressure-monitoring guide wires tested (from 9 to 27s, mean 16+5s).
Fig. 3 shows in vitro pressure gradient measured through lesions of increasing
severity and at varying flow rates. All measurements were performed without
and with a 0.015” wire in the stenosis. In mild lesions (50% area stenosis)
the overestimation in pressure gradient measurement produced by the pres-
ence of the 0.015” wire through the lesion remained limited (<5 mmHg) even
at high flow rates (5 ml/s). However in tight lesions (=90% area stenosis), the
difference in pressure gradient measured without and with the wire through
the lesion was large even at intermediate flow rates. In lesions of 80% area
stenosis, the overestimation in pressure drop induced by the presence of the
wire became significant only at high flow rates.

Theoretical model

These figures were confirmed by the calculations made on the basis of the
fluid dynamic equation (Fig. 4) : the percent overestimation in pressure drop
due to the presence of a 0.015” wire across a stenosis increased as an
exponential function of percent area stenosis and as an inverse function of
the reference diameter. By contrast, the influence of transstenotic flow on
the relative overestimation in pressure drop was limited. The right panel of
Fig. 4 demonstrates that the size of the wire is of crucial importance in
assessing transstenotic pressure gradient. In a vessel with a reference di-
ameter of 3 mm and presenting a 80% area stenosis, a 0.015” wire produced
a 20% overestimation in pressure drop when the flow rate was lcc/s. In the
same lesion, a 0.018” guide wire produced a 30% overestimation in pressure
drop at a flow rate of lcc/s.

In vivo studies

The correlation between the mean pressures recorded by the guiding catheter
and by the Premo™ wire advanced up to the tip of the guiding catheter is
shown in Fig. 5. Both before and after PTCA a regression line close to the
line of identity was found with only 3 patients showing a difference in mean
pressure >5%.

The target vessel could be reached in all cases. All, except one lesion
were crossed (97%) with the pressure monitoring guide wire without any
particular difficulty and angioplasty could be successfully performed without
need for another guide wire. There were no complications. The only lesion



Intracoronary pressure measurements 153

Figure 2. Example of coronary pressure gradient measurement with a 0.015” PTCA guide wire.
From top to bottom: Two electrocardiographic leads (I and Vs), a pressure recording in the
femoral artery (FA, through the side arm of the femoral sheath) and a pressure recording in
the distal left anterior descending coronary artery (LAD, through the Premo™ guide wire). As
compared to the pressure tracing recorded in the femoral artery, the pressure tracing recorded
with the pressure monitoring guide wire is damped. When the distal pressure monitoring ports
are advanced distally to the lesion (left arrow), a mean pressure gradient (AP) of 25 mmHg is
observed.

Figure 3. Plot of the pressure gradients measured in vitro for varying stenosis severity (50, 85
and 90% area stenosis) at incremental flow rates. Each measurement was obtained with (broken
line) and without (continuous line) a 0.015” wire across the stenosis.
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Figure 4. Left panel: Computer-derived calculation of the overestimation in pressure gradient
measured with a 0.015” wire due to the presence of the wire itself in the stenosis.The overesti-
mation was determined for incremental degrees of percent area stenosis (from 50 to 100%), for
incremental reference diameters (from 2 to 4 mm) and for 2 different flow rates (lcc/s, contin-
uous line and 5 cc/s, broken line). Right panel: Computer-derived calculation of the overestim-
ation in pressure gradient due to the presence in a 10 mm long lesion of a 0.015” guide wire
(continuous line) and of a 0.018” guide wire (broken line) for varying area stenoses and reference
diameters at a constant flow rate of 1 cc/s.

Figure 5. Correlation between the mean aortic pressure measured simultaneously with the
guiding catheter and with the pressure monitoring guide wire when the latter is advanced up to
the tip of the guiding catheter.
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Figure 6. Transstenotic pressure gradient (AP) before and after coronary angioplasty measured
either with the pressure monitoring guide wire or with the balloon catheter. (* = p < 0.01 vs
AP measured with the Premo™ guide wire).

which could not be crossed with the Premo™ wire was an eccentric stenosis
in the mid-LAD followed by a bend of approximately 80°.

The phasic pressure tracings were very damped as compared to those
simultaneously obtained by the guiding catheter (Fig. 2). The mean trans-
stenotic pressure gradient measured with the guide wire decreased from
3019 mmHg before PTCA to 3+5 mmHg after PTCA (p < 0.01). Both
before and after PTCA, the mean pressure gradient measured with the
wire was significantly lower than the mean transstenotic pressure gradient
measured with the balloon catheter (30+20 vs 62+14 mmHg before angiopla-
sty, p<0.01; and 3 +5 vs 23+14 mmHg, after angioplasty, p <0.01).
A weak correlation was found between the AP, and AP, before PTCA
(AP, = 0.53AP, — 2.9; r = 0.38, p =0.026). No significant correlation was
found between both pressure gradient measurements after PTCA (Fig. 6).

2. Comparisons of pressure gradient measurements and quantitative
coronary angiography

The relationship between the measured pressure gradient and the minimal
obstruction area was best fitted by a quadratic equation as an inverse function
of the obstruction area. This relation showed a steep decrease in gradient
once the obstruction area exceeded 1.6 mm? (Fig. 7). Figure 8 shows the
relationship between percent area stenosis as derived from coronary angio-
graphy and transstenotic pressure gradient measured either with the wire
(AP,) or with the balloon catheter (AP,). A sharp increase in AP, was
observed once the area stenosis exceeded 80% (r = 0.66). Although statisti-
cally significant, the correlation between AP, and the percent area stenosis
was much weaker (r = 0.53), with a major scatter of the values around the
fitted curve. Moreover, the inflection point of the curve was shifted toward
much less pronounced stenosis severity. Figure 9 shows the relationship
between the overestimation in pressure gradient induced by the balloon
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Figure 7. The relationship between the transstenotic pressure gradient (AP) and the minimal
obstruction area (OA) is non linear and was best fitted by a quadratic equation.

catheter and the relative obstruction created by the catheter in the stenosis.
Paradoxically, the smallest errors were found in severe lesions, when the
catheter is totally occlusive since even without catheter these lesions induced
a large pressure drop. In mild or intermediate lesions the overestimation due
to the presence of the catheter was spread over a very large range of value,
precluding any predictive value of the measurement.

Discussion

Usefulness of the pressure gradient measurements during coronary
angioplasty

The physiological consequences of a stenosis in an epicardial artery are
determined by its effects on coronary blood flow and distal coronary pressure,
especially during exercise. Since regional coronary blood flow and perfusion
pressure are difficult to assess during routine catheterization, the functional
significance of a coronary lesion is mostly derived from their morphological
appearance on coronary angiograms. It is, however, generally appreciated
that coronary arteriography can underestimate as well as overestimate the
true severity of a stenosis when compared with post-mortem examination
[12, 13]. Moreover, interobserver and intraobserver variability in stenosis
severity evaluation is a major concern, especially after PTCA [14]. Therefore,
several computer aided methods quantitating all morphological character-
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Figure 8. The relationship between percent area stenosis and transstenotic pressure gradient
measured with a 0.015” fluid-filled pressure monitoring guide wire is shown in the left panel.
The right panel shows the relationship between percent area stenosis and transstenotic pressure
gradient measured with an angioplasty balloon catheter. A logistic function was fitted to the
observed values: AP = AP,.,/(1 +exp (4 * slope * (Xo.5s — X)/APp,ayx)) Where Xg s is equal to
100/(100 — ASsp). The respective asymptotic error of the estimates are given in the figure.
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Figure 9. Relationship between the percent overestimation in pressure gradient due to the
presence of the balloon catheter itself through the lesion, and the relative dimensions of the
balloon catheter as compared to the stenotic cross sectional area. (Closed circles = before
angioplasty, open circle = after angioplasty)
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istics of coronary lesions have been developed [11, 15, 16]. Their main
advantage is to be more objective therefore leading to more reproducible
results. Furthermore, since quantitative coronary angiography is able to
determine the length of the lesion, the reference diameter, the stenotic
diameter and more recently the roughness of the stenotic boundaries [17],
functional information can theoretically be derived from these morphological
data. The link between the morphological and the functional approach has
been clearly validated in an animal model instrumented with flow meters
where a stenosis was created by external compression of a coronary artery.
In these chronically instrumented dogs the percent area reduction correlated
well with absolute and relative coronary flow reserve [18]. Moreover it was
demonstrated that arteriographically measured stenosis flow reserve is a more
specific functional measure of stenosis severity than direct measurement of
absolute coronary flow reserve by flow meter because the effects of physio-
logic variables others than stenosis severity are eliminated [19]. However, in
these studies the stenosis was induced by external compression of normal
coronary arteries resulting in concentric lesions, whose smooth boundaries
are easily detectable and which can be compared to nondiseased reference
segments. This stenotic model is not necessarily equivalent to irregular
atheromatous lesions as encountered in clinical practice, wherein thrombus
material is often superimposed and whose reference segment is most often
abnormal. Studies in man, indeed, suggested that coronary luminal stenosis,
determined quantitatively, correlates closely with functional parameters
when coronary obstruction is produced by discrete, limited coronary artery
disease [20, 21]. In contrast, in patients with more diffuse coronary artery
disease, coronary flow reserve poorly correlates with percent area and per-
cent diameter stenosis probably because of the difficulty to angiographically
determine the actual severity of the lesion and because of the limited value of
the concept of coronary flow reserve in these situations [22, 23]. Furthermore,
quantitative coronary angiography is not always applicable since overlapping
with adjacent vessel tortuosities and side branches is difficult to avoid in two
orthogonal planes and since the stenotic segment cannot always be placed
perpendicular to the X-ray beam. After PTCA, the edges of the lumen are
often hazy (as demonstrated by intravascular sonography) because of intimal
tears and dissections rendering the edge detection difficult [24]. Hence,
the need for a simple index providing information about the physiological
consequences of coronary stenoses is evident. Several methods were de-
veloped to determine the coronary flow reserve [25,26] or maximal coronary
flow [27, 28]. Although they were compared to other validated techniques,
Doppler velocitometry assessment and myocardial densitometry cannot be
performed routinely in the setting of coronary angioplasty to evaluate lesion
severity or to control the immediate results after dilatation. These methods
are time consuming and have inherent technical limitations : they need
sophisticated and expensive equipment and they often need off-line analysis
of the data. In an unselected patient population undergoing PTCA it has
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recently been shown that coronary flow determination by densitometry was
not reliable and therefore useless for correct decision making in the individual
patient [29]. Newer videodensitometric techniques which compare maximal
flow before and after PTCA, are more accurate for these purposes [28].
Nevertheless, videodensitometry remains laborious and sophisticated. In con-
trast, measuring transstenotic pressure gradient is basically very simple. For
a given mean systemic pressure and a given coronary flow, it is a functional
index of stenosis severity taking into account all morphological determinants
of the lesions. Moreover, it has recently been shown that transstenotic pres-
sure measurements alone during maximal arteriolar dilatation were sufficient
to calculate relative maximal flow or fractional flow reserve of both the
coronary artery and the myocardium including collateral flow [30]. The ex-
perimental basis of this concept is described in detail in a separate chapter
hereinafter. Sofar, the distal coronary pressure has been measured through
the angioplasty balloon catheter. As corroborated by the results of the pre-
sent study, the presence of the catheter across the stenosis leads to an
overestimation of the true pressure gradient since the stenotic lumen is
further reduced by the balloon catheter. To correct for this overestimation
Wijns et al. [20] subtracted the cross sectional area of the balloon catheter
from the stenotic area measured from the coronary angiogram. However, in
one third of patients, the catheter was completely occlusive in the stenosis.
When antegrade flow is interrupted, the distal pressure, is mainly determined
by collateral flow and no longer provides reliable information about the
stenosis itself. This prompted Ganz et al. [31,32] to measure transstenotic
pressure gradients in renal coronary arteries by means of 2 or 3 F catheters.
However, even these thin catheters would have produced a complete or
near complete occlusion in approximately 40% of lesions investigated in the
present study.

Accuracy of pressure measurements with the 0.015" fluid filled pressure
monitoring guide wire

As shown in the in vitro tests the pressure monitoring guide wire approxi-
mated real hydrostatic pressure reasonably well in most cases, once steady
state pressure was reached. The mean underestimation of the real pressure
reached 3+5% depending on the wire tested. In vivo, the mean pressure
measured with the open-end wire advanced at the tip of the guiding catheter
correlated very well with the mean pressure obtained by the guiding catheter
advanced in the ostium of the coronary artery. This good concordance was
present both before and after PTCA. In only 3 patients a difference larger
than 5% was found. In contrast, the long time constant of the wire precluded
phasic pressure tracings recording.
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Use of the Premo™" wire in man

All but one angioplasty could be accomplished with the pressure monitoring
guide wire without need for another wire (97%). No technical problems were
encountered when crossing the lesion with the wire. The use of “monorail”
angioplasty catheter systems facilitated the manipulation of the wire and the
pressure recordings. Clotting of the lumen of the wire occurred in 2 patients
and precluded further measurements of distal pressures. This emphasizes the
need for frequent flushing of the wire.

Comparison with pressure gradient measured with angioplasty catheters

Comparative data of transstenotic pressure gradient measured with a pressure
monitoring guide wire vs angioplasty balloon catheters confirm that a syste-
matic overestimation is induced by the presence of the balloon catheter in
the lesion. The same conclusions were drawn by Serruys et al. [6] using a
theoretical pressure gradient calculation and by Sigwart et al. [33] who
compared the mean pressure gradients measured with high-fidelity tip-trans-
ducers and with balloon catheters in 7 patients. Moreover, our results demon-
strate that, even after angioplasty, when an angiographically satisfactory
result was achieved, a significant overestimation of the pressure gradient was
still present when measured with the angioplasty balloon catheter. This
observation strongly suggests that after successful PTCA intraluminal defects,
not appreciated by vessel edge detection, still diminish the cross sectional
area of the dilated segment. In contrast to the theoretical model of Leiboff
et al. [7] who found that the overestimation of the ‘“true” transstenotic
pressure gradient was predictable, our results suggest that the overestimation
is not predictable in vivo. Hence, the pressure gradient measured by means
of the balloon catheter is relatively accurate when this information is not
needed (i.e. in critical lesions in which angiography most often suffices) but
is inaccurate when this information is most desirable (i.e. in intermediate
lesions and in post-PTCA segments were functional information can be
clinically helpful).

Correlation with quantitative coronary angiography

The exponential relationship between transstenotic pressure gradient mea-
sured with the wire and both obstruction area (Fig. 7) and percent area
stenosis (Fig. 8, left panel) evokes the relationship between coronary flow
reserve and percent area reduction described by Gould et al. in the animal
model [34]. This similarity further suggests the role of mean pressure gradient
as a functional index of coronary stenosis severity. The role of other factors
than area stenosis alone and the relative inaccuracy of quantitative angio-
graphy (especially after PTCA), can account for some marked differences in
measured pressure gradients across stenosis of similar angiographic severity.
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In contrast, when the gradient is assessed with the angioplasty balloon ca-
theter, a major scatter of the data and a leftward shift of the fitted curve
were observed suggesting that pressure gradients measured with angioplasty
catheters poorly reflect stenosis physiology.

Influence of the presence of the wire on stenosis dynamics

The in vitro results showed that in mild to moderate stenoses the overesti-
mation produced by the presence of the wire itself can be neglected because
of the large ratio between obstruction area and cross sectional area of the
wire (0.114 mm?). According to the fluid dynamic equation, an inverse
relation exists between the relative overestimation in pressure gradient due
to the wire and the reference diameter of the vessel. This implies that in
small coronary arteries the overestimation of the measured pressure gradient
produced by the presence of the wire itself will be larger than in large
coronary vessels for a given percent area stenosis. At low flow rates (equiva-
lent to basal coronary flow) the absolute overestimation in pressure gradient
due to the presence of the guide wire in the obstruction remained small. At
high flow rates, these absolute values increased. The influence of a guide
wire on coronary stenoses dynamics should be kept in mind when using
recently developed Doppler [35] and micro manometer-tipped [36] guide-
wires. Nevertheless, from a clinical point of view, these figures are not
relevant : no major increase in flow is to be expected once the stenosis
exceeds 80% diameter reduction. The mean pressure necessary to increase
the flow above 3 cc/s through a 90% area stenosis exceeds the physiological
range (>190 mHg mean driving pressure). Furthermore, in clinical practice
these lesions do not need sophisticated measurements to be considered as
critical and to trigger adequate clinical decision making. In lesions of interme-
diate severity and in post angioplasty segments where angiography often fails
to be conclusive, the wire should provide a true value of pressure gradient
which can be helpful in clinical practice. Finally, since the relative overestim-
ation of pressure drop produced by the wire across the lesion is very little
influenced by the flow, the ratio of hyperemic on resting transstenotic gradi-
ent will not change significantly.

Advantages and limitations of the fluid-filled wires as compared to
micromanometer-tipped guide wires

The main advantages of the Premo™ wire is its simplicity and its low cost.
Since it has essentially the same technical characteristics of most of the
currently available PTCA guide wires it could be routinely used to cross the
majority of the lesions scheduled for angioplasty and could even be proposed
to measure gradients across dubious lesions during diagnostic catheterization.
Thanks to the small cross-sectional area of the wire only very limited hin-
drance on coronary hemodynamics is to be expected. The main limitation of
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Figure 10. Example of pressure gradient measurements with either the Premo™ guide wire or
with the angioplasty balloon catheter. Left panel: The mean aortic pressure recorded by the
guiding catheter and by the Premo™ guide wire are first compared when the wire is advanced
at the level of the coronary ostium. The distal holes of the wire are then advanced distally to
the stenosis allowing to record the mean transstenotic pressure gradient (APy). When the
deflated balloon catheter is advanced into the stenotic segment (arrow), a marked increase in
pressure gradient is observed (APy,). Right panel: After angiographically successful angioplasty,
the gradient is measured again with the deflated balloon positioned across the dilated segment.
When the balloon catheter is pulled back in the guiding catheter, the gradient measured
across the lesion is virtual. (Abbreviations: FA = femoral artery, GC = guiding catheter, GW =
pressure monitoring guide wire).

the fluid-filled pressure monitoring guide wire consists in the inability to
measure phasic pressure tracings (Fig. 10). In contrast to micromanometer-
tipped wires, systolic and diastolic components of the gradient cannot be
distinguished with the fluid-filled pressure monitoring guide wire. Since cor-
onary blood flow occurs predominantly during diastole, a gradient may ex-
clusively occur during diastole in mild stenoses and in post PTCA segments
(Fig. 11). However, this limitation should not have clinically relevant conse-
quences and should be offset by several practical advantages.
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Figure 11. Example of pressure tracings recorded with high-fidelity micromanometers in the
ascending aorta, in the left ventricle and in the distal left anterior descending coronary artery
in a patient with a mild to moderate lesion in the proximal part of the vessel. Under baseline
conditions, a pressure gradient between the ascending aorta and the distal part of the left
anterior descending artery can be noted only during diastole (left panel). Therefore, the mean
gradient (middle panel) reaches only 3 mmHg. When transstenotic flow increases (right panel),
a pressure gradient is present during both systole and diastole. The mean gradient reaches
approximately 30 mmHg.
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11. Measurement of coronary artery pressure and
stenosis gradients — clinical applications
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Introduction

When considering a patient with ischemic heart disease for an invasive proce-
dure such as coronary angioplasty (PTCA) or coronary artery bypass surgery
(CABG), decision-making is heavily dependent on reliable tools to assess
the physiological and clinical importance of the obstruction in the coronary
artery. In spite of progressive refinements of computer-assisted analysis of
the coronary angiogram during recent years, there are still some inherent
limitations of the method that may render assessment of certain stenosis less
reliable. In particular, diffuse atherosclerotic involvement, tortuous, long
irregular lesions will be more difficult to evaluate. In addition, following
PTCA the intimal layer of the vessel wall is frequently damaged, which
may affect the angiographic picture considerably giving the appearance of
haziness, intimal flaps or widespread dissection. This makes the interpreta-
tion of the angiographic picture even more difficult leaving an obvious need
for complementary methods with a more physiological approach in these
situations.

Certainly, exercise electrocardiography and echocardiography as well as
perfusion scintigraphy may be helpful to assess a patient before PTCA or
CABG. However, in the presence of multi-vessel disease, an isolated stenosis
may be difficult to evaluate due to the relatively low spatial resolution of
these methods. Furthermore, in the PTCA situation, a fast on-line method is
required in order to decide whether the result of the procedure is satisfactory.
Measurement of coronary artery pressure and/or coronary blood flow would
seem to be suitable parameters to achieve this information. Unfortunately
the techniques for measurement of these variables have been suboptimal
with regard to feasibility or precision. However, devices with a high degree
of accuracy have recently been developed [1, 2]. These will almost certainly
facilitate the definition and understanding of the clinical consequences of
disturbances in the coronary circulation. Most importantly, these methods
can be practised without unduly increased risk for the patient, unnecessary
time delay or excessive extra cost.
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In this study, measurement of transstenotic pressure gradients were per-
formed before and after PTCA. These recordings were correlated with quan-
titative coronary angiography (QCA), which is currently the most widely
applied parameter for assessing coronary lesion severity.

Physiological considerations

The relationship between coronary blood flow (Q) and the pressure gradient
(AP) created across a stenosis in a coronary artery follows a quadratic equa-
tion:

AP = fQ + s Q.

This relationship has been derived from basic fluid-dynamic principles and
validated in in vitro as well as in vivo studies [3-5]. The pressure drop is the
result of the sum of energy loss due to viscous friction and flow separation,
where f in the equation above is the constant for viscous friction and s is a
coefficient for flow separation. These constants are depending on fluid dy-
namics and stenosis morphology, since
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where u is a coefficient for blood viscosity, p is blood density, L stenosis
length, A; minimal luminal cross-sectional area (MLCA) and A, the cross-
sectional area of the normal segment of the vessel. From this equation it can
be concluded that the length of the lesion is directly proportional to the
pressure gradient, whereas changes in stenosis diameter will affect the pres-
sure gradient by a fourth-power term. It can also be seen that it is MLCA
which has the major influence on the gradient, not the normal segment area
or percentage narrowing. However, if the equation is rewritten to include
flow velocity (V), flow (Q) will be replaced by V-A,, which will change f
to:
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and s to
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In this velocity equation, it can be seen that the severity of the lesion is not
only dependent on MLCA but also on the percentage narrowing. Conse-
quently, vessels with similar degree of stenosis follow the same pressure-flow
velocity curvilinear relationship independent of the size of the vessel. In the
flow equation, on the other hand, a large and a small stenosed vessel follow
the same curve only if MLCA is the same, irrespective of the physiologically
equality of the lesions [6].

Obviously, pressure gradients and coronary flow during rest are of rela-
tively little interest, since it is in the situation of maximal hyperaemia that
the patient aquires symptoms and signs of myocardial ischemia. In the experi-
mental situation therefore, papaverine or adenosine is often administered to
achieve maximal arteriolar dilatation. The ideal agent for this purpose should
exclusively cause arteriolar vasodilatation and not affect stenosis geometry
in the epicardial coronary arteries. However, it has been shown in studies
in dogs that there is some decrease in the minimal luminal diameter (MLD)
at the time of peak hyperaemia with papaverine, due to passive collapse [5].
With a delay of 40-50 seconds, there is also a dilatation of the epicardial
arteries. This results in an increase in relative per cent stenosis, which will
cause an overestimation of the pressure gradient at hyperaemia.

Epicardial dilation of the normal vessel segment after papaverine has also
been reported from human studies. Provided that the narrowed segment is
compliant and not stiff and calcific, MLD will increase as well, resulting in
a less pronounced percentage area stenosis contrary to the situation in dogs
[7]. However, it was simultaneously shown that this potentially serious me-
thodological problem could be circumvented by the intracoronary adminis-
tration of nitrates causing maximal epicardial coronary vasodilatation with
no further effect by papaverine and without affecting the severity of the
lesion.

Material and methods
Patients

Forty-eight patients scheduled for a possible coronary angioplasty were in-
cluded. There were 8 women and 40 men with a mean age of 62 years (47—
78). Twelve patients had suffered a myocardial infarction prior to the study.
The left descending artery was investigated in 23 patients, a diagonal branch
in one patient, the circumflex artery in 6 patients, the right coronary artery
in 15 patients and a vein graft in three. Patients with acute myocardial
infarction, total vessel occlusion, valvular heart disease were excluded from
the study. Likewise, only stenoses that were considered suitable for QCA
analysis were included. Thus, extreme tortuosity as well as ostial or diffuse
lesions were avoided.
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Figure 1. Picture of the distal part of the Pressure Guide. The sensor is located 3 cm proximal
to the floppy guide wire tip.

Intracoronary blood pressure measurement

In order to obtain high fidelity pressure recordings, a fiberoptic tip-mano-
meter device was used. The sensor, which has a diameter of 0.45 mm (0.17
mm?), and the optic fiber are integrated into a 0.018” guide wire (Pressure
Guide, RadiMedical Systems, Uppsala, Sweden), which can be used in angio-
plasty balloons with a sufficient inner lumen. The sensor element is located
3cm proximal to the floppy tip (Fig. 1). The principle of the fiber optic
device is that light is emitted from a control unit through a beam-splitter and
transmitted along the fiber to the sensor element, which consists of a silicon
cantilever beam with a mirror integrated into its free end (Fig. 2). Deflection
of the beam caused by pressure-induced elastic movement of the sensor
modulates the reflected light. The signal is transmitted back through the
same optic fiber and detected by a photo diode in the control unit.

The sensor is a relative sensor, comparing the recorded pressure with the
ambient atmospheric pressure. For this purpose, the sensor has an air channel
from the environment to the area of interest. The sensor has been validated
in vitro with respect to signal characteristics, linearity, compliance and fre-
quency response [8, 9].

The control unit is the interface between the sensor and the signal output.



Measurement of coronary artery pressure and stenosis gradients 171

Figure 2. Schematic representation of the principal construction of the pressure sensor. The
emitted light signal is transmitted back to the photodiode after modulation of outer pressure.

The unit can be connected to the ordinary pressure recording systems in the
catheterization laboratory.

Acquisition of data was performed with a PC equipped with special hard-
ware. The analogue ECG and pressure signals were continuously sampled
with 1 KHz per channel and stored on hard disc for off-line analysis. The
fidelity of the registered signals was verified by connected equipment with
respective qualities and frequency response. The linear working range of the
complete wire including the sensor and air channel is —20mm Hg to
+300 mm Hg and within 0 and 200 Hz. The upper frequency of the interface
between the fiberoptic and electrical system is >1 KHz.

Quantitative coronary angiography

A Philips DCI monoplane angiography equipment was used in all patients.
In 10 of the patients, the angiograms were analysed off-line by the computer-
based Cardiovascular Angiography Analysis System (CAAS) as previously
described [10]. In vivo validation of the CAAS system has been performed
using precision drilled phantom stenoses implanted in porcine coronary ar-
teries [11].

The remaining patients were analysed on-line in the catheterization labora-
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tory with Philips Automated Coronary Analysis (ACA) program. The images
are stored directly in digital form with a 512 X 512 matrix. This analysis,
including the calibration procedure, is based on the same algorithms as the
CAAS system, except that no correction for pin-cushion distortion is included
[12]. The accuracy of ACA has recently been corroborated in comparison
with the CAAS system and was found to provide highly reliable measure-
ments [13].

Procedure

Initially, heparin 10.000 I.U. was given i.v. Thereafter, intracoronary nitro-
glycerin 125 g or isosorbide-dinitrate 2—3 mg was administered and coronary
angiograms were performed in at least 2 orthogonal projections before and
after PTCA and the same projections were repeated after the procedure.
The Pressure Guide could usually be positioned without support of the
balloon catheter. When not feasible, usually due to lack of adequate steer-
ability of the wire, a regular PTCA guide wire (High Torque Floppy, Ad-
vanced Cardiovascular Systems) was used to cross the lesion. In that case,
the balloon was positioned at the site of or distal to the stenosis, the guide
wire was withdrawn and replaced by the Pressure Guide and the balloon was
retracted into the guiding catheter. The mean transstenotic pressure gradient
was measured by calculating the difference of mean proximal and mean
distal coronary presure over 4-8 cardiac cycles. PTCA was then performed
according to clinical practice. Upon the completion of the balloon procedure,
new measurements were performed similarly to pre-treatment. In 34 patients
pressure recordings were also done after intracoronary administration of 8-
12 mg papaverine.

Statistical analysis

Multiple regressions were performed between pressure gradients on the one
hand and MLD and MLCA on the other. Linear correlation coefficients were
obtained by the least squares’ method. A p value of <0.05 was considered as
statistically significant.

Results
1. Pressure gradients at baseline and during peak hyperaemia
The mean gradient at baseline was 15 = 15 mm Hg, which increased after

i.c. papaverine to 27 * 17 mm Hg (Fig. 3). The change in gradient was most
pronounced in patients with baseline gradients in the range of 5 to 20 mm



Measurement of coronary artery pressure and stenosis gradients 173

70

Mean

pressure

. 50
gradient,

mmHg
40 +

# 27 =17 mmlig
i
30 4 ‘

15215 mmug+
i

20 4

10 4 !

Bascline Papavcrine

Figure 3. Transstenotic pressure gradients before and after intracoronary administra-tion of 8—
12 mg papaverine.

Hg, whereas values in patients with gradients either close to zero or above
30 mm Hg tended to increase less.

2. Pressure gradient vs QCA

The relationship beetween the mean baseline pressure gradients and angio-
graphic parameters, including the best fit curves, are shown in figs 4 and 5.
The mean stenosis pressure gradient correlated significantly with MLD (r =
—0.65 ; p<<0.001) and percent diameter stenosis (r = 0.86; p < 0.001), as
well as with MLCA (r = —0.61; p <0.001) and with percent area stenosis
(r=—0.65; p<0.001). The regression lines for the two latter relationships
follow the equations and , respectively.

Discussion
Importance of the size of the pressure transducer

The size of the pressure sensor is obviously of great importance when mea-
surements are performed in small vessels like the coronary arteries. Even
the smallest catheter or guide wire across a narrow stenosis will to some
degree affect the pressure gradient. The various factors that influence the
transstenotic gradients have been studied by Leiboff et al. [14], who reported
that the ratio of the size of the exploring catheter across the lesion to the
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Figure 4. Relationship between the mean pressure gradient and MLD (4. A). Figure 4 B
illustrates the correlation between the gradient and the percent diameter stenosis. The best fit
curves are shown.

stenosis diameter had the greatest impact on the accuracy of the pressure
gradient. Size of the normal segment of the vessel, length of the stenosis and
magnitude of flow had lesser importance in this regard. According to this
model, if the diameter of the sensor relative to the stenosis does not exceed
0.4, the overestimation of the gradient will be small, in fact, less than 10%
if the stenosis diameter is 1.2 mm or more. After a successful PTCA, most
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Figure 5. Relationship between mean transstenotic gradient and MLCA (5. A) and the percent
area stenosis (5. B). Regression lines are indicated.

dilated segments will have a diameter that exceeds 1.2 mm, indicating that
values obtained with the sensor may be considered reliable in most post-
PTCA situations.

De Bruyne et al. [15] have recently reported their in vitro results from a
model with a 4 mm reference diameter with varying flow levels and degrees
of stenosis (10 mm length). They determined the change in pressure gradient
produced by the presence of a 0.015” guide wire through the stenosis and
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found that overestimation was significant (>20%) only in case of tight
stenosis (>85% area reduction).

The importance of the cross-sectional area of the sensor has been corro-
borated in the clinical situation. Serruys et al [16] noted that the transstenotic
gradient systematically overestimated the theoretically gradient calculated
from the laws of fluid dynamics. Moreover, Emanuelsson et al. [1], when
reporting their initial experiences with the Pressure Guide, found that the
gradient more than doubled when the balloon catheter was present in the
stenotic segment compared to the situation with only the wire across the
lesion.

Which is the optimal measurement of stenosis severity?

The concept that the coronary flow reserve (CFR) should provide an accurate
and clinically useful measure of the physiological severity of a coronary
stenosis was first suggested by Gould [17]. Although an attractive hypothesis,
and also a frequent clinically practised method over the years [18, 19], several
important limitations have been recognised [20]. Since CFR is the ratio of
flow during hyperaemia and basal flow, all factors that influence basal and/or
maximal perfusion will also affect CFR. This problem is clinically highly
relevant, not least in the setting of coronary angioplasty. Therefore, several
attempts have been made to find a denominator of flow reserve that is not
dependent on the resting condition or a changing hemodynamic situation.
This is particularly important if serial measurements are to be performed.
Mancini et al have investigated the hemodynamic dependence of various
indices of flow reserve, including the conventional CFR, and found that the
slope of the instantaneous relation between diastolic hyperaemic flow versus
pressure (i-HFVP) was least affected by changes in heart rate and blood
pressure levels [21]. In addition, the slopes distinguished between various
degrees of narrowings of the coronary arteries and the accuracy of the i-
HFVP slope index has been further corroborated in studies using the micro
sphere technique [22]. Since these experiments were carried out in anaesthe-
tised dogs, applying the i-HFVP slope as a measure of coronary stenosis
severity also in the clinical situation should be preceded by studies of its
correlation to quantitative angiographic parameters in man.

The relationship between the transstenotic pressure gradient and coronary
flow velocity has been extensively studied in the animal model by Gould and
associates [4, 5, 23]. They found that phasic pressure gradient-flow velocity
relationship in diastole during maximal hyperaemia characterized stenosis
severity, with steeper curves for tighter lesions. Papaverine was used to
induce vasodilatation, and a methodological problem was that the stenosis
geometry changed during this intervention making the relative stenosis more
severe and thus worsened the pressure gradient-flow velocity slope. However,
as has been demonstrated in human studies, simultaneous administration of
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nitroglycerin will prevent substantial changes of the relative percent stenosis
and thus avoid this potential source of error.

As with all methods assessing CFR where flow measurements of epicardial
coronary arteries are employed, the pressure-flow as well as the pressure
gradient-flow relationships is limited by the fact that they do not take into
account whether collaterals have been recruited to the compromised myocar-
dium. Thus, two anatomically identical stenoses may have disparate i-HFVP
loops, depending on the existence of substantial collateral flow.

It has recently been demonstrated in animal experiments [24], that the
relative flow through the different parts of the coronary circulation can be
calculated, provided the pressure proximal and distal to the stenosis are
known, as well as the coronary wedge pressure (the distal coronary pressure
when the balloon is inflated to occlude the vessel) and the central venous
pressure. Consequently, if these pressures are measured at maximal hyper-
aemia, the relative coronary flow reserve and the contribution of collateral
flow may easily be determined. This model clearly demonstrates that mere
measurement of the transstenotic pressure gradient is inadequate to describe
the hemodynamic consequences of the lesion. For example, identical reduc-
tions of the pressure gradient after coronary angioplasty may have different
hemodynamic importance in different patients. However, additional valuable
information regarding the magnitude of collateral flow can be achieved if the
coronary wedge pressure is measured during the balloon inflation, which is
feasible using a pressure monitoring guide wire.

Conclusions

Since the introduction of coronary angioplasty, there has been a rapid devel-
opment of the material used during the procedure, e.g. guiding catheters,
balloon catheters and guide wires. In addition, investigational diagnostic
devices have emerged (angioscopes, intravascular ultrasound and doppler,
etc.), helping us to achieve additional information about the physiology of
the diseased vessel. The accuracy and reliability of coronary artery pressure
recordings are high with current pressure monitoring guide wires.

As was demonstrated in this study, there exists a fairly close relationship
beetween measured translesional pressure gradients and angiographic pa-
rameters. The independent information obtained by pressure gradient re-
cordings may be of particular value in intermediately severe lesions or in
stenoses where the angiographic assessment otherwise is difficult.

Calculation of phasic pressure-flow velocity relationship, transstenotic
pressure-flow velocity relationship and estimation of relative coronary flow
reserve and collateral flow contribution by distal coronary pressure measure-
ments all potentially provide deeper insight into the physiology of a coronary
artery stenosis. However, further studies are required, and it is not clear at
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the present time which of these methods will prove to be the clinically most
useful.
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12. Application of coronary flow measurements to
decision making in angioplasty

PATRICK W. SERRUYS, EDWARD S. MURPHY and NICO H.J.
PIJLS

1. Introduction

Since its development in the early 1960s, coronary arteriography has been
of great importance in the diagnosis and management of patients with is-
chemic heart disease [1-3]. Also for the next decade, it can be expected
that, once the functional significance of a stenosis has been proven, anatom-
ical data obtained at arteriography will remain necessary as a map for the
cardiac surgeon or the interventional cardiologist to be informed about the
correct sites where bypasses have to be placed or the balloon has to be
inflated.

Despite this acknowledged pivotal role of coronary arteriography to locate
a stenosis, the functional significance of an arteriographic lesion cannot
always be settled from the arteriogram alone [3, 4].

Since the introduction of percutaneous transluminal coronary angioplasty
(PTCA) in 1977 [5], the procedure has gained increasing importance in the
treatment of coronary obstructions. So far, the immediate results of the
procedure have been assessed by coronary angiography and occasionally by
measurement of the residual pressure gradient.

In the setting of PTCA, the shortcomings of coronary arteriography to
predict the functional result of the intervention are even more pronounced.
The edges of the vessel after PTCA are often hazy because of intimal damage
and therefore assessment of the degree of stenosis is more difficult and less
reliable. Intravascular echocardiography has shown how severe overesti-
mation of the result may occur and how small tears in the vessels wall
may simulate considerable anatomic improvement. Because it is clear that
accurate functional information about the PTCA result should be available
on-line, cardiologists have searched for other methods to get this information.
In the early eighties a number of studies were performed to relate decrease
of transstenotic pressure gradient or final transstenotic pressure gradient to
functional outcome of the PTCA. The measured residual pressure gradient
may have short and long-term prognostic value, but it reflects only the
hemodynamic state at rest [6—8]. Recent technical developments (pressure
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transducers on guidewire) might reintroduce the practice of translesional
pressure measurement. In the meantime methods have been developed which
tried to obtain direct information about improvement of coronary or myocar-
dial blood flow by PTCA. The assessment of coronary flow reserve has been
proposed as a better method to evaluate the functional results of dilatation
of a coronary artery obstruction [4, 9-11]. Intracoronary blood flow velocity
measurements with a Doppler probe, and the radiographic assessment of
myocardial perfusion with contrast media have previously been used to inves-
tigate regional coronary flow reserve [12-17].

We have performed studies to evaluate the application of coronary flow
reserve measurements in PTCA. We will describe the use of Doppler alone
in PTCA, the relationship of Doppler to angiographic methods, the change
of coronary flow reserve from acute to chronic as well as the role of coronary
flow reserve measurements in unselected patients. In addition in this chapter
we will propose a new method based on the assessment of flow during
maximal hyperemia.

2. Methods of evaluation

2.1. Intracoronary blood flow velocity measurements during and following
transluminal occlusion

Previously we have reported the use of a doppler tipped balloon angioplasty
system. Briefly the system consists of a 20 mega Hz ultrasonic crystal mounted
on the tip of the angioplasty catheter [10] (Fig. 1). The Doppler crystal has
a 1.0 mm diameter annulus with a 0.5 mm central hole. Blood flow velocity
was measured from the catheter tip transducer using a range-gated 20 MHz
pulsed Doppler instrument. The master oscillator frequency of 20 MHz is
pulsed at a frequency of 62.5 KHz. Each pulse is approximately 1 ms in
width and therefore contains 20 cycles of the master oscillator frequency.
The frequencies chosen allow velocities of up to 100 cm/s to be recorded at
distances of up to 1cm from the catheter tip. The sampling window is
individually adjusted to obtain the optimal signal, which usually results in a
sampling window of 1.8 mm (range: 1.5 to 2.2).

The output of the pulsed Doppler was displayed as a frequency shift (f,
KHz) which can be related to blood flow velocity by the Doppler equation:
f=2F (V/c) cos a, where F is the ultrasonic frequency (20 MHz), V is the
velocity within the sample volume, c is the speed of sound in blood (1500
m/s), and a is the angle between the velocity vector and the sound beam.
Using an end-mounted crystal with the catheter parallel (£20°) to the vessel
axis (cos a equals 1+ 6%), the relation between the Doppler shift and
velocity is approximately 3.75 cm/s per KHz [10].

Sibley et al. [16] has validated clinically and experimentally the ability of
a similar catheter with an end-mounted piezo-electric crystal to provide
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Figure 1. Schematic cross-sectional drawing of Doppler tip angioplasty catheter with inflated
balloon in the artery.

accurate continuous on-line measurement of coronary blood flow velocity
and vasodilator reserve. In our laboratory, we use to verify the accuracy of
each velocity probe by correlating velocity recorded with the Doppler probe
in a 9Fr femoral sheath with the volume flow measured by a timed collection
of blood from the side branch of the same sheath. Graduated flow rates
(range 12 to 165 ml/min) and the corresponding velocities (range 1.2 to
8.2 kHz) were obtained by incremental balloon inflation with the balloon
positioned in the sheath. This simple model allows the assessment of the
flow-velocity relation at different levels. As previously demonstrated, this
relation is linear with correlation coefficients generally =0.95, [17-19] but
underestimates true volume flow for flows over 150 ml/min [16].

2.2. Quantitative analysis of the coronary artery

Coronary angiograms were performed in at least 2 orthogonal projections
before and after PTCA and the same projections were repeated after the
procedure. The determination of coronary arterial dimensions from 35 mm
cinefilm was performed with the computer-based Cardiovascular Angio-
graphic Analysis System (CAAS) [20-22].

2.3. Exercise thallium scintigraphy

As part of our routine evaluation, exercise testing is performed 1-2 days
before and 7-10 days after the PTCA (and at 6 months at Thoraxcenter).
In most patients this is combined with Thallium scintigraphy. Regular exerc-
ise testing was performed according to local routine, symptom-limited, and
classified as negative or mildly, moderately, or strongly positive according
to Selzer [23]. The procedure has been described extensively previously [24,
25]. In case of Thallium scintigraphy, one minute prior to maximal exercise,
1.5 mA TI201 was administered. Planar imaging was started 3 min. later in
3 views: anterior, left anterior oblique 45° and 65°. These same static planar
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images were repeated at rest 4 hr later (redistribution imaging). The exercise
and redistribution images were processed on a DEC gamma-11 system with
a quantification procedure developed at the Thoraxcenter [26, 27]. The
exercise and redistribution images were spatially registered in the computer
on the basis of the detected positions of point sources defined with a cobalt
markerpen at two positions on the patients chest. Following automated
left ventricular contour detection and interpolative background correction,
exercise, redistribution and washout circumferential profiles were computed
at 6° intervals (quantitative thallium perfusion analysis). The late circumfer-
ential profiles were normalized to a delay of 4 hr between the early and late
images. The profiles of the early and late images were normalized to 100%
and compared with normal values defined by the 10th and 90th percentiles
of the profiles of a group of individuals without apparent heart disease.
Semiquantitative thallium uptake in all regions was scored both in the imme-
diate post exercise and late images on a 3-point scale. The scores of regions
related to the diseased coronary artery were summed per patient and the
difference between the post-exercise and late images was taken as a measure
of the amount of redistribution between the post-exercise and late images.
The analog Polaroid images from the gamma camera, the background cor-
rected images and the circumferential profiles were interpreted prospectively
on a routine basis by 3 experienced observers without knowledge of the
angiographic data. Transient and persistent defects were considered abnor-
mal [26, 27].

2.4. Myocardial blood flow assessment by digital radiography

2.4.1. Background theory

Early studies about calculation of coronary blood flow by analysis of contrast
agent passage in the coronary arteriogram were reported almost 25 years
ago by Rutishauser [28, 29]. Analysis of these changes in contrast density,
delineation of so-called time density curves (TDC’s), and subsequent calcu-
lation of time parameters from these curves, was refered to as videodensito-
metry.

Shortly thereafter it was shown that visualisation of contrast agent through
the myocardium could be enhanced by ECG-triggered subtraction imaging.
If digital methods are used for this purpose, also the term digital radiography
is applied [30].

According to the principles of indicator dilution theory [31], flow (F) can
be calculated form these TDCs by equation 1:

F=V/T,, ¢))

where V represents the volume of the vascular bed between injection site of
contrast agent (i.e. the tip of the coronary catheter) and measuring site and
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where T,,, represents the mean transit time of the contrast particles which
is calculated from the time density curve d(t) according to equation 2:

L d(t) dt

Calculation of flow in this way in the living organism is, however, seriously

complicated by a number of problems. The most important problems are

1. The vascular volume V is unknown and not constant from one situation
to another and

2. Flow F is not constant, even not during the acquisition of the TDC
because of the hyperemic response to the contrast injection. In other
words: the parameter to be measured is influenced by the indicator itself.

3. For reliable computation of T,,,, the major part of the TDC has to
be known which requires high quality image acquisition without motion
artifacts during approximately 15-20 heart beats.

Several solutions have been suggested to transform the principles of indicator

dilution theory to a clinically useful method, applicable during routine coron-

ary arteriography. One of these methods, which gained much popularity

during the last 5 years, was the method, introduced by Vogel and co-workers

[15]. This method is discussed in more detailed below.

2.4.2. Coronary flow reserve measurements with digital subtraction
cineangiography

At the thoraxcenter we used the technique according to Vogel to assess the
result of PTCA.

In this approach, mean transit time in equation (1) is replaced by the so-
called myocardial contrast appearance time (MCAT, Tapp) and the vascular
volume V is replaced by maximal contrast intensity

D max. These substitutions have served considerable advantages: the time
parameter Tapp proceeds the hyperemic response to contrast agent and
furthermore has the additional advantage that only the first part of the time
density curve (corresponding with 5 or 6 heart beats) has to be obtained to
determine this parameter.

Substitution of the vascular volume V by maximal contrast intensity is
justified by assuming that all blood in the vascular compartment will be
completely replaced by contrast agent at some moment during contrast pass-
age. It should be emphasized that these substitutions are not supported by
any physical or physiologic theory and in fact are not correct as will be
demonstrated later. The coronary flow reserve measurement from 35 mm
cinefilm according to this method has been implemented on the CAAS [14].
The heart was atrially paced at a rate just above the spontaneous heart
rate. An ECG-triggered injection into the coronary artery was made with
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Iopamidol at 37°C through a Medrad Mark IV (R) infusion pump. This
nonionic contrast agent has a viscosity of 9.4 cP at 37°, an osmolarity of
0.796 osm.kg™ ' and an iodine content of 370 mg/ml. The angiogram was
repeated 30 s after a bolus injection of 12.5 mg papaverine into the coronary
artery by way of the guiding catheter [32, 33]. The injection rate of the
contrast medium was judged to be adequate if back flow of contrast medium
into the aorta occurred. When this was not observed on the hyperemic image,
baseline and hyperemic image acquisition were repeated at a higher flow
rate, necessitating flow rates of up to 6 ml/s in some patients . Five or six
consecutive end-diastolic cineframes were selected for analysis. Logarithmic
nonmagnified mask-mode background subtraction was applied to the image
subset to eliminate noncontrast medium densities [34]. The last end-diastolic
frame prior to the administration of contrast was chosen as the mask. From
the sequence of background subtracted images, a contrast arrival time image
was determined using an empirically derived fixed density threshold [14].
Each pixel was labeled with the sequence number of the cardiac cycle num-
bered from the cycle in which the pixel intensity level first exceeded the
threshold. In addition to the contrast arrival time image, a density image
was computed, with the intensity of each pixel being representative of the
maximal local contrast medium accumulation. The coronary flow reserve was
defined as the ratio of the regional flow computed from a hyperemic image
divided by the regional flow of the corresponding baseline image.

Regional flow values were quantitatively determined using the following
videodensitometric principle: regional blood flow (Q) = regional vascular
volume/transit time [14]. Regional vascular volume was assessed from logar-
ithmic mask-mode subtraction images, using the Lambert Beer relationship.
Coronary flow reserve was then calculated as:

_Qh_ Dh Db

CFR = :
Qb Th Tb

where D is the mean contrast density and T the mean appearance time at
baseline (b) and hyperemia (h). Mean contrast medium appearance time and
density were computed within a user-defined region of interest, which was
chosen so that the epicardial coronary arteries visible on the angiogram, the
coronary sinus, and the great cardiac vein were all excluded from the analysis
[14]. Reproducibility data has been previously investigated and reported.
Normal values for coronary flow reserve measured with this technique have
previously been established [11, 14]. The coronary flow reserve of 12 angio-
graphically normal coronary arteries was 5.0 = 0.8. Therefore a flow reserve
below 3.4 (2 SD below the mean) is taken to be abnormal.
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2.4.3 Maximal flow assessment by calculation of mean transit time at
maximal hyperemia
Despite reasonable results of the studies above mentioned, it has become
more and more clear that the Vogel method is too inaccurate to predict small
or moderate changes in coronary blood flow. In a recent study by Hess and
Mancini [35], it was demonstrated that only changes in coronary flow reserve
exceeding at least 40%, could be measured. This means that the method is
not accurate enough to be informed on-line about the result of a coronary
intervention. Therefore, more accurate methods have been searched for to
assess improvement of myocardial perfusion by PTCA.

One of these is the method to assess maximal myocardial perfusion pro-
posed by Pijls et al. [36, 37]. This method is described below.

2.4.4. Prerequisites for myocardial flow assessment by digital radiography

according to the physiology of indicator dilution

From the former sections it can be concluded that calculation of coronary

or myocardial blood flow by digital radiography in a theoretically sound way

can only be performed if the following three conditions are fulfilled:

1. blood flow during image acquisition should not be influenced by the
contrast agent,

2. the vascular volume should be known or remain at least constant if one
wants to compare flow between different situations, such as is the case in
PTCA,

3. image quality should be so good that a large part of the time density
curve can be determined, enabling reliable determination of mean transit
time.

Only if these three conditions are fulfilled, flow from one situation to another
will be inversely proportional to changes in mean transit time. Recently, it
was confirmed by Pijls et al. that in an animal model in which all these
conditions were fulfilled, an excellent relation between inverse mean transit
time and blood flow was present indeed. In that study all measurements
were performed at maximal coronary and myocardial hyperemia, induced by
intravenous administration of a high dose dypiridamole [36]. This means that
no information about resting flow or CFR can be obtained anymore. Only
the ratio between maximal flow at different degrees of stenosis (e.g. before
and after PTCA) can be obtained. It will be discussed later, however, that
this represents an excellent way to evaluate PTCA-results.

2.4.5. Validation in animals

Eight mongrel dogs were instrumented by an epicardial Doppler probe and
a circular balloon occluder around the LCx artery and by pacing electrodes
on the left atrium. Ten days later, the animals were brought to the catheteri-
zation laboratory, pressure catheters were placed in the ascending aorta and
the left ventricle and a 6 F left Judkins catheter was advanced into the LCA.
Thereafter, dipyridamole was administered intravenously to induce maximal
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dilation of the myocardial vascular bed. Presence of maximal vasodilation
was confirmed by the absence of any additional flow increase after a 20"
occlusion period. Thereafter, the balloon occluder was inflated in 12 small
steps, corresponding with 12 degrees of stenosis, and at every step a contrast
injection was performed (6 ml Iohexol-140, 4 ml/s).

Image acquisition was performed, one image per heart cycle using X-ray
synchronous ECG-triggering. To prevent motion due to breathing the muscle
relaxant drug norcuron was administered intravenously and artificial respir-
ation was stopped during image acquisition. By means of these arrangements
images without noticeable motion artifacts were acquired during 20 consecu-
tive heart cycles.

Figure 2 shows a recording at low paper speed of such a step by step
stenosis induction during maximal vasodilation: ECG, left ventricular pres-
sure and its first derivative, aortic pressure, and phasic and mean Doppler
shift are recorded. From left to right, step by step increase in stenosis severity
corresponds with step by step decrease in flow velocity. A contrast injection
is performed at every flow level and causes an artificial short dip due to lack
of ultrasound reflection by the contrast agent. No increase in flow is observed
following contrast injection and flow remains constant during image acqui-
sition. Image acquisition can be recognized by the absence of breathing in
the pressure signals. In the right part of the figure, presence of maximal
vascular volume is confirmed by the absence of any additional flow increase
after 20 seconds of CX occlusion . This maximal flow velocity equals the
signal obtained in the left part of the figure where no stenosis is present.

Figure 3 shows some representative examples of the high image quality
obtained in this study. The left series corresponds with the 3rd, 5th and 11th
unsubtracted image after start of contrast injection. The right series repre-
sents the identical images using mask mode digital subtraction. After subtrac-
tion, not only the coronary arteries and the myocardial capillary bed are well
delineated , but also the coronary veins are clearly visible.

Image acquisition and processing were performed using a Siemens Bicor
X-ray equipment in connection with a Siemens Digitron 3 computer system.
Images were digitized in a 512 square matrix with 1024 density levels. Regions
of interest were chosen over the left main stem of the dog to record start of
contrast injection, for definition of t = 0 (mean transit time of the injection
signal) and over the myocardium supplied by the CX as well as the LAD
artery. By performing a contrast injection during subtotal occlusion of the
CX artery, the parts of the myocardium supplied by the CX and LAD artery
could always be separately distinguished.

Close to the myocardial ROI’'s , background ROI’s were chosen just
outside the heart contour to detect changes in background density. Once
defined ROI position was held constant in all studies belonging to one dog.

Time density curves were obtained by sampling the average pixel density
within a ROI in the consecutive images. These curves were corrected by
substraction of the sampled densities in the corresponding background ROI’s.
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Figure 3. Tllustration of the image enhancement achieved in this study. The left series corre-
sponds with the 3™, 5™ and 11" unsubtracted image after contrast injection of 6 ml Iohexol-
140. The 1ight series represents the corresponding images using mask mode digital subtraction.
Not only the coronary arteries and the myocardium itself are well delineated, but even the
venous system of the heart is clearly delineated. (From Pijls et al. [36], with permission of the
American Heart Association, Inc.)

The remaining curve was fitted to a gamma function whereafter mean transit
time was calculated from the fit function.

The quality of the fit was judged by the relative error E. and only if this
error was less than 10%, the fit was accepted. This was the case in 93% of
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all studies. The average relative error was about 5% . Details about the fitting
procedures have been described earlier [37].

In Fig. 4 the relation between CX flow velocity on the horizontal axis and
inverse mean transit time on the vertical axis is shown for the eight individual
dogs.

Inverse mean transit time obtained from the CX region of interest is
indicated by the bold squares and in all dogs a good correlation with flow is
found with correlation coefficients ranging from 0.92-0.99.

As a control, inverse mean transit time of the LAD region of interest is
also displayed by the open circles. As should be the case this value almost
remains constant during progressive flow reduction in the CX artery, which
confirms the validity of the model.

To provide the opportunity to study the results of all dogs together, the
data of every dog were normalized to the corresponding values without flow
impairment. Figure 5 shows the results for an arbitrary ROI chosen over the
CX myocardium and shows the excellent suitability of mean transit time to
assess flow over a wide range. The correlation coefficient is 0.97 and 0.94
respectively.

Because in this animal model, vascular volume remained constant and
flow was not influenced by contrast injection, this study also offered an ideal
possibility to test the hypotheses as mentioned in the introduction about
replacement of mean transit time by other time parameters and about maxi-
mal contrast intensity as an index of volume.

The results are summarized in Fig. 5. As can be seen in the left lower
part, maximal contrast intensity D,.x does not remain constant but rather
decreases with decreasing flow, which in fact can be predicted from theory.

In the right upper part it can be seen that the relation between inverse
appearance time and flow is much worse than is the case for the physiologic
time parameter mean transit time, displayed in the upper left corner.

Appearance time was defined in this slide as a 12.5% threshold crossing
of the ascending limb of the curve. If the 1% threshold crossing or the time
of maximal inclination were chosen, the results were even worse. We also
tested the time of maximal contrast intensity. Results for this time parameter
were only slightly, but significantly worse than was the case for mean transit
time. The ratio Dax/Tapp, Which is often used in literature and described in
paragraph 2.4.2, gives better results than appearance time alone for all 3
definitions of appearance time. It should be clearly recognized, however,
that this improvement is not due to the suitability of D., to represent
volume but should be explained by multiplication of two independent weaker
correlations. Nevertheless the result is still inferior to mean transit time.

From this study it can be concluded that accurate comparison of maximal
blood flow between different situations is possible by ECG-triggered, digital
radiography in a theoretically sound way. The clinical implications will be
discussed in paragraph 4.1.
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Figure 4. CX flow velocity vs. inverse mean transit time (1/Tp,) during different degrees of CX
stenosis for the individual dogs for one ROI over the CX myocardium and one ROI over the

LAD myocardium.
bold squares = CX myocardium
open circles = LAD myocardium

(From Pijls et al. [36], with permission of the American Heart Association, Inc.)
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Figure 5. Normalized CX flow velocity vs. inverse mean transit time (1/Tm,), inverse appearance
time (1/Tapp), maximal contrast density (Dmax) and Dyax/Tapp. Of all 3 definitions used for
appearance time, 1/T,,, was the least unfavourable and is used in this figure. (From Pijls et al.
[36], with permission of the American Heart Association, Inc.)

3. Clinical experience at the thoraxcenter (1986-1990)

3.1. Coronary blood flow velocity during PTCA as a guide for assessment
of the functional result

The balloon angioplasty catheter with a Doppler tip described above has
been used in about seventy cases. In our experience after each of the first 3
dilatations, both resting and hyperemic velocities increase. On average the
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Figure 6. Doppler shift (kHz, mean = standard error) during 4 sequential dilatations (D). Va =
resting velocity after dilatation; Vb = resting velocity before dilatation; Vh = peak reactive
hyperemia.

velocities of the last 2 dilatations did not differ statistically, suggesting that
the end result was already achieved by the third dilatation (Fig. 6).

However, some patients still had a substantial increase after the fourth
dilatation and might have well benefited from additional dilatations.

When calculating “coronary flow reserve’ using the peak hyperemic velo-
city and the resting velocity recorded before the first 2 dilatations, we ob-
served a paradoxical decrease of the ratio from 3.9 = 0.6 to 1.9 + 0.2. This
is due to the major increase in resting velocity whose values were very low
prior before the first inflation, with the catheter across the undilated lesion.
When this ratio is based on the resting velocity recorded after dilatation, the
coronary flow reserve differed little from 1 inflation to the next; values
ranging between 1.7 and 2.1. This absence of change was confirmed statisti-
cally by variance analysis. In other words, this ratio does not seem to be an
useful functional guideline for PTCA, whereas the peak hyperemic velocity
following successive balloon deflations shows a gradual and significant in-
crease, levelling off in the most patients after the third dilatation. This would
tend to support the Nijmegen approach which asesses exclusively the hyper-
emic phase.

In these patients quantitative analysis of the coronary angiogram demon-
strated that the minimal lumen cross-sectional area increased from 1.1 to 2.7
mm?. Percent of area stenosis decreased from 83% to 57%. Percent of
diameter stenosis decreased from 60% to 36%. The actual minimal lumen
cross-sectional area before and after dilatation with the catheter across the
lesion was estimated after subtraction of the area (0.68 mm?®) of the PTCA
catheter. These results are similar to a large prospective study of restenosis
[38].

Our original purpose was to use this information as an “‘on-line” assess-
ment of the functional result of the dilatation, with the PTCA catheter
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still across the stenosis. The technical innovation of this catheter was the
combination of a diagnostic and therapeutic tool. Although the catheter was
a prototype of first generation, it provides an unique opportunity to assess
the reactive hyperemia in awake human beings. Furthermore the poststenotic
velocities recorded with the catheter across the lesion were low when com-
pared with the previously published data that document values recorded
proximal to the stenotic lesion [12, 39]. It has recently been suggested [40]
that the ““zero crossing” method underestimates post-stenotic velocity pos-
sibly because of disturbance of laminar flow and this may also explain the
discrepancy between our results and those previously published. The routine
calibration of each Doppler probe by the timed blood volume collection from
the femoral sheath (cross-sectional area : 6.9 mm?) makes it unlikely that
the intracoronary flow velocities recorded in this study with an end-mounted
Doppler catheter were in error.

3.2. Peak reactive hyperemia as a useful functional guide line during the
procedure

Intracoronary blood flow velocity measurements with a Doppler probe have
previously been used to investigate regional coronary flow reserve, assessing
the maximal reactive hyperemia induced by pharmacological vasodilation or
ischemia [7-11]. However, because coronary flow reserve is a ratio between
maximal and resting coronary blood flow, any increase in resting flow results
in a decrease of this ratio.

This phenomenon was observed after the first 2 dilatations when the
resting velocity preceding the inflation was used as the denominator of the
ratio (peak hyperemic velocity/resting velocity). If the resting velocity after
the deflation was used as denominator, the ratio remained unchanged during
4 dilatations; this alternative is therefore useless as a functional guide-line
during the procedure. Because peak hyperemic velocity shows a gradual
increase with successive dilatations which presumably reflects progressive
enlargement of the lumen stenotis we attempted to correlate the cross-
sectional area of the stenotic lesion ‘“‘corrected” for the presence of the
catheter across the stenosis, with the absolute value of the peak velocity
during reactive hyperemia. Despite an orderly ranking of the 2 parameters,
no close correlation (r = 0.41) could be established. Ideally cross-sectional
areas measured after each stepwise enlargement of the lumen by the gradual
inflation of the balloon should have been correlated with the peak hyperemic
velocity after the transluminal occlusion. Unfortunately, the poor quality of
the coronary angiography performed with the PTCA catheter in the guiding
catheter precludes quantitative analysis.

In the setting of PTCA, the absence of precise mathematical relation
between the peak hyperemic velocity measured after the last inflation and
the post-PTCA “‘corrected” minimal lumen cross-sectional area is not so
surprising. First, the changes in luminal size of an artery following the
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mechanical disruption of its internal wall may be difficult to assess by angio-
graphic means [41, 42]. The irregular shape with internal tears that fill with
contrast medium to a variable extent will result in some overestimation of
the true functional luminal size immediately following PTCA. Second, the
extent of coronary atherosclerosis may be difficult to delineate angiograph-
ically. McPherson et al. [43] have documented substantial intimal athero-
sclerosis resulting in diffuse obstructive disease and involving the entire
length of an epicardial artery, is often present, even when angiograms reveal
only discrete lesions. As a consequence relative measurements of stenosis
severity are an inadequate approach to assessing the severity of coronary
obstructions. In addition, the calculated cross-sectional area of the stenotic
lesion after the subtraction of the cross-sectional area of the catheter (mean
2.0 = 1.2 mm?, range : 0.5-4.6 mm?) clearly suggests that the catheter is not
only impeding the flow through the stenotic lesion, even after dilatation, but
might unpredictibly disturbe the velocity profile in the post-stenotic segment
[44]. Further miniaturization of the catheter or doppler on a guidewire may
improve this major draw-back. For all these reasons, the measurement of the
peak velocity with this system does not permit, an on-line, accurate prediction
of the morphological change of the stenotic lesion. However, during sequential
dilatations the plateau observed in the peak hyperemic and resting velocity
signals still provides valuable information which indicates that no further
improvement in flow velocity can be expected from additional dilatations.

After this initial experience and to confirm our preliminary results we
decided to attempt a comparison between the intracoronary doppler mea-
surements and the radiographic technique of measuring coronary flow re-
serve. We were expecting the radiographic technique to be easier to im-
plement and to use as a clinical tool as it avoids use of any additional intra-
coronary hardware.

3.3. A comparison of two methods to measure coronary flow reserve in the
setting of coronary angioplasty: intracoronary blood flow velocity
measurements with a doppler catheter, and digital subtraction
cineangiography

In the population studied for this comparison, the mean age of the 21 patients
was 57 years [37-76], 17 were male. Eighteen patients had single vessel
coronary artery disease and 3 patients two vessel disease. The investigated
and dilated coronary artery was the left anterior descending artery in 14, the
circumflex artery in 3 and the right coronary artery in 4 patients. In none of
the patients a sidebranch was involved at the site of the lesion. The mean
left ventricular ejection fraction was 67% and ranged from 38 to 81%. One
patient had sustained a myocardial infarction in the anterior wall resulting
in a large akinetic segment and an ejection fraction of 38%. None of the
other patients had clinical evidence for a myocardial infarction and all had
normal wall motion and an ejection fraction of more than 55%. In two
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patients the coronary arteriogram showed grade III/IV collateral filling of
the PTCA vessel [29]. A single patient had long standing arterial hyperten-
sion with left ventricular hypertrophy. None of the other patients had electro-
cardiographic, echocardiographic or angiographic evidence of left ventricular
hypertrophy. The mean number of balloon inflations was 4.3/patient and
ranged from 3 to 7. The dilation was successful in all patients, and none of
the patients had a CPK-rise after the procedure. Seven patients had a dissec-
tion of the dilated coronary artery segment after the procedure. Five dissec-
tions were small, two dissections were of moderate severity. None of the
dissections had clinical repercussions. The cross-sectional area at the site
of obstruction was 1.1 = 0.6 mm? before, and 3.2 = 1.1 mm? after PTCA.
Percentage diameter stenosis was 58 £ 9% before, and 32 = 10% after
PTCA. Percentage area stenosis was 82 = 8% before, and 52 = 14% after
PTCA. The interpolated reference area was 6.6 + 1.6 mm? and ranged from
3.9 to 9.8 mm®. During this part of the investigation the measurements were
made with the Doppler catheter just proximal to the stenosis, the tip of the
catheter (1.2 mm?) occupied 18 + 5% (range 12 to 31%) of the cross-sectional
area of the coronary artery. The reactive hyperemia following the last dila-
tation was measured with the balloon part of the Doppler catheter (0.65
mm?) across the stenosis. In this situation the catheter occupied 20 % 5%,
(range: 12-37%) of the luminal cross-sectional area at the site of the stenosis.

This implies that coronary flow reserve assessed with both techniques after
PTCA was measured in the presence of an area stenosis of 52 + 14%,
whereas reactive hyperemia was assessed in the presence of a residual area
stenosis of 62 = 16%. In 14 patients a coronary flow reserve measurement
with the angiographic technique was also obtained in a myocardial region
supplied by a coronary artery which was not dilated and which had no
significant stenosis (<50% diameter stenosis). The mean coronary flow re-
serve of these vessels was 3.4 = 0.8 before PTCA and 3.3 = 0.9 after PTCA.

The relationship between coronary flow reserve measured with digital
substraction cineangiography (CFR-DSC) and the cross-sectional area at the
site of obstruction (OA) is shown in Fig. 7. Patients 1, 4, 7, 9, 10, 11, 12,
17, 18 and 20 had conditions associated with a reduced coronary flow reserve,
in addition to the presence of a coronary stenosis. In these patients only a
weak relationship was found between these two parameters: CFR-DSC =
0.27 OA + 0.9, (r =0.55, SEE = 0.57).

In the other patients in whom the epicardial narrowing was the sole
factor determining the coronary flow reserve, a good relationship was found
between these two parameters: CFR-DSC=0.51 OA +0.7, (r=0.88,
SEE = 0.36).

The relationship between coronary flow reserve measured with Doppler
(CFR-DOP) and the cross-sectional area at the site of obstruction (OA) is
shown in Fig. 8. The resting Doppler-shift before PTCA was 1.4 = 0.7 kHz
and after PTCA 1.5 + 0.7 kHz. In the patients with conditions associated
with a reduced coronary flow reserve aside from the presence of a coronary
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Figure 7. Relationship between coronary flow reserve measured with digital subtraction cine-
angiography (CFR-DSC) and cross-sectional area at the site of obstruction (OA). The open
symbols are the patients with any of the following characteristics: left ventricular hypertrophy,
hypertension, previous myocardial infarction, collaterals or dissection after PTCA. The closed
symbols are the patients without any of the above listed characteristics.

stenosis the relationship between these two parameters was weak: CFR-
DOP = 0.27 OA + 1.0 (r = 0.59, SEE = 0.50). In the other patients a reason-
ably good relationship was found between these two parameters: CFR-
DOP = 0.43 OA + 1.0 (r = 0.77, SEE = 0.45).

The relationship between the coronary flow reserve measured with the
angiographic technique and the coronary flow reserve measured with Doppler
probe is shown in Fig. 9. There is a good relationship between the measure-
ments made with these two techniques, irrespective of whether the flow
reserve is limited solely by the severity of the coronary stenosis (CFR-
DSC = 0.88 CFR-DOP + 0.12, r = 0.85, SEE = 0.38) or whether there are
additional patient characteristics present such as previous infarction, hyper-
trophy, collaterals or dissection after PTCA (CFR-DSC=0.96 CFR-
DOP + 0.01, r = 0.87, SEE = 0.34).

The relationships between the reactive hyperemia (RH) recorded after
the final balloon inflation with the angioplasty catheter still across the lesion,
and coronary flow reserve measured with the angiographic technique (CFR-
DSC =0.27 + 0.95RH, r = 0.85, SEE = 0.34) and with the Doppler catheter
(CFR-DOP = 0.51 + 0.84RH, r = 0.83, SEE = 0.32) are shown in Figs 10
and 11 respectively. As expected the mean reactive hyperemia was somewhat
lower than the coronary flow reserves measured with the angiographic tech-
nique or with the Doppler probe located proximal to the dilated stenosis.
Reactive hyperemia was 1.9 = 0.6, coronary flow reserve measured with the
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Figure 8. Relationship between coronary flow reserve measured with the Doppler probe (CFR-

DOP) and cross-sectional area at the site of obstruction (OA). See for explanation of symbols
Fig. 7.
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Figure 9. Relationship between coronary flow reserve measured with digital subtraction cine-
angiography (CFR-DSC) and coronary flow reserve measured with the Doppler probe (CFR-
DOP). See for explanation of symbols Fig. 7.
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Figure 10. Relationship between coronary flow reserve measured with digital subtraction cine-
angiography (CFR-DSC) and the reactive hyperemia recorded with the Doppler probe across
the dilated lesion after the final balloon inflation (RH).

angiographic technique 2.1 = 0.6 and coronary flow reserve measured with
the Doppler catheter 2.1 * 0.6.

3.4. Discussion and limitation of the two techniques to measure coronary
flow reserve

Extensive validation studies with the Doppler technique have been per-
formed in which the measured changes in velocity have been compared with
changes in perfusion measured with timed-venous coronary sinus collection
[12, 45], labeled microspheres [46], and electromagnetic flow probes [45].
These studies indicate that under a great variety of conditions, changes in
coronary blood flow velocity measured by the Doppler technique accurately
reflect changes in flow [47]. Recently, small sized Doppler catheters have
been developed and validated. They are able to make selective measurements
of flow velocity in the major proximal coronary arteries [10, 12, 16], without
causing coronary obstruction [47]. For instance, in our experience the cross-
sectional area of the Doppler balloon catheter was only 18 = 5% of the cross-
sectional area of the coronary artery in the segment proximal to the stenosis.
However, two important limitations of the Doppler technique are, firstly: it
measures flow velocity rather than volume flow — which may lead to inaccur-
ate values for flow reserve if significant change occurs in cross-sectional areas
between baseline and hyperemia [39] — and secondly: subselective coronary
cannulation increases the risk during cardiac catheterization [12, 47]. There-
fore less invasive approaches to determine the regional coronary flow reserve
are urgently needed.
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Figure 11. Relationship between coronary flow reserve measured with the Doppler probe (CFR-
DOP) proximal to the dilated lesion and the reactive hyperemia recorded with the Doppler
probe across the dilated lesion after the final balloon inflation (RH).

Selective coronary angiography is the standard means for obtaining ana-
tomical information and is the most important tool for clinical decision
making used by the clinician caring for patients with coronary artery disease.
Recently, several attempts have been made to measure coronary blood flow
parameters during cardiac catheterization using recent developments in
radiographic technology [15]. However, radiographic contrast media cannot
be used to measure coronary blood flow by the traditional methodological
approaches [15]; an essential prerequisite of indicator-dilution (Stewart-Ham-
ilton), inert substance washout (Kety-Schmidt), or firstpass distribution (Sa-
pirstein) techniques is that the indicator substance does not affect the regional
flow being measured [9]. Unfortunately, all radiographic media have substan-
tial vascular effects [48], although nonionic media may disturb blood flow
less than ionic agents [15]. Using ECG-gated power injection of a contrast
agent at a rate that is presumed to be sufficiently rapid to achieve complete
replacement of blood with contrast, Hodgson et al. [49] developed a mask
mode subtraction technique that determines myocardial time-density curves
before and during maximal hyperemia before the vascular effects of the
contrast medium disturb the ratio between resting and hyperemic coronary
blood flow. Since some of this techniques fundamental assumptions may not
be met under clinical conditions, validation studies are of special interest [3].
In this study we found a reasonable good correlation between radiographically
determined coronary flow reserve and the coronary flow velocity reserve mea-
sured with a Doppler probe, despite the fact that the two approaches have
methodologically nothing in common and that their respective regions of
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Figure 12. Relationship between flow reserve and cross-sectional area at the site of obstruction
(OA) as described in a previous report of our laboratory [16]. The lines indicate the best fit
curve and the 95% confidence limits. The data of the present study are superimposed. The open
symbols are the measurements obtained before PTCA. The closed symbols are the measure-
ments obtained after PTCA. CFR-DSC = coronary flow reserve measured with digital subtrac-
tion cineangiography, CFR-DOP = coronary flow reserve measured with the Doppler probe,
RH = reactive hyperemia recorded following the final balloon inflation.

interest (myocardium for the radiographic technique and intracoronary lumen
for the Doppler technique) are basically different.

When comparing these measures of the functional capacity of a coronary
artery one has to bear in mind the potential sources of data scatter. Fortu-
nately, the radiographic technique as well as the Doppler technique have a
good reproducibility. Coronary flow reserve and reactive hyperemia are
both ratios between maximal coronary blood flow and resting flow. Resting
coronary blood flow is mainly determined by aortic pressure and heart rate
and coronary blood flow during maximal vasodilation is linearly related to
the prevailing perfusion pressure [4, 9]. These two hemodynamic parameters
change little between the measurements of flow reserve and reactive hyper-
emia, although they certainly contribute to the scatter of the data.

Several studies have shown that in selected patients a close relationship
exists between quantitatively determined stenosis geometry and measured
coronary flow reserve [14, 50].

In a previous study from the Thoraxcenter we established the relationship
between cross-sectional area at the site of obstruction and the measured
coronary flow reserve in a patient population with single vessel coronary
disease and the absence of other factors that might reduce flow reserve such
as hypertrophy, infarction, hypertension, collaterals or dissection [14]. This
relationship is shown in Fig. 12.

A coronary artery with an obstruction area of 2.4 mm® would be expected
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to have a vascular reserve of 2.2 with confidence limits extending from 1.3
to 3.0, which corresponds almost exactly to the range found in our patients.

3.5. Coronary flow reserve immediately after PTCA

Several authors [11, 51, 52] have shown that the coronary flow reserve of
the myocardial region supplied by the dilated vessel increases substantially
after PTCA, but is not restored to normal values. The measurements ob-
tained in the present study with two independant techniques confirm this
fact. We also measured the coronary flow reserve of an adjacent myocardial
region supplied by a not significantly diseased coronary artery, by the radio-
graphic technique and found a marked difference in vasodilator response.
For ethical reasons we did not obtain this measurement with the Doppler
catheter as we felt that introduction of the Doppler probe into a second
coronary artery might introduce additional risks to the investigational part
of the procedure. Nevertheless, the results of the radiographic technique
indicate that the abnormal vasodilatory response is restricted to the myocar-
dium supplied by the dilated coronary artery. There are several potential
explanations for this phenomenon.

1. Since coronary flow reserve is a ratio between resting flow and maximal
coronary blood flow, any increase in resting flow results in a decrease of
this ratio. Neither of the techniques we used, provided us with absolute
measurements of volume flow. Therefore, we cannot make a definite con-
clusion regarding resting coronary volume flow after the PTCA. However,
the resting Doppler shift was virtually the same before and after the PTCA
procedure, 1.4 + 0.7 kHz and 1.5 * 0.7 kHz respectively. Furthermore, sev-
eral authors using the thermodilution technique in the coronary sinus or the
great cardiac vein have reported comparable resting volume flows before and
after PTCA [53-55].

2. Metabolic, humoral or myogenic factors could potentially play a role in
the limited restoration of coronary flow reserve after PTCA. However, the
metabolic derangements due to the PTCA seem quickly reversible [53, 56,
57]. Although humoral factors may play a role in a specific subgroup of
patients with complicated PTCA, sofar no evidence has been presented that
implicates that humoral factors are important in this regard in the majority
of patients [58]. The chronic reduction in perfusion pressure distal to the
stenotic lesion may induce alterations in the complex mechanism of autoreg-
ulation and a prolonged period of time may be needed before these abnor-
malities subside [52].

3. Finally, the impaired coronary flow reserve could be directly related to the
residual stenosis [9]. Cross-sectional area measured immediately after PTCA
generally increases about threefold due to the procedure but remains grossly
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abnormal [9, 59]. The relationship between cross-sectional area at the site
of obstruction and coronary flow reserve as found in a previous study from
our laboratory [14], is shown in Fig. 12 with the 95% confidence intervals.

The data of the present study for patients fulfilling the same exclusion criteria
(group B) are superimposed: coronary flow reserve measured with both
techniques and the reactive hyperemia following the final balloon inflation
with residual obstruction area corrected for the presence of the Doppler
balloon catheter. The large majority of measurements fall within the 95%
confidence limits of this relation, suggesting that the persisting reduction in
cross-sectional area perse constitutes a sufficient explanation for the limited
restoration of coronary flow reserve, although it does not exclude other contri-
buting pathophysiological mechanisms.

3.6. Coronary flow reserve immediately after PTCA in an unselected patient
population

Recently a series of unselected clinical coronary angioplasty population (N =
15) were studied at the Thoraxcenter [60]. Although our intention was to
study a consecutive series of patients, this could not be realized because of
logistic restraints (e.g. emergency studies, patients refusal) and technical
inadequate recordings (respiration artefacts, atrial frbrillation and frequent
ectopic beats). Nevertheless, the patients group represented a random, unse-
lected clinical coronary angioplasty population. Patients were not excluded
for factors known to disturb coronary flow reserve. No patients showed
electrocardiographic evidence of left ventricular hypertrophy but this could
not be ruled out as no additional imaging techniques were performed to
study this aspect. Seven patients (47%) had multivessel coronary artery
disease. A previous myocardial infarction in the region under study was
present in 4 patients (27%). Six patients (40%) had refractory unstable
angina pectoris. In three cases (20%) the myocardial region under study was
supplied by angiographically visible collaterals.

In each case the immediate result of angioplasty was thought successful
by the operator. In six vessels angiographic evidence of dissection at the
dilatation site was observed accompagnied by a “hazy” aspect in four cases
and contrast staining in one. A filling defect without visible dissection was
noted in one patient, while side branch occlusion occurred in another patient.
These circumstances did not cause ischemic symptoms and creatine phospho-
kinase measurements after the procedure were in the normal range (less than
100 U/1).

Before coronary angioplasty the mean percentage diameter stenosis was
60.4 = 8.0% . Immediate after angioplasty this was 36.8 = 11.4% (p < 0.05).
After 24 hours the mean percentage diameter stenosis remained unchanged
with a much smaller standard deviation (37.6 = 5.3%; p = NS). In two cases,
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the residual stenosis was more than 50% (51 and 56%) but 24 hours later
the percentage diameter stenosis was less than 50% in all cases. On the
other hand, the lowest percentage diameter stenosis (10% ) immediately after
angioplasty increased to an intermediate value (39%) after 24 hours. The
mean minimal luminal diameter pre-angioplasty was 0.93 £ 0.18 mm and
increased significantly to 1.53 = 0.28 mm post-angioplasty (p < 0.05). At 24
hours follow-up the mean minimal luminal diameter was unchanged
(1.53 £ 0.21; p = NS) althought some individual variation was observed. The
same trends were observed for the obstruction area measurements.

The mean coronary flow reserve before angioplasty was 1.26+0.59 and
remained at the same level (1.30 +0.42; p = NS) after the intervention.
Although coronary flow reserve improved in nine myocardial regions, a
rather steep decrease in reserve was observed in three regions with the
highest pre-angioplasty values. In one case this decrease could be explained
by side branch occlusion. After 24 hours the mean coronary flow reserve
showed a slight increase to 1.78 = 0.90; p <0.05) with an improvement in
eight, decrease in four, and an unchanged situation in four myocardial regions
compared to the immediate post-angioplasty measurements. No correlation
between the anatomic parameters (percentage diameter stenosis, minimal
lumen diameter and obstruction area) and the calculated coronary flow re-
serve could be found before, immediately after, and 24 hours after angio-
plasty, except for the minimal lumen diameter and the obstruction area
immediately after the intervention.

3.7. A Word of caution

Coronary flow reserve can be influenced by many factors other than epicar-
dial coronary stenosis, such as myocardial hypertrophy, tachycardia, hypert-
ension, prior myocardial infarction, collaterals, dissection after PTCA [51,
61], changes in coronary vasomotor tone and changes in ventricular end-
diastolic and intrathoracic pressures [4, 9]. Therefore, in order to relate
the measured coronary flow reserve to quantitatively determined stenosis
geometry, we have carefully divided our study population into a group of
patients (A) with one or more of the above mentioned characteristics and a
group of patients (B) without any of these characteristics. We tried to prevent
changes in vasomotor tone which is relevant to both techniques [20] by
inducing a constant maximal epicardial coronary vasodilation with repeated
intracoronary administration of isosorbide dinitrate [62]. In accordance with
previous reports [14, 50] we found a good correlation between cross-sectional
area at the site of obstruction and measured coronary flow reserve in group
B, in contrast to a poor correlation between these two parameters in group
A.

In view of these results, we have drawn the following conclusions: Coron-
ary flow reserve estimations in patients with clinical conditions known to



206 P.W. Serruys et al.

disturb coronary flow is hazardeous. It is particular problematic in these
patients to use this functional measurement for assessing the result coronary
angioplasty. The mean dimensions of the coronary artery after angioplasty
do not change in the first 24 hours after the procedure, but there was a
tendency for regression to the mean value for the best as well as for the
worst immediate post-angioplasty results. One day after the intervention only
a gradual improvement can be observed. Whether this improvement in coron-
ary flow reserve continues with time remains to be established and is discussed
in paragraph 3.8. Thus, in spite of the promises of coronary flow reserve
measurements in the setting of coronary angioplasty, application remains re-
stricted to carefully selected patients.

3.8. Evaluation of coronary flow reserve late after PTCA

In order to asses the long term change in flow reserve, the long term coronary
flow reserve was measured in the myocardial region supplied by the dilated
coronary artery before PTCA, immediately following PTCA as well as 5
months later. Consecutive measurements were also obtained in 12 adjacent
myocardial regions supplied by a nondilated coronary artery. The coronary
flow reserve of these adjacent myocardial regions remained unchanged imme-
diately following PTCA as well as after 5 months follow-up. Coronary flow
reserve (mean = SD) in the myocardial region supplied by the dilated coron-
ary artery increased from 1.0 = 0.3 to 2.5 + 0.6 immediately following PTCA
(p < 0.001). In none of these patients was coronary flow reserve restored to
a normal level immediately following PTCA. A substantial late improvement
(p <0.01) in coronary flow reserve had occurred 5 months later. Coronary
flow reserve in the myocardial region supplied by the dilated coronary artery
5 months after PTCA was of the same magnitude as the coronary flow reserve
in the myocardial region supplied by a nondilated and angiographically not
diseased coronary artery (Fig. 13). In 11 of the 15 patients (73%) coronary
flow reserve of the dilated coronary artery was restored to a normal level of
=3.4, whereas in 4 of 15 patients (27%) coronary flow reserve was still
abnormal (Fig. 14). Coronary flow reserve 5 months after PTCA was related
to the change in minimal cross-sectional obstruction area occurring between
immediately after PTCA and at follow-up (Fig. 15). In 10 patients the minimal
cross-sectional obstruction area 5 months after PTCA was larger than imme-
diately following the procedure (late improvement). Only one of them had
a coronary flow reserve of <3.4. In 5 patients the minimal cross-sectional
obstruction area 5 months after PTCA was smaller than the area immediately
following the procedure (late deterioration). The percentage of patients
showing normalization of coronary flow reserve 5 months after PTCA is
substantially higher (p < 0.05, chi-square test) in the group with late angio-
graphic improvement (90%) compared to the group with late deterioration
(40%). In an additional population of patients we have studied the relation-
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Figure 13. Coronary flow reserve (CFR) Measured with digital subtraction cineangiography
before, immediately after and 5 months after PTCA. The shaded bars represent the CFR of
the myocardial region supplied by the dilated coronary artery. The white bars represent the
CFR of an adjacent myocardial region supplied by a nondilated and angiographically normal
coronary artery.
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Figure 14. Coronary flow reserve (CFT) plotted against minimal cross-sectional obstruction area
(OA) 5 months after PTCA. The lower limit of the normal value for CFR as measured with
the digital subtraction cineangiographic technique is 3.4.

ship of late remodeling and coronary flow reserve which confirms these
findings [63], Figs 16, 17, 18.

Wilson et al. [50] have shown in a human study that the impaired coronary
flow reserve is directly related to the severity of the stenosis. Cross-sectional
area measured immediately after PTCA generally increased approximately
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