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Preface

Small molecules constitute the most versatile modality in drug discovery 
since they can be designed by medicinal chemists to be amenable to all routes 
of administration and to reach any tissue within the body. With the intro-
duction of early absorption, distribution, metabolism, excretion and toxicity 
(ADMET) profiling later- stage failures due to inadequate pharmacokinet-
ics and a number of previously dreaded safety liabilities could be markedly 
reduced. During the last two to three decades an impressive body of knowl-
edge has been accumulated on design strategies and tactics to solve common 
ADMET issues, which have been collected and diligently summarized in this 
handbook by a distinguished global group of experienced medicinal chem-
ists and ADMET experts across academia and the pharmaceutical industry.

Medicinal chemistry experience and knowledge of how best to modify 
molecular structure to solve ADMET issues is difficult and tedious to retrieve 
from the literature, public databases and even corporate data warehouses. 
The Medicinal Chemist's Guide to Solving ADMET Challenges addresses this gap 
by presenting the most proven strategies to solve challenges associated with 
a comprehensive set of ADMET parameters which are commonly subject 
to medicinal chemistry optimization. These tactics are exemplified with a 
curated collection of concrete examples displayed in a highly visual “table- of- 
contents” style format, allowing readers to rapidly identify the most promis-
ing approaches applicable to their own challenges.

Each chapter of this handbook is dedicated to a single or a group of related 
ADMET properties. The sections summarizing the mitigation strategies and 
the examples are preceded by a concise yet comprehensive introduction of 
the parameter. This comprises a discussion of the relevance of the parame-
ter, a description of state- of- the- art screening strategies including key assays 
and in silico prediction methods, structural and mechanistic aspects and, 
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for enzymes and transporters, an overview of the protein family, expression, 
activity and substrates. A major remit is to point readers who would like to 
learn about some of these aspects in more detail to high- quality literature 
sources. Out of these around half a dozen key references are highlighted in 
a box, visually offsetting the discussion and exemplification of mitigation 
strategies from the introductory part.

The unique and uniform format of the chapters of this handbook is in 
part inspired by Wikipedia, which provides a quick and concise overview 
of a topic while providing links and references for further reading. Wiki-
pedia is also a source of knowledge about ADMET properties, however, 
on a more superficial level and generally lacking information on mitiga-
tion strategies. Yet there is a great tradition of hugely popular and useful 
printed reference works on finding solutions which many chemists like 
to have at their fingertips, such as Protective Groups in Organic Synthesis 
by Theodora W. Greene and Peter G. M. Wuts or Jerry March's Advanced 
Organic Chemistry. In the field of small molecule drug discovery, The 
Handbook of Medicinal Chemistry edited by Andrew Davis and Simon E. 
Ward has become a landmark oeuvre, which encyclopedically covers the 
entire R&D process. The Medicinal Chemist's Guide to Solving ADMET Chal-
lenges is meant to complement the latter by compendiously providing 
medicinal chemistry practitioners and drug discovery scientists across 
small and large pharmaceutical companies as well as students interested 
in entering the field with answers and solutions to their daily challenges 
pertaining to the universal task of optimizing ADMET properties in search 
of candidate drugs with a well- balanced overall profile.

I would like to conclude by giving my sincere thanks to all chapter authors 
for their outstanding work and dedication to bringing this handbook to a 
successful completion. Furthermore, I would also like to extend my thanks 
to Alexander Mayweg and Andrew Thomas for their key roles and support in 
the inception of this book. Last but not least my special thanks go to Sarah 
Skerratt for her enthusiasm and invaluable contributions to the initiation of 
this project.

Patrick Schnider
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1.1   Introduction
This chapter provides a high- level overview of all the strategies for solv-
ing challenges arising during the optimization of absorption, distribution, 
metabolism, excretion and toxicity (ADMET) properties in small molecule 
drug discovery as described in this book. While this is meant as a quick ref-
erence for the reader's convenience, it is highly recommended to consult the 
pertinent chapters for a detailed yet concise discussion, including concrete 
examples of how these strategies were employed previously.

Each chapter describes mitigation strategies for a single ADMET property. 
It is clear that hit and lead optimization with a focus on just few parameters 
is overly simplistic, since each structural modification targeted at changing 
a particular property in the desired direction will inevitably confer a change 
on all of a compound's properties. In drug discovery it is therefore advisable 
to adopt a holistic perspective from the beginning, with efficacious dose pre-
dictions ultimately being the most holistic metric. Applying dose predictions 
early on can be an effective way to identify critical drug properties and guide 
further optimization.1–5 While Lipinski's “rule- of- five”, which predicts that 
poor absorption or permeation is more likely when there are more than five 
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hydrogen- bond donors, more than ten hydrogen- bond acceptors, the molec-
ular weight is greater than 500 and the calculated partition coefficient (logp) 
is greater than five,6 is an early version of an integrated approach, the param-
eters of this and similar mnemonics7 should be used for guidance rather 
than as strict cut- offs. This is equally true for the techniques for how to mit-
igate challenges associated with individual ADMET properties described in 
the chapters of this book. As the overview Table 1.1 in Section 1.3 reveals, the 
attempt to design a universally perfect drug is elusive. The medicinal chem-
ist's task is rather to come up with candidate drugs with a good balance of 
molecular properties.8,9 In order to find this balance, it is essential to develop 
a solid understanding of the target pharmacokinetic–pharmacodynamic 
(pk–pD) profile and an adequate ratio of therapeutic benefits to safety risks 
for a given indication.1,3,5,10–14

While a holistic consideration of molecular properties is indispensable 
during the hit- to- lead and lead optimization phases, medicinal chemists 
often encounter situations in which particular attention needs to be given 
to the improvement of single ADMET properties. It is the purpose of this 
book to provide efficient access to the most promising mitigation strate-
gies and tactics to improve individual properties while offering a uniquely 
comprehensive overview of how the modifications employed as part of such 
optimization efforts might affect other ADMET parameters. The properties 
featured in this book comprise those which are most commonly and uni-
versally addressed during hit and lead optimization in small molecule drug 
discovery programs.

It should be mentioned that there are no chapters dedicated to two fun-
damental pharmacokinetic parameters, volume of distribution and plasma 
protein binding, since it has been recommended not to target these param-
eters for optimization in drug design per se, or only with caution.15–17 how-
ever, both can be modulated by changing physicochemical properties; the 
main trends are therefore included in Table 1.1 in Section 1.3. Lipophilic 
positively charged molecules have a tendency to partition into biological 
membranes due to a positive interaction with the phospholipid bilayer, 
which results in high volumes of distribution. neutral compounds have 
no electrostatic interaction with the surface of membranes. Their abil-
ity to partition into membranes will thus mainly be driven by increasing 
lipophilicity. negatively ionized compounds have a very low affinity for 
membranes and consequently low volumes of distribution but tend to 
bind strongly to serum albumin, the most abundant plasma protein.17 The 
strongest determinant of albumin binding for neutral and basic molecules 
is again lipophilicity.18

Lipophilicity (or hydrophobicity) is the molecular property which has the 
single most profound impact on ADMET properties (Table 1.1).7,19–22 The 
effective lipophilicity is expressed as logD, the logarithm of the distribution 
coefficient, D, which is the ratio of equilibrium concentrations of all ionized 
and unionized forms of a solute in a mixture of a hydrophobic phase such 
as n- octanol and an aqueous phase at a given ph, usually 7.4. The partition 
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coefficient, p, refers to the equilibrium concentration ratio of a hypothetical 
unionized compound; logp is termed intrinsic lipophilicity since it is inde-
pendent of the ph of the aqueous phase. Together with logp the acid disso-
ciation constant (pKa) values of all ionizable groups of a compound therefore 
determine the effective lipophilicity logD (Chapter 2).19,23 It has been sug-
gested that an optimal lipophilicity range lies between logD 1 and 3.20 While 
logD values above 3 are associated with low solubility and an overall increased 
safety risk, low logD values below 0–1 will entail poor membrane permeability 
and increased renal clearance. Due to the prominent influence of lipophilic-
ity on ADMET properties, the experimentally determined logD21,24 is invalu-
able to effectively guide medicinal chemistry optimization. For drug design 
calculated measures of lipophilicity are of great use. The most common and 
popular methods to estimate logp are based on the summation of lipophilic-
ity contributions of fragments. Estimation of logD from calculated logp and 
pKa is intrinsically unreliable due to the uncertainty of predictions, which is 
exacerbated by the propagation of errors.20 Advances in computational meth-
ods, such as machine learning using large corporate data sets, have enabled 
the generation of robust models, even for the prediction of logD. however, 
these still need to be trained continuously and are not broadly available to 
the community. A recent compilation of logD contributions of commonly 
used substituents based on experimental logD data and a molecular matched 
pairs analysis constitutes a practical tool for compound design.25

Beyond its crucial effect on logD, charge is also an important determinant 
of numerous ADMET properties in its own right (Table 1.1).7 For this reason 
optimization efforts often require careful fine- tuning of the pKa of ionizable 
groups, which highlights the need to continuously expand the knowledge 
base of how ionization constants of acids and bases can be modulated by 
structural modifications.26–28

The size of a compound, e.g. expressed as molecular weight (MW) as a sim-
ple and intuitive measure, is another fundamental molecular property. With 
some exceptions, striving to keep molecular weight low – ideally below 500 
or even better 400 Da7 – will broadly benefit ADMET properties, in particular 
membrane permeability, but also contribute to achieving high ligand bind-
ing efficiency.29 While these trends have been firmly established, it should 
also be mentioned, though, that there are a number of orally absorbed drugs 
with MW >500 Da in the “beyond rule of five” (bro5) space.30

In the quest to gain an ever better understanding of how molecular prop-
erties influence ADMET properties, numerous molecular descriptors have 
been evaluated. It should be pointed out that many descriptors of molecu-
lar shape and counts or summations of various structural features, such as 
number of rotatable bonds or even (topological) polar surface area [(T)pSA] 
are to some degree correlated with molecular weight. This is also true for 
hydrogen bond acceptor and donor counts. nevertheless, these parameters 
are featured in Table 1.1 since hydrogen bond acceptors and, in particular, 
donors play a prominent role pertaining to certain ADMET properties, such 
as membrane permeability and phase 2 metabolism.
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Contacts with aromatic rings are among the most frequent non- covalent 
protein–ligand interactions, which impressively underlines the importance 
of aryl groups in drug discovery.31,32 It is therefore to be expected that the 
number, nature and positioning of aromatic rings may have an effect on 
ADMET properties which involve a protein–ligand interaction, such as inhi-
bition of cardiac ion channels, plasma protein binding or cytochrome p450 
(CYp) inhibition. It has been shown that detrimental effects on these ADMET 
parameters are mainly due to the number of carboaromatic rings.33 It should 
be pointed out, though, that carboaromatic ring count also tends to correlate 
with lipophilicity, which is a key determinant of these properties. neverthe-
less, it has been suggested that aromatic ring count is an important param-
eter in its own right and that limiting the sum of logD and the number of 
aromatic rings serves as a good predictor of developability.21 It is also worth 
mentioning that aromatic ring count does not adequately describe the rel-
evance of aromaticity for some ADMET properties; e.g. photosensitivity, or 
genotoxicity due to intercalation or the formation of reactive metabolites 
such as nitrenium ions may be mitigated by breaking conjugation. The for-
mation of electrophilic epoxide or quinone metabolites may be suppressed 
by replacement of an electron- rich aryl ring by a more electron- deficient 
one. In contrast, replacement of electron- deficient (aza- )heterocycles by less 
electron- deficient rings may be a successful strategy to disfavor DnA inter-
calation or reduce inhibition of CYp1A2.

1.2   Strategies by ADMET Properties
1.2.1   Tactics to Improve Solubility (Chapter 2)
by robert J. Young
  

 ● reduce lipophilicity
 ● Introduce charge
 ● Introduce polar substituents
 ● replace aromatic Ch by n or O
 ● reduce crystal packing and melting point

 ○ reduce aromatic ring count or increase sp3 : sp2 ratio
 ○ reduce hydrogen and halogen bonding
 ○ reduce intramolecular hydrogen bonding

 ● Salt forms

1.2.2   Optimisation of Passive Permeability for Oral 
Absorption (Chapter 3)

by Andy pike and r. Ian Storer
  

 ● Decrease molecular weight
 ● Increase logD: increase logp and/or modulate pKa of ionizable centers
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 ● reduce pSA: lower TpSA or experimental pSA (epSA) by reduction of 
hydrogen bond donor (hBD) and/or hydrogen bond acceptor (hBA) 
count or introduction of intramolecular hydrogen bonds, via small rings 
in acyclic molecules and across larger macrocycles

 ● reduce hBD count
 ● prodrugs: a derivative compound with improved physicochemical char-

acteristics for absorption which can undergo facile chemical or meta-
bolic degradation to the pharmacologically active species

1.2.3   Targeting Gastrointestinal Uptake Transporters 
(Chapter 4)

by Simone h. Stahl, katherine S. Fenner, M. raymond V. Finlay, ravindra V. 
Alluri, Beth Williamson, Johan X. Johansson and Jason kettle
  

 ● Oligopeptide transporter 1 (pepT1, SLC15A1) mediated uptake
 ○ Modification of a compound to mimic key features of the pharmaco-
phore of the natural substrates of pepT1, dipeptides and tripeptides, 
e.g. by addition of an amino acid

 ● Sodium- dependent multivitamin transporter (SMVT, SLC5A6) mediated 
uptake

 ○ Drug conjugation with biotin (vitamin B7) or pantothenic acid  
(vitamin B5), the endogenous substrates of SMVT

 ● Apical sodium- dependent bile acid transporter (ASBT, SLC10A2) medi-
ated uptake

 ○ Drug conjugation with a bile acid
 ● Monocarboxylate transporter 1 (MCT1, SLC16A1) mediated uptake

 ○ A monocarboxylate structure is the key prerequisite; other ionisable 
groups need to be masked, e.g. as prodrugs

 ● Organic cation transporter OCTn2 (SLC22A5) mediated uptake
 ○ Drug conjugation with OCTn2's endogenous substrate l- carnitine

 ● Organic cation transporter OCT1 (SLC22A1) and OCT3 (SLC22A3) medi-
ated uptake (cf. Chapter 6)

 ○ Substrates are largely small hydrophilic compounds ranging from 
approximately 60 to 350 Da in size, with at least one positively charged 
group

 ● Organic anion transporting polypeptide (OATp, SLCO, subtypes 1A2 and 
2B1) mediated uptake

 ○ relevance is unclear; substrates including a number of marketed 
drugs are lipophilic acids; endogenous substrates include prostaglan-
dins and sulfate- conjugated steroids

 ● nucleoside transporter [concentrative nucleoside transporters (CnTs, 
SLC28) and equilibrative nucleoside transporters (EnTs, SLC29)] medi-
ated uptake

 ○ Substrates are nucleosides and nucleobases as well as derivatives
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1.2.4   Drug Efflux Transporters: P- gp and BCRP (Chapter 5)
by peter Bungay and Sharan Bagal
  

 ● Maximizing oral absorption
 ○ MW <500
 ○ logp <5
 ○ pSA <120–140 Å2

 ○ hydrogen bond donor count <5
 ○ hydrogen bond acceptor count <10

 ● Maximizing brain penetration by minimizing p- glycoprotein (p- gp) and 
breast cancer resistance protein (BCrp) mediated efflux at the blood–
brain barrier

 ○ MW <400
 ○ logp 2–5
 ○ pSA <70–90 Å2

 ○ hydrogen bond donor count <2
 ○ Charge: attenuate basic pKa (<8–8.5), avoid negative charge

1.2.5   OATs and OCTs: The SLC22 Family of Organic Anion 
and Cation Transporters (Chapter 6)

by pär Matsson and Maria karlgren
  

 ● Substrates
 ○ Transport usually requires a positive [organic cation transporter 
(OCT)] or negative [organic anion transporter (OAT)] charge

 ○ Molecular weight rarely exceeding 400 Da
 ○ Lipophilic drugs tend to be poor OCT and OAT substrates

 ● Inhibitors
 ○ Inhibitors are usually positively (OCT) or negatively (OAT) charged
 ○ Greater molecular size is associated with a higher likelihood of 
inhibition

 ○ reducing lipophilicity tends to decrease the probability of  
inhibition

1.2.6   OATPs: The SLCO Family of Organic Anion Transporting 
Polypeptide Transporters (Chapter 7)

by Maria karlgren and pär Matsson
  

 ● Substrates
 ○ The majority of OATp1B1/1B3 substrates are negatively charged, but 
some neutral compounds have been reported as weaker substrates

 ○ Substrates tend to have a relatively high molecular weight in the 400–
900 Da range

 ○ Lipophilic drugs tend to be less efficient OATp substrates
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 ● Inhibitors
 ○ Inhibitors are usually negatively charged but may also be neutral
 ○ The likelihood of inhibition correlates with descriptors of increas-
ing molecular size, including molecular weight, volume, number of 
hydrogen bond acceptors and (topological) polar surface area

 ○ reducing lipophilicity leads to a decreased likelihood of inhibition

1.2.7   Bile Salt Export Pump (BSEP) Inhibition (Chapter 8)
by Alexander Treiber and Martin h. Bolli
  

 ● reduce lipophilicity
 ● Decrease molecular weight
 ● Cationic and zwitterionic compounds tend to be less potent inhibitors
 ● Tendency toward decreased inhibition with increasing number of 

hydrogen bond donors

1.2.8   Cytochrome P450 Metabolism (Chapter 9)
by Antonia F. Stepan and r. Scott Obach
  

 ● Increasing metabolic stability
 ○ reduce lipophilicity
 ○ Modify the site of metabolism: remove or block the metabolic soft 
spot, or disfavor binding to the catalytic site

 ○ Add fluorine

1.2.9   Cytochrome P450 Induction (Chapter 10)
by hua Lv, Wei Zhu and hong Shen
  

 ● Strategies to mitigate CYp3A4 induction mediated by pregnane X recep-
tor (pXr) activation; the pharmacophore of human pXr (hpXr) ago-
nists comprises an essential h- bond acceptor and at least two flanking  
(preferably aromatic) hydrophobic groups

 ○ Introduce a polar substituent to the hydrophobic group
 ○ remove or replace the key hydrophobic group with a less hydrophobic 
group

 ○ Introduce steric hindrance or rigidify the structure

1.2.10   Strategies to Mitigate CYP450 Inhibition (Chapter 11)
by Alexander G. Dossetter, Marcel J. de Groot and Sarah E. Skerratt
  

 ● Strategies applicable to all CYp isoforms to impede binding of the nitro-
gen lone pair of an azaheterocycle to the heme group

 ○ Add a flanking group (e.g. a methyl group) next to an aromatic nitrogen
 ○ Change the heterocycle
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 ● 1A2
 ○ Increase molecular weight
 ○ reduce aromaticity

 ● 2C9
 ○ Avoid or reduce negative charge
 ○ reduce lipophilicity

 ● 2C19
 ○ reduce lipophilicity

 ● 2D6
 ○ Avoid or reduce positive charge
 ○ reduce lipophilicity

 ● 3A4
 ○ Decrease molecular weight
 ○ reduce lipophilicity
 ○ Add charge; negative charge is most promising

1.2.11   Aldehyde and Xanthine Oxidase Metabolism (Chapter 12)
by David C. pryde, Dharmendra B. Yadav and rajib Ghosh
  

 ● preventing oxidation of azaheterocycles featuring an aromatic carbon–
hydrogen bond adjacent to an aromatic nitrogen atom

 ○ remote functionalization
 ○ Alternative heterocycles
 ○ Add a blocking group adjacent to the aromatic nitrogen atom

1.2.12   Glucuronidation (Chapter 13)
by Yue pan

 ● preventing glucuronidation
 ○ remove or block the glucuronidation site
 ○ Use bioisosteres to replace the susceptible moiety
 ○ Sterically or electronically decrease glucuronidation rate
 ○ reduce lipophilicity
 ○ Sterically disrupt the substrate's binding to uridine 5′- diphospho-  
glucuronosyltransferase (UGT)

 ○ protect the soft spot as a prodrug

1.2.13   Sulfation (Chapter 14)
by Yue pan
  

 ● preventing sulfation
 ○ remove or block the sulfation site
 ○ Use bioisosteres to replace the susceptible moiety
 ○ Sterically or electronically decrease the sulfation rate
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 ○ reduce lipophilicity
 ○ Increase the size of the molecule to disrupt binding to sulfotransfer-
ase (SULT)

1.2.14   Reactive Metabolites (Chapter 15)
by Amit S. kalgutkar
  

 ● Mitigation of epoxidation of (hetero- )aromatic ring and double or triple 
bonds

 ○ Introduce innocuous metabolic soft spots
 ○ replacement
 ○ Disfavor metabolic oxidation by reducing electron density

 ● Mitigation of electron- deficient double (and triple) bonds, including qui-
nones, quinone- methides, quinone- imines, imine- methides, diimines, 
classical Michael acceptors and iminium ions

 ○ Iminium ions
 ◼ Structural modifications to prevent formation
 ◼ Electronically disfavor stabilization

 ○ Quinones, quinone- imines, quinone- methides, diimines, imine-  
methides

 ◼ prevent formation by blocking metabolic soft spot (e.g. para or ortho 
position of six- membered rings, or benzylic position)

 ◼ Disfavor metabolic oxidation by reducing electron density
 ○ Michael acceptors

 ◼ Decrease electrophilicity by increasing electron- density
 ◼ prevent formation by metabolic oxidation followed by elimination 

reaction (e.g. by blocking oxidation of the β- position or replacing a 
proton in the α- position)

 ● reduce reactivity of acyl glucuronides of aliphatic carboxylic acids 
towards nucleophiles by alkyl substitution at the α- carbon

1.2.15   Genotoxicity (Chapter 16)
by Stephan kirchner and patrick Schnider
  

 ● Avoiding the formation of aryl nitrenium ions
 ○ reduce electron density of the aromatic ring to reduce nitrenium ion 
stabilization

 ○ Break or reduce conjugation
 ○ Impede metabolism of the amino or nitro group by steric shielding or 
remote substitution

 ○ Introduce innocuous metabolic soft spots
 ○ prevent the release of an aromatic amine (e.g. from an amide or  
N- aryl heterocycle) by N- substitution, electronic or steric modifica-
tions of the aryl group, or replacement or modification of the amide 
or heterocycle
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 ● Avoiding alkylating agents
 ○ Avoid alkyl or acyl moieties substituted with good leaving groups

 ◼ Strain in three-  and four- membered rings increases reactivity
 ◼ Ensure complete removal of alkylating agents used during synthesis

 ○ prevent the metabolic formation of epoxides, Michael- type acceptors 
and iminium ions (cf. Chapter 15)

 ● Avoiding intercalation and minor groove binding
 ○ reduce planarity or aromaticity
 ○ Introduce bulky substituents
 ○ Increase electron density of the aryl system
 ○ reduce positive charge
 ○ Disrupt hydrogen bonding (mainly minor groove binders)

 ● Optimization against binding to the ATp site of kinases regulating the 
cell cycle

 ○ Modify hydrogen bond (donor–)acceptor(–donor) hinge- binding motif

1.2.16   Drug- induced Photosensitivity (Chapter 17)
by Jean- François Fournier

 ● Decrease intrinsic property forecast index (ipFI): reduce lipophilicity 
and number of aromatic rings

 ● Break conjugation
 ● remove an aryl halogen atom
 ● Introduce an intramolecular radical scavenger
 ● Subtle structural modifications, e.g. change positional isomers

1.2.17   Drug- induced Phospholipidosis (Chapter 18)
by Laura Goracci and Gabriele Cruciani
  

 ● reduce basicity
 ● reduce lipophilicity
 ● reduce amphiphilicity
 ● Modulation of metabolism

 ○ Improve metabolism which decreases the potential of a drug to induce 
phospholipidosis by reduction of overall lipophilicity and basicity

 ○ Avoid the formation of metabolites that induce phospholipidosis more 
strongly (and may have a lower clearance and consequently a tendency 
to accumulate) than the parent, e.g. a secondary amine metabolite 
from a tertiary amine or an amine metabolite from deacylation

1.2.18   Cardiac Ion Channel Inhibition (Chapter 19)
by Cinzia Bordoni, Daniel J. Brough, Gemma Davison, James h. hunter, 
J. Daniel Lopez- Fernandez, kate McAdam, Duncan C. Miller, pasquale A. 
Morese, Alexia papaioannou, Stefan Schunk, Mélanie Uguen, paul ratcliffe, 
nikolay Sitnikov and Michael J. Waring
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 ● Voltage- gated sodium channel 1.5 (naV1.5 channel) inhibition
 ○ reduce lipophilicity
 ○ reduce or eliminate basicity
 ○ Modify (hetero)aromatic rings and/or (hetero)aromatic substitution 
pattern

 ○ Disrupt binding by introduction of steric clashes
 ● Voltage- gated calcium channel 1.2 (CaV1.2 channel) inhibition

 ○ reduce lipophilicity
 ○ reduce or eliminate basicity
 ○ Modify (hetero)aromatic rings and/or (hetero)aromatic substitution pattern

 ● human ether- à- go- go- related gene (hErG) potassium channel inhibition
 ○ reduce lipophilicity
 ○ reduce or eliminate basicity
 ○ Introduce acidic centres
 ○ reduce the number of aromatic rings
 ○ Modify (hetero)aromatic rings and/or (hetero)aromatic substitution 
pattern

 ○ Disrupt binding by introduction of steric clashes and changes in 
conformation

Key References
 ● M. p. Gleeson, J. Med. Chem., 2008, 51, 817–834.  

 ○ Guidance on the impact of lipophilicity, molecular weight and ionization state 
on key ADMET properties based on an analysis of large data sets.  

 ● M. J. Waring, Expert Opin. Drug Discovery, 2010, 5, 235–248.  

 ○ Comprehensive review of lipophilicity concluding that issues and risks related 
to ADMET properties are minimized best in the logD range between ca. 1 and 3.  

 ● r. J. Young, D. V. S. Green, C. n. Luscombe and A. p. hill, Drug Discovery 
Today, 2011, 16, 822–830.  

 ○ Discussion of the relative influence of intrinsic and effective lipophilicity on 
key ADMET properties and of the sum of logP/D and aromatic ring count as a 
composite index to predict developability.  

 ● M. M. hann and G. M. keserü, Nat. Rev. Drug Discovery, 2012, 11, 355–365.  

 ○ Guide on how to effectively apply existing knowledge of key trends and princi-
ples in a holistic way to find the “sweet spot”.  

 ● M. V. Varma, S. J. Steyn, C. Allerton and A. F. El- kattan, Pharm. Res., 2015, 32, 
3785–3802.  

 ○ Introduction of the Extended Clearance Classification System (ECCS) for the 
prediction of the predominant clearance mechanism based on physicochemical 
properties and passive permeability.  

 ● T. S. Maurer, D. Smith, k. Beaumont and L. Di, J. Med. Chem., 2020, 63, 
6423–6435.  

 ○ Overview of the opportunities and challenges associated with dose prediction, 
the most holistic metric reflecting a compounds potential to become a drug.  
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Table 1.1    high- level overview of the effects of key molecular properties on ADMET properties.

ADMET property Lipophilicity Charge
Molecular 
weight

Aromatic/planar 
rings hBD hBA

Solubility ↑ ↓ ↑ ↓ planarity/ring 
count

↑/↓ ↑/↓

Plasma protein 
binding

↓ ↓ (positive, 
neutral)

↓ negative ↓ ↓

Volume of 
distribution

↓ ↓ (positive, 
neutral)

↓ positive 
(↑negative)

(↓)

Passive permeability ↑ ↑ ↓ negative ↓ ↓ (↓)
P-glycoprotein (and 
BCRP)

↓ Efflux (↑) ↓ ↓ ↓ (↓)

OCTs ↓ Transport ↑ ↓ positive ↑
↓ Inhibition ↓ ↓ positive ↓

OATs ↓ Transport ↑ ↓ negative ↑
↓ Inhibition ↓ ↓ negative ↓

OATPs ↓ Transport ↑ ↓ negative ↓
↓ Inhibition ↓ ↓ negative ↓ ↓

BSEP ↓ Inhibition ↓ (↓ negative, ↑ 
positive)

↓ ↑

CYP450 metabolism ↓ Metabolism ↓
CYP450 induction ↓ 3A4 induction (↓) (↓ ring count)
CYP450 inhibition ↓ 1A2 inhibition ↑ ↓

↓ 2C9 inhibition ↓ ↓ negative
↓ 2C19 
inhibition

↓

↓ 2D6 inhibition ↓ ↓ positive
↓ 3A4 inhibition ↓ ↑ (negative) ↓

1.3   Strategies by Molecular Properties
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ADMET property Lipophilicity Charge
Molecular 
weight

Aromatic/planar 
rings hBD hBA

Glucuronidation ↓ Conjugation ↓ (↓ block/
remove/protect 
glucuronida-
tion site)

Sulfation ↓ Conjugation ↓ ↑ (↓ block/
remove/ 
protect sulfa-
tion site)

Reactive metabolites ↓ Metabolism ↓ prevent aromatic 
ring oxidation: 
replace/modify

Genotoxicity ↓ reactive 
metabolite 
formation

↑/↓ ↑ (especially 
aromatic 
amines)

↓ break or reduce 
conjugation (espe-
cially aromatic 
amines)

↓ Intercalation/
minor groove 
binding

↑/↓ ↓ positive (↑) ↓ reduce planarity 
or aromaticity

↓ (especially 
groove binding)

(↓)

↓ kinase 
inhibition

modify hinge- binding 
(donor–)acceptor 
(–donor) motif

Photosensitivity ↓ 
photosensitivity

↓ ↓ reduce number 
of rings, break 
aromaticity

Phospholipidosis ↓ 
phospholipidosis

↓ ↓ positive

Cardiac ion channels ↓ naV1.5 
inhibition

↓ ↓ positive modify rings/
substitution

↓ CaV1.2 
inhibition

↓ ↓ positive modify rings/
substitution

↓ hErG 
inhibition

↓ ↓ positive, ↑ 
negative

↓ number of rings, 
modify rings/
substitution

Table 1.1  high- level overview of the effects of key molecular properties on ADMET properties.  (continued)
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2.1   Introduction: Relevance of Solubility for Drug 
Disposition

A drug needs to be solubilised at appropriate concentrations in aqueous 
environments to enable efficacious actions. This encompasses, inter alia, the 
compound being solvated to suitable levels in bodily fluids to enable delivery 
to and engagement with the target, dissolution in the gastrointestinal (GI) 
tract to enable absorption into the general circulation for oral drugs and/or 
high solubility to enable intravenous administration.

There is an abundant literature on poor physicochemical properties in 
drug discovery,1 characterised by excessive lipophilicity2 and the consequent 
low solubility,3 which contribute to lower chances of success.4,5

Other pertinent parameters, such as wettability and dissolution rate, both 
of which can also be influenced by the crystalline form or micro manipula-
tion of the solid, also have roles in drug disposition.6 Whilst they are import-
ant, they are beyond the scope of this chapter that focusses on tactics to 
influence inherent solubility.

It is a cliché in drug development that solubility almost invariably worsens 
as more stable polymorphs of higher purity compounds are produced during 
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progression7 and scale up.8 To maximize chances of success it is thus better 
to start in a good place in early discovery.9

2.2   Definitions
As defined by the International union of pure and Applied Chemistry (IupAC), 
solubility is the analytical composition of a saturated solution expressed as a 
proportion of a solute in a designated solvent. In drug discovery, biorelevant 
solvents are simulated by buffered aqueous media with various surfactants 
and additives (such as lecithin and taurocholic acid) at ph values that mimic 
environments in the gastro- intestinal tract and body compartments.

Most drugs and molecules in discovery programmes are “very slightly sol-
uble or practically insoluble” according to european pharmacopoeia classi-
fications (Table 2.1). The volume of liquid in the stomach is typically around 
300 mL, which gives an indication of why keeping the dose below 100 mg is 
a sensible aspiration.10

2.2.1   Which Solubility Measure is Most Pertinent?
Aqueous buffers at different ph values (e.g. gastric, approximately ph 2; 
intestinal, ph 5.5 to 6.5; plasma, ph 7.4) are commonly used for measure-
ments, and all are valuable in understanding drug behaviour. In common 
medicinal chemistry practice, kinetic solubility in ph 7.4 buffer is a very 
good benchmark for appraising the solubility of experimental molecules 
and is commonly employed with increasingly high throughput and automa-
tion;11,12 such precipitative methods use as little as few tens of microlitres of 
10 mM dimethyl sulfoxide (DMSO) stock.

As indicators of likely behavior in the GI tract for oral drugs solubilities are 
commonly measured in fasted or fed state simulated (gastric or intestinal) 
fluids (FaSSGF, FeSSGF, FaSSIF or FeSSIF; Table 2.2).

Table 2.1    european pharmacopoeia solubility definitions. reproduced from ref. 13 
with permission from Springer nature, Copyright 2014.

Descriptive term
Solubility 
(mg mL−1)

Molar solubility 
MW 400 log S

Approximate 
volume (mL) to 
dissolve 100 mg

Very soluble >1000 >2.5 M >0.4 0.1
Soluble 33 to 100 83 to 240 mM −1.1 to −0.6 1.0 to 3.0
Sparingly soluble 10 to 33 25 to 83 mM −1.6 to −1.1 3.0 to 10
Slightly soluble 1 to 10 2.5 to 25 mM −2.6 to −1.6 10 to 100
Very slightly soluble 0.1 to 1 0.25 to 2.5 mM −3.6 to −2.6 100 to 1000
practically insoluble <0.1 <250 µM <−3.6 >1000 (or 1 litre)
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2.2.2   Solubility, Lipophilicity and pKa

The time taken in measuring solubility is important. Typically, shorter exper-
iments (often using a precipitative method from a carrier solvent, such as 
DMSO) give a kinetic solubility, representing the maximum solubility of 
the fastest precipitating species of the compound.12 Longer times furnish 
thermodynamic solubility data, representing equilibrium in the dissolution 
process, whereby the dissolved compound is in equilibrium with the undis-
solved material (e.g. a stable polymorph) in excess.12

Solubility is one of three physicochemical properties most pertinent to 
drug discovery, along with lipophilicity and acid dissociation constant (pKa); 
the three are inexorably linked.13

Lipophilicity, the inherent affinity of a molecule for a lipophilic environ-
ment, is the most important single parameter in understanding drug dis-
position and interactions. It is of course the antithesis of hydrophilicity, the 
affinity for water. In drug discovery the relative affinity for the two contrast-
ing environments is usefully measured by partition and distribution coeffi-
cients, based on octanol/aqueous buffer measurements (usually expressed as 
log P or log D at a given ph).

Log P is a constant for any given compound; the only figure for compounds 
with no ionisable centres or the asymptotic value for the unionised form if 
there are potential charged centres.

P = [solute] octanol/[solute] water

Log Dph is the effective hydrophobicity of a compound and measures distri-
bution of all species at a stated ph (ph 7.4 commonly quoted in drug dis-
covery). This varies with ph, given profound differences (typically 500-  to 
10 000- fold, represented by ΔP) in the distribution of ionized and unionized 
forms; the difference between the pKa and ph will influence the degree of 
ionization.

 Dph = [hA] + [A−] octanol (acids)/[hA] + [A−] water

   Dph = [b] + [bh+] octanol (bases)/[b] + [bh+] water

Table 2.2    Simulated gastrointestinal fluids used in drug discovery. reproduced 
from ref. 13 with permission from Springer nature, Copyright 2014.a

Fluid Solvent and ph Key components
Aqueous acid/
base added

FaSSGF Water 1.6 Sodium taurocholate, lecithin, naCl hCl, qs
FeSSGF 1 : 1 milk : water 5 naCl, acetic acid, sodium acetate hCl, naOh qs
FaSSIF Water 6.5 Sodium taurocholate, lecithin,  

maleic acid, naCl (dilute)
naOh qs

FeSSIF Water (oil?) 6.5  
(or lower)

Sodium taurocholate, lecithin,  
maleic acid, naCl (concentrated)

naOh qs

a qs = quantum satis – the amount needed.
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The pKa refers to the ph at which an ionisable centre, be it an acid or 
a base, is present with equal proportions of the charged and uncharged 
forms, i.e. 50% ionised. It is derived from the henderson–hasselbalch 
equation:

pKa = ph − log([A−]/[hA]) for an acid and

pKa = ph − log([bh+]/[b]) for a base

such that when the species is 50% ionised then [A−] = [hA] (or [bh+] = [b])  
and the ph = pKa

The interrelationship between log P and log Dph can be computed, 
given measured or calculated distribution values and pKa, using the 
equation:14

log Dph = log(10(log P) + 10[log P−ΔP+ch×(pKa−ph)]) − log(1 + 10[ch×(pKa−ph)])

Where:
  

ch (charge) = +1 for all bases, −1 for all acids
ΔP = difference in partition of ionised and neutral species

  
ΔP is variable and represents a 500- fold to 10 000- fold difference in 

partition between the neutral and fully charged forms of the ionisable 
molecule.

representative ΔP values for ionophores are as follows: acids, 4.2; aliphatic 
amines, 3.1; aromatic amines (e.g. aniline), 2.5; aromatic embedded nitrogen 
(e.g. pyridine) 4.0.13

When (pKa − 2) < ph for a monobasic compound and (pKa + 2) > ph for a 
monoacidic compound, the equation to estimate the log P or log Dph, respec-
tively, gets simplified as follows:15,16

Monobasic: log Dph = log P − log(1 + 10(pKa−ph))

Monoacidic: log Dph = log P − log(+10(ph−pKa))

Clearly, the calculations are more complex for multiple charges, but there are 
no substitutes for quality measured values!17

2.2.3   General Solubility Equation (GSE)
The essence of solubility is captured in the general solubility equation,18 
developed by Yalkowsky and co- workers,19 which is a useful predictive model 
originally derived for the solubility of “weak electrolytes”. The GSe relates 
aqueous solubility to a combination of inherent affinity for water versus lipid 
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environments (estimated by the log of the partition coefficient, log P) and 
the lattice energy of the solid form, estimated by the melting point (Mp). It is 
worth noting that for compounds within the log P range of 2 to 3 (the median 
range for drugs) the GSe predicts that only the lowest melting ones have sol-
ubility >250 µM (log10 Sol > −3.6) (Table 2.3). As an aide memoire it is useful 
to consider avoiding (high melting) brick dust and (overtly lipophilic) grease 
balls in drug discovery.20

General solubility equation:

log[molar aqueous solubility] = 0.5 − 0.01(Mp − 25) – log P

or

log Sphx = 0.5 – 0.01(Mp − 25) – log Dphx is a useful guide and approximation

2.2.4   Other Predictors: In Silico
Many in silico packages to predict solubility are available;21 most are based 
on lipophilicity22 and yield varying predictivity, largely because the form and 
energy of the crystal lattice (which affect the melting point) are very difficult 
to predict.

The Lipinski rule of five was proposed as a guide to predict the likelihood 
of oral absorption based on chances of achieving both acceptable permeation 
and solubility.23 reasonable oral absorption can be expected when a given 
molecule does not violate two or more of the following, molecular weight 
>500; log P >5, number of hydrogen bond acceptors >10, number of hydro-
gen bond donors >5. The GSe would concur with the excessive lipophilicity 
constraint, and there is evidence that higher hydrogen bond acceptor (hbA) 
or hydrogen bond donor (hbD) counts influence increased melting points. 
Molecular weight does not affect solubility per se,17 but often correlates with 
factors that affect permeability, such as size.17

Table 2.3    Computed and visualised GSe solubility predictions. reproduced from 
ref. 13 with permission from Springer nature, Copyright 2014.a

Computed log S values 
(from GSe) in table

log10 (partition coefficient)

1 2 3 4 5

Melting 
point  
values (°C)

50 −0.75 −1.75 −2.75 −3.75 −4.75
100 −1.25 −2.25 −3.25 −4.25 −5.25
150 −1.75 −2.75 −3.75 −4.75 −5.75
200 −2.25 −3.25 −4.25 −5.25 −6.25
250 −2.75 −3.75 −4.75 −5.75 −6.75
300 −3.25 −4.25 −5.25 −6.25 −7.25

a predicted solubility: >200 µM; 30–200 µM; <30 µΜ.
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2.3   Mitigation Strategies
2.3.1   Decrease Lipophilicity
It is logical, as embodied in the GSe, to thus consider various tactics that 
lower lipophilicity as a means of improving solubility; as discussed in 
the introduction, this will also reduce other attrition- related risks. The 
following subsections consider various tactics that can help to reduce 
lipophilicity.

Key References
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2.3.2   Charge
reducing lipophilicity by the incorporation of a charged (basic or acidic) cen-
tre into a molecule is a commonly employed tactic to reduce lipophilicity. 
This may be either a recognition feature in the molecule or a non- binding 
appendage (or solubilising motif). It should be noted that, e.g. for a basic 
compound with a pKa of 7.4 the solubility at ph 7.4 is only twice that of the 
unionised form of the molecule, illustrated in Figures 2.1 and 2.2. The same, 
but opposite – due to charge reversal, effects apply to acidic compounds.

The effective solubility at a given ph (Sph) can, like the effective distribu-
tion, be related to intrinsic solubility (S0) and degree of ionisation by the 
henderson–hasselbalch equation:24

 Monobasic compounds: log Sph = log S0 + log(10(+pKa−ph) + 1)

 Monoacidic compounds: log Sph = log S0 + log(10(−pKa+ph) + 1)

The ph changes going through the GI tract should be considered in this 
context in understanding solubility behaviour, although it can be compli-
cated by transit times and the occurrence of supersaturation, which is typi-
cally highly variable since it is liable to food interference and is not a reliable 
means of achieving desired solubility levels.25 predicting and understand-
ing GI solubility behaviour of charged compounds, complicated further for 
zwitterions and multiply charged molecules, is a science of its own and pub-
lished references give a good introduction.24,25

Figure 2.1    example solubility (white circles) and ionisation (black triangles) 
vs. ph profiles for a basic compound with pKa of 7.4. This assumes 
an intrinsic solubility of the free base of 3 µg mL−1 and solubility in 
SGF (ph 1.5) of 2800 µg mL−1. At ph 7.4 the solubility is 6 µg mL−1  
(2 × 3 µg mL−1 as when ph = pKa, equal concentrations of ionised and 
unionised forms are explicit, the rest of the unionised form precipi-
tates). reproduced from ref. 13 with permission from Springer nature, 
Copyright 2014.
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2.3.2.1  Charge – Not Always a Quick Fix
While charged groups are clearly hydrophilic and thus contribute to increased 
solubility, they can reduce binding affinity since the energetic cost of desol-
vation of associated water molecules is rarely offset by the accrued energy 
from electrostatic and/or hydrogen bonds. Solubilising groups are best left 
in bulk water outside of the binding pocket.

There are risks and shortcomings with charged molecules, discussed in 
other chapters of this book. promiscuity (interactions with many targets) tends 
to be driven by intrinsic lipophilicity (or log P, the partitioning of the neutral 
form),17 frequently exacerbated by a positive charge, e.g. human ether- à- go- go 
related gene (herG) and general promiscuity.26 basic molecules also tend to 
bind to negatively charged membrane phospholipids, thus increasing volume 
of distribution and reducing plasma concentration – or they may catalyse the 
breakdown of these phospholipids, causing phospholipidosis. Acidic mole-
cules often tend to be poorly permeable and bind to basic regions on plasma 
proteins, resulting in reduced unbound drug concentrations at sites of action.

2.3.3   Introduction of Polar Substituents
Introduction of polar functional groups based on heteroatoms or their combina-
tions, particularly based on oxygen, nitrogen and sulphur, can be effective ways 
to increase solubility by the reduction of lipophilicity. however, this effect may in 
some cases be offset by an increase in lattice energy, due to intermolecular con-
tacts, such a hydrogen bonds, occurring in crystal lattices. It is vitally important 
that polarity is introduced without compromising activity.27 The magnitudes of 
these heteroatom effects are dependent on the molecular conformation, where 
the effects of neighbouring polar groups can be significant, and whether the 
substitution leads to a decrease of a basic pKa, the net effect of which may be 
an increase in lipophilicity. replacement of hydrogen by fluorine in aliphatic 

Figure 2.2    Visualising the solubility of a basic compound with low intrinsic  
solubility. At the pKa, then [r2nh2

+] = [r2nh], but solubility is only twice 
that of the low solubility unionised form.
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chains also tends to decrease lipophilicity28 and can improve solubility, whilst 
having the most profound effect on conformation and pKa modulation.29

2.3.4   Replacement of Aromatic CH by N or O
benzenoid structures are inherently very lipophilic, and replacement of 
aromatic Ch by one or more nitrogens is a common and useful solubility 
enhancer30 and can introduce moderate basicity to reduce effective hydro-
phobicity (log D) or aid with salt formation. Additionally, five- membered 
heterocyclic rings are common replacements with reduced lipophilicity, and 
various connectivities involving combinations of n, O and S are feasible. 
however, such modifications with particular topologies might also lead to 
increases in lattice energy, with a negative effect on solubility.

2.3.5   Reduce Crystal Packing and Melting Point

2.3.5.1  Reducing Aromatic Ring Count or Increasing  
sp3 : sp2 Ratio

reducing aromatic ring count31 or increasing sp3 : sp2 ratio32 in molecules 
(“escape from flatland”) are principles that will not only improve solubility but 
also increase the chance of success for drug molecules in general. The property 
forecast index17 (pFI, originally the solubility forecast index) is a useful guide 
for assessing the chances of achieving favourable developability outcomes, 
based on the summation of log P (or log Dph) plus aromatic ring count. pFI < 6 
(on the chromatographic log D scale) indicates a high probability of achieving 
reasonable solubility. The effect of flatness on solubility is probably manifested 
both by π- stacking and other aromatic interactions in the solid state and lesser 
entropy release with the phase change of the more rigid structures (Figure 2.3).

The diagonal line separates the distribution of generally good vs. generally 
poor solubility – representing pFI = 7.

beyond reduction of flatness and disruption of hydrogen bonding networks, 
lattice energy can in some cases be reduced effectively by – sometimes even 
subtle – modifications of shape or conformation, such as stabilisation of bent 
conformations, increase of dihedral angles, or reduction in symmetry.33 A 
commonly employed tactic toward this end is methylation, whereby the slight 
increase in lipophilicity may be outweighed by the reduction of crystallinity.

2.3.5.2  Reducing Hydrogen and Halogen Bonding
In addition to effects noted above with aromatic rings there is an increasing 
appreciation of the influence of wider crystal packing phenomena, whereby, for 
example, networks of intermolecular hydrogen bonds can influence the supra-
molecular structure and thus lattice energy. The number of hydrogen- bond 
donors as well as adjacent hydrogen- bond donor–acceptor motifs are strongly 
associated with high crystallinity, and matched molecular pair analyses demon-
strated the effects of other motifs such has halogens on melting point.34 The 
use of single molecule X- ray crystal structures can aid in the identification of 
positions to ameliorate these effects (e.g. see example 3 in Section 2.4.2).
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2.3.5.3  Reducing Intramolecular Hydrogen Bonding
rigidification of structures through intramolecular hydrogen bonding (e.g. 
example 1 in Section 2.4.1) can reduce solubility as it lowers the effective 
hydrophobicity by shielding hydrophilic functionality. Such effects are very 
important in the purported chimeric behaviours of macrocycles that can 
show hydrophilic or hydrophobic faces depending on intermolecular hydro-
gen bonding and the local environment.35,36

2.3.6   Salt Forms
Different salts, hydrates and inclusion complexes can be used to improve solu-
bilities; these are usually employed in later stages of discovery or development. 
The focus here is on improving the intrinsic solubility of the parent molecule, 
although salts can increase both dissolution rate and solubility. high solubil-
ity levels of protonated compounds in the highly acidic environment of the 
stomach can enable increased absorption due to supersaturation, which main-
tains the state of dissolution irrespective of the ph rising above the pKa of the 
compound in the duodenum that would reduce the intrinsic solubility.

Figure 2.3    Distribution of measured kinetic solubilities versus binding measured 
chromatographic log D7.4 and aromatic ring count. reproduced from 
ref. 13 with permission from Springer nature, Copyright 2014.
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example

1

In the process of growing a fragment hit 1, profound changes in lipophilicity and 
solubility were produced with minimal changes to the structure. Methylated 3 
disrupted planarity and improved solubility in a kinetic assay with chemilumi-
nescent nitrogen detection (CLnD) in spite of increased lipophilicity. Introducing 
a heterocycle (4 vs. 2) or a polar carboxamide substituent (5 vs. 2) both reduced 
lipophilicity approximately 100- fold and increased solubility. however, combining 
these changes in 6 was not additive and decreased solubility as a significant reduc-
tion of the basicity of the pyridine nitrogen along with a reduction of accessibility 
of the pyridine nitrogen and the amide nh by water due the intramolecular hydro-
gen bonding increased the lipophilicity. higher crystallinity, as a consequence of 
increased planarity effected by the intramolecular hydrogen bond, may further 
contribute to the drop in solubility.37

2.4   Examples of Mitigation Strategies
2.4.1   Changing Lipophilicity, Adding Polar Groups, Twists
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example

2

partial saturation of a distal ring markedly reduced the melting point of 
8, producing a marked improvement of solubility of 7 in spite of similar 
lipophilicity.38

3

The poor solubility of the lead compound 9 was attributed to its high melting 
point; a single- crystal X- ray structure indicated that the compound formed 
head to tail dimers of an extended conformation through hydrogen bonding 
interactions of the pyrazolopyridine with the sulphonamide groups. Similar 
analysis of a second compound (10) revealed no head- to- tail dimer formation, 
influenced by the extra steric demands of the chlorinated central ring, which 
prevented the formation of head to tail dimers in the solid state and resulted  
in the formation of a different crystal form with fewer π- stacking interactions.  
The aliphatic fluorine in 11 further lowered lipophilicity.39

2.4.2   Solid State Structure Manipulation to Reduce Melting 
Point
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example

4

This is an interesting example from a paper which considers the effects of crystal 
packing and melting point on solubility of compounds for topical administra-
tion, illustrated by the counterintuitive (and not generally recommended, due 
to toxicity of beta- naphthylamine) change of quinoxaline 12 to naphthalene 
13, which led to improved solubility in spite of an increase in log D7.4. The 
observation that the quinoxaline 12 is yellow, while the naphthalene analogue 
13 is colourless indicates that the former is a more rigid, higher melting point 
structure and thus has lower solubility in both water and propylene glycol or 
ethanol.40

  

example

5

Despite its small size, the lead amino thiazole 14 was highly lipophilic and 
thus poorly soluble in a kinetic assay with CLnD. Fragment hybridisation led 
to the less planar dihydropyrazole series with considerably improved solubility 
for 15 in spite of similar lipophilicity.41

2.4.3   Modulating Intramolecular Interactions – Reducing 
Melting Point

2.4.4   Reducing Planarity
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example

6

The pyrrolopyrazole 16 was a known antitubercular compound, disclosed by 
GSK to foster collaborations to enable target identification and optimisation. 
This compound, shown to inhibit Dpre1,42 was one of those where “attention 
to decreasing lipophilicity and/or minimizing aromatic ring count would be 
a sensible approach in lead optimization”.43 Similarity searching identified 
morpholino pyrimidine as a suitable replacement in 17, retaining activity and 
reducing both lipophilicity and aromatic ring count, resulting in considerably 
improved solubility and excellent in vivo activity in the series from oral dosing.44

  

example

7

In the Merck Orexin antagonist programme, addition of a trans methyl 18 
enforced an axial arrangement of the 3- methyleneoxy enhancing potency, but 
this compound had poor aqueous solubility (<10 µM) (data above include Day-
light calculated log partition coefficient (clog P). Optimization of the distal aryl 
moiety identified the pyrimidine 19 with excellent potency and enhanced aque-
ous solubility (192 µM), thus filorexant (MK- 6096) was selected for progression 
into clinical trials.45

2.4.5   Heterocyclic Switches, Reducing Aromaticity

2.4.6   Heterocyclic Switch



  

example

8

r1 r2 X Solubility  
(µg mL−1)

Melting  
point °C

Calculated  
dihedral angle

clogp

OMe h C 46 192–193 18.5 4.1
h h C 85 165–167 17.8 4.7
F h C 153 157 9.1 4.8
F F C 248 150 40.5 4.9
h Me C 262 135–137 37.9 4.9
— h n 299 187–188 0 3.4
Me Me C 1270 92 70.0 5.1

The results of this study indicated that increased dihedral angle in the ana-
logues decreased melting point and increased solubility; the pyridyl analogue, 
with increased melting point showed the effect of the planarity of this com-
pound counteracting the reduced lipophilicity of the compound.33

  

example

9

Some interesting effects to consider are described in this paper, although 
it would be interesting to have more measured lipophilicity (data above are 
Daylight clogp) and melting point data to hand. Starting from 20, what would 
appear to be a relatively high melting point compound has markedly increased 
solubility by addition of the dimethyl amide 21 (reduced intermolecular hydro-
gen bonding in crystals?). Modification to the 5- fluoropyrimidine 22 improved 
activity (attributed to the “increased h- bond acidity of the nh”), but solubility 
markedly fell due to “increased lipophilicity”. The marked level of solubility 
returned with ortho- methylation in 23, presumably disrupting crystal packing 
by turning the amide out of plane in the even more lipophilic molecule.46

2.4.7   Disruption of Planarity

2.4.8   Simple Changes, Big Differences – Crystal Packing and 
Effect of a Twist
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example

10

The ethoxy substituent, whilst giving a small net increase in lipophilicity, none-
theless showed a marked increase in solubility, attributed to “a deviation from 
planarity induced by the ethoxy substituent which results in disruption of crys-
tal packing forces”. It should be noted that the amide and the pyridone are fully 
in plane in an X- ray crystal structure of 25 bound to the Met kinase.47

  

example

11

Addition or placement of methyls can have a profound effect on solubility, 
most probably via crystal packing, given lipophilicity changes, illustrated here 
by the differences in solubility of meta 26 and para tolyl 27 exemplars from 
a series of histone deacetylase (hDAC) inhibitors and the tenfold increase 
achieved by methylation of the more active analogue alpha to the other amino 
linkage 28.48

2.4.9   Introducing Polar Clashes to Induce a Twist

2.4.10   Profound Effect of Methyl Substituents



examples

12

A small chain substituent on 29 linked to a mildly basic morpholine was 
employed to enhance aqueous solubility in a farnesoid X receptor (FXr)  
candidate 30. This improved oral exposure without resorting to complex  
formulations to achieve exposure in preclinical model species.49

13

The use of a solubilising group was an important element that led to the first 
licenced kinase inhibitor imatinib, which is used against an number of cancers 
based on inhibition of the tyrosine kinases breakpoint cluster region–Abelson 
kinase (bcr–Abl), c- kit and platelet derived growth factor receptor (pDGF- r). An 
early lipophilic and weakly basic lead 31 was poorly soluble except under low- ph 
conditions; incorporation of the solubilising piperazine in 32, imatinib, gave much 
improved solubility that led to the mesylate salt as the commercialised form.50,51

2.4.11   Additions of a Solubilising Group

  

example

14

This paper gives an informative review of the issues around salt formation, 
highlighting the need to have >2 log difference in pKa values of the partners, the 
use of a salt screen and how the stability, dissolution rate and solubility all need 
attention in identifying the final form. In this example, chloride, hemisulphate 
and hemi- 1,5- naphthalenedisulphonic acid gave crystalline forms and the latter 
was most stable. All increased dissolution rate, solubility and oral absorption.52

2.4.12   Salt Formation
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3.1   Introduction
3.1.1   Potential Mechanisms of Membrane Permeation
To reach their site of action following oral administration, drugs must first 
be absorbed from the gastrointestinal tract. Therefore, design of compounds 
capable of passing through the gut wall is a key aspect of drug discovery.

While this chapter focuses on passive permeability, it should be acknowl-
edged that there are several mechanisms by which compounds can reach the 
systemic circulation from the gastrointestinal tract (Figure 3.1):
  
 1.  Paracellular absorption: compounds are absorbed via inter- cellular 

spaces. Generally, this route of absorption requires compounds to have 
low logD and molecular weight (typically <300 Daltons) and therefore 
is extremely difficult, if not impossible, to design against in many 
drug discovery projects due to the constraints imposed by the target 
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pharmacophore. additionally, the paracellular route is known to be 
species- dependent e.g. dogs are known to show higher absorption by 
this route.1 The potential to modulate paracellular absorption via the 
use of formulation excipients has been reported,2 although it remains 
unclear if this approach will modify the physicochemical space to 
which it can be applied effectively.

 2.  Transcellular absorption: compounds are absorbed through the gut 
epithelial cells requiring passage through the apical and basolat-
eral membranes. The transcellular route is by far the most common 
mechanism of drug absorption and this chapter discusses in detail 
various strategies for optimizing passive permeability to enable this 
process.

 3.  Lymphatic uptake: the process by which lipids are absorbed into the 
lymphatic system, which requires the association of molecules with 
chylomicrons and other triglyceride- rich lipoproteins to promote 
lymphatic uptake. There are relatively few well- established examples 
of drugs which are absorbed by this route and the structural and 
physicochemical determinants remain poorly understood, although 
high lipophilicity is clearly required. however, with increasing inter-
est in developing drugs in beyond rule- of- five space this is poten-
tially an area of specific need that may offer specific advantages 
such as bypassing first pass metabolism.3 examples of compounds 
with a lymphatic contribution to their absorption include the B- cell 
lymphoma 2 (BCL- 2) inhibitors navitoclax (aBT- 263) and venetoclax 
(aBT- 199).4

 4.  active uptake: the body utilizes a wide range of membrane transport-
ers for nutrient uptake and in instances where drug pharmacophores 
overlap those of endogenous substrates, or alternatively it is possible 
to add a targeting motif, then these processes can be targeted to enable 
drug absorption. Specific examples of active uptake are discussed in  

Figure 3.1    Mechanisms of membrane permeability.
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Chapter 4 of this book. The potential negative effect of gut efflux trans-
porters on drug absorption are likewise discussed in detail in Chapter 5.  
however, it should be noted in terms of design tactics that increasing 
passive permeability will have the effect of reducing the net effect of 
efflux transporters independently of any change in specific transporter 
interaction.

  
While potentially important for specific compound classes, paracellular, 

lymphatic and transporter mediated uptake impose significant constraints 
on physicochemical properties and/or requirement for the inclusion of a 
specific pharmacophore making them difficult to design for in many, if not 
most, situations. Therefore, when designing for oral absorption this usually 
means optimising passive permeability to enable absorption by the transcel-
lular route.

3.1.2   Strategies for Screening for Passive Permeability
Screening for compound permeability is ultimately a trade- off between 
throughput/resource (including cost) and data content/direct relevance and 
therefore different methodologies tend to be employed at different points in 
the screening cascade.

Due to the ready availability of computational tools in the modern drug 
discovery environment, and increasingly large historical data sets, in silico 
approaches are often employed at the design stage to avoid making com-
pounds with a low probability of success. The application of computa-
tional approaches based on physicochemical characteristics, once in place, 
requires minimal resources and is easily incorporated into design strategies. 
Such computational models range in sophistication from simple checks on 
rule- of- five (ro5) compliance through to machine learning approaches. it is 
likely given the continuing increases in processing power, sophistication of 
machine learning approaches and refinements in the application of physi-
cochemical descriptors that the role of in silico predictions will continue to 
grow.

Chromatographic techniques, such as immobilised artificial membranes 
(iaM) and experimental polar surface area (ePSa), provide a rapid and low 
cost means of screening large numbers of compounds and avoid the poten-
tial solubility limitations of concentration- based methods.

iaM is a chromatographic technique employing a phospholipid bilayer 
bonded to the surface of the stationary phase of a liquid chromatography 
column to simulate the lipid bilayer environment. The principle being that 
partitioning onto the stationary phase will correlate to the propensity of a 
molecule to enter and pass a lipid bilayer and therefore chromatographic 
retention will provide an index of compound permeability.5

in contrast to the calculated topological polar surface area (TPSa), a two- 
dimensional parameter, ePSa is measured experimentally using supercritical 
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fluid chromatography.6,7 Using this method, the potential effects of three- 
dimensional conformation of the molecule and any ability to form polarity 
masking intramolecular interactions can be accounted for, thus enabling 
identification of compounds with potentially good passive permeability 
despite apparently unfavourable two- dimensional physicochemical or struc-
tural characteristics.6

The parallel artificial membrane permeability assay (PaMPa), which 
uses a lipid impregnated filter between donor and receiver compartments 
to provide an artificial membrane substitute for the lipid bilayer of the 
cell, was developed as a low cost, robust alternative to cell monolayers 
which could provide a correlate of in vivo permeability.8 The non- biological 
nature of the system also enables testing under conditions which can't be 
applied in cell- based assays due to viability concerns e.g. across a wide ph 
range or long time period. however, it should be noted that the PaMPa 
membrane does not share the structure of the cell membrane e.g. it is 
much thicker (approximately 125 µm) than a lipid bilayer (approximately 
5 nm) or cell monolayer (approximately 20 µm) and is not structured in a 
bilayer but instead has been suggested to be composed of reverse micelle 
structures.9 The effects of these differences on the measured value may 
not always be predictable and therefore establishing correlation with per-
meability data from a cellular system within a given chemical series may 
be beneficial.

The use of confluent cell monolayers grown in permeable transwell 
culture plates remains the “gold- standard” for in vitro permeability  
assessment by measuring flux of a compound from donor to receiver com-
partments. The most widely used cell line for this purpose is Caco- 2, derived  
from a human adenocarcinoma, although efflux transporter inhibitors are 
required to estimate intrinsic permeability in isolation.10 The use of other 
cell lines in the same assay format has also been described, e.g. Madin–Darby 
canine kidney (MDCk). alternatives, such as the ralph russ canine kidney 
(rrCk), a low P- glycoprotein expressing sub- clone of MDCk, may simplify 
the assessment of passive permeability in isolation due to the reduced efflux 
transporter activity removing the need for chemical inhibitors of efflux 
transporters.11–13 Potential human stem cell derived culture systems have 
also recently been reported in the literature, although it is not yet clear what 
advantage is offered over the established cell lines for assessment of passive 
permeability.14 Disadvantages of cell- based transwell systems can include 
solubility dependence, non- specific binding to labware and the potential 
for compound trapping in the cell monolayer.15 however, it seems likely that 
such cell- based assays will remain key tools for medium throughput assess-
ment of permeability, although refinements in predictive in silico models 
may provide better triage to reduce costs.

For complete mechanistic evaluations, including potentially in human  
tissue, ex vivo tissue- based approaches, e.g. Ussing chambers or inverted gut  
sacs, can be used.16 however, these techniques are inherently limited in 
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throughput due to their greater complexity and, particularly for human, by 
availability of donor tissue.

Ultimately, any strategy requires validation by the demonstration of in vivo 
oral bioavailability/exposure consistent with a high fraction absorbed (Fa). 
however, effective screening can minimise requirements for in vivo studies 
and lead to a higher success rate.

3.1.3   Influence of Physicochemical Properties on Passive 
Permeability

The principal function of the cell membrane is to prevent free diffusion of 
ions, metabolites and cell proteins. While the structure of the cell membrane 
is complex (precise lipid composition, incorporation of proteins, etc.), for 
the purposes of understanding passive permeability the cell membrane can 
be considered to consist of a double layered sheet of amphiphilic phospho-
lipids with hydrophilic phosphate head groups orientated to the aqueous 
environment and fatty acid tails forming a hydrophobic interior. as such, dif-
fusion through the membrane requires the compound to pass through the 
hydrophobic environment of the lipid bilayer interior, and understanding  
the physicochemical constraints on this process has been instrumental in 
designing orally absorbed drugs.

The rate of flux through a membrane is a function of permeability, concen-
tration gradient and available surface area. Therefore, for optimal absorp-
tion a drug will ideally be both highly soluble (in the context of the dose), 
to maximise the concentration gradient, and highly permeable, to enable 
membrane diffusion. Balancing requirements for solubility and permeabil-
ity is a key factor in physicochemical rules- based approaches to finding oral 
drugs. Probably the most well- known and influential such approach is the 
ro5 introduced by Lipinski, et al. to describe oral drugs.17 The ro5 stipulates 
that “poor absorption or permeation is more likely when”:
  
 1.  Molecular weight (MW) >500
 2.  logP >5
 3.  There are more than five hydrogen bond donors (hBD)
 4.  There are more than ten hydrogen bond acceptors (hBa) and hBD
  

other such physicochemical rules- based approaches have since been pro-
posed using alternative descriptor combinations, and it is beyond the scope 
of this chapter to provide a comparison of their individual characteristics 
or value to compound design.18–33 however, it is worth noting some general 
points about such models and the implications for compound properties 
and design.

Firstly, solubility and permeability can't simultaneously be optimised to 
an arbitrarily high degree as increasing capacity for aqueous solvation comes 
at the cost of increasing the desolvation penalty associated with passing into 
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the lipophilic environment of the membrane. While impossible to generalize 
across all discovery projects, it should be noted that solubility requirements 
can also be mitigated by minimizing dose requirement through increased 
potency, reduction of unbound clearance or, in many – but not all – instances, 
addressed by formulation approaches. Therefore, improving permeability is 
often the primary focus of design.

Secondly, many physicochemical descriptors are to some degree inherently 
correlated, potentially risking spurious correlations being made; e.g. changes 
in MW may also affect lipophilicity, polar surface area (PSa), rotatable bond 
count, etc. Therefore, in a drug design sense, the effects of compound modi-
fications should be considered holistically.

Lastly, rules- based approaches are generally seeking to identify molecules 
with high oral bioavailability, of which passive permeability is only one com-
ponent. Poor oral bioavailability can also result from low solubility, efflux or 
high first- pass metabolism, and rules- based approaches do not distinguish 
contributions of individual factors.

While understanding of in vivo Fa is the aim, using the model systems pre-
viously described, the passive permeability component of absorption can be 
studied in a more controlled fashion to enable quantitative structure–activ-
ity relationships (QSar) to be built independently of other pharmacokinetic 
properties. There are many such published studies of permeability, often 
reaching subtly different conclusions about the effects of various descrip-
tors. These discrepancies are probably due to analysis of different data sets 
or subjective analysis decisions such as data binning giving rise to “correla-
tion inflation” type effects for specific parameters.34 however, across the lit-
erature three key themes emerge:
  
 1.  Lipophilicity: logD (logP and ionization state)
 2.  TPSa/ePSa
 3.  hBD count
  

Lipophilicity is an important characteristic of drug molecules and has 
become firmly embedded in the concept of “drug- likeness”. it is commonly 
quantified as the log of the partition coefficient (logP), which is defined as the 
ratio of concentrations of the neutral form of a molecule between two immis-
cible phases, typically water and octanol. increased lipophilicity has been 
established to correlate with improved potency, driven by well- tolerated non- 
directional protein–ligand interactions and hydrophobic effects.35 however, 
excessive lipophilicity can also negatively affect absorption, distribution, 
metabolism and excretion (aDMe), selectivity and toxicological properties, 
leading to compound attrition. Given its potentially broad effects, metrics 
such as lipophilic efficiency (Lipe or LLe) have become a key part of drug 
design, with the aim to avoid pursuing potency through excessive lipophilic-
ity which will probably also result in high unbound clearance, pharmacolog-
ical promiscuity, etc.22
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in terms of passive permeability, the benefit of increasing logP can clearly 
be rationalised by the lowering of desolvation energy enabling subse-
quent diffusion into the lipid bilayer. although, for oral bioavailability, an 
upper limit will clearly be imposed by a corresponding negative effect on  
solubility and rate of metabolism, which is consistent with the ro5 stipula-
tion of logP <5. This behavior has been summarized in a number of reviews 
which highlight trends towards a balanced lipophilicity ‘sweet- spot’ for opti-
mal oral bioavailability.18 however, while increased logP will improve the 
permeability of the neutral form, many drugs are ionized at the ph of the 
small intestine; ionization state is therefore also a factor in drug absorp-
tion. as early as the 1950s it was proposed that acidic drugs could be rapidly 
absorbed if their pKa was >3 whereas strong acids showed very little absorp-
tion at all.36 indeed, results of a recent analysis indicated an overall trend to 
acidic compounds having a lower Fa than bases, which is proposed to reflect 
a higher likelihood of being in an ionized state at the ph of the small intes-
tine.37 Conversely, basic drugs were proposed to be rapidly absorbed if their 
pKa was <8.36 These observations are consistent with the assumption that a 
high fraction unionized at a physiologically relevant ph for the gastrointes-
tinal tract is beneficial for absorption due to the higher permeability of the 
unionized form. an experimental example, using alfentanil and cimetidine, 
determining the permeability in Caco- 2 cells across a ph range supports this 
hypothesis.38 Permeability was shown to have a linear relationship with the 
fraction of drug unionized and the permeabilities of the unionized species 
of alfentanil and cimetidine were estimated to be 150-  and 30- fold higher 
than those of the ionized forms. however, notably, it was concluded that at a 
fraction unionized below 0.1, this proportion could potentially still represent 
a significant contribution to overall flux.

Therefore, to incorporate charge state into lipophilicity optimization the 
log of the distribution coefficient (logD) at a given ph is often used as the 
preferred measure of lipophilicity. The logD is defined as the ratio of concen-
trations of a molecule between two immiscible phases measured at a defined 
ph, typically applying ph 7.4 buffer and octanol. Design strategies can then 
target increased logD by either increasing logP or by appropriate modulation 
of the pKa for ionizable species.

The calculated TPSa of a molecule is defined as the molecular surface 
composed of all polar atoms (primarily oxygen and nitrogen), effectively 
incorporating the hBD and hBa count, and correlates with the desolvation 
energy cost in entering the lipid membrane. it has been suggested that PSa 
in isolation can effectively predict Fa, with compounds showing a Fa >90% 
typically having a PSa ≤60 Å2 while those with a PSa >140 Å2 tend towards 
Fa <10%.39 however, this is not an absolute cut off, and increasingly cal-
culated TPSa values are being supplemented with ePSa values which can 
account for effects, not always obvious from the two- dimensional struc-
ture, such as intramolecular hydrogen bonds (iMhBs) that can effectively 
mask polarity.40
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PSa, in combination with the number of rotatable bonds (#rot B), a mea-
sure of molecular flexibility, has been suggested to effectively predict oral 
bioavailability.41 however, it is not clear if this relates specifically to the Fa or 
also influences rate of metabolism.37

as stated previously, hBD count contributes to PSa and therefore may be 
partially mitigated by consideration of that descriptor in design. however, a 
further subtlety to the interpretation of TPSa is the relative effects of hBa/D 
on permeability. The ro5 implies a higher weighting of hBD compared with 
hBa in determining oral bioavailability, setting a lower limit for hBD vs. 
combined count. interestingly, a recent examination of oral drugs in beyond 
ro5 (bro5) space indicated that while overall PSa was correlated with molec-
ular weight up to 1000 Da, this was principally due to an increase in hBa 
count while the apparent limit for hBD count was only increased from five 
to six, indicating that permeability is more sensitive to the presence of hBD 
than polar surface area per se.42

3.1.4   Future Directions: Beyond Rule- of- five
application of the principles of the ro5, and similar rules- based approaches, 
has provided an effective strategy for identifying oral drugs. however, changes 
in pharmacological targets e.g. protein–protein interactions or modalities, 
such as protein targeting chimeras (ProTaCs), mean that in the future strict 
adherence to the ro5 is likely to be too restrictive in many instances. results 
from several analyses have indicated that increasing numbers of drugs are 
being developed in bro5 space and, furthermore, there is a shift within this 
space from natural products to designed molecules.43,44 Therefore, under-
standing how to design drugs in this space is likely to become increasingly 
important.

These new design pressures have precipitated a re- examination of the 
physicochemical limits of drug absorption, leading some authors to ques-
tion if some aspects of ro5 e.g. the molecular weight limit, are in fact 
overly simplistic or at least can be broken providing other conditions are 
met.20,44

it is reasonable to assume that, as molecules grow larger, additional con-
siderations may come into play for optimal permeability as the potential for 
flexibility and three- dimensional shape differences increases. Therefore, 
physicochemical properties, such as number of rotatable bonds or radius 
of gyration, as correlates of flexibility and three- dimensional shape respec-
tively, may begin to play a bigger role.45–47 Likewise, the potential for sec-
ondary structure, such as the formation of intramolecular hydrogen bonds 
leading to unexpectedly high permeability of compounds such as daclat-
asvir, or compounds showing so- called chameleonic properties due their 
potential to exist in distinct conformations will need to be considered.48 a 
new metric of lipophilic permeability efficiency was recently proposed to 
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try to reconcile the opposing effects of lipophilicity on membrane permea-
bility and solubility on examples of peptidic and non- peptidic macrocycles, 
indicating that chameleonic properties may allow the two to be at least par-
tially decoupled.49

Data in bro5 space is still extremely sparse and heavily biased by large 
numbers of closely related compounds against a limited range of targets. as 
a result, it may be too soon to derive consistent broad design principles in 
this space. however, the potential to move considerably beyond the ro5 lim-
its has been established for various classes of compounds and is likely to be 
an area of growing interest.

3.1.5   Relevance
For many reasons, most importantly patient convenience, but also including 
other factors, such as cost of goods, in the short term at least the preferred 
route of drug administration is likely to remain oral. Therefore, it is desirable 
where possible to identify compounds with intrinsically good passive perme-
ability and solubility as the simplest and most effective means of minimizing 
development risk and cost- of- goods.
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3.2   Mitigation Strategies
Many physicochemical parameters (molecular weight, ionization state, lipo-
philicity, hBD, number of rotatable bonds, etc.) have been shown to cor-
relate to passive permeability, although in some cases it remains debatable 
if they are truly causative or simply correlated to a more limited set of key 
parameters.

While some of these parameters e.g. molecular weight or ion class, 
can be important considerations in series selection for various reasons, 
it is relatively rare that they can be arbitrarily changed during the opti-
mization process due to the constraints of the target pharmacophore. 
Therefore, while providing some examples of such approaches, we have 
primarily concentrated on strategies involving modulation of logD, polar 
surface area and hBD count, with additional consideration of prodrug- 
based strategies.
  
 1.  Lowering molecular weight.
 2.  increasing logD: increasing logP and/or modulating pKa of ionizable 

centres.
 3.  Lowering PSa: lowering TPSa or ePSa by reduction of hBD and/or hBa 

count or introduction of iMhBs, via small rings in acyclic molecules 
and across larger macrocycles.

 4.  Lowering of hBD count.
 5.  Pro- drugs: a derivative compound with improved physicochemical 

characteristics for absorption which can undergo facile chemical 
or metabolic degradation to the pharmacologically active species. 
Such compounds are interesting in a design sense as they may 
result in simultaneous modification of lipophilicity, TPSa and  
charge state.50  

3.3   Examples of Mitigation Strategies
3.3.1   Lower Molecular Weight (MW)
although molecular weight (MW) is well established to correlate with perme-
ability this often proves challenging to implement as a design tactic during 
lead optimization since reduction in MW tends to lead to loss of desired 
pharmacological potency. as a result, molecular weight is more often used 
as a metric to assist in early series selection decisions, often in the form of a 
ligand efficiency metric.
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examples

1

RRCK Papp 
(×10−6 cm s−1)

3.8 16 27

MW 500 429 370
HBA/HBD 
(count)

6/4 6/1 3/1

logD/clogP 2.6/4.2 1.8/3.7 1.4/3.3
pKa (base) 6.3 5.8 5.6
TPSA (Å2) 123 124 67
Rat F (%) 27 100 98

Design tactics:
 ● reduce MW
 ● reduce hBD

a clinical voltage activated sodium channel, naV1.7, compound was discovered 
to also be a weak urate transporter 1 (UraT1) inhibitor. Subsequent compounds 
were optimized for UraT1 activity and improved permeability and bioavailabil-
ity by lowering molecular weight and reducing the numbers of hydrogen bond 
donors.51–53

3.3.2   Increase logD
Tactics to increase logD largely comprise addition of more lipophilic 
groups to increase logP, removal of a polar group, or modulation of the 
pKa of an ionizable centre to increase the non- ionized fraction presented 
at the apical membrane interface, thereby increasing the productive con-
centration gradient. however, care needs to be taken as, despite increased 
lipophilicity leading to improved passive permeability, it is also well estab-
lished to correlate with other negative outcomes, such as reduced solubility 
and selectivity.
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examples

1

Caco- 2 Papp  
(×10−6 cm s−1)

0.17 0.24 0.91

ACD clogP 0.03 0.38 1.26

Caco- 2 Papp  
(×10−6 cm s−1)

1.41 2.75 7.20

ACD clogD/
clogP

1.79 2.22 2.97

Design tactics:
 ● increase logP

replacing a glycine in a peptide chain with other amino acids that bear lipophilic 
side chains resulted in increased permeability correlated with lipophilicity.54

2

MDCK Papp 
(×10−6 cm s−1)a

4 38

logD/clogP −1.7/1.2 3.2/3.2
pKa (base) 10.3 7.0
TPSA (Å2) 46 42

Design tactics:
 ● increase logP
 ● introduce electron- withdrawing group to reduce pKa of ionizable basic group 

(reduce fraction ionized)

For a series of kinesin spindle protein (kSP) inhibitors addition of group adja-
cent to the basic amine led to an increase in permeability. This can be rational-
ized by an increased logD through both an increase in lipophilicity and lowering 
of the basic pKa. also, there is a possibility that a five- membered iMhB could be 
formed between the ChF2 group and the nh2 to mask the effect of a hBD to  
further enhance permeability.55,56

(continued)
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examples

3

PAMPA Papp 
(×10−6 cm s−1)

0.84 36

ACD clogD/clogP −1.53/1.29 0.08/1.12
ACD cpKa 10.2 8.4

Design tactics:
 ● reduce pKa of ionizable basic group (reduce fraction ionized) which increases 

logD

For a series of imidazol[1,2- b]pyridazines as inhibitor of nuclear factor- κB 
kinase (ikkβ) inhibitors, addition of a fluorine on a pyrrolidine ring led to a 
significant improvement of permeability through reducing the pKa of the basic 
group, which in turn led to an increase in logD despite a lower clogP.57,58

4

Caco- 2 Papp 
(×10−6 cm s−1)

2.1 56.8

F (rat; %) 4 66
ACD clogD/clogP −0.14/5.78 2.64/5.82
ACD cpKa (acids) 4.2/4.7 4.2
TPSA (Å2) 118 100

Design tactics:
 ● remove an ionizable group (acid) which increases logD
 ● Lower TPSa

a carboxylic acid in a series of diacid endothelin receptor a antagonists was 
replaced with a primary alcohol. This change reduced the TPSa, removed an 
ionizable centre and led to an increase in logD which overall resulted in a signif-
icant increase in permeability and rat oral bioavailability (F).59,60
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examples

5

Caco- 2 Papp 
(×10−6 cm s−1)

<0.10 0.19

ACD clogD/clogP −3.4/4.8 −2.0/4.7
ACD cpKa (acids) 3.0/3.5 3.0/5.3
TPSA (Å2) 198 211
Cellular activity no yes

Design tactics:
 ● replace carboxylic acid with less acidic tetrazole isostere
 ● increase logD

replacement of a carboxylic acid in a series of protein tyrosine phosphatase 
1B (PTP1B) inhibitors with a less acidic bioisosteric tetrazole led to an overall 
increase in logD which in turn gave a modest improvement in permeability 
despite a higher TPSa.59,61,62

a Passive permeability in MDCk- MDr1 cell line with P- glycoprotein (P- gp) inhibited.

  

examples

1

Caco- 2 Papp  
(×10−6 cm s−1)

4.3 17.7

MW 299 299
HBA/HBD (count) 6/3 6/3
ACD clogD/clogP 1.2/1.2 1.2/1.1
TPSA (Å2) 98 98

Design tactics:
 ● introduce iMhB

in a systematic permeability study of peptidic small molecules the effect of 
introducing an iMhB was explored whilst minimizing other concomitant 
changes to lipophilicity etc. The introduction of an iMhB proved highly  
successful at raising passive permeability.55,63

3.3.3   Lower Effective Polar Surface Area

(continued)
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examples

2

R =

PAMPA Papp  
(×10−6 cm s−1)

n/a 0.66

Caco- 2 Papp  
(×10−6 cm s−1)

<1.0 13.8

MW 640 658
ACD clogP/clogD 4.7/3.0 4.5/3.3
HBA/HBD (count) 9/3 9/3
TPSA (Å2) 109 109

R =

PAMPA Papp  
(×10−6 cm s−1)

1.6 7.2

Caco- 2 Papp  
(×10−6 cm s−1)

9.3 17.6

MW 631 632
ACD clogP/clogD 5.4/3.8 5.0/3.5
HBA/HBD (count) 8/3 9/3
TPSA (Å2) 109 118

R =

PAMPA Papp  
(×10−6 cm s−1)

6.0 15.5

Caco- 2 Papp  
(×10−6 cm s−1)

14.6 25.2

MW 611 612
ACD clogP/clogD 4.3/4.1 3.9/4.1
HBA/HBD 7/2 8/2
TPSA (Å2) 77 87

Design tactics:
 ● introduce iMhB (e.g. halogen interactions)

in a study into the effects of hydrogen bonding on permeability various groups, 
including halogens and nitrogen acceptors, were added to form five-  and six-  
membered iMhBs. These all led to a modest improvement in permeability.55,64
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examples

3

PAMPA Papp  
(×10−6 cm s−1)

0.84 19

MW 391 409
ACD clogP/clogD 1.3/−1.5 0.9/−1.9
HBA/HBD 7/3 7/3
TPSA (Å2) 85 85

Design tactics:
 ● introduce iMhB (via halogen interactions)

introduction of halogens to make six- membered iMhBs to an ortho amide 
group of imidazo[1,2- b]pyridazines as ikkβ inhibitors led to significant 
improvements in permeability.57

4

RRCK Papp  
(×10−6 cm s−1)

0.84 19

MW 747 739
logD 3.2 2.6
HBA/HBD 6/2 6/4

TPSA (Å) 105 175

ePSA (Å) 128 103

Design tactics:
 ● introduce iMhB to lower ePSa

research on the hepatitis C virus nonstructural protein 5a (nS5a) inhibitor 
Daclatasvir enabled significant understanding about the design of chamele-
onic compounds outside of traditional ro5 space. incorporation of amino acid 
groups, despite increasing the 2D TPSa and polarity of the molecules, led to sig-
nificantly increased permeability. This has been rationalized and is believed to 
result from the carbamate group making iMhBs with an imidazole in the linker, 
thereby reducing the ePSa.65,66

(continued)
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examples

5

MDCK AB Papp 
(×10−6 cm s−1)

0.28 2.5 19.3

MDCK BA Papp 
(×10−6 cm s−1)

12.5 18.8 28.0

ACD clogP 4.7 2.1 2.4
logD 2.0 2.1 2.3
HBA/HBD 
(count)

6/3 7/2 8/2

TPSA (Å2) 75 80 99

Design tactics:
 ● Macrocyclise to restrict conformation, favour iMhB formation and reduce 

solvent- accessible surface area

The design of the anaplastic lymphoma kinase (aLk) inhibitor lorlatinib as a 
central nervous system (CnS) penetrant kinase inhibitor illustrated the poten-
tial value of macrocyclization as a strategy to increase permeability.67

6

MDCK Papp  
(×10−6 cm s−1)

1 35 n/a

MW 552 705 1202
ACD clogP/
clogD

3.5/2.4 5.9/3.9 14.4/4.6
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examples

HBA/HBD 
(count)

9/6 13/5 23/5

TPSA (Å2) 146 171 279
F (rat; %) 0.1 10 24
Fraction 
absorbed  
[Fa (%) (rat)]

0.5 54 26

F% (human) 3 60 30

Design tactics:
 ● Macrocyclise to restrict conformation, favour multiple iMhB formations and 

reduce solvent accessible surface area.

although these compounds are not part of a related design strategy, together 
they serve to illustrate just how powerful iMhBs and macrocyclization strate-
gies can be in delivering chameleonic compound properties. The example of 
the natural product cyclosporine a in particular is commonly used to exemplify 
how even high MW and highly polar peptide molecules can in theory be opti-
mized to exhibit good levels of passive permeability.68

  

examples

1

MDCK- MDR1 AB Papp 
(×10−6 cm s−1)

0.51 8.41

MDCK- MDR1 BA Papp 
(×10−6 cm s−1)

2.94 25.7

HBA/HBD (count) 8/3 8/2
ACD clogD/clogP 0.1/0.2 1.3
TPSA (Å2) 117 107

Design tactics:
 ● remove hBD
 ● increase logD
 ● Lower TPSa

in a systematic study of permeability, changing a heterocycle from an imidazole 
with a free nh to an n- linked pyrazole resulted in a reduction in hBD count, an 
increase in clogD and reduction in TPSa. overall, this led to a significant improve-
ment in permeability.63

3.3.4   Reduce Numbers of HBD

(continued)



Chapter 354

examples

2

PAMPA Papp  
(×10−6 cm s−1)

<2 6.1

HBA/HBD (count) 7/3 7/2
ACD clogD/clogP −1.53/1.29 −2.0/0.86
ACD cpKa 10.2 10.3
TPSA (Å2) 85 72

Design tactics:
 ● reduce number of hBDs
 ● Lower TPSa

removal of a hBD for a series if imidazo[1,2- b]pyridazines as ikkβ inhibitors by 
changing from a secondary to tertiary amide led to an increase in permeability.58

3

PAMPA Papp 
(×10−6 cm s−1)

0.84 >50 >50

logD (pH 7.4) 1.8 2.6 2.5
HBA/HBD 
(count)

7/3 7/2 7/2

ACD clogD/clogP −1.53/1.29 −0.15/1.55 0.26/1.31
ACD cpKa 10.2 9.0 8.9
TPSA (Å2) 85 72 72

Design tactics:
 ● reduce number of hBDs
 ● increase logD
 ● Lower TPSa

For a series of imidazo[1,2- b]pyridazines as ikkβ inhibitors moving from a pyrro-
lidine with a free nh to an n- linked pyrrolidine or dimethylamine resulted in a 
large increase in permeability probably due to the combination of fewer hBDs, 
reduced TPSa and increased logD due to changing to a less basic amine.57
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(continued)

examples

4

Caco- 2 Papp  
(×10−6 cm s−1)

0.2 5.6

CL (l h−1 kg−1) 1.1 1.1
%F (rat) 24 84
HBA/HBD (count) 10/4 10/3
ACD clogD/clogP 0.11/1.38 1.09/1.87
ACD cpKa 8.5 7.8
TPSA (Å2) 122 109

Design tactics:
 ● reduce number of hBDs
 ● increase logD
 ● reduce TPSa

replacement of a secondary amine with the equivalent N- dimethyl amine in a series 
of factor Xa inhibitors led to a reduction in the number of hBDs, reduction in TPSa 
and an increase in logD, factors which correlate with increased permeability.59,61,69

  

examples

1

F% <5% 79%
Fa% Low >80%
ACD clogP/clogD 0.45/−2.1 1.5/0.1
HBA/HBD (count) 6/4 6/3
TPSA (Å2) 110 97

Design tactics:
 ● remove acid (ionizable)
 ● increase logD
 ● reduce number of hBDs
 ● reduce TPSa

The ester prodrug of the carboxylic acid drug oseltamivir led to a significant 
improvement in fraction absorbed and, in turn, oral bioavailability in vivo due to 
masking of a charge at physiological ph.70,71

3.3.5   Examples of Prodrugs
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examples

2

Caco- 2 Papp 
(×10−6 cm s−1)

0.09 7.9

logD −3.0 1.3
ACD clogP/clogD −0.06/−6.6 3.3/1.8
HBA/HBD 
(count)

10/4 10/2

TPSA (Å2) 166 138
Design tactics:

 ● remove acid (ionizable)
 ● reduce number of hBDs
 ● increase logD
 ● reduce TPSa

a double ester prodrug of diacid compound Me3277 gave a significant improve-
ment in permeability measurements due to masking two charged groups.70

3

F% (cyno) 3–10% 40%
Caco- 2 Papp 
(×10−6 cm s−1)

0.28 7.3

ACD clogP/clogD −0.35/−3.6 0.85/0.82
HBA/HBD 
(count)

9/4 11/2

TPSA (Å2) 122 122

Design tactics:
 ● remove acid (ionizable)
 ● remove base (ionizable)
 ● reduce number of hBDs
 ● increase logD

a double prodrug to mask both a basic amidine and a carboxylic acid in zwitter-
ionic compound eMD80200 led to significant improvements in permeability  
(of the prodrug) and in vivo oral bioavailability of the parent molecule.70
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examples

4

F (%) 8% (rat), 4% (cyno), 12% 
(human)

38% (rat), 25% (cyno), 40% 
(human)

Caco- 2 (% h−1) <0.1 9
logD −4.11 2.48
HBA/HBD 
(count)

9/4 13/2

TPSA (Å2) 132 158

Design tactics:
 ● Mask acid (ionizable)
 ● reduce number of hBDs
 ● increase logD

The phosphoric acid prodrug of adefovir demonstrates a modest improvement 
in both permeability and in vivo oral bioavailability due to removing the charged 
phosphoric acid group.70
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4.1   Introduction
The solute carrier (SLC) protein family encompasses approximately 400 
transporter proteins that enable substrates, including drugs, to be trans-
ported across cell membranes. A number of SLC transporters expressed 
on enterocytes in the gastrointestinal (GI) tract (Figure 4.1) have a physio-
logical role in the absorption of endogenous molecules, such as peptides, 
vitamins or bile acids. In theory, enterocyte influx transporters should 
increase the oral absorption of drug molecules that are substrates of these 
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Figure 4.1    SLC transporters expressed in the GI tract. (A) Illustration of relative 
expression levels of selected apical SLC transporters along the intestine 
in relation to the expression in the jejunum.1 The width of the sym-
bols shows approximate expression levels for the respective transporter 
comparing different intestinal segments (but not different transport-
ers) with wider symbols indicating higher expression levels. Where 
available data on human protein levels were referred to. more detailed 
information on intestinal transporter mrnA and protein expression is 
provided in a range of studies on the subject,2–8 with the recent study 
by harwood et al., analysing data from several studies.1 (B) Illustration 
of intestinal epithelial cells outlining the polarised nature with distinct 
apical and basolateral domains. The transporters discussed in this 
chapter are mostly expressed at the apical domain facing the gut lumen 
(with exceptions detailed in the descriptions of individual transport-
ers in the text). Whilst luminal ph can vary (e.g. depending on feed-
ing status), the unstirred water layer maintains an acidic microclimate 
which is important for the activity of some transporters like pepT1.  
(C) Summary of absolute protein expression levels (normalised to 
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transporters. however, many of these transporters show high affinity for 
substrates, thus limiting the potential dosage size due to saturation of the 
transporter at relatively modest concentrations (<50 µm). Several exam-
ples are described below where the drug is targeted either to the trans-
port protein directly or as a prodrug. Typically, such prodrugs incorporate 
chemical recognition elements from known endogenous substrates using 
facile linkers that are cleaved once absorbed. For a number of transport-
ers prodrugs have been successfully designed to target them to increase 
oral exposure. These include oligopeptide transporter 1 (pepT1) and mono-
carboxylate transporter 1 (mCT1), two of the most abundantly expressed 
uptake transporters in the intestine, as well as organic cation transporter 
novel 2 (oCTn2). Furthermore, examples exist with in vitro evidence for 
the vitamin and bile acid transporters sodium- dependent multivitamin 
transporter (SmVT) and apical sodium- dependent bile acid transporter 
(ASBT), respectively. Whilst literature evidence of successful drug targeting 
is limited, the potential of transporters such as organic cation transporters 
(oCTs), organic anion transporting polypeptides (oATps) and nucleoside 
transporters (nTs) is also discussed.

4.2   Experimental Approaches
The interaction of drugs with uptake transporter proteins can be evaluated 
using a range of tools which are described in more detail elsewhere.9–14 exam-
ples of the most frequently used methods are discussed below; however, spe-
cific approaches may exist which are appropriate for individual transporters.

4.2.1   In Silico
If available, structural protein information can be used to understand trans-
port mechanisms and interactions between a transporter protein and its 
substrate. Computational docking can evaluate the fit of the molecule in the 
binding pocket or how strong interactions with key amino acids are, to identify 
novel substrates from virtual compound libraries. however, high resolution 
structures for transporter proteins are scarce, and often structures of bacterial 
homologues or protein substructures are used instead. examples of protein- 
based models include pepT1 (SLC15A1)15,16 and ASBT (SLC10A2).17 Alterna-
tively, three- dimensional quantitative structure–activity relationship (QSAr) 
or pharmacophore modelling may be used, which does not require previous 
knowledge of protein structures and is based on molecular descriptors quan-
tifying a compound's predicted or measured properties.9 modelling is aimed 

 Figure 4.1 
(continued)   

amount of protein in the plasma membrane fraction) of selected uptake 
transporters determined using proteomic methods. data were taken 
from Sawant- Basak et al.6 except for mCT1 which was taken from miyau-
chi et al.8 Bars indicate the range of expression levels reported across 
studies whereas circles represent individual datapoints.
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to allow improved understanding of the relationship between these molecular 
descriptors and a given activity so that ultimately the activity can be predicted 
from the descriptors. An example is the oCTn2 (SLC22A5) substrate pharma-
cophore model.18 due to the scarcity of in silico models for transporter proteins 
they are employed on a case- by- case basis and often used in conjunction with 
other approaches rather than being applied as a sole screening tool.

4.2.2   In Vitro
In vitro cell based models are a convenient and relatively simple and cost- 
effective way to assess compound interactions with a transporter of inter-
est.10,11 They employ heterologous expression systems, immortalised cell lines 
[e.g. the human colon adenocarcinoma (Caco- 2) cells], or isolated primary cells 
and allow the easy manipulation of experimental conditions to evaluate the 
specificity of a given process (e.g. ph- dependency of pepT1, na+- dependency of 
ASBT). Commonly used cell lines in which transporters can be overexpressed 
include madin–darby canine kidney (mdCK), Chinese hamster ovary (Cho), 
human embryonic kidney (heK), CoS or heLa cells and typically uptake of a 
substrate into transporter- expressing cells is compared with uptake into cells 
transfected with a vector control. In the examples discussed in this chapter it 
is typically the human isoform which is transfected unless indicated other-
wise. Caco- 2 cells, which can be grown on semi- permeable filters, also allow 
the assessment of trans- epithelial flux across the cell monolayer from the api-
cal to the basolateral compartment, mimicking transport from the gut lumen 
across the intestinal cells into the bloodstream.11–13 Less frequently used tools 
include Xenopus laevis oocytes,19,20 where proteins of interest are expressed 
after injection of complementary dnA (cdnA), or brush border membrane 
vesicles (BBmV)12,20,21 prepared from intestinal tissue.

4.2.3   Ex Vivo/In Situ
Several specialist techniques to study intestinal absorption utilise intact tissue 
obtained from humans as well as preclinical species. An advantage of such 
methods is the representation of multiple pathways (e.g. uptake, intestinal 
metabolism or apical as well as basolateral efflux) which may contribute to the 
overall absorption across the intestine. These techniques also allow the study 
of regional absorption across the length of the intestinal tract. The contribu-
tion of a specific transporter to the overall absorption of a compound can be 
studied using specific inhibitors or defined assay conditions (e.g. ph depen-
dency for pepT1). For ex vivo methods, the viability of the tissue needs to be 
considered, and access, in particular to human tissue, may be challenging.

4.2.3.1  ex Vivo Methods
In the ussing chamber model,12,13,22,23 samples of human or animal intestinal 
segments are fixed between a diffusion pool containing the test compound 
and a receiving pool. The drug concentrations at both sides of the membrane 
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are measured over time to determine the drug absorption rate. Typically, the 
dermal layer of the tissue is removed to provide access to the active isolated 
intestinal mucosa. The everted gut sac method uses freshly excised intestinal 
tissue (usually jejunum).13,24–27 After washing, the excised intestine is everted 
using a glass rod, ligated at both ends to form a closed sac and placed into 
an oxygenated buffer solution containing the test compound. After a given 
incubation time, samples are taken from both sides of the intestine to deter-
mine the drug diffusion rate. Limitations of this model are that the drug has 
to cross all intestinal layers, including the muscle, and the low volume in the 
sac potentially limiting sink conditions.

4.2.3.2  In Situ Methods
perfusions can be performed in situ on intestinal segments.12,14 Via incisions 
at the proximal and distal ends of intestinal sections perfusion and collec-
tion tubes can be inserted through which test drugs can be applied and col-
lected. Test substances can either be applied in a single bolus (open loop) 
or recirculating (closed loop) perfusion. determination of compound con-
centrations in the perfusate enables the calculation of absorption rates and 
effective permeability (Peff) values. In situ methods have the advantage that 
blood supply is maintained and innervation is intact.

4.2.4   In Vivo
In vivo studies in a range of species typically measure pharmacokinetic param-
eters such as bioavailability and exposure [e.g. maximum serum concentration 
(Cmax), area under the curve (AuC)] after oral administration.12,13 These data 
can be used to determine the bioavailability of compounds with and without 
a targeting moiety or of a prodrug with its parent to assess the effect the tar-
geting group has on absorption. however, overall properties introduced with 
the targeting moiety (e.g. permeability, lipophilicity) which may affect absorp-
tion need to be considered when interpreting results. For several transport-
ers knockout mouse models have been established and employed to study the 
involvement of specific transporters in drug absorption or distribution. exam-
ples include pepT1,28 oATp2B1,29 oCT1 30 and ASBT.31 moreover, knockout 
mice can be further engineered to express the human orthologue of a trans-
porter; so- called humanised mice have so far only been generated for pepT1.32 
other in vivo based approaches include drug–drug interaction studies where 
a transporter substrate is co- administered with an inhibitor.33,34 Such studies 
can be conducted in a range of species, including humans, although careful 
design is required to select appropriate dose levels and inhibitors.

4.3   Oligopeptide Transporter 1 (PepT1, SLC15A1)
4.3.1   Transporter Family
pepT1 is a member of the poT family of proton- coupled oligopeptide trans-
porters (SLC15).
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4.3.2   Expression
pepT1 is expressed at the apical membrane of enterocytes in the small 
intestine, with little or no expression in healthy colon. earlier studies tend 
to report a decrease in pepT1 mrnA expression levels along the intestinal 
tract35–37 whereas more recent studies find increasing levels of pepT1 protein 
from duodenum to jejunum to ileum.2,3,8 Both mrnA and protein across spe-
cies (human, rat, mouse) increase along the intestinal tract from duodenum 
and jejunum to ileum. pepT1 expression in colon is very low to undetect-
able.2,3,8,36,37 however, levels of pepT1 can be sensitive to food intake and are 
increased under conditions of high protein intake as well as fasting.38–40,166

4.3.3   Structure
mammalian pepT1 is a protein with approximately 700 amino acids and a 
calculated molecular mass of approximately 79 kda, but approximately 105 
kda when glycosylated. pepT1 is highly homologous across many mamma-
lian species, such as human, mouse, rabbit, rat and monkey, with the latter 
having a higher level of homology with human transporters than other spe-
cies at 92% identity.41 pepT1 is predicted to have 12 transmembrane helices 
with a long extracellular loop between segments 9 and 10 and both the C-  and 
n- termini facing the cytosol.40

4.3.4   Activity
Glycosylation of the conserved residue asparagine n50 has been shown 
to affect transport functionality; replacement of n50 increased transport 
rate and decreased affinity for substrates like glycylsarcosine (GlySar) or 
cefadroxil without affecting cell surface expression levels.42,43 pepT1 poly-
morphisms appear to be limited in number and frequency, indicating a high 
evolutionary pressure on maintaining the transporter's function, although 
the number of subjects studied so far is low. Genetic variants described 
to date are mostly synonymous or without apparent functional conse-
quences and only a small number have been demonstrated to either reduce 
expression levels (e.g. p586L) or affinity (e.g. F28y).44,45 The knowledge of 
the potential role of pepT1 and its variants in pathophysiology and disease 
is very limited thus far.166 The rs2297322 single nucleotide polymorphism 
(Snp; Ser117Asn) has been associated with susceptibility to Crohn's dis-
ease. Swedish patients carrying the polymorphic form show an increased 
risk, in contrast with Finnish patients showing an increased protection;46 
the reasons for the differences in susceptibility are not understood. Whilst 
drug substrates are recognised across species, differences in affinities 
across mammalian species have been observed. For example, mouse, rat 
and human pepT1 expressed in yeast demonstrated threefold to fivefold 
differences in their michaelis–menten constant (Km) values for GlySar with 
the highest affinity seen for rat, followed by mouse and then human.47 
In contrast, in situ jejunal perfusion studies with GlySar, cefadroxil and 
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valacyclovir have consistently found lower Km and maximal flux values in 
mice expressing humanised pepT1 compared with wild- type mice.32,48,49

4.3.5   Function and Endogenous Substrates
pepT1 mediates the cellular uptake of dipeptides and tripeptides (Figure 4.2) 
and hence is responsible for their absorption from dietary protein and gastro-
intestinal secretions. pepT1 function is essential under nutritional conditions 
with high protein content; under such conditions amino acid transporters 
are saturated and the uptake of small peptides offers an additional supply of 
nutrients. Whilst the phenotype of pepT1 knockout mice is similar to that of 
wild- type mice when fed a carbohydrate- rich diet, the plasma amino acid pat-
tern changes considerably when mice are fed a high protein diet.50,51 pepT1 
can also transport substances without obvious peptide- like bonds such as  
δ- amino- levulinic acid (Figure 4.2) or ω- amino fatty acids.40,52,53 In the kidney, 
pepT1 mediates, in conjunction with its close analogue the high affinity pep-
tide transporter pepT2, the reabsorption from the filtrate (and thereby con-
servation) of peptide- bound amino acids. Several pepT1 substrates are also 
transported by pepT2 such as valacyclovir (vide infra) and δ- amino- levulinic 
acid, albeit with differing affinities between the pepT analogues.54–56

4.3.6   Known Drug Substrates
pepT1 can transport a range of drugs that contain peptide- like recognition 
motifs (Figure 4.3). These include β- lactam antibiotics (e.g. the cephalo-
sporins cefadroxil, cefaclor and cephradine and the penicillins amoxicillin 
and benzpenicillin), antineoplastic drugs (e.g. bestatin) and angiotensin- 
converting enzyme (ACe) inhibitors (e.g. lisinopril).57–59 pepT1 has also been 
successfully targeted to improve the oral bioavailability of drugs employing 
prodrug approaches (e.g. antivirals, such as valacyclovir, and ACe inhibitors, 
such as enalapril, vide infra).57,60,61

4.3.7   Mechanism
pepT1 is a proton- coupled co- transporter, working in conjunction with 
the na+–h+ exchanger (maintaining the h+ gradient across the membrane) 
and the na+–K+ ATpase (maintaining the na+ gradient at the cost of ATp). 

Figure 4.2    endogenous substrates of pepT1.
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The uphill symport of the peptide or mimetic substrate with protons into 
cells is electrogenic and driven by the electrochemical gradient and mem-
brane potential.40 Whilst the ph- dependency of pepT1 transport is not fully 
characterised, generally, it is the neutral species of the substrate which is 
transported most efficiently. The proton substrate stoichiometry of peptide 
transport for pepT1 is 1 : 1, 1 : 1 and 2 : 1 for neutral, anionic (e.g. Gly–Glu) and 
cationic (Gly–Lys) dipeptides, respectively.40 experimentally, most studies are 
conducted at ph 6.0 to mimic the physiological ph of the unstirred layer 
near the intestinal brush border membrane.

4.3.8   Pharmacophore
Several publications62–65 in the literature have attempted to describe mod-
els for the key molecular recognition motifs required for pepT1 transport. 
Key aspects of these are summarised below and schematically visualised 
in Figure 4.4. It should be noted however, that there are some disagree-
ments between models. Although pepT1 is primarily focused on the trans-
port of dipeptide and tripeptide motifs, the peptide bond is not required 

Figure 4.3    drug substrates of pepT1.
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for substrate binding specificity of pepT1 (e.g. δ- amino- levulinic acid). Key 
proposed elements are:
  

 ● An n- terminus (nh2) of l stereochemical configuration for binding to 
Glu595 (1).

 ● A suitably placed hydrogen bond acceptor in the region of the first pep-
tide bond (2).

 ● The ability to orient a sidechain into a key binding pocket (3).
 ● A negatively charged “C- terminus” capable of binding to a positively 

charged site in pepT1, probably his57. In the case of tripeptides, either 
this histidine or his121 provides the salt- bridge binding (4/5).  

4.3.9   Relevance
pepT1 is a high- capacity, low- affinity transporter with high expression in the 
small intestine mediating cellular uptake of di-  and tripeptides of l- amino 
acids, independent of sequence, as well as peptide- like drugs. A successful 
example of improving oral bioavailability through targeting pepT1 is vala-
cyclovir, the l- valine ester prodrug of acyclovir; the oral bioavailability (F) 
in humans of acyclovir is 12–20% compared with 54% for valacyclovir (see 
Table 4.1 example 1).66 Km values for pepT1 substrates range from 0.2 to 10 
mm.59,67,68 Therefore, pepT1 is unlikely to saturate69,70 even at very high sub-
strate concentrations typically present in the intestine, making it an attrac-
tive target to enable absorption of some drugs, though structure–activity 
relationship (SAr) data are limited. however, non- proportional increases in 
AuC and Cmax were reported after increasing oral doses for some drugs in rat 
and human (e.g. cefadroxil).71,72 due to its high capacity, clinical drug–drug 
interactions are not expected (nor reported) for pepT1.73

Figure 4.4    proposed pharmacophore for recognition by pepT1. reproduced from 
ref. 65 with permission from John Wiley and Sons, Copyright © 2003 
Federation of european Biochemical Societies.
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Table 4.1    examples of targeting pepT1.

examples

1

In humans, the ester prodrug valacyclovir has improved oral bioavail-
ability over acyclovir.66 To determine the contribution of pepT1 to the 
intestinal permeability of valacyclovir and acyclovir intestinal perfusions 
in both wild- type and pepT1 knockout mice were used to assess the effec-
tive permeability (Peff) of [3h]- valacyclovir.70 Also, the pharmacokinetics of 
acyclovir were studied following oral administration of valacyclovir. Vala-
cyclovir showed good Peff in wild- type animals (2.4 × 10−4 cm s−1), while in 
knockout animals Peff was only 10% of that seen in the wild- type cohort. 
The Peff of valacyclovir was reduced by high concentrations of the pepT1 
substrates GlySar and cefadroxil. In addition, co- incubation with non-
pepT1 substrates such as l- valine, l- histidine or para- aminohippurate 
had no effect on valacyclovir Peff. The rate and extent of in vivo valacyclovir 
absorption was reduced by threefold to fivefold in pepT1 knock- out com-
pared with wild- type mice. Taken as a whole, the data indicate a key role 
for pepT1 in the permeability and absorption of valacyclovir.

Key References for PepT1
 ● d. e. Smith, B. Clémençon and m. A. hediger, proton- coupled oligopeptide 

transporter family SLC15: physiological, pharmacological and pathological 
implications, Mol. Aspects Med., 2013, 34(2–3), 323–336.

 ● m. Brandsch, drug transport via the intestinal peptide transporter pepT1, 
Curr. Opin. Pharmacol., 2013, 13(6), 881–887.

 ● d. W. Foley, J. rajamanickam, p. d. Bailey and d. meredith, Bioavailability 
through pepT1: the role of computer modelling in intelligent drug design, 
Curr. Comput.- Aided Drug Des., 2010, 6(1), 68–78.

 ● C. y. Wang, S. Liu, X. n. Xie and Z. r. Tan, regulation profile of the intestinal 
peptide transporter 1 (pepT1), Drug Des., Dev. Ther., 2017, 8(11), 3511–3517.

(continued)
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examples

2

Amino acid ester prodrugs of floxuridine were tested in cell systems 
overexpressing pepT1, while also assessing prodrug stability in buffer, 
plasma and cell homogenates.74 prolyl and lysyl prodrugs exhibited 
enhanced uptake (twofold to eightfold) in heLa- pepT1 cells compared 
with heLa cells. prodrugs selectively inhibited the growth of mdCK- 
pepT1 cells but not mdCK- vector control cells, which was consistent 
with the extent of their pepT1- mediated transport. All ester prodrugs 
hydrolysed to floxuridine fastest in Caco- 2 and mdCK cell homogenates 
and more slowly in human plasma and were chemically most stable  
in ph 6.0 buffer. prolyl and lysyl prodrugs were relatively less stable 
compared with aspartyl prodrugs in buffers and in cell homogenates.  
no in vivo data were reported.

3

Table 4.1  examples of targeting pepT1.  (continued)
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examples

Acyloxy(alkyl) ester based amino acid linked prodrugs of guanidine osel-
tamivir carboxylate (GoCarb) were prepared and evaluated for stability 
and pepT1 transport in heLa- pepT1 cells, Caco- 2 cells and in situ in the rat 
intestinal jejunal perfusion model.75 In competition experiments with [3h]- 
GlySar l- valyl and l- isoleucyl prodrugs showed threefold to sixfold greater 
affinity for pepT1 than valacyclovir and 30- fold greater affinity compared 
with the parent compound. The l- valyl prodrug also showed good evidence 
of transport in heLa- pepT1 cells. In further studies using Caco- 2 cells, only 
GoCarb parent appeared in the basolateral compartment, indicating pay-
load liberation in enterocytes. results of studies in the rat intestinal jejunal 
perfusion model indicated that GoCarb- l- Val and GoC- l- Ile prodrugs were 
well absorbed but absorption of the parent compound was not evident. pay-
load liberation occurred rapidly in cell homogenates. mouse oral bioavail-
ability of the l- valyl GoCarb prodrug was 23% under fed conditions and 
48% under fasted conditions vs. 5% for the parent.

4

Amino acid ester prodrugs of didanosine were prepared to improve oral 
exposure via pepT1 transport.76 The lead prodrug (valine ester) showed 
high Caco- 2 permeability relative to the underivatised payload. uptake of 
the pepT1 substrate GlySar by Caco- 2 cells could be inhibited by the pro-
drug in a concentration- dependent manner. The uptake of the prodrug 
compound markedly increased in leptin- treated Caco- 2 cells (leptin induces 
enhanced pepT1 expression in Caco- 2 cells) compared with control- treated 
Caco- 2 cells and was clearly inhibited by 20 mm GlySar in both conditions. 
The oral absolute bioavailability of the valine derived didanosine prodrug 
was 47% vs. 8% for the parent in rats. prodrug bioavailability in rats was 
reduced to 34% when orally co- administrated with the pepT1 substrate 
GlySar. The authors also studied the stability of the prodrugs in simulated 
gastric fluid (SGF), phosphate buffers under various ph conditions, rat tis-
sue homogenates and plasma at 37 °C. The bioactivation mechanism of the 
prodrugs was also investigated by comparing the in vivo levels of didanosine 
and prodrugs in the jugular and portal veins in rats. The plasma concen-
trations of the intact valine prodrug were very low in portal veins and could 
hardly be detected in the jugular vein, indicating payload liberation in 
enterocytes and a small amount in the liver.

Table 4.1  examples of targeting pepT1.  (continued)

(continued)



Chapter 474

examples

5

eglumegad (Ly354740) is a potent and selective group II metabotropic glu-
tamate (mGlu) 2/3 receptor agonist with very limited oral bioavailability. 
Conversion to the amidic prodrug Ly544344 greatly improves oral exposure 
of eglumegad.77 Varma et al. investigated the mechanism of absorption of 
Ly544344 and eglumegad in Caco- 2 cells.78 The rates of Ly544344 absorption 
and eglumegad basolateral appearance, as well as their cellular accumulation 
after incubation with Ly544344 were concentration- dependent. In addition, 
inhibition of pepT1 reduced transepithelial transport of Ly544344 to 22% of 
the level in controls. Further studies detected apical efflux and the existence 
of specific transporters for Ly544344 and intracellularly released eglumegad 
on the apical and basolateral membranes. p- glycoprotein- mediated efflux 
was not involved in transport of either compound, as evidenced by studies  
in mdCK- mdr1 cells. The authors concluded that Ly544344 is a pepT1  
substrate and that enterocytic peptidases release eglumegad.

Table 4.1  examples of targeting pepT1.  (continued)

4.4   Sodium- dependent Multivitamin Transporter 
(SMVT, SLC5A6)

4.4.1   Transporter Family
Sodium- dependent multivitamin transporter (SmVT) is a member of the 
SLC5 family, denoted as SLC5A6.

4.4.2   Expression
SmVT is widely expressed in mammals, with high expression in many tis-
sues, including intestine. SVmT is also expressed in placenta, brain, liver, 
lung, kidney, eye and heart.

4.4.3   Structure
SmVT has approximately 635 amino acids and is highly conserved across 
mammalian species with the human orthologue sharing amino acid 
sequence similarity of 92% with the rabbit and 89% with the rat equivalent.79 
SmVT is a putative 12 transmembrane domain protein, with both the n-  and 
C- termini located intracellularly.80
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4.4.4   Activity
uptake of biotin has been demonstrated to be sodium- dependent in studies 
using BBmVs prepared from human small intestine.81 high levels of SmVT 
mrnA are expressed along the entire length of the GI tract in both rats and 
rabbits. however, activity studies show highest transport of biotin in the jeju-
num with only low levels of biotin transport in the rat colon.82 mutations 
in histidine residues predicted to be in the intracellular loop and the third 
transmembrane domain decrease the maximal rate of transport of biotin, 
without changing affinity, indicating that the expression of SmVT is reduced 
while substrate affinity is not affected.83

4.4.5   Function and Endogenous Substrates
The function of SmVT is to translocate the water- soluble B vitamins (Figure 
4.5), biotin (vitamin B7) and pantothenic acid (vitamin B5) across mem-
branes. The transporter has higher affinity for pantothenic acid (1–3 µm) 
compared with biotin (8–20 µm).79 Biotin is a co- factor for fatty acid biosyn-
thesis; as humans are unable to produce it endogenously they must absorb 
it from their diet. pantothenic acid is an essential nutrient, utilised in the 
synthesis of Coenzyme A.

4.4.6   Known Drug Substrates
Carbamazepine and primidone (Figure 4.6) have been shown to inhibit bio-
tin uptake in vitro, and treatment with these anticonvulsant drugs is linked 
to biotin deficiency in humans.84 Currently, there are no data available on 
whether the absorption of these drugs is directly due to SmVT.

4.4.7   Mechanism
SmVT is a sodium- dependent co- transporter which requires the presence of 
extracellular sodium (na+) for transport. The stoichiometry of this is not fully 
resolved and the mechanism may differ between species, tissues and sub-
strates, with some suggesting that two na+ ions are co- transported for every 

Figure 4.5    endogenous substrates of SmVT.
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vitamin molecule, with a complementary transfer of charge (outward h+). 
however, others have demonstrated a 1 : 1 ratio of na+:biotin, with an electro-
neutral transport.85

4.4.8   Relevance
SmVT has been suggested as an attractive target for drug transport across the 
GI tract by several groups, all employing a similar strategy of the attachment 
of an endogenous substrate, such as biotin or pantothenic acid, to the drug 
molecule.86–88 The structure–transport relationship is not clear, with vary-
ing reports suggesting that the tetrahydrothiophene ring of biotin and/or a 
carboxylic acid may or may not be important for SmVT- mediated transport. 
Carrier- mediated uptake of biotin derivatives has been reported. however, 
none of these approaches have enabled a drug molecule to reach the mar-
ket so far. As described below, there are some examples where in vitro data 
indicate that SmVT recognition may enable crossing of cellular membranes 
(Table 4.2).

Figure 4.6    drug substrates of SmVT.

Key References for SMVT
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Table 4.2    examples of targeting SmVT.

examples

1

The retro- inverso (r.I.- ) K- Tat9 peptide and r.I.- K (biotin)- Tat9 conjugate have 
been well studied in vitro.86 The peptide showed low absorptive transport 
across Caco- 2 cell monolayers (0.8 × 10−7–1 × 10−6 cm s−1), which was not 
concentration dependent. The biotin- conjugate on the other hand showed 
a 3.2- fold increase in absorptive transport (3.2 × 10−6 cm s−1) which was tem-
perature-  and concentration- dependent and displayed saturable kinetics, 
indicating involvement of carrier- mediated transport. results of competitive 
inhibition studies with known SmVT substrates, including biotin, biocytin 
and desthiobiotin, support a SmVT- mediated transport mechanism. uptake 
of the biotin conjugate in Cho- SmVT cells was significantly higher than 
in vector transfected Cho- pSporT cells. The passive permeability of the 
biotin conjugate was not significantly different from that of the peptide in 
Caco- 2 cells. however, the uptake of the biotin conjugate in Cho- pSporT 
cells was significantly higher than that for the peptide, indicating that bio-
tin conjugation led to increased uptake even in the absence of SVmT.

2

(continued)
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examples

pantothenic acid is a natural substrate for SmVT and may serve as a tar-
geting ligand for SmVT in a similar way to biotin. In an extensive study, 
the SAr of pantothenic acid modifications and conjugates was investi-
gated in vitro.87 To assess if these conjugates interact with the SmVT trans-
porter their ability to inhibit the uptake of [3h]- biotin into heK- SmVT 
cells was evaluated. Subsequently, the conjugates' own uptake was mea-
sured in the presence and absence of na+ ions in the buffer. uptake ratios 
>tenfold verify active transport via SmVT, while compounds showing inhi-
bition of [3h]- biotin uptake without sodium dependence are inhibitors 
and not substrates for SmVT. Small extensions on the secondary alcohol 
on pantothenic acid, like methyl, propargyl and methoxymethyl, showed 
effective inhibition of [3h]- biotin uptake (42–60%) and large sodium- 
dependent uptake ratios (46-  to 107- fold). Interestingly, medium sized 
polyethylene glycol (peG)- based linkers such as –(Ch2Ch2o)2Ch2C≡Ch, 
–(Ch2Ch2o)4Ch2C≡Ch and –(Ch2Ch2o)3Ch2Ch2n3 are also tolerated 
and showed sodium- dependent uptake ratios (14-  to 27- fold), but unfor-
tunately once further conjugated to drug- like motifs via copper‐catalysed 
azide/alkyne cycloaddition (CuAAC)- reaction, all active transport  
via SmVT was halted.

3

Acyclovir (ACV) suffers from poor oral absorption as a consequence of 
low permeability due to its high polarity. Vadlapudi et al. have studied 
the effect of biotinylation of ACV in vitro, as a strategy to utilise the SmVT 
transporter to improve oral absorption.89,90 The biotinylated conjugates 
displayed concentration- , temperature-  and sodium- dependent increased 
uptake (approximately 2–13- fold), compared with the parent compound, 
and they inhibited [3h]- biotin uptake. All observations together indicate 
active uptake via SmVT along with improved passive diffusion due to 
increased lipophilicity of the biotinylated conjugates. Cell accumulation 
of biotin ribonucleic acid ACV (B- r- ACV) in human corneal epithelial, 
mdCK- mdr1 and Caco- 2 cells was increased 13.6- , 9.5-  and 10- fold over 
ACV in the respective cell systems. The corresponding lipid prodrug 
(r- ACV) and direct biotin conjugate (B- ACV) showed more moderate 
increases in uptake between 1.4-  and 6- fold, demonstrating that both the 
lipid and biotin contribute. despite promising in vitro results and claimed 
ongoing anti- viral efficacy studies in vivo, no such data have been pub-
lished so far, to the best of our knowledge.

Table 4.2  examples of targeting SmVT.  (continued)
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4.5   Apical Sodium- dependent Bile Acid Transporter 
(ASBT, SLC10A2)

4.5.1   Transporter Family
Apical sodium- dependent bile acid transporter (ASBT) is a member of the 
sodium- dependent SLC family 10. The gene name for ASBT is SLC10A2.

4.5.2   Expression
ASBT is primarily expressed on the apical membrane of enterocytes of the 
terminal ileum with no expression in the proximal small intestine across 
a range of mammals, with humans following a similar pattern. ASBT is 
expressed to a lesser extent in renal tubule cells, large cholangiocytes and 
epithelial cells of the gall bladder (i.e. tissues that facilitate the circulation of 
bile acids). unlike rodents and monkeys, humans do express low but detect-
able levels of ASBT in the duodenum.

4.5.3   Structure
ASBT comprises 348 amino acids, has a molecular weight of 43 kda and 
seven transmembrane domains with a cytosolic C- terminus and an extracel-
lular n- terminus.91 ASBT shows some homology to its liver counterpart na+- 
taurocholate co- transporting polypeptide (nTCp), exhibiting 63% agreement 
in amino acid sequence. human ASBT shares 88% sequence homology with 
rabbit and rat ASBT.92

4.5.4   Activity
polymorphisms of ASBT (G292A and G431A) are associated with impaired 
transport activity, but the clinical effects on transporting bile acids are 
unknown.93 Additional mutations have been noted for ASBT; however, to 
date there is no direct link between dysfunctional ASBT and idiopathic bile 
acid malabsorption.

4.5.5   Function and Endogenous Substrates
ASBT mediates the transport of bile acids across the intestinal membrane. 
Transport of bile acids and derivatives in the intestine is the first stage of 
their reabsorption which, in humans, cycles six to eight times a day thereby 
turning over 12–18 g of bile acids daily (Figure 4.7).94,95 major substrates of 
ASBT include unconjugated bile acids, such as ursodeoxycholic acid, deoxy-
cholic acid, cholic acid and chenodeoxycholic acid, as well as their taurine or 
glycine conjugates (Figure 4.8).
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Figure 4.7    enterohepatic circulation of bile acids. enterohepatic circulation (or 
recycling) involves the biliary excretion and subsequent intestinal  
reabsorption of bile acids and other solutes, including drugs.96–98 Bile 
acids are excreted from the liver into bile which is then secreted from 
the gall bladder into the duodenum via the Sphincter of oddi. Bile 
acids are actively reabsorbed (~95%) from the lumen of the small distal 
intestine via ASBT, exported into the portal blood circulation and trans-
ported back to the liver for systemic circulation. This enterohepatic  
circulation ensures that bile acids are repeatedly used throughout the 
day to aid digestion of multiple meals. only a small amount of bile 
acids (~5%) escapes reabsorption and is excreted into faeces.

Figure 4.8    endogenous substrates of ASBT.
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4.5.6   Known Drug Substrates
While ASBT has no known parent drug substrates, it can accommodate drug- 
like structures containing bile acid conjugates. manipulations at the bile 
acid C- 24 region, including monoanions, are reported to be accommodated 
by the transporter.99

4.5.7   Mechanism
ASBT is a co- transporter, with two or more na+ ions transported with each 
ASBT substrate. This mechanism is driven by the intracellular na+ gradient 
and an electronegative intracellular potential.

4.5.8   Relevance
Bile acids are suitable building blocks for conjugation due to their rigid ste-
roidal core containing multiple hydroxyl groups. The specificity and abun-
dance of ASBT in addition to the stability of bile acids offers the transporter 
as a potential target for specific cell or tissue exposure or to improve the oral 
bioavailability of drugs via a prodrug approach. drug conjugates of cholic 
acid and chenodeoxycholic acid targeting ASBT are examples of conjugates 
that have been applied to poorly permeable compounds (Table 4.3). The 
enterohepatic circulation of bile acids from the intestine to the liver provides 
an additional advantage and opportunity to target ASBT to increase the sys-
temic exposure of bile acid–drug conjugates. Specifically, circulating reser-
voirs may result in the extended release of the drug and subsequently sustain 
plasma concentrations.
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Table 4.3    examples of targeting ASBT.

examples

1

Chenodeoxycholic acid was conjugated via a lysine linker to ketoprofen and 
separately nicotinic acid (not shown) to target uptake of these carboxylic 
acids via human ASBT.100 Both prodrugs were found to be substrates for ASBT 
through inhibition of taurocholate uptake using stably transfected mdCKII- 
ASBT monolayers, with neither parent drug being a substrate. Both conjugates 
were potent inhibitors of ASBT, with affinities in a range similar to those of the 
natural substrates. The capacity of ASBT to transport the nicotinic acid prodrug 
was found to be approximately 9% of that of taurocholate while the transport 
capacity of the ketoprofen prodrug was 1.9- fold that of taurocholate. enzymatic 
stability of the conjugates was also evaluated in Caco- 2 cells and liver homog-
enate with nicotinic acid release from the prodrug higher in Caco- 2 cells and 
for ketoprofen higher in the liver homogenate S9 fraction. no in vivo data were 
presented.

2

An acyclovir conjugate of chenodeoxycholic acid via a valine linker showed 
affinity for ASBT [inhibitor constant (Ki) = 36 µm] which was similar to that of 
cholic acid (Ki = 25 µm).101 using a CoS- ASBT cell line, acyclovir–lysine–cheno-
deoxycholate conjugate was actively translocated by ASBT. In the presence of 
na+, cellular uptake of the prodrug was 16- fold greater than uptake of acyclovir. 
encouragingly, in vivo data were presented that showed an approximately two-
fold enhancement in acyclovir bioavailability from 25% to 48% in rats follow-
ing oral dosing, demonstrating adequate absorption and release of active drug. 
however, the authors noted the prodrug has a more than tenfold higher passive 
permeability than acyclovir due to conjugation with the lipophilic steroid, and 
that this may be the major contributor to the enhanced oral bioavailability of 
the prodrug.



83Targeting Gastrointestinal Uptake Transporters

4.6   Monocarboxylate Transporter 1  
(MCT1, SLC16A1)

4.6.1   Transporter Family
The monocarboxylate transporter mCT1 (SLC16A1) is one of 14 members of 
the SLC family 16 (SLC16).

4.6.2   Expression
mCT1 is ubiquitously expressed and located on both apical and basolateral 
membranes, dependent on cell type. mCT1 is expressed in the disposition 
organs liver, kidney, brain and GI tract, where it is the predominant mCT 
isoform. Furthermore, mCT1 is one of the most abundantly expressed trans-
porters in the GI tract.2 Cd147, an accessory protein, is required for traffick-
ing, localisation and functional expression of mCT, with an mCT1–Cd147 
pair dimerising with another pair.102

4.6.3   Structure
mCT1 is highly conserved across species with >85% sequence homology 
across mouse, hamster and human. It consists of approximately 495 amino 
acids and is around 45 kda in size. The putative structure consists of 12 trans-
membrane domains (Tmd), with a large intracellular loop between Tmd6 
and Tmd7. Both the n-  and C- termini are intracellularly.103

4.6.4   Activity
Similar affinity across species is reported for known endogenous substrates, 
such as lactate and pyruvate.

4.6.5   Function and Endogenous Substrates
The function of monocarboxylate transporters is – as the name suggests – to 
transport endogenous monocarboxylate substrates, such as lactate and pyru-
vate (Figure 4.9). mCTs are involved in maintaining metabolic homeostasis 

Figure 4.9    endogenous substrates of mCT1.
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via transfer of lactate not only between tissues but also between different cell 
types in the same tissue, via both influx and efflux mechanisms. In tumours, 
mCTs have been shown to export lactate from the cells, thereby preventing 
intracellular acidification. As mCT1, mCT2 and mCT4 have been shown to 
be highly expressed in several cancers, they have been targeted in oncology 
therapies, including as targets for drug delivery to tumours. They are also 
proposed as biomarkers of cancer outcomes.104 In the GI tract, mCT1 has a 
role in the dietary absorption of monocarboxylate substrates, such as propi-
onate and butyrate.105

4.6.6   Known Drug Substrates
γ- hydroxybutyric acid (GhB; Figure 4.10) is an approved medicine in both 
the uSA and europe, however, it is also a drug of abuse. It shows non- linear 
pharmacokinetics with saturable absorption, renal clearance and metab-
olism being implicated. many studies have been completed, using several 
in vitro systems derived from the GI tract and the kidney, demonstrating 
that GhB is actively transported in a ph-  and sodium- dependent fashion.102 
data from Caco- 2 cells in the presence of the known mCT inhibitor alpha- 
cyano- 4- hydroxycinnamate,106 along with saturable absorption in the GI 
tract,107 imply that mCT1 (the major isoform expressed in the GI tract) is 
responsible for the transporter- mediated absorption of GhB. Xp- 13512 
is a prodrug of gabapentin (gabapentin enacarbil; Figure 4.10) and was 

Figure 4.10    drug substrates of mCT1.
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designed to be recognised by solute carriers expressed in the GI tract. Xp- 
13512 has been shown to be a substrate of mCT1 in vitro, though the exact 
contribution of mCT1 to its fraction absorbed has not been determined. 
Carindacillin (Figure 4.10), a monoester prodrug of carbenicillin, has been 
reported to be a substrate of a monocarboxylate transporter in rat intesti-
nal membrane vesicles.108

4.6.7   Mechanism
mCT1 is a proton- coupled bidirectional co- transporter. The binding of the 
proton precedes the binding of the substrate prior to translocation; after 
transport the substrate is released first.103

4.6.8   Relevance
mCT1 has been shown to transport low molecular weight acids (<150 kda), 
such as salicylic acid, along with some drugs, such as carindacillin and Xp- 
13512. Therefore, the potential exists to target mCT1 to enable the transport 
of drugs across the GI tract; however, positive examples of this strategy are 
limited (Table 4.4).
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Table 4.4    examples of targeting mCT1.

examples

1

Gabapentin bioavailability is variable and exhibits a dose- dependency 
which is thought to be due to saturation of a low- capacity solute transporter 
localised in the upper small intestine.102 Gabapentin enacarbil is an oral 
prodrug approved for treatment of postherpetic neuralgia and restless legs 
syndrome. The prodrug consists of a cleavable promoiety that masks the 
amine group of gabapentin, yielding a monoanionic compound at physio-
logical ph, making it a potential substrate for monocarboxylate transport-
ers. It has been shown to be a substrate for transport across membranes 
by both mCT1 and SmVT [but not large neutral amino acid transporter 
(LAT1)], while gabapentin itself is not transported.109 In monkeys, bioavail-
ability of gabapentin following prodrug administration was 84% compared 
with 25% for gabapentin itself.109 Following intracolonic administration, 
exposure of gabapentin was 17- fold higher in rats and 34- fold higher in 
monkeys for the prodrug when compared with parent gabapentin admin-
istered via the same route.109 In humans, an extended release formulation 
of the prodrug delivered higher oral bioavailability when compared with an 
equivalent dose of gabapentin (75% vs. 37%).110 An identical prodrug strat-
egy has been applied to the structurally related GABAB agonist baclofen, as 
the investigational prodrug arbaclofen placarbil, shown to possess a more 
favourable pharmacokinetic profile than baclofen with less variation in 
plasma levels.111

2
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examples

Carindacillin is an orally active prodrug of the β- lactam antibiotic carbeni-
cillin which is typically delivered intravenously as its disodium salt.112 
Similar to example 1 above, prodrug modification is used to generate a 
mono- acid (from a di- acid) that is thus recognised by monocarboxylate 
transporters. In rat intestinal BBmVs, carindacillin was transported in the 
presence of a proton gradient, suggestive of a carrier- mediated process. 
Transport via mCT1 was demonstrated through competition with  
[14C]- lactate. The parent drug, however, showed no affinity for mCT1.113 
Similar studies were conducted using Caco- 2 cells, where transport was 
temperature-  and ph- dependent and inhibited by substrates of mCT1  
but not pepT1.113 The increased lipophilicity of the indanyl ester  
prodrug may also contribute to increased passive absorption relative  
to carbenicillin itself.

Table 4.4  examples of targeting mCT1.  (continued)

4.7   Organic Cation Transporters (OCT, SLC22) – 
Isoform OCTN2 (SLC22A5)

4.7.1   Transporter Family
oCTn2 is a member of the SLC22 family of membrane transporters, denom-
inated as SLC22A5. The SLC22 family divides into two major groups, one 
containing organic cation transporters and the other organic anionic trans-
porters. The oCTn transporters form a separate subgroup within the cat-
ionic group of transporters.114

4.7.2   Expression
oCTn2 is expressed in several organs in humans, including the GI tract, kid-
ney, lung, placenta, heart and cornea. oCTn2 has a similar organ expression 
pattern in other mammals including mice, rats and baboons, where function 
has been shown for the transport of l- carnitine.

4.7.3   Structure
oCTn2 consists of 557 amino acids and is 65 kda in size. oCTn2 is a putative 
12- transmembrane domain (Tmd) protein, with both C-  and n- termini intra-
cellularly, a large extracellular loop between Tmd1 and Tmd2 and a larger 
intracellular loop between Tmd6 and Tmd7.115
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4.7.4   Activity
defects in oCTn2 transport can lead to muscle weakness and cardiomyopa-
thy. patients may be treated with dietary supplements of carnitine. primary 
systemic carnitine deficiency (SCd) is a recessive inherited disorder. Both 
missense and nonsense mutations have been identified and linked to this 
disorder.116 mutations m352r and p478L lead to loss of transport while main-
taining expression of the transporter. mutations lead to defective oCTn2- 
mediated transport of l- carnitine at several sites, including the GI tract and 
the kidney.117 l- Carnitine transport is mediated by oCTn2 across a range of 
species, including mice, rats and humans, with higher affinity for l- carnitine 
observed for the human homologue.

4.7.5   Function and Endogenous Substrates
The endogenous function of oCTn2 is to transport l- carnitine (Figure 
4.11) across the plasma membrane of cells. l- Carnitine has an essential 
role in metabolism, enabling the transport of fatty acids across the mito-
chondrial membrane.114 dietary l- carnitine represents the major source 
of l- carnitine in animals (though some organs can synthesise l- carnitine 
from methionine and lysine). Influx from the GI tract is thus essential. In 
line with its endogenous role of transporting and maintaining l- carnitine 
homeostasis, evidence indicates that oCTn2 is expressed both on the api-
cal membranes of enterocytes and on the apical membranes of proximal 
tubule cells to re- absorb l- carnitine.118 Additionally, oCTn2 has a role in 
energy production in muscles, and it is thought that its role is to maintain 
‘energy’ homeostasis.

4.7.6   Known Drug Substrates
mildronate (Figure 4.12), an analogue of l- carnitine and available in 
some countries as a cardioprotective drug, has been demonstrated to be 
a substrate of oCTn2 in vitro and in vivo, mediating mildronate cellu-
lar entry and hence efficacy.119 The nucleoside analogue entecavir and 
the anticholinergic bronchodilator ipratropium bromide have also been 
described as oCTn2 substrates in vitro (Figure 4.12), and transport via 
oCTn2 is suggested to have a role in renal and local lung disposition, 
respectively.

Figure 4.11    endogenous substrate of oCTn2.
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4.7.7   Mechanism
oCTn2 cotransports na+ and carnitine. l- Carnitine is a high affinity sub-
strate of both human and rat homologues of oCTn2. While the uptake of 
l- carnitine is sodium- dependent, the uptake of other cationic substrates, 
such as tetraethylammonium ions, and some drugs, such as ipratropium 
bromide, is not sodium- dependent.114

4.7.8   Relevance
The primary effect of oCTn2 is directly linked to its transport of l- carnitine. 
oCTn2 has been shown to transport some drugs and drug molecules conju-
gated with carnitine to increase cellular uptake in the GI tract, the cardiovas-
cular system and the lung. examples of oCTn2 targeted uptake are limited 
(Table 4.5). There is only one example of a carnitine–gemcitabine conjugate 
where an increase in bioavailability was demonstrated. The re- uptake of both 
endogenous substrates (l- carnitine) and some drugs (entecavir) being facili-
tated by oCTn2 expressed in renal proximal tubule cells has been described.

Figure 4.12    drug substrates of oCTn2.

Key References for OCTN2
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Table 4.5    examples of targeting oCTn2.

examples

1

Analogues of l- carnitine were evaluated for their potential to inhibit uptake of 
radiolabelled l- carnitine in stably transfected mdCK- oCTn2 cells.120 This was 
done to establish SAr for prodrug connectivity, and the 3′- oh was found to 
be dispensable for uptake. esters of l- carnitine via the 3′- oh of valproic acid, 
naproxen (pictured) and ketoprofen were synthesised and evaluated for inhi-
bition and uptake properties, and all were found to be substrates for oCTn2 
through competition with labelled l- carnitine. Significantly enhanced uptake 
in the presence of na+ was further indicative of active transport. naproxen– 
l- carnitine inhibited the uptake of l- carnitine with a Ki of approximately  
6 µm. metabolism studies were performed to assess drug release and, as  
analogues proved stable, a ketoprofen–glycine–l- carnitine conjugate was 
synthesised, which was also a substrate and inhibitor of oCTn2 (Ki approxi-
mately 14 µm). no in vivo data were presented, and no data showing enhanced 
cellular permeability compared with parent drugs were discussed.

2

Several l- carnitine conjugates via di- acid linkers were evaluated for their poten-
tial to improve uptake and in vivo absorption of gemcitabine121 following oral 
dosing of this intravenously delivered anti- cancer therapy. Transport across 
Caco- 2 membranes was shown to be na+-  and temperature- dependent, indica-
tive of active transport. The rate of uptake in heK- oCTn2 cells was threefold to 
eightfold higher than in mock- transfected heK293 cells, with no difference seen 
for gemcitabine alone. l- Carnitine was also shown to inhibit uptake of the pro-
drugs and vice versa. Furthermore, the uptake rate was independent of Logd of 
the prodrug. Cytotoxicity to cancer cells was maintained, demonstrating release 
of payload, which was diminished by excess l- carnitine. example prodrugs 
demonstrated improved stability (threefold), Caco- 2 transcellular permeability 
(15- fold) and oral bioavailability in rats (fivefold), while causing no apparent 
additional cytotoxicity as compared with gemcitabine. The authors additionally 
demonstrated uptake of the prodrug is not via nucleoside transporter equilibra-
tive nucleoside transporter 1 (enT1), given the chemotype in question.
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examples

3

The ability of l- carnitine ester derivatives of prednisolone to increase 
absorption across human bronchial epithelial (BeAS- 2B) cells mediated by 
oCTn2 was assessed.122 The transport of prodrug was found to be superior 
to that of prednisolone at 37 °C (1.8- fold) and was temperature- , time-  and 
na+- dependent and saturable with an apparent Km of 330 µm, indicating 
involvement of carrier- mediated uptake. In heK293T cells, which express 
little oCTn2, the uptake of prodrug was less than that of prednisolone 
itself, and addition of l- carnitine inhibited prodrug uptake in BeAS- 2B but 
not heK293T cells. metabolic and chemical stabilities of the prodrug were 
discussed, and, although payload release was not quantified, levels of inter-
leukin- 6 (IL- 6) at 16 hours were decreased 1.9- fold for prodrug relative to 
prednisolone. These data corresponded to the hydrolysis rate of the prodrug 
in BeAS- 2B cell homogenates, indicative of active drug release. It appears that 
the aim of this study was to achieve increased drug exposure via inhalation; 
however, no in vivo data were reported.

Table 4.5  examples of targeting oCTn2.  (continued)

4.8   Organic Cation Transporters (OCT, SLC22) – 
Isoforms OCT1 (SLC22A1) and OCT3 (SLC22A3)

4.8.1   Transporter Family
organic cation transporters 1 (oCT1) and 3 (oCT3) are multi- specific SLC 
proteins which belong to the SLC22 transporter family. Gene names for oCT1 
and oCT3 are SLC22A1 and SLC22A3, respectively.123

4.8.2   Expression
oCT1 is expressed along the whole length of the human GI tract, albeit at low 
levels compared with those in liver. Localisation of oCT1 in enterocytes is 
unclear, with some data indicating basolateral localisation, while recent data 
indicate apical localisation.124,125 Several other tissues also express low levels 
of oCT1 {e.g. kidneys, lung, heart, skeletal muscle, brain [blood–brain bar-
rier (BBB)], spinal cord, eye, adipose tissue}.126 oCT3 exhibits much broader 
tissue distribution in humans. It is expressed at low levels (compared with 
oCT1) along the entire length of the GI tract, with apical localisation.3,124 
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oCT3 is highly expressed in skeletal muscle and several other tissues and 
cell types (salivary gland, prostate, uterus, placenta, adrenal gland, liver, neu-
rons, glial cells and epithelial cells of choroid plexus).126

4.8.3   Structure
All members of the SLC family including oCT1 (554 amino acids, approx-
imately 62 kda) and oCT3 (556 amino acids, approximately 62 kda) are 
predicted to contain 12 transmembrane α- helices with intracellular n-  and 
C- termini. Amino acid homology between oCT1 and oCT3 is approximately 
50%.127

4.8.4   Activity
nonsynonymous variants of oCT1 (Q97K, p117L and r206C) and oCT3 
(A116S, T400I and A439V) showed reduced uptake of substrates in 
vitro.128,129

4.8.5   Function and Endogenous Substrates
oCT1 and oCT3 transport a broad range of structurally diverse organic 
cations and have extensively overlapping substrate specificities. Substrates 
for oC transporters are largely small hydrophilic compounds ranging from 
approximately 60 to 350 da in size, with at least one positively charged 
amine at physiological ph. oCT1 is localised on the basolateral membrane 
of hepatocytes and has been shown to mediate bidirectional transport of 
organic cations from blood to liver and vice versa.130 With results described 
in recent literature indicating apical localisation in enterocytes, oCT1 
may play an important role in absorption of endogenous substrates and 
cationic drugs. oCT3 is localised on the apical membrane of enterocytes 
and has been shown to be involved in the absorption of drugs.114 exam-
ples of endogenous substrates for oCT1 and oCT3 (Figure 4.13) include 
1- methyl- 4- phenylpyridinium, biogenic amines (dopamine, norepineph-
rine) and several other endogenous compounds (choline, creatinine, sero-
tonin, histamine and adrenalin).130,131

4.8.6   Known Drug Substrates
In vitro studies have shown that oCT1 and/or oCT3 transport a wide variety 
of drugs (Figure 4.14) such as metformin and phenformin (anti- diabetic), 
cimetidine and ranitidine (acid- reflux inhibitors), pentamidine (anti- 
infective), lamotrigine (epilepsy), acyclovir and efavirenz (antiviral), dauno-
rubicin (anti- cancer), formoterol and salbutamol (asthma and chronic 
obstructive pulmonary disease).132 however, a role of cation transporters in 
absorption has only be demonstrated for metformin.133
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Figure 4.13    endogenous substrates of oCTs.

Figure 4.14    drug substrates of oCTs.
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Key References for OCTs
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 ● T. K. han, r. S. everett, W. r. proctor, C. m. ng, C. L. Costales, K. L. Brouwer 
and d. r. Thakker, organic cation transporter 1 (oCT1/moct1) is localized in 
the apical membrane of Caco- 2 cell monolayers and enterocytes, Mol. Phar-
macol., 2013, 84(2), 182–189.

 ● m. nishimura and S. naito, Tissue- specific mrnA expression profiles of 
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Drug Metab. Pharmacokinet., 2005, 20(6), 452–477.

 ● h. Koepsell, Substrate recognition and translocation by polyspecific organic 
cation transporters, Biol. Chem., 2011, 392(1–2), 95–101.
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anion and cation transporters of the SLCo and SLC22A gene superfamilies, 
Br. J. Pharmacol., 2012, 165(5), 1260–1287.

4.8.7   Mechanism
oCT1 and oCT3 are multi- specific bidirectional transporters, driven by 
electrochemical gradients. evidence indicates that oC transporters have an 
outward and inward conformation, allowing them to act as electrogenic uni-
porters (uptake) or electroneutral exchangers (uptake and efflux) based on 
membrane potential and concentration gradient.

4.8.8   Relevance
using genetically engineered mice, Chen et al. showed that deletion of oct3 
significantly reduced oral bioavailability of metformin (from 58% in wild 
type to 27% in oct3 knockout), indicating that oCT3 in humans may partly 
mediate oral absorption.133,134 prodrug strategies to increase oral absorp-
tion of payloads via oC transporter targeting have not been well explored.  
Glycosylated platinum IV prodrugs were shown to be selectively taken up 
into tumour tissue via oC transporters.135 Similar approaches can poten-
tially be applied to increase oral absorption for compounds with sub- 
optimal physicochemical properties. however, due to low expression 
relative to other uptake transporters, like pepT1, achieving adequate oral 
absorption via oCT1 and oCT3 may be challenging, and as such no exam-
ples are available.
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4.9   Organic Anion Transporting Polypeptides  
(OATP, SLCO)

4.9.1   Transporter Family
members of the SLC organic anion transporter family include organic anion 
transporting polypeptide (oATp) 1A2 (SLCo1A2) and 2B1 (SLCo2B1) for 
which a role in intestinal absorption has been implicated.

4.9.2   Expression
oATp1A2 is expressed in several organs, including liver, brain and kidney, 
whereas oATp2B1 is expressed relatively ubiquitously, including in liver, 
small and large intestine, lung, spleen and other tissues.136–139 Whilst Glaeser 
et al.140 reported mrnA and apically located protein in the small intestine for 
oATp1A2, several other studies detected no or only very low oATp1A2 mrnA 
and/or protein levels.3,5,8,136,141 In contrast, robust oATp2B1 expression has 
been reported in numerous studies.3,5,8,36,139–142 oATp2B1 protein has been 
detected in the apical membrane of intestinal cells8,142 although in some 
studies a basolateral location has also been reported.143,144 The pregnane X 
receptor and the vitamin d receptor have been shown to increase the expres-
sion of oATps in vitro although a similar effect on intestinal oATps has not 
yet been demonstrated in vivo.95,141,145

4.9.3   Structure
oATp proteins contain 12 transmembrane domains and a fifth additional 
extracellular loop for surface expression. oATp2B1 is a 76 kda protein, com-
prising 709 amino acids, and shares 77% amino acid sequence identity with 
rat roatp2b1.146

4.9.4   Activity
The ph of the environment has been shown to alter the activity of oATps; 
specifically, an acidic environment enhances activity.146,147 Steroid hormones 
have been demonstrated to have a stimulatory effect on oATp2B1 for trans-
port of sulphated steroids, but transport of drugs was not affected.148 Several 
polymorphisms of oATp2B1 have been described.141,149 Whilst the nonsyn-
onymous Snp c.935G>A shows reduced activity in vitro limited effects have 
been observed in vivo.141 For the nonsynonymous Snp c.1457C>T decreased 
expression and function have been described in vitro. Furthermore, the AuC 
of drugs such as fexofenadine and celiprolol was decreased by up to 50% in 
subjects with a c.1457CT or TT genotype.141,150,151
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4.9.5   Function and Endogenous Substrates
oATps in the intestine are uptake transporters that contribute to the absorp-
tion and distribution of their substrates.146 endogenous substrates of 
oATp2B1 include steroid hormones, conjugated steroids and prostaglandins 
(Figure 4.15).137,149 The rat analogue, roatp2b1, has a wider substrate speci-
ficity compared with its human orthologue.

4.9.6   Known Drug Substrates
Fexofenadine is the most documented drug example where oATps are impli-
cated in facilitating its oral absorption. Fexofenadine AuC is reduced up to 
70% in healthy human volunteers after ingestion of grapefruit or orange 
juice, which have been shown in vitro to inhibit both oATp1A2 and oATp2B1 
activity.137 drug substrates for oATp2B1 (Figure 4.16) include tebipenempiv-
oxyl (ester prodrug), celiprolol, glibenclamide, atorvastatin, fluvastatin and 
pravastatin.137,146,149,152

4.9.7   Mechanism
The mechanism by which oATps transport substrates is via a positively 
charged central core that acts through a rocker- switch mechanism.153 In 
contrast to human, rat oATp- mediated uptake requires anion exchange 

Figure 4.15    endogenous substrates of oATp2B1.
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Figure 4.16    drug substrates of oATp2B1.

(e.g. export of bicarbonate). This mechanism has been proposed for human 
oATp2B1 as well.

4.9.8   Relevance
Both oATp1A2 and oATp2B1 have been implicated in mediating the oral 
absorption of drugs like fexofenadine, mostly due to strong effects observed 
in food–drug interaction studies.137,149 however, the role of oATp1A2 is 
debated due to its low expression levels and limited pharmacogenetic evi-
dence.141 In contrast, several pharmacogenetic, drug–drug and drug–food 
interaction studies in humans make a stronger case for a role of oATp2B1.141 
nevertheless, there are currently no examples where intestinal oATp trans-
porters have been targeted to improve permeability of poorly absorbed drugs 
through the gut epithelium. oATp- mediated drug uptake could theoretically 
be enhanced by optimising the intraluminal environment to an acidic ph. 
however, there are no specific examples of where this technique has been 
applied.146 ulcerative colitis and Chron's disease decrease the ph in the 
colon;154 drugs targeting oATps could thus be advantageous for treating 
these diseases.
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4.10   Nucleoside Transporters (NTs, SLC28 and 
SLC29)

4.10.1   Transporter Family
human nucleoside transporters (nTs) are divided into two structurally unre-
lated protein families; one that contains three SLC28 genes (SLC28A1–3) 
encoding concentrative nucleoside transporter proteins (CnT1–3) and 
another one comprising four SLC29 genes (SLC29A1–4) encoding equilibra-
tive nucleoside transporter proteins (enT1–4).155

4.10.2   Expression
CnT1 and CnT2 are expressed in the plasma membrane of liver, small intes-
tine and kidney. CnT2 is additionally expressed in heart, skeletal muscle, 
placenta and brain. CnT3 is more widely expressed in plasma membranes 
and membranes of sub- cellular organelles of various tissues, including the 
intestine. All CnTs are localised to the apical membrane of enterocytes. The 
expression of CnT2 and CnT3 is high in duodenum and small intestine, while 
CnT3 is expressed at low levels across the whole length of the intestine.156,157 
enT1 and enT2 are expressed in several tissues including intestine. In con-
trast to CnTs, enT1 and enT2 have been localised to the basolateral mem-
brane of enterocytes (albeit being more abundant in crypt cells) and work 
in concert with CnTs on the apical membrane to facilitate transepithelial 
nucleoside flux. Both enT1 and enT2 are primarily located at the plasma 
membrane but are also expressed on nuclear membranes. enT3 is widely 
expressed with intracellular localisation (e.g. endosomal and mitochondrial 
membranes), while enT4 is primarily located at the plasma membrane with 
expression in heart, brain and skeletal muscle.157,158

Key References for OATPs
 ● A. Kalliokoski and m. niemi, Impact of oATp transporters on pharmacoki-

netics, Br. J. Pharmacol., 2009, 158(3), 693–705.

 ● m. niemi, role of oATp transporters in the disposition of drugs, Pharmacog-
enomics, 2007, 8(7), 787–802.

 ● A. Wilson and r. B. Kim, oATp Transporters: potential Targets for enhancing 
organ and Tissue Specific drug delivery, J. Pharmacol. Clin. Toxicol., 2014, 
2(3), 1037.

 ● I. Tamai, oral drug delivery utilizing intestinal oATp transporters, Adv. Drug 
Delivery Rev., 2012, 64(6), 508–514.

 ● S. oswald, organic Anion Transporting polypeptide (oATp) transporter 
expression, localization and function in the human intestine, Pharmacol. 
Ther., 2019, 195, 39–53.
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4.10.3   Structure
CnTs (approximately 650–658 amino acids; approximately 70–71 kda) 
consist of 13–14 transmembrane domains with the cation and substrate 
recognition sites in the carboxy half of the protein. enTs (approximately 
465 amino acids; approximately 52 kda) contain 11 Tmds, a cytoplasmic 
n- terminus and an extracellular C- terminus.159 homology at the amino 
acid level between human, rat and mouse for CnTs is approximately 
78–83%. homology between human and rat enT1 and enT2 is approxi-
mately 49–78%. Tissue distribution of CnTs and enTs can vary between 
species.160

4.10.4   Activity
In humans, variability in ribavirin serum levels has been associated with the 
SLC28A2 C65T Snp.161 The mean oral bioavailability of mizoribine has been 
shown to be significantly lower in healthy Japanese males with a SLC28A1 
G565A allele.162

4.10.5   Function and Endogenous Substrates
due to apical and basolateral localisation of CnTs and enT1 in enterocytes, 
respectively, it is proposed that dietary nucleosides are absorbed from the 
diet into blood via these transporters. nTs play an important role in main-
taining nucleoside homeostasis through provision of nucleosides (e.g. 
guanosine, adenosine, uridine, cytosine and thymidine; Figure 4.17) and 
nucleobases (e.g. adenine) derived from the diet or produced by the liver 
for salvage pathways of nucleotide synthesis in tissues and cells that lack 
de novo synthesis (e.g. brain, muscle, erythrocytes, leukocytes and bone 
marrow cells). unlike CnTs, enTs can transport nucleobases. The nucleo-
sides and nucleobases are converted inside the cell into nucleotides, which 
are important in intermediary metabolism, cell signalling pathways, phos-
pholipid and oligosaccharide synthesis and as precursors for nucleic acid 
biosynthesis.155

4.10.6   Known Drug Substrates
Several anticancer and antiviral drugs (nucleoside and nucleobase ana-
logues) have been shown to be substrates for CnTs and enTs (Figure 4.18). 
due to the expression of CnTs and enTs in enterocytes and several other 
tissues, it is reasonable to assume that absorption and disposition of these 
drugs is mediated via nTs. examples of drugs that interact with nTs include 
didanosine and zidovudine (anti- viral hIV), ribavirin (anti- viral hCV), fludar-
abine and trifluridine (lympho- proliferative diseases and solid tumours) and 
cladribine (leukaemia).157
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Figure 4.17    endogenous substrates of nucleoside transporters.

Figure 4.18    drug substrates of nucleoside transporters.
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4.10.7   Mechanism
CnTs are co- transporters that require inwardly directed na+-  or h+- coupling. 
The stoichiometry of na+-  or h+- coupling with nucleosides for CnT1 and 
CnT2 is 1 : 1, while for CnT3 the stoichiometry is largely 2 : 1 (cation:nucle-
oside coupling ratio of 1 : 1 for h+, 2 : 1 for na+, 1 : 1 : 1 na+ : h+ : nucleoside). 
enTs are na+- independent bidirectional transporters. enT1 and enT2 trans-
port substrates via facilitated diffusion, while transport via enT3 and enT4 
appears to be proton linked. CnTs show high apparent affinities to per-
meants compared with enTs.163

4.10.8   Relevance
using genetically engineered ent1 knockout mice, intestinal absorption of 
ribavirin was shown to be mediated by nTs.164 The oral bioavailability of 
nucleoside analogues is, at best, approximately 50–60%.165 prodrug strate-
gies to increase oral absorption of payloads via CnTs and enTs have not been 
well explored.
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5.1   Introduction
5.1.1   Enzyme Family
Efflux transporter proteins within the ATP- binding cassette (ABC) superfam-
ily catalyze the ATP- dependent transport of substrates from within cells to 
their exterior. The human ABC superfamily of transmembrane proteins con-
sists of 48 members and is further classified into seven sub- families denoted 
ABCA–G.1 Two ABC members of principal interest for drug discovery are the 
multidrug  transporters  ABCB1,  also  known  as  P- glycoprotein  (P- gp),  and 
ABCG2, commonly known as breast cancer resistance protein (BCRP), which 
were  originally  identified  as  proteins  involved  in  resistance  to  anti- cancer 
drugs. Thus, the ABCB sub- family has been alternatively classified as multi-
drug resistance (MDR) proteins, with P- gp designated MDR1.

Apart  from  P- gp  and  BCRP,  several  other  ABC  transporters  have  more 
recently been identified as important to consider during drug discovery and 
development. These include the multidrug resistance proteins ABCC2, ABCC3 
and ABCC4, otherwise known as MRP2, MRP3 and MRP4.2 However, the pre-
cise roles and substrate preferences of these efflux transporters are not under-
stood to a level comparable with those for P- gp and BCRP so, presently, their 
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importance as targets for medicinal chemistry optimization cannot be easily 
defined.  Therefore,  whilst  they  may  require  attention  during  drug  develop-
ment, they will not be considered within the scope of the present chapter.

5.1.2   Expression and Activity
P- gp and BCRP are widely expressed in mammalian tissues, including gastroin-
testinal tract, liver, brain capillary endothelium, kidney, testis and placenta. The 
expression and distribution of efflux transporters is connected to their physio-
logical function of transporting substrates out of cells, contributing to the reg-
ulatory properties of the respective tissues. Tissues expressing P- gp and BCRP 
contain functionally polarized cells or cell layers within which transporters are 
located on a particular side of the cell, corresponding to directing transport out 
of cells and into an extracellular space. For example, location of P- gp and BCRP 
on the apical membrane of hepatocytes facing the bile canaliculus achieves the 
movement of substrates from hepatocytes into the biliary system. In an anal-
ogous fashion, location of P- gp and BCRP on the apical membrane of the epi-
thelium  of  the  intestinal  mucosa  effects  the  extrusion  of  ingested  xenobiotic 
compounds from intestinal epithelial cells, a protective mechanism that coun-
teracts the absorption of potentially harmful compounds into the circulation.

The expression and orientation of drug transporters,  including ABC family 
members, in tissues that are particularly relevant to drug development has been 
summarized within a series of reviews of drug transporters by members of the 
International Transporter Consortium (ITC).3,4 Several studies have examined 
levels of P- gp and BCRP expression across mammalian species. An example of 
particular interest is comparison of expression in brain microvessels, where it 
appears that in humans and non- human primates BCRP expression is slightly 
higher than that of P- gp, whereas P- gp expression is higher than that of BCRP in 
rats and mice.5 The significance of the findings of such work will be discussed 
below when the relevance of P- gp and BCRP to drug design are discussed.

5.1.3   Structure
Human P- gp is a transmembrane protein consisting of a single polypeptide 
of 1280 amino acids with a molecular weight of approximately 170 kDa. P- gp 
consists  of  two  homologous  halves,  each  of  which  possesses  a  transmem-
brane  domain  (TMD)  and  a  nucleotide- binding  domain  (NBD).  The  NBDs 
are located on the cytoplasmic side of the plasma membrane and both bind 
and hydrolyze ATP. The three- dimensional molecular structure of P- gp has 
been determined by X- ray diffraction6,7 and electron microscopy,8 and  this 
has provided enough understanding of the substrate binding site to explain 
its broad specificity. The primary structure of P- gp displays high homology 
between  mammalian  species  whereby  sequence  homology  with  human  is 
85% in rat, 81–87% in mouse, 87% in dog and 93–97% in non- human pri-
mates.9 The structure of  functionally expressed BCRP  is analogous  to  that 
of P- gp, but it occurs as a homodimer of approximately 144 kDa with each 
monomer, in humans, consisting of 655 amino acids. Thus, it is described as 
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a ‘half transporter’ as, in common with other ABCG sub- family members, it 
has one NBD and one TMD in a single polypeptide chain. In common with 
P- gp,  it  is  located  in  the plasma membrane such that  the NBD is oriented 
on the cytoplasmic side of the membrane. The high- resolution structure of 
BCRP has been determined by cryo- electron microscopy.10 like P- gp, BCRP 
shows  high  sequence  homology  between  humans  and  other  mammalian 
species. For mouse BCRP, which has been used for most structural studies, 
sequence identity is 81% with homology of 86%.11

5.1.4   Function and Substrates
P- gp and BCRP are multidrug transporters that can transport a very structur-
ally diverse range of hydrophobic and amphipathic compounds that includes 
endogenous  factors,  such  as  peptides  and  lipid- like  compounds,  as  well  as 
xenobiotics, including drugs. In this way, they support secretory and excretory 
functions of tissues and help protect the body from potentially harmful sub-
stances arising from ingestion. The flexible structure of the substrate binding 
sites of P- gp and BCRP helps to explain the diversity of their substrates. It is 
difficult to define individual residues in these efflux transporters that interact 
with substrate, such that an ‘induced fit’ model has been proposed whereby a 
substrate creates its own binding site.12 Hence, in most cases it is difficult to 
identify specific moieties that determine substrate affinity. Rather, it is broad 
physicochemical characteristics such as molecular weight (MW), lipophilicity, 
as indicated by calculated log of the partition coefficient (clogP), polar surface 
area  (PSA),  hydrogen  bond  donor  (HBD)  number  and  ionization  that  deter-
mine how well compounds act as efflux substrates.

5.1.5   Mechanism
In the catalytic cycle of efflux transporters, substrates are not altered struc-
turally, but are translocated, with the hydrolysis of ATP providing the energy 
required for the movement. Hypotheses that explain the mechanism of trans-
port are based on structural studies of P- gp and BCRP so that the proposed 
mechanism is best described by conformational changes that occur during 
the catalytic cycle. In the case of P- gp, it is thought that binding of ATP to the 
NBDs is asymmetric, i.e. the NBDs possess differing affinities for ATP, depen-
dent on whether substrate is bound, and hydrolyze ATP non- simultaneously. 
Conformational  states  have  been  identified  that  are  either  open- inward, 
whereby substrates can access a binding cavity, and closed, corresponding 
to ejection of substrate to the cell exterior. Basal ATPase activity appears to 
be an intrinsic property of P- gp13 so that it is constantly changing between 
open and closed conformations which are linked to the helices of the TMD. 
Hence, it is thought that the substrate binding pocket changes continuously 
and so can accept a wide range of substrates. It is presumed that binding of 
substrate from within the plasma membrane and/or cytoplasm when P- gp is 
in  the  open- inward  conformation  subsequently  leads  to  substrate  ejection 
outwards in the closed conformation (Figure 5.1).6
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A similar proposed transport mechanism is more explicitly described for 
BCRP whereby the substrate binding cavity formed between the BCRP mono-
mers in an inward- open conformation collects substrate from the inner leaf-
let of the membrane or from cytoplasm.10 Closing of the interface between 
NBDs  upon  ATP  binding  changes  the  conformation  to  an  outward- facing 
state that releases substrate to the exterior.8

5.1.6   Relevance
The significance of the efflux transporters P- gp and BCRP in drug discovery 
and development is related to their expression in four major organ systems: 
(1) the intestinal epithelium of the gastrointestinal tract, (2) the microvascu-
lar capillaries of the brain, (3) the bile canalicular membrane of hepatocytes 
and (4) the proximal tubule of the kidneys.

5.1.6.1  Intestinal Epithelium
In the absorptive region of the gastrointestinal tract,  the cells of the epithe-
lium  are  joined  together  by  tight  junctions  that  prevent  passage  of  solutes 
between cells (paracellular route). Absorption of substances from the lumen 

Figure 5.1    Schematic representation of the proposed catalytic mechanism of efflux 
transport by P- gp. Binding of substrate (S, in purple shape) takes place 
from within the inner leaflet of the plasma membrane when P- gp is in 
an open  inward  conformation  (substrate binding  pocket  indicated  in 
blue). Subsequent binding of ATP causes NBD dimerization and change 
to an open outward conformation and unidirectional transport of sub-
strate. Hydrolysis of ATP returns P- gp to an open inward state.
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of the intestine therefore involves their movement across the apical epithelial 
cell membrane. The positioning of efflux transporters at this point provides a 
means of limiting uptake of potentially harmful molecules into the circulation 
if they act as substrates for P- gp and/or BCRP. Hence, drug molecules that are 
efflux transporter substrates face potential limitations of absorption, with con-
sequent low or variable bioavailability, if administered by the oral route.

5.1.6.2  Brain Microvascular Capillaries
unlike most blood capillaries, those that supply the brain possess an endo-
thelium  that,  in  common  with  the  intestinal  epithelium,  consists  of  cells 
linked by tight junctions that restrict paracellular movement of solutes. The 
expression of P- gp and BCRP on the apical membrane of the capillary endo-
thelium that faces the blood represents a mechanism for restricting the pas-
sage of solutes from the blood into the brain parenchyma. This system forms 
the blood–brain barrier (BBB) which is an important protective mechanism 
that can limit the access of potentially harmful substances to the brain, but 
that is also capable of restricting drug exposure in the brain if they are sub-
strates of efflux transporters.

5.1.6.3  Hepatocytes
Hepatocytes are polarized such that their apical plasma membrane possess-
ing P- gp and BCRP faces the bile canalicular intercellular space. In this way, 
compounds within the hepatocyte can be secreted into bile if they are efflux 
substrates so that P- gp and BCRP represent potential hepatobiliary clearance 
mechanisms.

5.1.6.4  Renal Proximal Tubule
The kidney tubule contains a wide array of transporters that regulate secre-
tion and reabsorption of compounds from renal filtrate. P- gp located on the 
apical (urine side) of the tubule can play a role in preventing reabsorption of 
substrates into the tubular epithelium and hence contribute to net excretion 
of such compounds.

Considerations  related  to  efflux  transport  in  the  liver  and  kidney  focus 
on drug excretion and the possibility of drug–drug interaction (DDI) when 
concomitant medications are efflux substrates or inhibitors. Such excretory 
pathways for unchanged drug are often of relatively low magnitude and so 
would not usually merit attention as ways of minimizing clearance. Potential 
liabilities of P- gp or BCRP mediated renal and hepatobiliary drug excretion 
focus more on risks of DDI which may lead to changes in drug exposure. In 
any case, such DDI liabilities could be mitigated if design strategies already 
aimed to minimize efflux liabilities in line with the first two objectives above. 
Therefore, at the medicinal chemistry design stage, hepatobiliary and renal 
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clearance mediated by efflux transporters is unlikely to merit great attention. 
If  potential  for  DDI  remains  in  a  drug  candidate  by  virtue  of  efflux  trans-
porter inhibition, this is likely to be managed most effectively during devel-
opment according to regulatory guidance.14,15

5.1.7   Screening Strategies
The  most  widely  used  and  cost- effective  in vitro  assay  system  for  assess-
ing  P- gp  and  BCRP  substrates  measures  apparent  permeability  (Papp)  in 
polarized  cell  monolayers  (‘transwell  method’).  Cells  expressing  efflux 
transporters  are  cultured  as  a  monolayer  on  a  permeable  membrane 
that  separates  culture  medium  facing  the  apical  cell  surface  (A)  from 
medium  facing  the  basolateral  side  (B).5,16  Cell  lines  employed  include 
those  expressing  endogenous  levels  of  transporters  (e.g.  CaCo- 2)  or  lines 
derived from porcine kidney (llC- PK1)17 or canine kidney (MDCK) trans-
fected  and  stably  expressing  P- gp  or  BCRP.  Measurement  of  compound 
concentrations  in  medium  following  incubation  allows  calculation  of 
Papp  in  A–B  and  B–A  directions  across  the  monolayer,  and  the  ratio  of 
Papp  in B–A/A–B directions  represents an  index of efflux  (efflux  ratio, ER).  
Passive permeability can also be assessed in a transwell system using a cell 
line with minimal expression of efflux transporters (Papp A–B).18 Recently, a 
variation of the transwell assay has been described whereby unidirectional 
transport of potential substrates is determined in the presence and absence 
of  the P- gp  inhibitor cyclosporin A. This more rapid method reduces the 
assay workload for early discovery screening and has been used to catego-
rize  compounds  according  to  high,  medium  or  low  substrate  potential.19 
For projects concerned with central nervous system (CNS) penetration, in 
each laboratory it is important to establish how ER determined in transwell 
assays translates to distribution of a compound in the CNS. This is usually 
achieved by in vivo studies in which plasma and CNS tissue [brain and/or 
cerebrospinal fluid (CSF)] are sampled over suitable time- courses [neuro-
pharmokinetics (‘neuroPK’)], usually in rodents.5 Following measurement 
of  tissue  concentrations,  the  fractional  binding  of  compound  to  plasma 
and brain tissue is also determined so that the ratio of unbound concentra-
tions in brain and plasma (Kpu,u) can be determined. The use of CSF in such 
studies should be treated with caution as its origin as a secretion from the 
choroid plexus and exchange via the ependyma means that it is not equiv-
alent to brain interstitial fluid. However, in most cases, it is the only matrix 
that can be sampled in humans and usually the only way that CNS pene-
tration can be estimated clinically and translated to pre- clinical findings, 
so  may  provide  some  value  as  a  laboratory  measurement.  Translation  of 
results of in vivo studies to humans may depend on how well a compound 
acts as a substrate for either or both of P- gp or BCRP. The higher relative 
expression of BCRP in humans and non- human primates compared with 
rodents means that rodents may under- predict brain penetration for P- gp 
substrates  whereas  translation  may  be  more  accurate  for  dual  P- gp  and 
BCRP substrates.5
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5.2   Design Strategies Targeting Efflux Transporters
5.2.1   Consideration of Project Objectives
The strategies employed to address liabilities or opportunities associated with 
efflux transporters depend upon the objectives of the drug discovery project. 
The relevance of efflux  transporters  in drug disposition described earlier  in 
this chapter focus attention at the discovery design stage on drug absorption 
and CNS penetration, so it is reasonable to categorize the objectives as:
   

 ● Maximizing absorption of an orally administered drug
   

Efflux transport in the intestine has the potential to limit drug absorp-
tion in cases where passive permeability is insufficient to overcome rates 
of efflux and/or where drug concentrations in the intestinal lumen are 
below those required to saturate efflux transporters.

   
 ● Maximizing brain penetration of a drug aimed at a target within the CNS 

(all routes of administration)
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As  restriction  of  brain  penetration  via  efflux  at  the  BBB  increases,  the 
unbound systemic concentration required to maintain pharmacologically 
active concentrations also increases. This has the potential to raise dose 
requirements and to erode safety margins based on peripheral exposure 
[area under the curve (AuC) and maximum serum concentration (Cmax)].

   
 ● Minimizing brain penetration of an orally administered drug aimed at a 

peripheral (non- CNS) target
   

Incorporating efflux to reduce brain penetration can offer the advantage 
of reducing potential for CNS- related side effects. This may have impli-
cations for drug absorption if significant efflux occurs in the intestine, 
depending on its balance against passive permeability and solubility.16,20

Thus, the effects of transporter- mediated efflux must be considered alongside 
other properties which influence passage of molecules across cell membranes. 
From the perspective of drug absorption, passive permeability and aqueous sol-
ubility remain key parameters to consider alongside efflux transport because 
the balance of permeability, efflux and concentration of dissolved drug in the 
intestinal lumen will determine the net rate and extent of absorption.

5.2.2   Broad Approaches to Altering Efflux Liabilities
The wide range of substrates accepted by P- gp and BCRP may be explained by 
structural studies that describe the flexibility of the substrate binding sites 
during  the  catalytic  cycle  of  these  proteins.  Current  knowledge  indicates 
that physicochemical attributes including MW, hydrogen bonding potential, 
ionization (pKa), lipophilicity and PSA are major factors that influence efflux 
transport of molecules. Retrospective assessments of the properties of CNS 
drugs  have  identified  physicochemical  characteristics  that  are  compatible 
with successful development for their indications. However, results of such 
surveys do not solely reflect efflux liability, as physicochemistry  influences 
pharmacological,  permeability  and  other  ADME  and  toxicological  proper-
ties that are important for drug development. Other approaches have exam-
ined  in vitro and  in vivo  laboratory datasets that indicate the rate or extent 
of brain permeation.15,16,21 Once sufficient data have been assembled over a 
range of compounds, it may be possible to apply in silico predictions of efflux 
based on internally trained data sets and where sufficient data exist, specific 
computational approaches may be employed.21 Such approaches based on 
physicochemical properties continue to evolve as datasets expand which may 
enhance the accuracy of prediction of P- gp substrate potential that can be 
used early in the drug discovery process.19

A  large body of  literature describes  limiting or optimal values  for calcu-
lated  or  measured  physicochemical  and  laboratory  parameters  associated 
with  optimizing  permeability  and  efflux.22,23  Whilst,  unsurprisingly,  there 
is some variation between publications in their emphasis and conclusions 
reached, it is possible to indicate broad convergence (Table 5.1).
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The picture that emerges is that efflux is favoured by increasing molecular 
size,  polarity  and  the  ability  to  participate  in  hydrogen- bond  formation.  As 
these  parameters  can  be  regarded  as  interdependent,  understanding  which 
property  is the most critical may be best examined by the structure–activity 
relationship within a series of close analogues. It is also evident that, as passive 
permeability is affected by the same physiochemical properties, the balance of 
permeability and efflux should be considered as determinants of absorption 
and CNS penetration. For instance, the presence of a high local concentration 
of a compound with high solubility and permeability in the GI tract is likely 
to saturate efflux and favour absorption due to a high concentration gradient.

5.3   Examples of Mitigation Strategies
Examples of medicinal chemistry approaches that address efflux are catego-
rized according to project objectives that aim to maximize or minimize brain 
penetration. Excellent reviews by Rankovic22,23 and Hitchcock24 have collated 
many examples where modification of physicochemical properties via changes 
in functional groups have optimized brain exposure and P- gp efflux. Several of 
these examples are included here in order to illustrate tactics employed, but 
the reader is referred to the original reviews and references therein for greater 
detail. At the time of writing, there is little information about that specifically 
relates  to  optimizing  efflux  via  BCRP.  Given  the  structural  and  mechanistic 
similarity between P- gp and BCRP, it is reasonable to expect a broad alignment 
of physicochemical characteristics of P- gp and BCRP substrates.

Table 5.1    Summary of parameters associated with efflux optimization.a

Minimize efflux Incorporate efflux

Maximize 
absorption of 
oral drug

Maximize CNS 
penetration

Minimize CNS penetra-
tion, retain absorption 
of oral drug

Physicochemical parameter

MW (Da) <500 <400 >400
lipophilicity: logP <5 2–5
PSA (Å2) <120–140 <70–90 >60–80
HBD count <5 <2 ≥3
HBA count <10
pKa Reduce basicity (<8)
In vitro laboratory measure

Passive Papp (cm 
s−1 × 10−6)

>5 >5 >5 and <20

ERb low in assays for 
P- gp and BCRP 
(e.g. <2)

low in assays for  
P- gp and BCRP  
(e.g. <2)

High in assays for P- gp 
and BCRP (e.g. >5)

a Abbreviation: PSA, polar surface area, HBD/HBA, hydrogen bond donor/acceptor, Papp, appar-
ent permeability, ER, efflux ratio (Papp B–A : Papp A–B).

b ER value will be dependent on individual laboratory outcomes and should be calibrated 
against in vivo outcomes e.g. Kpu,u in rodent.
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Examples

1

HBD count 3 2 1 1
MDCK- 
MDR1 ER

76.7 11.1 2.4 0.9

PDE10A inhibitors25

Design tactics:
 ● Replacement of OH by incorporation of O within ring system (12 → 13)
 ● Replacement of ring system NH with S (13 → 14)
 ● Incorporation of intramolecular hydrogen bond to replace one of the  

neighbouring NH groups (14 → 15)

2

MDCK- 
MDR1 ER

3.1 1.1

Peptidic small molecules26

Design tactic: Incorporation of intramolecular hydrogen- bond by shifting ring 
N, so that effective HBD count is reduced

5.3.1   Maximizing Brain Penetration

5.3.1.1  Reduction of HBD Capacity
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Examples

3

Compound PSA HBD count Passive Papp  
(cm s−1 × 10−6)

MDCK-  
MDR1 ER

9 83.5 3 20 17
12 96.4 3 38 1.6
21 96.4 3 11 49
23 96.4 3 17 4

β- site amyloid precursor protein- cleaving enzyme (BACE) inhibitors24,27

Design tactics:
 ● Position HBA groups close to amide NH (9 → 12)
 ● Incorporation of intramolecular halogen bond, masking a HBD (21 → 23)



Chapter 5120

Example

1

PSA (Å2) 109.1 100.3 67.4
HBD count 2 1 1
MDR1- MDCK ER 5.8 3.2 1.1

α- Amino- 3- hydroxy- 5- methyl- 4- isoxazolepropionic acid (AMPA) allosteric 
modulators28

Design tactics:
 ● Mask NH by methylation
 ● Remove polar group, e.g. remove sulphonamide

5.3.1.2  Reduction of PSA

5.3.1.3  Modulation of Amine Basicity
  

Examples

1

pKa 8.5 7.3
MDR1- 
MDCK ER

23 3.5

BACE- 1 inhibitors29

Design tactic: Introduction of cyclopropane proximal to amine
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Examples

2

pKa 10.1 8.1
Caco- 2 ER 6.9 1.0

α7 nicotinic acetylcholine receptor (NAcChR) agonists30

Design tactic: Decrease efflux through reduction of amine pKa

5.3.1.4  Reduction of Rotatable Bond Count
  

Examples

1

Rotatable bond count 8 5
pKa 7.8 8.1
MDCK- MDR1 ER 69 2.6

GSH- R1a inverse agonists31

Design tactic: Decrease flexibility and/or rotatable bond count through reduction 
of carbon chain length leading to decreased efflux

2

Rotatable bond 
count

6 0

PSA 86 110
MDCK- MDR1 ER 7.6 1.5

Macrocyclization in anaplastic lymphoma kinase (AlK) inhibitors32

Design tactic: Decrease bond rotation through ‘locking’ structure in a cyclic con-
figuration, with decreased efflux. PSA was also increased with addition of nitrile, 
although this did not appear to overcome the effect of decreased flexibility.
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Examples

1

Compound MW logD7.4 PSA (Å2) P- gp ER BCRP ER Cb,u : Cp,ua 
(in rat)

RRCK Papp 
(cm s−1 
×10−6)

p.o. F% 
(cm s−1 × 

10−6)

est. Fa (in 
rat)

2 346 3.3 47 1 — — — —
3 432 2.3 129 5 7 0.041 17 6 N.D.b

7 436 2.6 101 2.1 4.8 0.10 19 ∼100 1
8 452 2.8 101 3.0 2.0 0.076 14 85 ∼0.9

23 524 3.3 111 28 103 0.014 16 72 ∼0.8
24 542 3.3 111 23 69 0.015 12 46 ∼0.5

Allosteric TrkA inhibitors33

Design tactics:
 ● Increasing MW and PSA from compound 2 to 3 introduces P- gp
 ● Decrease in P- gp from compound 3 to 7 increases brain penetration despite retaining BCRP
 ● Increases in MW and PSA from compounds 7 and 8 to compounds 23 and 24 increase P- gp and BCRP and increase CNS restric-

tion whilst retaining sufficient passive permeability for adequate absorption

5.3.2   Minimizing Brain Penetration of Orally Administered Drugs Aimed at Non- CNS Targets
In this  instance, a balance between permeability and efflux is needed that allows sufficient absorption across the  intesti-
nal mucosa but effectively restricts CNS penetration. In addition,  incorporating both P- gp and BCRP activities  is an ideal 
approach considering the relative abundance of these transporters in the BBB, particularly in humans.15,20
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Examples

2

Compound MW logD7.4 PSA (Å2) P- gp (ER) BCRP (ER) Cb,u : Cp,u RRCK Papp 
(in rat)

p.o. F% 
(cm s−1 × 

10−6)

est. Fa in 
rat (in rat)

1 502 3.7 112 4 N.D. — — — —
3 501 2.9 95 18 2.5 0.0065 10 45 ∼0.5

10b 484 3.0 105 10 4.6 0.043 17 52 ∼0.5
13b 520 3.1 116 72 7.0 0.026 5.2 35 ∼0.4
19 460 2.5 108 22 4.0 0.018 11 56 ∼0.6

Pan tyrosine receptor kinase (Trk) inhibitors34

Design tactics:
 ● Changing pyrazole to imidazole and substituting internal N for C (compound 1 to 3) increased P- gp ER sufficiently to cause 

CNS restriction
 ● Passive permeability of 13b is at the edge of the requirement to maintain adequate absorption in the face of high P- gp and 

BCRP activity, whereas high passive permeability of 10b and 19 are sufficient to achieve ≥50% absorption.

(continued)
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Examples

3

Structure 25 Structure 27
PSA (Å2) 84 111
logD7.4 2.3 0.4
Kpu,u 0.7 0.03

11β- hydroxysteroid dehydrogenase type 1 (11β- HSD1) inhibitors35

Design tactic: Increasing PSA is associated with decreased brain penetration in vivo

a Cb,u : Cp,u, unbound brain to unbound plasma concentration ratio; est, estimated; F%, percentage bioavailability; Fa, fraction absorbed; Papp, apparent 
permeability; p.o. per os (oral administration) RRCK, Ralph Russ Canine Kidney.

b low oral bioavailability likely to have reflected a combination of hepatic and intestinal extraction.
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6.1   Introduction
6.1.1   Transporter Family
The SLC22 family of transporters belongs to the functionally and structurally 
diverse solute carrier (SLC) protein superfamily.1 Currently, 29 human SLC22 
transporters are known, among which the organic cation transporters 1 and 
2 (OCT1–2; SLC22A1–2) and the organic anion transporters 1–3 (OAT1–3; 
SLC22A6–8) have the most evidence of affecting drug disposition.2,3

6.1.2   Expression
The different OCTs and OATs have distinctly different tissue expression pat-
terns in humans.2,3 OCT1 is highly expressed on the basolateral membrane 
of hepatocytes (facing the liver blood vasculature), but has also been detected 
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at low levels in multiple other tissues. OCT2, OAT1 and OAT3 are predomi-
nantly expressed on the basolateral (blood- facing) membrane of renal tubule 
cells. OAT2 is expressed in hepatocytes and in renal epithelium, and OCT3 is 
expressed at intermediate levels in several tissues, including smooth and skele-
tal muscle and male and female reproductive tissues. The two latter transport-
ers are considerably less studied, but data on their effects on the disposition 
of certain classes of drugs is emerging. For an overview of clinically important 
drug transporters in human liver and kidney, see Figure 6.1.

6.1.3   Structure
The SLC22 transporters belong to the major facilitator superfamily (MFS).8 
So far, no crystal structure has been published, but biochemical evidence 
supports a common structure consisting of 12 transmembrane helices, a rel-
atively large extracellular loop domain in the n- terminal end of the protein 
between transmembrane (TM) domains 1 and 2, containing N- glycosylation 
sites, and another extracellular loop domain between TM domains 6 and 7.8,9 
Sequence- based similarity indicates relatively close correspondence to mem-
bers of the SLC2 family of sugar transporters, for which a number of struc-
tures of the human forms have been resolved.1,8

6.1.4   Activity
Transport rates vary depending on the substrate and the level of trans-
porter expression in the tissue or cell type of interest. Orthologs exist in typ-
ical preclinical animal models, including rat, mouse, rabbit and dog, with 

Figure 6.1    Schematic illustration of the expression of pharmacokinetically import-
ant transporters in human liver (a) and kidney (b). The selection of 
transporters is based on the international Transporter Consortium 
publications by giacomini, et al. (2010) and Zamek- gliszczynski, et al. 
(2018).2,4 Transporters included in current Food and drug Administra-
tion (FdA) and european Medicines Agency (eMA) drug interaction 
guidelines, as well as OAT2, which is of emerging clinical importance, 
are shown in bold type.5,6 Adapted from ref. 7 with permission from 
American Chemical Society, Copyright 2017.



Chapter 6130

species- dependent differences in tissue expression levels and substrate spec-
ificity.10 As for all transporters, the clinical effects of OCT-  or OAT- mediated 
transport are strongly affected by competing transport mechanisms; in par-
ticular, the disposition of OCT or OAT substrates that exhibit slow diffusion 
across phospholipid bilayers will be more affected by the transporter(s) than 
will substrates with rapid background diffusion.

6.1.5   Function and Substrates
Current evidence indicates that OCTs are facilitative transporters, mean-
ing that they form substrate- selective channels across the cell membrane 
through which the substrate is translocated down its concentration gradi-
ent; OCT substrates are typically cationic at physiological ph, and the poten-
tial difference across the plasma membrane adds to the driving force.3,9–11 
Thus, the net transport of OCT substrates is typically from the cell exterior 
to the interior, although reversed transport can be observed in vitro after 
pre- loading of the cell with substrate.9 The physiological relevance of such 
inside- to- outside concentration gradients is, however, debatable. examples 
of OCT1 and 2 substrates are shown in Figure 6.2.

Figure 6.2    Commonly used in vitro probe substrates for OCT1/2 and OAT1/3.
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OAT1 and OAT3 mediate the first step in the renal secretion of organic 
anion substrates (Figure 6.2) via an exchanger mechanism with endogenous 
dicarboxylic acids (e.g., glutarate or α- ketoglutarate).12,13

6.1.6   Mechanism
Structural evidence for other transporters sharing the MFS- type protein fold 
indicate an ‘alternating- access’ transport cycle in which the transporter upon 
binding the substrate undergoes a conformational change from an outward- 
open to an occluded state, in which a centrally located substrate binding site is 
separated from both the extracellular and the intracellular space (Figure 6.3).8  
Additional conformational changes result in an inward- open state from 
which the substrate is released. While this general mechanism has not been 
proven for the OCTs and OATs, their predicted protein folding is indicative of 
a shared transport mechanism with other MFS transporters.8

6.1.7   Screening Strategies
Transporter- transfected cell lines are the most common experimental sys-
tem to study transport and/or drug interactions with OCTs and OATs. The 
human embryonic kidney cell line heK293 is a commonly used host.2,14–16 
The experimental setup for identifying transported substrates typically 
involves measurements of time- dependent cellular uptake in transporter 
transfected cells, using cells transfected with a transporter- deficient 

Figure 6.3    Suggested transport mechanism for SLC22 and other major facilita-
tor Superfamily (MFS) transporters. First, the substrate binds to an 
exposed, centrally located binding site in the transporter. Upon binding, 
the transporter undergoes a conformational change from an outward- 
open state [binding site accessible from the extracellular space (a)] to 
an occluded state (b). Additional conformational changes result in an 
inward- open state [binding site accessible from the intracellular space 
(c)] and release of the substrate. depending on substrate concentration, 
transport in the reverse direction can also be possible.



Chapter 6132

(‘empty’) vector as a control, with the assumption that the uptake in the 
control cells represent nonspecific binding and uptake processes that are 
identical in the two cell types. Often, the control- cell uptake is simply sub-
tracted from that in the transporter transfected cells to yield a transporter- 
mediated uptake rate (Scheme 6.1).

drug- mediated inhibition [potentially leading to a transporter medi-
ated drug–drug interaction (ddi)] is typically studied in an analogous 
setup (Scheme 6.2).2,14–16 The cellular uptake of a defined probe substrate is 
detected using fluorescence, radiolabelling, or mass spectrometry. The effect 
of a potential inhibitor is quantified as the percentage of inhibited transport 
(at a single screening concentration) or as a half- maximal inhibitory concen-
tration (iC50) or inhibition constant (Ki).

For OCTs, common probe substrates include dye 4‐(‐4‐(dimethylamino)‐ 
styryl)‐N‐methylpyridinium (ASp+), tetraethylammonium (TeA), 1- methyl-  
4- phenylpyridinium ion (Mpp+) and the biguanide antidiabetic met-
formin.2,3,9,17 For OAT1, example substrates include p- aminohippurate, ade-
fovir, cidofovir and tenofovir and for OAT3 benzylpenicillin, estrone- 3- sulfate, 
methotrexate and pravastatin are suggested in vitro substrates (Figure 6.2).2,17

Scheme 6.1    decision tree to guide screening of potential OCT or OAT substrates. 
The decision tree is based on the U.S. Food and drug Administration 
(FdA) draft guidance on in vitro drug–drug interaction studies (2017).6
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6.1.8   Relevance
The number of drugs with a clear clinical effect from OCTs and OATs is, to 
date, relatively low. For OCT1 and OCT2, the most prominent example is 
the antidiabetic metformin.2,3,18 Clinically observed drug–drug interactions 
involving OCT substrates have been reported, often observed as a decreased 
renal excretion and a modestly increased plasma AUC. examples include 
dofetilide, pilsicainide, procainamide, metformin and ranitidine (Figures 6.2  
and 6.4a). however, the major effect on renal excretion of cationic small- 
molecule drugs has been suggested to be related to inhibition of the multidrug 
and toxin extrusion transporters (MATe1/SLC47A1 and MATe2- K/SLC47A2), 
which have similar substrate selectivity to OCT2 and are expressed on the 
opposite (i.e. the apical) membrane of the renal epithelium.19

examples of drug–drug interactions affecting the disposition of OAT1 and 
OAT3 substrate drugs include adefovir, cidofovir, cefaclor, ceftizoxime, ben-
zylpenicillin, famotidine, furosemide, ganciclovir, methotrexate and osel-
tamivir carboxylate (Figures 6.2 and 6.4b).18 in most cases, these reported 
clinical interactions were perpetrated by the established OAT inhibitor pro-
benecid (Figure 6.4c). The inhibitory effect of probenecid on drug uptake 
in renal epithelium and secretion to urine is, in fact, exploited clinically 
by using it as a comedication to increase systemic exposure of antibiotics 
and as a nephroprotective agent to avoid the renal toxicities associated with 
cidofovir treatment.20 Similar effects have been proposed for the structurally 
related drug tenofovir.21

Scheme 6.2    decision tree to guide screening of potential OCT or OAT inhibitors. 
The decision tree is based on the U.S. Food and drug Administration 
(FdA) draft guidance on in vitro drug–drug interaction studies (2017).6
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Figure 6.4    example OCT and OAT substrates for which clinically observed drug–
drug interactions have been reported.18 examples of affected OCT 
substrates and OAT substrates are shown in (a) and (b), respectively. 
The structure of probenecid, the most common perpetrator in OAT- 
mediated drug–drug interactions, is shown in (c).

Key References on OAT and OCT Transporters
 ● international Transporter Consortium, K. M. giacomini, S. M. huang, d. J. 

Tweedie, L. Z. Benet, K. L. Brouwer, X. Chu, A. dahlin, r. evers, V. Fischer, K. 
M. hillgren, K. A. hoffmaster, T. ishikawa, d. Keppler, r. B. Kim, C. A. Lee, 
M. niemi, J. W. polli, Y. Sugiyama, p. W. Swaan, J. A. Ware, S. h. Wright, S. W. 
Yee, M. J. Zamek- gliszczynski and L. Zhang, Membrane transporters in drug 
development, Nat. Rev. Drug Discovery, 2010, 9(3), 215–236.

 ● h. Koepsell, role of organic cation transporters in drug–drug interaction, 
Expert Opin. Drug Metab. Toxicol., 2015, 11(10), 1619–1633.

 ● M. J. Zamek- gliszczynski, K. M. giacomini and L. Zhang, emerging Clinical 
importance of hepatic Organic Cation Transporter 1 (OCT1) in drug phar-
macokinetics, dynamics, pharmacogenetic Variability, and drug interac-
tions, Clin. Pharmacol. Ther., 2018, 103(5), 758–760.
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6.2   Mitigation Strategies
reports of using structure–activity relationships (SArs) to guide design of 
substrates or to avoid transport by OCT or OAT are rare. Most knowledge 
of drug interactions with the respective transporters is based either on 
anecdotal observations for substrates or on larger- scale screening assays 
of transporter inhibition. importantly, evidence of a compound binding to 
the transporter (and/or inhibiting the transport of other compounds) does 
not necessarily indicate that the compound itself is a transported substrate. 
Conversely, transported substrates can competitively inhibit transport of 
other substrates, although often relatively high concentrations are needed 
for inhibition.

6.2.1   Ionization State

6.2.1.1  Substrates and Inhibitors
Molecular charge is a defining character of the vast majority of transported 
substrates and of a considerable fraction of inhibitors.9,16,22–25 OCT sub-
strates almost always carry positive charge at physiological ph, whereas 
OAT substrates are typically negatively charged. Modification (primarily 
addition or removal) of charged functional groups is thus a prime candi-
date for altering substrate and inhibitor affinity. data is limited regarding 
the effects of tuning the pKas of interacting groups via, e.g., bioisosteric 
replacement or by affecting charge delocalization, but could provide viable 
options when the charged functionality is necessary to maintain pharma-
cological activity.

 ● Y. Kido, p. Matsson and K. M. giacomini, profiling of a prescription drug 
library for potential renal drug–drug interactions mediated by the organic 
cation transporter 2, J. Med. Chem., 2011, 54(13), 4548–4558.

 ● r. hendrickx, J. g. Johansson, C. Lohmann, r. M. Jenvert, A. Blomgren,  
L. Börjesson and L. gustavsson, identification of novel Substrates and Struc-
ture–Activity relationship of Cellular Uptake Mediated by human Organic 
Cation Transporters 1 and 2, J. Med. Chem., 2013, 56, 7232–7242.

 ● p. J. Sandoval, K. M. Zorn, A. M. Clark, S. ekins and S. h. Wright, Assess-
ment of Substrate- dependent Ligand interactions at the Organic Cation 
Transporter OCT2 Using Six Model Substrates, Mol. Pharmacol., 2018, 94(3), 
1057–1068.

 ● p. duan, S. Li, n. Ai, L. hu, W. J. Welsh and g. You, potent inhibitors of 
human organic anion transporters 1 and 3 from clinical drug librar-
ies: discovery and molecular characterization, Mol. Pharm., 2012, 9(11), 
3340–3346.
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6.2.2   Molecular Size

6.2.2.1  Substrates
reported OCT and OAT substrates tend to be small relative to the overall 
chemical space of registered drugs, with molecular weight rarely exceeding 
400 da (Figure 6.5).26 in particular, bulky groups near charge centers appear 
detrimental for substrate translocation in some studies. results from a 
larger- scale analysis of OCT1 and OCT2 substrates indicated that transporter- 
mediated uptake rates decreased with increasing molecular volume, with a 
more pronounced trend for OCT1 than for OCT2.25

6.2.2.2  Inhibitors
results from some studies have indicated that molecular descriptors related 
to size and/or shape, including molecular weight, volume and the num-
ber of rotatable bonds are discriminating properties for inhibition.16,22,23 
greater molecular size is associated with a higher likelihood of inhibi-
tion, although differences in size between inhibitors and non- inhibitors 
are typically small. notably, the influence of size per se can often not be 

Figure 6.5    Molecular properties of OAT and OCT substrates and inhibitors. Left: 
distribution of reported substrates of organic cation transporters 1 and 
2 (OCT1/2) and of organic anion transporters 1 and 3 (OAT1/3). Shaded 
area indicates property ranges compliant with the Lipinski rule- of- five. 
right: distribution of calculated octanol–water partition coefficients 
(Alogp) for inhibitors and non- inhibitors of OCT1, OCT2 and OAT3. 
Similar trends are obtained using calculated charge- dependent parti-
tion coefficients (logd7.4) (data not shown). inhibition data were col-
lated from Kido et al., 2011, Ahlin et al., 2008, Chen et al., 2017 and 
duan et al., 2012.16,22–24 (Left) Adapted from ref. 26 with permission 
from elsevier, Copyright 2016.
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ascertained since other discriminating properties (often related to polar-
ity and/or hydrophobicity, see later in this chapter, are typically correlated 
with molecular size).

6.2.3   Lipophilicity and Polarity

6.2.3.1  Substrates
Lipophilic drugs tend to be poor OCT or OAT substrates.2,25 however, 
increased lipophilicity also tracks with increased diffusive membrane perme-
ability (see, for example, the renal secretion case study below). it is therefore 
often not possible to discern experimentally whether a lack of OCT-  or OAT- 
mediated transport—typically manifesting as near- identical transport rates 
in transporter- transfected and transporter- deficient cells—is due directly to 
a lower carrier- mediated transport or to the transmembrane diffusion being 
high in both cell models, masking the effect of the transporter. For OCT2, 
an increased polar surface area correlated with a decrease in transporter- 
mediated uptake.25 This was accompanied by a similar tendency of higher 
uptake with increasing log of the distribution coefficient at ph 7.4 (logd7.4). 
in the same study, no correlation was observed with either descriptor for sub-
strates of OCT1.

6.2.3.2  Inhibitors
A common feature in SAr studies of SLC22 transporter inhibition is com-
pound lipophilicity.16,22–24 Typically, a greater (calculated) octanol–water 
partition coefficient leads to increased likelihood of inhibition (Figure 
6.5). This has been reported for inhibitors of OCT1 and OCT2, as well as 
for OAT1 and OAT3, using datasets on the order of a few hundred to a few 
thousand compounds. Additional molecular properties of importance for 
distinguishing inhibitors from non- inhibitors include descriptors of local-
ized charge distribution (for OCT1) and a lower number of hydrogen bond 
donors and acceptors among inhibitors (for OAT1 and OAT3, as well as for 
OCT1 and OCT2).16,22–24 different trends have been observed for topological 
polar surface area (smaller among OCT1 23 and OCT2 inhibitors16 than in 
corresponding non- inhibitors, but the reverse trend for OAT1 and 324). The 
intercorrelation between topological polar surface area and molecular size 
complicates interpretations, as discussed above.
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examples

1

Structural modifications in the indole core or in the aryl substituent of a 
5′- adenosine monophosphate- activated protein kinase (AMpK) direct activator 
modulates OAT3- mediated cellular uptake and active tubular secretion primar-
ily by affecting passive diffusive permeability.27

6.3   Examples of Structure–Activity Relationships for 
OATs/OCTs

6.3.1   Examples of Structure–Activity Relationships for OCT 
and OAT- mediated Cellular Uptake
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examples

2

Structure–activity relationship for OAT3- mediated cellular uptake and OAT3 
inhibition for beta- lactam antibiotics.28

(continued)
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7.1   Introduction
7.1.1   Transporter Family
The OATP/SLCO family (previously called SLC21) of transporters belongs 
to the functionally and structurally diverse solute carrier (SLC) protein 
superfamily. Currently, 11 human organic anion transporting polypeptide 
(OATP) transporters are known, of which OATP1B1 (SLCO1B1) and OATP1B3 
(SLCO1B3) have been shortlisted as transporters of considerable importance 
for drug disposition.1–3 However, other OATP family members, including 
OATP1A2 (SLCO1A2), OATP2B1 (SLCO2B1) and OATP4C1 (SLCO4C1), are also 
involved in drug transport.2
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7.1.2   Expression
OATP1B1 and OATP1B3 are both highly and specifically expressed in the 
basolateral membrane of hepatocytes (facing the liver blood vasculature).2 
OATP1B1 is the most highly expressed drug uptake transporter in the liver, 
followed by OATP1B3, as revealed by liquid chromatography–tandem mass 
spectrometry (LC–MS/MS) based protein quantification.4 in contrast, many 
of the other human OATP transporters show a less discriminatory tissue 
expression pattern.5 For example, OATP2B1 is the predominant OATP iso-
form in intestinal enterocytes, but is also expressed in, for example, muscle 
and pancreatic tissue, and proteomic data also indicate a significant contri-
bution from OATP2B1 to the total OATP abundance in hepatocytes.4,6

7.1.3   Structure
The OATP/SLCO transporters belong to the major facilitator superfamily 
(MFS) protein fold family.7 So far, no crystal structure has been published, 
but biochemical evidence supports a common structure consisting of 12 
transmembrane domains and a large extracellular loop between transmem-
brane domains 9 and 10 containing several conserved cysteine residues.1 
Furthermore, the second and fifth extracellular loops contain N- glycosylation 
sites, and an “OATP superfamily signature” amino acid sequence (d- X- rW i/ 
V- gAWW- X- g- F/L- L) is found in extracellular loop 3 close to the border to 
transmembrane domain 6.1

7.1.4   Activity
Transport rates vary depending on the substrate and the level of transporter 
expression in the tissue or cell type of interest. in contrast to other SLC fam-
ilies, the OATPs are less conserved across species, and orthologs may hence 
not exist in typical preclinical animal models.8,9 Humanized rodent models 
have therefore been explored as alternatives for in vitro–in vivo correlations 
studies.10–12 As for all transporters, the clinical effects of OATP mediated 
transport are strongly affected by competing transport mechanisms; in par-
ticular, the disposition of OATP substrates that exhibit slow diffusion across 
phospholipid bilayers will be more affected by the transporter(s) than will 
substrates with rapid background diffusion. The specific expression of 
OATP1B1 and OATP1B3 in liver strongly contributes to the hepatic uptake of 
substrate drugs and has been exploited for tissue targeting (see Zhou et al.13).

7.1.5   Function and Substrates
Current evidence indicates that OATPs/SLCOs are facilitative transporters, 
meaning that they form substrate- selective channels across the cell mem-
brane through which the substrate is translocated down its concentration 
gradient. A pH dependence has been reported for OATP2B1, with more 
efficient transport at pH 5.5 than 7.4; however, whether this indicates a 
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proton- coupled mechanism or an effect on the ionization of the substrate 
has not been concluded.14,15 The amino acids lining the transport channel 
are predominantly positively charged, which is consistent with the anionic 
charge of the majority the OATP/SLCO substrates. Positively charged amino 
acids in several of the OATP/SLCO transmembrane spanning regions or in 
adjacent parts have been identified as important for recognition and/or trans-
port of different substrates.16,17 Multiple binding sites have been reported 
for OATP1B1 and OATP2B1, based on biphasic uptake kinetics, and different 
inhibitor susceptibility depending on substrates.15,18–20 This could reflect the 
presence of a large central ligand- binding cavity, capable of simultaneously 
binding multiple smaller ligands.

Common in vitro and in vivo probe substrates for OATPs include estradiol- 
17β- glucuronide (e17βg), estrone- 3- sulfate (e3S), pitavastatin, rosuvastatin, 
pravastatin and bromosulfophthalein (BSP) (Figure 7.1).2 inhibitors include 
cyclosporin A, rifampicin and antiretroviral drugs like ritonavir and lopinavir 
(Figure 7.2).2

OATPs accept substrates that are relatively large compared with other 
human MFS- type protein fold drug transporters,25 such as the OCTs and 
OATs (see Chapter 6. OATs and OCTs: The SLC22 Family of Organic Anion 
and Cation Transporters). While the latter appear to have an upper limit 
on substrate size well within the limits of traditional rule- of- five compliant 
chemical space, several OATP substrates in the 750–900 da range have been 
reported, for example the hepatitis C virus (HCV) nS3/4A protease inhibitors 
simeprevir, faldaprevir, danoprevir and grazoprevir (Figure 7.3).25

Figure 7.1    Typical substrates of OATP transporters.2,21–24
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Figure 7.2    Typical inhibitors of OATP transporters.2,21–24

Figure 7.3    HCV nS3/4 protease inhibitors as examples of larger OATP substrates.
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Figure 7.4    Suggested transport mechanism for MFS transporters. First, the substrate 
binds to an exposed, centrally located binding site in the transporter. 
Upon binding, the transporter undergoes a conformational change from 
an outward- open state [binding site accessible from the extracellular 
space (a)] to an occluded state (b). Additional conformational changes 
result in an inward- open state [binding site accessible from the intracel-
lular space (c)] and release of the substrate. depending on substrate con-
centration, transport in the reverse direction can also be possible.

7.1.6   Mechanism
Structural evidence for other transporters sharing the MFS- type protein fold 
indicates an ‘alternating- access’ transport cycle in which the transporter 
upon binding the substrate undergoes a conformational change from an 
outward- open to an occluded state, in which a centrally located substrate 
binding site is separated from both the extracellular and the intracellu-
lar space. Additional conformational changes result in an inward- open 
state from which the substrate is released (for a schematic illustration see  
Figure 7.4). While this mechanism has not been proven for OATPs, their pre-
dicted protein folding indicates a shared transport mechanism with other 
MFS transporters.7

7.1.7   Screening Strategies
Transporter- transfected cell lines (e.g. HeK293 or HeLa cells) or oocytes are 
the most common experimental system to study transport and/or drug inter-
actions with OATPs, although, during recent years an increasing number of 
OATP transport or interaction studies has been conducted in primary human 
hepatocytes.26 The experimental setup for identifying transported sub-
strates typically involves measurements of time- dependent cellular uptake 
in transporter- transfected cells, using cells transfected with a transporter- 
deficient (‘empty’) vector as a control, with the assumption that the uptake 
in the control cells represents nonspecific binding and uptake processes 
that are identical in the two cell types.2 Often, the control- cell uptake is 
simply subtracted from that in the transporter transfected cells to yield a 
transporter- mediated uptake rate.26
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drug- mediated inhibition (potentially leading to a transporter- mediated 
drug–drug interaction; ddi) is typically studied in an analogous setup. The 
cellular uptake of a defined probe substrate is detected using fluorescence, 
radiolabelling or mass spectrometry.27–30 The effect of a potential inhibitor 
is quantified as the percentage of inhibited transport (at a single screening 
concentration) or as a half- maximal inhibitory concentration (iC50) or inhi-
bition constant (Ki).26

in recent years, the importance of OATPs in drug disposition and drug–
drug interactions has gained more attention from regulatory agencies. in 
current guidelines, OATP uptake must be studied for drug candidates where 
the hepatic metabolism and/or the biliary secretion contribute significantly 
to the total drug clearance or if uptake to the liver is clinically important (see 
Scheme 7.1). in addition, the potential for OATP inhibition needs to be inves-
tigated for all drug candidates (Scheme 7.2).

Studies in fresh or cryopreserved primary human hepatocytes rely on pro-
totypical OATP probe substrates and/or inhibitors. However, as there is a 
large substrate and inhibitor overlap between the different OATPs and also 
an overlap with other hepatic transport proteins, such studies are often more 
difficult to interpret.30 Furthermore, as OATP1B1 is genetically polymorphic 

Scheme 7.1    decision tree to guide screening of potential OATP substrates. The 
decision tree is based on the U.S. Food and drug Administration (FdA) 
draft guidance on in vitro drug–drug interaction studies (2017).31
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and has been identified as an important pharmacogenomic biomarker for 
statin- induced adverse effects,32 the donor genotype needs to be taken into 
consideration in studies using primary tissues or cells.

7.1.8   Relevance
OATP1B1 and OATP1B3 are highly expressed in the liver and are import-
ant for the hepatocellular uptake of many drugs. However, many substrates 
are transported by multiple OATP isoforms and also by additional hepatic 
drug transporters. Hence, many of the substrates and inhibitors of hepatic 
OATPs are also, to varying extents, interacting with other hepatic uptake 
and efflux transporters or with hepatic drug metabolizing enzymes.30 (For 
an overview of the most important hepatic drug transporters and drug- 
metabolizing enzymes see Figure 7.5). One example of such transporter 
interactions is the compound MK571, which has historically been used as 
a specific inhibitor of drug efflux transporters belonging to the multidrug 
resistance associated protein or ATP binding cassette subfamily C (MrP/
ABCC) family. However, it was demonstrated that MK571 inhibited P- glyco-
protein (P- gp/ABCB1) and breast cancer resistance protein (BCrP/ABCg2) 
with similar potency.33 Furthermore, OATP1B1, OATP1B3 and OATP2B1 
were also inhibited by MK571, with equal or greater potency to MrPs.30 

Scheme 7.2    decision tree to guide screening of potential OATP inhibitors. The 
decision tree is based on the U.S. Food and drug Administration (FdA) 
draft guidance on in vitro drug–drug interaction studies (2017).31
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Figure 7.5    Localization of important drug transporters and drug metabolizing 
enzymes in human hepatocytes. The selection of included transport-
ers is based on the international Transporter Consortium publications 
by giacomini et al. (2010) and Zamek- gliszczynski et al. (2018) and the 
selection of drug metabolizing enzymes is based on evans and rel-
ling (1999) and Williams et al. (2004).2,3,39,40 Transporters included in 
current FdA and european Medicines Agency (eMA) drug interaction 
guidelines are shown in bold type.31,41 Adapted from ref. 42 with per-
mission from American Chemical Society, Copyright 2017.

in addition to such substrate and/or inhibitor overlap, expression of many 
hepatic drug transporters and drug- metabolizing enzymes are regulated 
via the same nuclear receptors,34 emphasizing the significant interplay 
between different transport and metabolism processes, and the difficulties 
that often arise in delineating these.

Methods to predict transporter- mediated in vivo drug disposition and 
the potential for transporter- mediated drug–drug interactions include both 
static models and dynamic ones, such as physiologically- based pharmaco-
kinetic (PBPK) models. For an overview of different modeling approaches, 
as well as of their advantages and disadvantages, see Zamek- gliszczynski et 
al. 2013.35 Progress has been made in assessing the contribution of OATP 
transporters to in vivo hepatic uptake clearance using methods that take in 
vitro kinetics and in vitro and in vivo expression of the transporter(s) into 
account.4,30,36,37 So far, such methods have only been applied to a limited 
number of compounds, but show a good correlation with in vivo data. recent 
modeling approaches and regulatory applications that include the use of 
PBPK transporter modeling are discussed in more detail in guo et al., 2018.38

OATPs significantly influence the hepatic disposition of several substrate 
drugs. For example, OATP- mediated hepatic uptake is the rate- limiting 
step in the elimination of the endothelin receptor antagonist bosentan.21 
Among the most well studied examples of OATP- mediated disposition are 
the 3- hydroxy- 3- methylglutaryl coenzyme A (HMg- CoA) reductase inhibi-
tors (‘statins’).43 For several statins, OATPs are the dominant mechanism for 
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uptake into hepatocytes, which are also the target cells for these drugs.2,44 
Cerivastatin, the first statin on the market, was withdrawn in 2001 after 
adverse drug reactions and ddis resulting in 52 lethalities.45 Many of these 
cases were in patients concomitantly taking gemfibrozil.46 Cerivastatin 
is a substrate of the OATP1B1 transporter and is metabolized by CYP2C8 
and CYP3A4. However, gemfibrozil and one of its metabolites, gemfibrozil 
1- O- β- glucuronide, are inhibitors of both OATP1B1 and CYP2C8, with gemfi-
brozil 1- O- β- glucuronide being the more potent inhibitor.47 Hence the drug–
drug interaction between cerivastatin and gemfibrozil was found to be a 
combination of interactions at the metabolism level and hepatic uptake, lead-
ing to increased cerivastatin plasma concentrations and an increased risk of 
adverse effects and toxicity in peripheral tissues.44,47 Also for other, still mar-
keted statins, OATPs—in particular OATP1B1—have a clear clinical effect.48 
in 2013, the FdA updated the simvastatin product label with dosing recom-
mendations based on OATP1B1/SLCO1B1 genotype, and in 2014 the Clinical 
Pharmacogenetics implementation Consortium updated their guidelines 
regarding OATP1B1/SLCO1B1 and simvastatin- induced myopathy.49,50
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7.2   Mitigation Strategies
Typically, structure–activity relationship (SAr) information for OATP- 
mediated transport has been derived from indirect data on liver selectivity, 
or from anecdotal observations in direct substrate transport assays. Larger- 
scale screening assays have been used to determine molecular properties of 
importance for OATP inhibition. importantly, evidence of compound bind-
ing (and/or transport inhibition) does not necessarily indicate that the com-
pound is transported. Conversely, transported substrates can competitively 
inhibit transport of other substrates, depending on their relative affinities for 
the transporter binding site(s) and the applied concentration.

Optimization of OATP mediated uptake has been used to achieve hepato-
cellular selectivity for therapies where the pharmacological effect is in the 
liver, including statins, antidiabetics and HCV inhibitors. in a summary of 
Pfizer projects aiming for liver selectivity, optimization of OATP- mediated 
cellular uptake was found to be an important strategy.51,52 incorporation 
of polar acidic functionality was found to be successful for achieving OATP 
activity and simultaneously limiting off- target activity by decreasing passive 
transmembrane diffusion into other tissues than the intended. Limiting pas-
sive membrane permeability was found to be critical for tissue selectivity, 
and it was suggested that a logarithm of the distribution coefficient (logd) 
in the range between 0.5 and 2 would be optimal for achieving liver selectiv-
ity in combination with oral bioavailability. A number of different carboxylic 
acid bioisosters have been reported to maintain hepatic selectivity and/or 
OATP mediated hepatocyte uptake activity.

Most SArs reported for series of liver targeted drugs have not directly used 
transporter assays in the optimization, but instead inferred tissue selectivity 
from activity differences between cell types. For example, in multiple series 
of statins—all maintaining a carboxylic acid moiety necessary for activity—
the hepatocyte : myocyte iC50 ratio for inhibition of cholesterol synthesis 
indicated a varying, but consistently highly significant liver- specific activ-
ity.53 OATP mediated hepatocyte uptake was confirmed for the optimized 
compounds only. Thus, in these series the SAr for the OATP interaction 
appeared relatively flat.

7.2.1   Ionization State

7.2.1.1  Substrates
The majority of OATP1B1/1B3 substrates are negatively charged. Some neu-
tral substrates have been reported; however, such compounds tend to be 
weaker substrates than the acidic ones.51

7.2.1.2  Inhibitors
Screening studies aiming to identify inhibitors of OATP1B1, OATP1B3 or 
OATP2B1 have revealed that 60–75% of identified OATP inhibitors were neg-
atively charged at physiological pH, whereas the remaining inhibitors were 



153OATPs: The SLCO Family of Organic Anion Transporting Polypeptide Transporters

predominantly neutral. SAr models based on these inhibition datasets also 
indicate charge- related molecular descriptors among the most important 
ones.28–30 Similarly, pharmacophore and 3d- quantitative SAr (QSAr) models  
based on smaller datasets of OATP inhibitors indicate the importance of  
negatively ionizable features.54,55

Modifications that affect negatively ionizable functional groups are thus 
prime candidates for altering substrate and inhibitor affinity.

7.2.2   Molecular Size

7.2.2.1  Substrates
As compared with other SLC drug transporters, like the OATs and the OCTs, 
OATP substrates often have a relatively high molecular weight. Approximately 
75% of reported OATP substrates have a molecular weight of ≥400 da and, as 
mentioned previously, substrates of up to approximately 900 da have been 
reported.25 given the shared transport mechanism within the MFS family 
there should exist an upper physical boundary to substrate size compatible 
with transport, but this boundary is clearly higher than for most other of the 
known SLC drug transporters.

7.2.2.2  Inhibitors
Molecular weight is also an important property for OATP inhibitors. results 
of screening studies have indicated that OATP inhibitors have significantly 
higher molecular weight as compared with non- inhibitors,29,30 with the 
median molecular weight for OATP1B1/1B3/2B1 inhibitors ranging from 481 
to 514 g mol−1 and for structurally diverse non- inhibitors from 325 to 336 
g mol−1.30 Similarly, molecular volume has been identified as an important 
discriminating property between OATP inhibitors and non- inhibitors, with 
greater volumes indicative of OATP inhibition.28–30

7.2.3   Lipophilicity and Polarity

7.2.3.1  Substrates
For substrate translocation, increased lipophilicity tracks with increased 
diffusive membrane permeability. Lipophilic (and, thus, highly permeable) 
drugs tend to be less efficient OATP substrates. However, as a high trans-
membrane diffusion is likely to mask the carrier- mediated transport in the 
in vitro setting this is typically not possible to differentiate experimentally. 
Many reported OATP substrates are still relatively lipophilic, and it is thus 
likely that lipophilicity does not limit the transporter- mediated flux itself. 
rather, the detrimental effects on hepatic selectivity observed at higher lipo-
philicities (logd >2) probably result from increased transmembrane diffu-
sion into off- target tissues.
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7.2.3.2  Inhibitors
A common feature in SAr studies of OATP transporter inhibition is com-
pound lipophilicity. Typically, a greater (calculated) octanol–water partition 
coefficient leads to an increased likelihood of inhibition.28–30 Additional 
molecular properties of importance for distinguishing inhibitors from non- 
inhibitors include the number of hydrogen bond acceptors and the topolog-
ical polar surface area—both having greater values in OATP inhibitors than 
non- inhibitors in multiple studies of drug- like datasets, ranging from 200 to 
2000 compounds in size.28–30 The seemingly conflicting results of increased 
lipophilicity and polar surface both increasing the likelihood of inhibition 
may be related to the fact that polar surface typically correlates with molec-
ular size; however, the binding mechanisms resulting in these observations 
have not yet been fully clarified.

7.3   Examples of Structure–Activity Relationships 
for OATP-mediated Cellular Uptake and Hepatic 
Targeting

  

examples

1

Structural modifications in regions of an HMg- CoA reductase inhibitor  
distal to the carboxylic acid moiety resulted in altered, but consistently high, 
enrichment in hepatocytes, indicating modest effects on OATP- mediated 
uptake.53
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examples

2

incorporation of a carboxylic acid in a glucokinase activator resulted  
in hepatoselectivity via OATP1B3 mediated cellular uptake. Multiple  
carboxylic acid bioisosters maintained OATP1B3 substrate activity.56

3

Optimization of hepatoselectivity via OATP1B1/1B3 mediated cellular 
uptake through incorporation of a tetrazole and/or a tetrazole- carboxylic 
acid moiety in a stearoyl- coenzyme A desaturase inhibitor.57

(continued)
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8.1   Introduction
8.1.1   Enzyme Family
The bile salt export pump BSEP (in humans)/Bsep (in animals) is a member 
of the ATP- binding cassette (ABC) superfamily of transport proteins. Its sys-
tematic name is ABCB11. The human BSEP gene maps to chromosome 2q24 
and codes for a protein with a mass of 150–170 kDa.1

8.1.2   Expression
BSEP is selectively located in the apical (canalicular) domain of hepatocytes 
and catalyzes the rate- limiting step in bile salt secretion from hepatocytes 
into the bile duct.2

8.1.3   Structure
BSEP is a membrane- bound protein. Like most other ABC transporters, BSEP 
is a homodimer with 12 transmembrane domains and two intracellular bind-
ing domains with Walker A and B motifs for binding and hydrolysis of ATP.1
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8.1.4   Activity
BSEP has been cloned and expressed from all species of interest for pre-
clinical safety testing and humans.1,3–5 on the basis of results from enzyme 
kinetic analysis using taurocholate as a prototypical bile salt, species differ-
ences in BSEP function are small – as expected in light of the fundamental 
role of the transport protein to maintain bile flow. BSEP function has been 
evolutionarily conserved, as shown by studies with Bsep of the marine skate 
Raja erinacea, a 200 million years old vertebrate.6

8.2   BSEP Function, Substrates and Inhibition
BSEP mediates the rate- limiting step in bile salt secretion from hepatocytes 
into the bile duct (Figure 8.1). high affinity transport has been demon-
strated for conjugated monovalent bile acids like taurochenodeoxycholic 
acid, taurocholic acid and tauroursodeoxycholic acid (Figure 8.2).4,5 Divalent 
bile acids are mainly transported by the multi- drug resistance- associated  

Figure 8.1    Localization of transport proteins involved in hepatic bile acid 
trafficking.

Figure 8.2    Structures of the monovalent bile acids taurocholic, taurochenodeoxy-
cholic and tauroursodeoxycholic acid.
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protein 2 (MrP2, ABCC2). The driving force for bile acid transport is the 
hydrolysis of ATP to ADP. The major transport protein for the import of bile 
acids from blood into hepatocytes is the sodium taurocholate co- transporting 
polypeptide (nTCP/SLC10A1). The organic anion transporting polypeptides 
(oATPs) also import bile salts from blood into hepatocytes, but their overall 
role in bile salt trafficking is limited.

Bile is a complex biological fluid mainly consisting of bile acids, choles-
terol, phospholipids, conjugated bile pigments, inorganic electrolytes and 
water.7 Bile acids are initially produced in the liver by cytochrome P450- 
mediated oxidation of cholesterol and then excreted into the gut lumen after 
conjugation with taurine or glycine. There they assist in the absorption of 
lipids via formation of micelles. Intestinal uptake of bile acids is mediated 
by the apical sodium- dependent bile salt transporter ASBT (SLC10A2) while 
the re- uptake into hepatocytes is mainly driven by the sodium taurocholate 
co- transporting polypeptide nTCP (SLC10A1). Enterohepatic recirculation of 
bile acids is highly efficient and a reflection of the expensive process of bile 
acid biosynthesis.

Disturbances in bile acid trafficking at the level of liver export is defined as 
cholestasis. reduced BSEP activity, either by disease or chemical inhibition, 
leads to hepatocellular accumulation of bile acids and eventually liver injury. 
While liver injury was initially believed to result from direct cytotoxicity of 
bile acids,8 results of newer research indicate alternative mechanisms, includ-
ing mitochondrial toxicity or the initiation of an inflammatory response.9,10 
Genetic defects with complete loss in BSEP function manifest as progressive 
familial intrahepatic cholestasis type 2 (PFIC2), a disease with poor prognosis 
and short life expectancy. BSEP polymorphisms with reduced bile acid trans-
port capacity result in more benign recurrent intrahepatic cholestasis type 2 
(BrIC2) or intrahepatic cholestasis of pregnancy. Similarly, chemical inhibition 
of BSEP by low molecular weight drugs like glyburide (also known as gliben-
clamide, Figure 8.3),11 cyclosporine12 (Figure 8.4) or bosentan8 (Figure 8.3) has 
been shown to also lead to intrahepatic cholestasis in clinical development.

Few low molecular weight drugs have been shown to be substrates of BSEP. 
The contribution of BSEP- mediated drug efflux to total drug clearance is cur-
rently unclear.13

8.3   Relevance
Inhibition of BSEP function by low molecular weight drugs may lead to intra-
hepatic cholestasis and eventually drug- induced liver injury (DILI).8,14–17

Though the mechanism and consequences of BSEP inhibition are well 
understood, a risk assessment on the basis of in vitro BSEP data alone is not 
straightforward. The magnitude of BSEP inhibition in vivo can only be esti-
mated in conjunction with drug concentration data in the liver. Unbound 
plasma exposure can be used as a surrogate for drugs whose hepatic disposi-
tion is driven by passive diffusion. For drugs with active hepatic uptake, the 
degree of drug accumulation in the liver needs to be taken into account.



163Bile Salt Export Pump (BSEP) Inhibition

An illustrative example of the complexity of predicting the effects of in vitro 
BSEP inhibition on human safety are the two endothelin receptor antago-
nists bosentan and macitentan, both approved for the treatment of pulmo-
nary arterial hypertension. Bosentan and macitentan inhibit BSEP in vitro 
to a similar extent, with concentrations giving 50% of maximum inhibition 
(IC50) values of 25–77 µM and 18 µM, respectively, and also show similar 
plasma exposure in the low micromolar range. While macitentan does not 

Figure 8.3    Structures of selected drugs with significant in vitro BSEP inhibition. 
IC50 values were measured using membrane vesicles from transiently 
transfected Sf9 insect cells.15
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cause DILI,18 bosentan has a proven track record for cholestasis.8 The differ-
ence between the two endothelin receptor antagonists is their mechanism 
of drug distribution into liver. While the more lipophilic macitentan enters 
liver cells through passive diffusion,18 bosentan is a substrate of oATP trans-
porters and consequently accumulates in liver cells.19

Figure 8.4    Structures of selected drugs with significant in vitro BSEP inhibition. 
IC50 values were measured using membrane vesicles from transiently 
transfected Sf9 insect cells.15
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As human pharmacokinetic (PK) data are often not available at the stage 
of drug discovery, the use of animal models looks appealing, in particular 
in light of the functional similarity of the human and animal transporters. 
For most drugs, differences in BSEP inhibition between the human and rat 
transport protein are within twofold, with few notable exceptions, such as 
pioglitazone and rosiglitazone.15,16 however, rat and dog safety studies have 
been shown to be poorly predictive for a compound's potential to induce 
cholestasis or DILI in humans. Two main explanations have been provided 
to rationalize this species difference. humans have a more lipophilic bile 
salt pool compared with rats and dogs,20 and bile salt lipophilicity has been 
shown to positively correlate with hepatotoxicity.21–23 Moreover, rodents, but 
not man, are known to metabolize bile salts by extensive cytochrome P450- 
mediated hydroxylation24 which might serve as a compensatory mechanism 
for BSEP- mediated intrahepatic bile salt accumulation.

8.4   Screening Strategies
From a regulatory perspective there is no consistent guidance on the gener-
ation of BSEP data during drug development. While the current Food and 
Drug Administration (FDA) guidelines25 on drug–drug interactions do not 
mention BSEP at all, the corresponding European Medicines Agency (EMA) 
guidelines26 recommend the assessment of BSEP inhibition. The Interna-
tional Transporter Consortium recommends a proactive evaluation of BSEP 
inhibition during drug discovery and development to mechanistically assist 
liver safety assessment.7

From an experimental perspective, two complementary screening strate-
gies have been established over the last two decades. A first, more holistic 
approach aims at assessing a compound's potential to interfere with bile salt 
transport in vivo, while in a more classical mechanistic approach the inhi-
bition of human BSEP or rat Bsep is studied by means of dedicated in vitro 
assays using primary or transfected cells, or cell fragments containing the 
transport protein (Scheme 8.1).

In 2001, Fattinger et al.8 performed rat studies to identify the potential 
mechanism underlying bosentan's hepatic adverse reactions. In the corre-
sponding experiment, the cholestatic potential of bosentan was assessed 
by measuring serum bile salts after intravenous administration of the com-
pound. The observed increase in serum bile salt concentrations led to the 
conclusion that bosentan's liver injury in humans can, at least in part, be 
explained by BSEP inhibition.

Similarly, Kostrubsky et al.14 characterized the cholestatic effect of nefazo-
done (Figure 8.3), an antidepressant associated with clinical idiosyncratic 
hepatotoxicity and strong in vitro BSEP inhibition, by measuring serum bile 
salts after oral administration to rats.

During one of our drug discovery programs, the above approach was 
successfully used to identify the novel endothelin receptor antagonist 
macitentan devoid of bile salt transport interference in preclinical safety 
assessment,18,27,28 and clinical trials.29,30
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Thus, while the above in vivo approach may represent an attractive screen-
ing strategy as it allows for an assessment beyond a mere IC50 value on the 
BSEP transporter, mechanistic conclusions need to be drawn with care in 
light of the fact that all individual steps in bile salt trafficking are dependent 
on transport proteins (see Section 8.3 relevance).

In parallel to the above in vivo studies, several in vitro assays have been 
established to assess a compound's potential to interfere with rat Bsep 
or human BSEP.7,15,17,31 BSEP inhibition of a compound can be assessed 
using either membrane vesicles from Sf9 or Sf21 insect cells expressing 
recombinant BSEP, or mammalian cell lines overexpressing BSEP. Today, 
the corresponding assays have become the method of choice for the 
assessment of BSEP interaction, as they are relatively easy to perform 
and allow for high- throughput measurements.

Primary hepatocytes cultured in a sandwich configuration,32 i.e. in between 
two layers of collagen, foster the development of hepatobiliary canaliculi in 
between two hepatocytes. This set- up enables experiments on bile salt excre-
tion to be performed in a physiologically more relevant setting, taking into 
account hepatic drug uptake, passive diffusion in and out of liver cells, drug 
metabolism and drug efflux.

8.5   Examples of BSEP Inhibition
Morgan et al.15 used insect cell membrane vesicles containing BSEP to assess 
the inhibitory potency of more than 200 approved drugs. While about 16% of 
these compounds showed potent BSEP inhibition (IC50 ≤ 25 µM), 9% showed 

Scheme 8.1    Proposed workflow for the screening and subsequent risk assessment 
for cholestasis and DILI due to BSEP inhibition. Adapted from Kenna 
et al.7 and based on our own experience.18,19,28 †Although an IC50 value 
of 25 µM has been proposed by several groups7,15 as a threshold for in 
vitro screening approaches, the in vitro IC50 values, as illustrated with 
the examples of bosentan and macitentan,8,18,19 need to be put into 
perspective with liver exposure data.7,33
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moderate (25 µM < IC50 ≤ 100 µM) and 75% showed no interaction with BSEP 
(IC50 > 100 µM).

A selection of compounds with significant BSEP inhibition is shown in 
Figures 8.3 and 8.4. The structures compiled in these two figures illus-
trate that there is no obvious common structural feature that is responsi-
ble for high affinity to the transporter. The steroid derivatives fusidic acid 
and 17α- ethinyl estradiol (Figure 8.3) both bear structural similarity to the 
natural substrates of BSEP (see Figure 8.2), and their ability to block this 
transporter may therefore not come as a surprise. hence, one is tempted to 
speculate that an acidic function attached to a rather lipophilic moiety rep-
resents a pharmacophore that is recognized by the transporter. This would 
then explain the affinity of (weak) lipophilic acids like glyburide, glimepir-
ide, MK- 571, telmisartan, and possibly bosentan (Figure 8.3). on the other 
hand, ketoconazole, fenofibrate† and simvastatin†, all lacking an acidic 
function, exhibit similar IC50 values for BSEP. Furthermore, nefazodone, 
nicardipine† and cinnarizine are basic amines and still bind to BSEP with 
low micro- molar affinity (Figure 8.3).

The structures compiled in Figure 8.4 further illustrate the structural 
diversity of drugs that show significant BSEP inhibition in vitro. The four 
hIV protease inhibitors selected in Figure 8.4 demonstrate that rather large 
structural variations of a given scaffold may not remove the BSEP liability 
completely. Even though the structural similarity of, for instance, ritona-
vir and saquinavir is only 0.62 (Tanimoto coefficient based on SkelSpheres 
fingerprint calculation using DataWarrior34), the difference in their affinity 
to BSEP is only about twofold. Similarly, the three kinase inhibitors lapati-
nib, gefitinib and imatinib show significant structural differences, yet their 
inhibitory potency on BSEP differs only by a factor of four. Conversely, with 
their thiazolidine- dione heads attached to rather lipophilic phenyl- ether 
tails, the three glitazones in Figure 8.4 appear rather similar in structure 
(similarity 0.78–0.82). however, their affinity for BSEP is quite different and 
ciglitazone is almost 100- fold less potent than pioglitazone. Finally, the two 
macrocyclic peptides cyclosporine and valinomycin share no similarity at all 
with the natural substrates, yet they are the most potent BSEP inhibitors in 
the above study.

In summary, many pharmacologically active and structurally very diverse 
molecules show inhibitory affinities to BSEP in the low micromolar range. In 
view of the physiological function of BSEP, namely the transport of bile salts 
from liver cells into bile, the large diversity of structures that interact with 
BSEP is surprising. Therefore, guidance on how to remove this undesired 
affinity to BSEP by a rational design approach is most desired by the medic-
inal chemist.

† Although Morgan et al. do not comment on compound stability during the BSEP membrane 
vesicle assay, we assume that the esters present in these molecules remained intact during the 
25 min assay time.
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8.6   Mitigation Strategies
In the previous section, we have seen that it is very difficult to pinpoint obvi-
ous structural elements that lead to BSEP inhibition. To give the medicinal 
chemist guidance on how to design compounds with minimal BSEP inhi-
bition, Warner et al.35 built an in silico model for the prediction of BSEP 
inhibition. To this end, BSEP inhibition was quantified for a total of 624 
compounds using vesicles of Sf21 insect cells containing the human trans-
porter. While 115 compounds showed an IC50 value <10 µM, 269 compounds 
showed 10 µM ≤ IC50 ≤ 1000 µM, and 240 compounds were inactive (IC50 > 
1000 µM). To build their in silico BSEP inhibition model, Warner et al. cate-
gorized the compounds as active (IC50 < 300 µM) or inactive (IC50 ≥ 300 µM). 
The data set was randomly split into training (437 compounds) and test (187 
compounds) sets. A first model was based on molecular weight and calcu-
lated lipophilicity of the compounds. To obtain more refined models, the 
structure–activity relationships (SArs) were analyzed using two-  and three- 
dimensional descriptors for molecular size, lipophilicity, hydrogen bond-
ing, electrostatics and topology calculated with a proprietary program, or 
by applying descriptor sets comprising combinations of finger- print based 
descriptors encoding e.g. functional groups and molecular bulk properties. 
Partial least- square and two non- linear machine learning methods were used 
to build these classification models.

From these analyses, the authors concluded that BSEP inhibition is sig-
nificantly driven by the molecular weight and the lipophilicity of a given 
compound. In particular, for compounds with a molecular weight >309 
the lipophilicity (clogP) is the most important parameter influencing BSEP 
inhibitory potency, and a clogP >2 increases the likelihood for a compound 
to inhibit BSEP significantly (>90%). The authors also observed that more 
basic compounds and compounds with more hydrogen bond donors tended 
to be less potent inhibitors. In addition, a reduced incidence of cationic and 
zwitterionic compounds in the category of molecules classified as ‘BSEP 
active’ (i.e. IC50 < 300 µM) was noted.

More recently, two additional descriptions of computational approaches 
enabling in silico screening for BSEP inhibition have been published.36,37 
Based on the structure of the mouse P- glycoprotein, Jain et al.36 built a 
homology model for BSEP. A subset of known inhibitors (IC50 ≤ 10 µM) and 
non- inhibitors (IC50 ≥ 300 µM) of BSEP was selected from the compounds 
compiled by Warner et al.35 and used as a training set for docking studies. This 
allowed for the classification of a test set into inhibitors and non- inhibitors 
with an accuracy of 73%. on the basis of results from a statistical analysis, 
certain structural features, like halides, ether, carbonyl and vinyl carbons, as 
well as amide groups, appeared to be associated with BSEP inhibition, indi-
cating hydrophobicity- driven protein–inhibitor interactions.

xi et al.37 followed a ligand- based approach to construct a model for the 
prediction of BSEP inhibition. The authors employed a random forest algo-
rithm ranking structural descriptors and complemented this approach 
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with a pharmacophore model that was produced with the so- called hiphop 
method. As in the work by Jain et al.,36 the data set published by Warner et al.35  
served as a basis to train the model, however, with a different categorization. 
Compounds with IC50 values ≥300 µM were classified as inactive while com-
pounds with IC50 values <300 µM were considered as positive samples. The 
structures were minimized in energy before they entered the model genera-
tion process. rigorous validation tests revealed that both the random forest 
and the pharmacophore approach delivered reliable models. hydrophobicity 
and molecular size emerged as key factors influencing the BSEP inhibition 
potential of a compound.

Unfortunately, literature on more detailed SAr studies that would enable 
the medicinal chemist to reduce the BSEP inhibition potential of a com-
pound by specific, targeted structural changes is very scarce. As part of their 
computational approach to analyse the SAr of BSEP inhibition, Warner et al.  
included a matched molecular pair analysis. The authors reported a few 
molecular pairs for which the measured IC50 value did not match with the 
prediction of their machine learning approach. These ‘rule breakers’ are 
interesting as they may hint at specific structural features that are rec-
ognized by BSEP. Two examples are shown Figure 8.5. For proxicromil, 
removal of the 5- hydroxy group reduces the affinity for BSEP about 20- fold, 
indicating that this group is important for the compound's interaction 
with BSEP. Similarly, replacing the indole moiety in mepindolol by a naph-
thyl group to give propanolol, significantly attenuated the compound's 

Figure 8.5    Matched molecular pairs with IC50 values for BSEP illustrating potential 
recognition motifs, selected from Warner et al.35
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affinity for the transporter, suggesting that the indole is recognized by the 
transporter.

In conclusion, results from computational SAr analyses indicate that 
molecular and physicochemical properties, such as molecular weight, lipo-
philicity and ionic state, influence the inhibitory potency of a compound on 
BSEP. Unfortunately, however, key structural elements or specific functional 
groups that are common motifs of BSEP inhibitors have not been identified 
and remain elusive.
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 ● S. Dawson, S. Stahl, n. Paul, J. Barber and J. G. Kenna, Drug Metab. Dispos., 

2012, 40, 130–138.  

 ○ An analysis with 85 drugs on human and rat BSEP to investigate whether inhi-
bition of bile salt trafficking correlates with drug- induced liver toxicity (DILI).

  
 ● D. J. Warner, h. Chen, L. D. Cantin, J. G. Kenna, S. Stahl, C. L. Walker and  

T. noeske, Drug Metab. Dispos., 2012, 40, 2332–2341.  

 ○ Describes physicochemical properties and structural features associated with 
BSEP inhibition.  
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9.1   Introduction
9.1.1   Enzyme Family
Cytochrome P450 (CYP) comprises a large family of enzymes, some of which 
are responsible for specific metabolic transformations of endogenous sub-
strates and others of which are involved in the metabolism of xenobiotics. 
Cytochrome P450 is a heme containing protein. The name derives from a 
characteristic spectrum wherein the enzyme is reduced and bound to carbon 
monoxide, yielding a wavelength of maximum absorbance (λmax) of 450 nm 1; 
“P” refers to pigment. This spectrum is unique among the heme contain-
ing proteins and is caused by the fact that the fifth ligand axial to the heme 
iron is a cysteine thiol. Among the more than 40 human CYP enzymes, the 
ones most important in drug metabolism include CYP1A2, CYP2A6, CYP2B6, 
CYP2C8, CYP2C9, CYP2C19, CYP2D6, CYP2E1, CYP3A4 and CYP3A5.2 Labo-
ratory animal species also possess CYP enzymes of varying degrees of struc-
tural relatedness to the human enzymes, but they are not identical and can 
exhibit different drug metabolizing activities (substrate selectivity, rates of 
reaction and regiochemical sites of biotransformation).
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9.1.2   Expression
Xenobiotic metabolizing CYP enzymes are expressed in many tissues but are 
found at the highest amounts in the liver. CYP enzymes in some other tissues, 
such as intestine,3 kidney,4 and lung,5 can make meaningful contributions to 
drug metabolism. Mammalian drug- metabolizing CYP enzymes are mem-
brane bound and present in the endoplasmic reticulum (Er). Upon homog-
enization, the Er forms spherical vesicles called microsomes, and these are 
commonly utilized in drug metabolism experiments to study CYP activities. 
in human liver microsomes (hLM), the level of the sum of CYP enzymes is 
approximately 0.3 nmoles per mg protein.6 of that, CYP3A4 and CYP2C9 rep-
resent at least half. Several of the individual human CYP enzymes are subject 
to genetic polymorphisms, which can render enzymes inactive or partially 
active, alter substrate specificities or cause ultrarapid metabolism. Enzymes 
with genetic polymorphisms that have sizeable subpopulations, many of 
which are somewhat associated with ethnicity, include CYP2D6, CYP2C9, 
CYP2C19 and CYP3A5.7

9.1.3   Structure
CYP enzymes have molecular weights (MWs) of approximately 50 kDa. All 
contain a heme wherein the two axial ligands for the heme iron are a cysteine 
residue on one side and a water molecule on the other (Figure 9.1). X- ray crys-
tal structures of several of the human CYP enzymes have been solved.8–12 They 
have domains that bind to CYP oxidoreductase (or), another membrane- 
bound enzyme that is responsible for feeding reducing equivalents to CYP.

Figure 9.1    X- ray crystallography structure of human microsomal cytochrome P450 
3A4 (carbons in grey, nitrogens in blue, iron in orange, sulfur in yellow, 
oxygens in red, water molecules in light red, heme, backbone shown in 
green).9,13–17
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9.1.4   Activity
CYP activities are highly substrate- dependent. in general, laboratory animal 
species, such as rodents, have greater quantities of CYP enzymes and activi-
ties than humans.18

9.1.5   Function and Substrates
CYP catalyzes several different reaction types to a wide variety of substituents 
on small organic molecules. The mechanism is common (see below) and 
the ultimate reaction catalyzed depends on the chemical substituent being 
acted upon. it can catalyze aliphatic and aromatic hydroxylations, N- , O-  and 
S- dealkylations, N-  and S- oxygenations, epoxidation of alkene and arenes, 
among others (Table 9.1). Substrate specificities are extremely promiscu-
ous, but some substrate types are more associated with some of the specific 
CYPs.19,20 CYP3A4 has the widest substrate specificity and can metabolize 
organic molecules ranging in MW from 200 to 1500 Daltons of moderate 

Table 9.1    Common drug metabolism reactions catalyzed by cytochrome P450 
enzymes.21

Drug 
substituent reaction

Classic examples in drug 
metabolism

Alkane Alkane → Alcohol Testosterone 6β- hydroxylation
Midazolam 1′- hydroxylation
Tolbutamide 4- hydroxylation

Alkane Alkane → Alkene Valproic acid 4- dehydrogenation
Alkene Alkene → Epoxide Secobarbital epoxidation
Ether Alkyl Ether → Alcohol + Alkanal Dextromethorphan 

O- demethylation
Aryl Ether → Phenol + Alkanal Phenacetin O- deethylation

Amine 1° Amine → Ammonia + Alkanal Sertraline N- demethylation
2° Amine → 1° Amine + Alkanal Diltiazem N- demethylation
3° Amine → 2° Amine + Alkanal Amodiaquine N- deethylation

Amine 1° or 2° Amine → hydroxylamine Dapsone N- hydroxylation
3° Amine → N- oxide olanzapine N- oxidation

Amine 2° Alicyclic Amine → imine nifedipine dehydrogenation
3° Alicyclic Amine → iminium ion nicotine 5′- dehydrogenation

Alcohol Alcohol → Alkanal Ethanol dehydrogenation
Thioether Thioether → S- oxide Thioridazine S- oxidation
S- oxide S- oxide → Sulfone omeprazole S- oxidation
Aromatic Phenyl → Phenol Propranolol 4- hydroxylation

Diclofenac 4′- hydroxylation
Mephenytoin 4- hydroxylation

Aromatic Phenyl → Epoxide → Dihydrodiol Phenytoin oxidation
Azaaromatic Azaaromatic→ Azaaromatic 

N- oxide
Lamotrigine N- oxidation

Azaaromatic Azaaromatic→ Lactam Pindolol 2- oxidation
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to high lipophilicity. CYP2C8 and 2C9 are most frequently associated with 
the metabolism of large and small anionic organic molecules, respectively, 
and CYP2D6 is commonly associated with the metabolism of cationic drugs. 
CYP1A2 is associated with possessing a substrate selectivity for relatively 
planar aromatic compounds. CYP2A6 and CYP2E1 are known to metabolize 
small organic molecules, generally of lower MW than 200 Daltons. Substrate 
specificities of CYP2B6 and 2C19 are less descript.

9.1.6   Mechanism
The catalytic cycle of CYP enzymes is complex.21 The enzyme starts from 
a basal low spin state of low redox potential where the iron is in the +3 
oxidation state and is bound by a water molecule. The catalytic cycle com-
mences with the displacement of the water with a substrate, which con-
verts the Fe3+ to a high spin state of a redox potential of about −160 mV. 
This binding can be observed spectrally and is referred to as a Type i bind-
ing spectrum. With the increased redox potential, the heme iron can now 
accept an electron, derived from reduced nicotinamide adenine dinucleo-
tide phosphate (nADPh) and delivered by CYP or. The Fe2+ center can now 
bind molecular oxygen to form an iron–peroxo species. A second electron 
is introduced (from either or per cytochrome b5) which leads to scission 
of the oxygen peroxo bond to yield water and the highly active iron–oxo 
species (represented by either Fe4+–o• or Fe5+=o). This is the species that 
will react with the substrate. in aliphatic hydroxylation and O- dealkylation 
reactions, a hydrogen atom is abstracted, bonds to the iron–oxygen and the 
hydroxyl radical reacts with the carbon- centered radical from where the h 
atom was abstracted (“radical rebound”) to yield the hydroxyl product. For 
O- dealkylations, the hemiacetal product decomposes to the alcohol and 
aldehyde. For N- dealkylations, the Fe4+–o• abstracts an electron from the 
lone pair of the amine to form an aminium cation that decomposes to the 
N- dealkylated products either through deprotonation to an iminium ion or 
carbinolamine intermediate. For arene oxidations, an electron is abstracted 
from the ring and the iron bound oxygen radical adds across the C–C bond 
to yield an initial epoxide. A 1,2- hydride shift of the arene oxide results in 
the phenol product.

in some cases, one of the iron- peroxo intermediate species can decom-
pose back to the resting enzyme, releasing unreacted substrate and a reactive  
oxygen species (peroxide, peroxide anion or hydroxyl radical, Scheme 9.1).21 
This is referred to as uncoupling. in other cases, an organic molecule can 
bind to the resting low spin Fe3+ state but a lone pair of electrons on the  
substrate (like an amine or an imidazole) directly binds to the iron and keeps 
it in the low spin, low redox state. This is an inactive complex (referred to as 
type ii binding) and results in enzyme inhibition.22
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9.1.7   Screening Strategies
newly synthesized drug candidates are analyzed for their potential as sub-
strates and inhibitors for CYP enzymes. Most commonly, lability is mea-
sured in hLM supplemented with nADPh or an nADPh generation system 
to support activity. The loss of substrate over time is measured by high per-
formance liquid chromatography–mass spectrometry (hPLC–MS). in some 
cases, heterologously expressed individual CYP enzymes are used to mea-
sure lability, to aid in the identification of which specific enzymes are most 
important in metabolism of a compound. Lability values can be converted 
into intrinsic clearance values, which, in turn, can be scaled to the whole 
organism. in humans, it is assumed that there are approximately 45 mg liver 
microsomes per gram liver and that there is 20 grams of liver per kg body 
weight. intrinsic clearance values can be combined with plasma free frac-
tion and liver blood flow to make estimates of clearance.23 While metabolic 
lability assays that use human liver microsomes have been used for decades, 
more recently commercially available quality pooled human hepatocytes 
have become available. This reagent offers a broader complement of drug 
clearance mechanisms [e.g. other drug metabolizing enzyme families like 
UDP- glucuronosyltransferases (UGTs) as well as uptake transporters] and, 
thus, can accommodate compounds that may have other clearance pathways 
besides P450 metabolism.24–26

Scheme 9.1    Proposed catalytic cycle of CYP activity. The circles represent the 
active site porphyrin.
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9.1.8   Relevance
Among all drug metabolizing enzymes, the CYP family is by far the most 
important.27 They are highly relevant for metabolic clearance, drug–drug 
interactions,28 and interpatient variability in pharmacokinetics.29,30 An under-
standing of the sites of metabolism and the bioorganic mechanisms that 
give rise to these metabolites permit the design of analogues with reduced 
metabolic clearance. Strategies to slow or block CYP catalyzed metabolism 
are described later in this chapter.

9.2   Mitigation Strategies
9.2.1   Reduction of Lipophilicity
CYP3A4 is the major constitutively expressed human CYP isoform and has 
a large and lipophilic binding pocket due to the presence of seven phenylal-
anine residues above the heme prosthetic group.9,31–35 Typically, lipophilic 
[logarithm of the distribution coefficient (logD) > 3]36 and highly permeable 
drugs are therefore being metabolized by CYP3A4, with the goal of introduc-
ing polarity for subsequent excretion through the bile or kidney.37 reduction 
of overall compound lipophilicity [represented by measured log of the parti-
tion coefficient (logP)/logD values or the calculated 1- octanol–water partition 
coefficient clogP]38 is therefore a key strategy to increase microsomal stability 
and ultimately lead to an improved pharmacokinetic profile.39,40 The effects of 
changes in lipophilicity upon the metabolic stability of aromatics have been 
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analysed through a matched molecular pair analysis,41 and the medicinal 
chemistry design parameter lipophilic metabolism efficiency (LipMetE) has 
been proposed to discern the contribution of lipophilicity from that of other 
factors (e.g., chemical stability, metabolic hot spot) to metabolic stability.42

9.2.2   Modification of the Site of Metabolism
Compound optimization through lowering of lipophilicity alone does not  
always lead to an improved pharmacokinetic profile, as this strategy 
may also lead to a reduced volume of distribution and thus not necessar-
ily improve the half- life (T1/2) in vivo.43 Alternative strategies that directly 
remove the metabolic soft spot are therefore also of importance. The site of 
metabolism can be altered such that the oxidized carbon–hydrogen bonds 
are either being removed completely (e.g. through blocking with methyl 
groups and fluorines, see next section for a discussion on the use of flu-
orine) or their binding to the CYP enzyme is made unfavourable by sig-
nificantly altering the molecular structure. Examples of these structural 
modifications are compound cyclization, reduction in planarity and chang-
ing configuration. Deuterium can also be incorporated at sites of metab-
olism if hydrogen abstraction is the rate- determining step.44 Due to the 
kinetic isotope effect, this hydrogen to deuterium substitution may lead to 
an up to tenfold reduced rate of metabolism. however, alternate metabo-
lites may be formed via compensatory pathways and therefore prevent an 
increased microsomal stability.45

9.2.3   Fluorine Addition
Due to its electron withdrawing nature, fluorines (e.g. F, CF2h, CF3) can 
be added to an aromatic ring in order to reduce its electrophilicity and 
thus propensity towards oxidative metabolism. At 108 kcal mol−1, the flu-
orine–carbon bond is the strongest bond between carbon and any other 
element and is inert under most biological conditions.46–48 Substituting an 
aliphatic hydrogen with a fluorine can therefore attenuate metabolism of 
saturated carbons. While this strategy is often used to block oxidation at a 
specific metabolic soft spot, introduction of one or two aliphatic fluorines 
also reduces the overall compound lipophilicity in the case of neutral mol-
ecules and can therefore increase metabolic stability through increased 
compound polarity.49,50 Conversely, fluorine addition to aromatic groups 
typically increases the lipophilicity of compounds.49,51 Fluorine addition to 
bases can decrease the basicity and lead to increases in logD relative to the 
parent compounds).52
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9.3   Examples of Mitigation Strategies
9.3.1   Reduction of Compound Lipophilicity

  

Examples

1

Thiophene- containing glutamate racemase inhibitor 1 had a high intrinsic 
clearance in both human and mouse liver microsomes (hLM CL = 30 µL min−1 
kg−1 and MLM CL > 100 µL min−1 kg−1, respectively). introduction of heteroat-
oms on the thiophene ring led to thiazole 2 and isothiazole 3 with significantly 
increased polarity as indicates by more than one log unit reduced clogD7.4 val-
ues. This lower lipophilicity translated into a more than twofold reduced turn-
over in both hLM and MLM with 2 and 3, relative to 1.53

2

Thiazole 4 is a cannabinoid receptor type 2 (CB2) agonist lead with a short half- life 
in hLM (T1/2 = 27 min). replacing the thiazole with more polar isoxazole heterocy-
cles gave compounds 5 and 6 that both have half- lives of greater than 120 minutes 
in hLM.54
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Examples

3

on the C–C chemokine receptor type 5 (CCr5) program for hiV, replacement 
of the 1,2,4- oxadiazole in 7 with the regioisomeric 1,3,4- oxadiazole led to ana-
logue 8, a compound with reduced lipophilicity and a more than eightfold 
improved metabolic stability in hLM. The reduction in compound polarity 
probably contributed significantly to the lower turnover in hLM. it may also be 
possible that the switch to the 1,3,4- oxadiazole prevented a metabolic n–o- ring 
opening possible in the 1,2,4- oxadiazole, although a metabolite identification 
study has not been conducted with 8 to confirm this hypothesis.55

4

reproduced from ref. 56 with permission from American Chemical Society, 
Copyright 2015.

Leucine- rich repeat kinase 2 (LrrK2) inhibitor 9 was identified as a virtual 
screen follow- up to a hit from a high- throughput screen. Successive reduction 
in lipophilicity first led to inhibitor 10 and then to analogue 11. relative to 
compound 9, and due to its much reduced lipophilicty, compound 11 had a 
greater than sixfold improved stability in hLM.56

(continued)
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Examples

5

on the 11β- hydroxysteroid dehydrogenase type i program, piperidine analogue 
13 had a low to moderate metabolic stability in mouse and human liver micro-
somes (T1/2 = 6 min in MLM and T1/2 = 21 min in hLM). Fluorine substitution at 
position four gave analogue 14 with much improved metabolic stability, indi-
cating that this four- piperidine position may be a possible site of metabolism 
that is being blocked by the fluorine. Thus, further modification or replace-
ment of the piperidine and a reduction in overall compound lipophilicity led to 
acid 15 and amide 16, analogues that have half- lives of greater than 30 min in 
both human and mouse liver microsomes.57

6

Adapted from ref. 58 with permission from American Chemical Society, Copy-
right 2012.

Lead compound 17 was identified in a high throughput screen and displayed 
good inhibitory potency at phosphodiesterase (PDE) 9A, but insufficient met-
abolic stability in hLM. To reduce microsomal turnover, the lipophilic cyclo-
pentyl moiety was replaced with the more polar tetrahydropyran ring to give 
compound 18. This replacement lowered the lipophilicity represented by clogP 
by almost 2 log units, which led to a greater than 14- fold improved stability in 
hLM, while maintaining the inhibitory potency at the primary target. Further 
optimization using both structure-  and property- based drug design furnished 
clinical candidate 19 with an even further reduced lipophilicity and turnover in 
hLM, relative to compound 18.58
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Examples

7

Adapted from ref. 59 with permission from American Chemical Society, https://
pubs.acs.org/doi/10.1021/acsmedchemlett.7b00343, Copyright 2018.

Analogue 20 was characterized by a favorable inhibitory potency at PDE2 and 
moderate metabolic stability in human liver microsomes and hepatocytes. in 
addition, compound 20 was at risk for a clinical drug–drug interaction (DDi) 
due to its exclusive clearance by CYP3A4 in a panel of human recombinant 
CYPs. To improve metabolic stability and lower its DDi risk, oxidative metab-
olites of compound 20 were evaluated due to their increased polarity that, in 
addition to reducing turnover in hLM, may also introduce a renal clearance 
component and thus minimize the DDi risk. From this effort compound 
21 emerged with reduced metabolic turnover in hLM and, importantly, the 
desired renal clearance component in three preclinical species (22, 48 and 26% 
renal clearance in vivo in rats, dogs and non- human primates, respectively). 
The favorable preclinical pharmacokinetics translated into a human projection 
of low plasma clearance (2.9 mL min−1 kg−1), moderate volume of distribution 
(0.9 L kg−1) and a moderate T1/2 of 3.7 h. it is interesting to note that compound 
21 was originally prepared biosynthetically at the microgram scale to gain the 
initial insight into its in vitro potency and improved metabolic stability.59

8

Despite its good primary pharmacology and low lipophilicity (clogD = 1.6), 
Factor Xa inhibitor 22 only had moderate stability in rat liver microsomes. 
hydroxy substitution of the central pyrollidine ring further reduced lipophilic-
ity and led to the desired reduction in rat liver microsomal turnover (com-
pound 23). however, this added polarity also introduced a significant amount 
of renal clearance in rats, leading to a compound with an undesirable high rat 
in vivo clearance.60



Chapter 9184

  

Examples

1

reproduced from ref. 61 with permission from American Chemical Society, 
Copyright 2011.

The 2- oxetane containing gamma- secretase inhibitor (GSi) 24 had a single digit 
nanomolar potency (iC50 = 8.0 nM), but only moderate metabolic stability in 
hLM. Metabolite identification studies revealed that the major metabolite of 
compound 24 came from methylene oxidation at position four of the oxetane. 
Blocking this position with a gem- dimethyl group increased metabolic stability 
by more than two- fold (compound 25), despite an increase in the experimental 
logD (ElogD) value by more than 1 log unit.61

2

Adapted from ref. 62 with permission from the royal Society of Chemistry.

Gamma secretase modulator (GSM) lead 26, a compound in good lipophilic-
ity space (clogP = 2.4), was characterized by moderate potency (Abeta42 iC50 
= 30 nM), but high turnover in human liver microsomes (hLM CL = 108 µL 
min−1 mg−1). results from metabolite identification studies indicate that 
CYP- mediated oxidation of the methylene group between the olefin and the 
chromene oxygen afforded the corresponding chromen- 2- one and was the 
main culprit for the instability of 26 in liver microsomes. introduction of a 
gem- dimethyl moiety blocked the metabolism at this position and furnished 
gem- dimethyl chromene 27 with improved metabolic stability in hLM, despite 
an increase in lipophilicity relative to compound 26. importantly, this transfor-
mation also increased the potency relative to the original lead 26.62

9.3.2   Modification of the Site of Metabolism
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Adapted from ref. 63 with permission from American Chemical Society, Copy-
right 2002.

CCr5 antagonist 28 was a promising lead due to its potency, but poor oral bio-
availability in rats, probably due to extensive oxidation at its benzylic position, 
hampered its further development. While conventional strategies, such as add-
ing substituents to the benzylic site, did not improve potency at the primary 
target, it was found that changing its hybridisation to sp2 improved potency for 
compound 29 by more than 30- fold. This transformation also blocked oxidation 
at the benzylic position, thereby improving metabolic stability significantly, as 
indicated by plasma levels that are 35- fold higher relative to 28.63

4

Adapted from ref. 64 with permission from American Chemical Society, Copy-
right 2015.

Tertiary sulfonamide 30 was a potent retinoic acid receptor- related orphan 
receptor (ror) C inverse agonist with only moderate stability in human and 
rat liver microsomes. oxidation of the N- alkyl group in 30 followed by cleavage 
of the unstable hemiaminal formed the major metabolite 31. Lowering the 
lipophilicity of compound 30 by introduction of polar groups on the N- alkyl 
substituent removed the activity at the primary target and the team therefore 
devised a cyclisation approach to the sulphonamide to increase the intrinsic 
metabolic stability of compounds such as 30. This led to cyclized, potent and 
orally bioavailable sulphonamide 32 with appropriate microsomal stability in 
human and rat and was therefore a tool compound to be further evaluated in 
preclinical pharmacokinetic and pharmacodynamic studies.64

(continued)
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reproduced from ref. 65 with permission from American Chemical Society, 
Copyright 2018.

Compound 33 was a potent C–X–C chemokine receptor type 4 (CXCr4) antag-
onist with good metabolic stability in hLM. however, its microsomal stability 
in rodent (mouse and rat) liver microsomes was only poor, which meant the 
compound could not be used as a preclinical in vivo tool to study efficacy. To 
reduce microsomal turnover in rodents, cyclic side chain congeners were inves-
tigated and cyclohexyl analogue 34 was found to largely maintain the potency 
at the primary target, while also significantly improving the metabolic stability 
in mouse and rat. it is worth noting, that the diastereomer 35 did not show a 
similar degree of metabolic stability, highlighting the important influence that 
chirality has on CYP- mediated oxidation processes.65

6

The advanced metabotropic glutamate receptor 5 negative allosteric modulator 
(mGlur5 nAM) 36 suffered from high turnover in human liver microsomes (hLM 
CL = 94 mL min−1 kg−1), despite being in a good lipophilicity space. introduction of 
an ortho- methyl group on the pyridyl ring maintained the good mGlur5 potency 
and gave analogue 37 with an almost four- fold better stability in hLM (hLM CL = 
23.7 mL min−1 kg−1). Quantum mechanics based dihedral torsion scans (pyridyl–
central pyrazolopyrazine angle) indicated that the pyridyl and pyrazolopyrazine 
core of compound 36 are in plane, while the substituted pyridyl moiety was at an 
angle of 30° for 37. it was believed that this conformational change and the con-
comitant increase in three- dimensionality positively affected microsomal stability. 
Compound 37 was a key compound from this series and was efficacious in a non- 
human primate model of Levadopa- induced dyskinesia in Parkinson's disease.66
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Chromene 38 was an advanced GSM lead with a good balance of potency and 
metabolic stability. A (S)- methyl group was introduced on the methylene linker 
to enforce the bioactive, turned conformation and improve potency by almost 
three- fold as seen with compound 39. Despite an increase in lipophilicity, this 
methyl substitution also improved metabolic stability, probably due to the 
increased three- dimensionality of the turned conformation. interestingly, the 
(R)- methyl substituent negatively affected metabolic stability (compound 40), 
highlighting the importance of chirality to CYP- mediated turnover.67

8

Compound 41 was a potent pan- genotypic hepatitis C virus nonstructural pro-
tein 5B nS5B (hCV nS5B) polymerase primer grip inhibitor lead, suffering from 
a short half- life of 14 and 5 minutes in human and cynomolgus monkey (cyno) 
liver microsomes, respectively. Step- wise deuterium introduction generated an 
analogue with reduced metabolic turnover. First, replacing the methoxy group 
with its deuterated version furnished analogue 42 with a slightly increased 
stability in human and cyno liver microsomes (T1/2 = 24 and 14 min, respec-
tively). incorporation of deuterium into the gem- dimethyl group then gave the 
potential clinical candidate 43 with half- lives of 59 and 48 minutes in human 
and cyno liver microsomes, respectively. The favorable in vitro properties of 43 
translated in vivo and gave a compound characterized by a low clearance  
(CL = 4.7 mL min−1 kg−1), moderate volume of distribution (VDss = 2.3 L kg−1) and 
good oral bioavailability (%F = 85) in cyno.68
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Lead compound 44 demonstrated good non- xanthine selective A2A antagonist 
activity but was rapidly cleared in hLM with an intrinsic clearance of 54 mL 
min−1 kg−1. Addition of a single fluorine atom to the central phenyl ring led 
to analogue 45, which had an 18- fold improved metabolic stability in hLM 
(CL = 3 mL min−1 kg−1) and retained the single digit nanomolar potency of 
compound 44. it is believed that the electron- withdrawing fluorine rendered 
the phenyl ring more resistant to CYP oxidation, without changing the overall 
polarity of the parent molecule.69

2

Adapted from ref. 70 with permission from American Chemical Society, Copy-
right 2018.

Compound 46 is a selective estrogen receptor degrader (SErD) lead for the 
treatment of estrogen receptor positive breast cancer. its moderate transcrip-
tional potency was combined with insufficient bioavailability (6%) and peak 
plasma concentrations [Cmax (orally) = 80 nM] due to its high clearance (54 mL 
min−1 kg−1) in rats. Substituents in place of the electron- donating hydroxyl 
group were therefore investigated and it was found that the para- fluoro sub-
stituted analogue 47 maintained the original potency (Erα transcription iC50 
= 1823 nM), but improved the bioavailability and clearance in both mice and 
rats (oral bioavailability = 19 and 33% and clearance = 22 and 24 mL min−1 
kg−1, respectively). Addition of an ortho- difluoroethyl group then improved 
potency by more than 150- fold, while maintaining an acceptable pharmacoki-
netic (PK) profile (bioavailability: 12%, clearance: 28 mL min−1 kg−1 in mouse) 
and furnished analogue 48, a compound in clinical development for the treat-
ment of estrogen receptor alpha- positive breast cancer.70

9.3.3   Fluorine Addition



189Cytochrome P450 Metabolism

Examples

3

Adapted from ref. 71 with permission from American Chemical Society,  
Copyright 2018.

Compound 49 is an advanced cystic fibrosis transmembrane conductance 
regulator (CFTr) lead for the treatment of cystic fibrosis with a favorable 
combination of biological activity and properties. in order to reduce its 
unbound turnover in human and rat hepatocytes, various fluorinated and 
non- fluorinated substituents were explored on the chromane ring, mostly on 
position seven. As seen with compound 50, it was found that replacing the 
methoxy group with a difluoromethoxy group improved both potency and 
metabolic stability in human and rat hepatocyctes. Further optimization of 
potency gave para- substituted acid analogue 51 that is mainly cleared via  
glucuronidation and has good bioavailability in rats (74%) and dogs (40%). 
Compound 51 is currently being investigated in clinical trials.71

4

As described in one of the previous examples, key mGlur5 nAM 52 was in a 
good space both with regards to its potency as well as PK profile.66 As seen 
by its in vitro microsomal clearance number (CL = 23.7 mL min−1 kg−1), com-
pound 52 had some turnover in hLM, presumably due to oxidation at the 
pyridyl methyl group. The oxidation at this site could be fully blocked by 
replacing the methyl group with a trifluoromethyl group. As seen with ana-
logue 53, this change led to an undetectable turnover in the standard hLM 
assay (hLM CL < 8 mL min−1 kg−1). it should be noted that while placement 
of electron- withdrawing groups on azaaromatic moieties can decrease P450 
catalyzed metabolism, it can make the molecule more susceptible to aldehyde 
oxidase catalyzed oxidation.72 Aldehyde oxidase is a cytosolic enzyme that is 
not present in liver microsomes and therefore not detected in hLM metabolic 
lability experiments.

(continued)
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Adapted from ref. 73 with permission from American Chemical Society, 
https://doi.org/10.1021/acsmedchemlett.7b00395, Copyright 2017.

oxazolidinedione 54 is a potent histone acetyltransferase (hAT) domain inhib-
itor with high clearance in MLM, translating into a mouse PK with moderate 
plasma clearance and bioavailability. it was believed that the microsomal 
instability of 54 was due to oxidation of the terminal phenyl group and  
N- substituents on the amide. Therefore, fluorinated analogues were prepared 
that mitigate metabolism at these two sites. As seen with compound 55, 
introduction of a fluorine atom on the phenyl ring as well as replacing the 
cyclopropyl group with a CF3 group on the amide led to a significantly lower 
microsomal turnover, translating into a low unbound plasma clearance and 
high oral exposure (>100%) in mouse. The pharmacokinetic behaviour of 
compound 55 in rats and dogs was also favourable with modest clearance in 
rats (1.2 L h−1 kg−1), very low clearance in dogs (0.1 L h−1 kg−1) and good oral 
bioavailability in both species (rat: %F = 63, dog: %F = 74).73

6

Adapted from ref. 74 with permission from American Chemical Society,  
Copyright 2018.
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Compound 56 was a potent transient receptor potential ankyrin 1 (TrPA1) 
antagonist with moderate metabolic stability in human and rat liver mic-
rosomes. results of metabolite identification studies indicated that pyrro-
lidine oxidation was the main reason for the microsomal instability. Thus, 
fluorinated pyrrolidine analogues were explored to introduce polarity and 
potentially block CYP metabolism. As can be seen with analogue 57, this 
strategy reduced microsomal turnover in human and rat liver microsomes 
(rLM) by threefold and fourfold, respectively. The low value in the in vitro 
liver microsome assay (rLM CL = 10 mL min−1 kg−1) was consistent with 
a very low clearance in vivo (rat iv CLp = 15 mL min−1 kg−1). The fluorine 
stereochemistry was critical to achieve this degree of microsomal stabil-
ity and was not obtained with diastereomer 58. introduction of a methyl 
group in position five on the pyrrolidine (compound 59) then improved 
potency by about tenfold while maintaining the favourable in vivo biophar-
maceutical attributes and was a key compound en route to a novel TrPA1 
antagonist tool.74

7

reproduced from ref. 75 with permission from American Chemical Society, 
Copyright 2011.

Compound 60 was a potent human bombesin receptor subtype- 3 (hBrS- 3) ago-
nist with high rat plasma clearance (rat CLp =  
110 mL min−1 kg−1). To improve stability in vivo, the methyl groups available 
for oxidation were replaced in a stepwise manner. First, rat plasma clearance 
of agonist 60 was reduced twofold by replacing the tert- butyl group with the 
cyclo- propyl- CF3 moiety and therefore removing several hydrogen atoms avail-
able for oxidation (compound 61: CLp = 52 mL min−1 kg−1). Another twofold 
improvement in the plasma clearance was then achieved by replacing the cen-
tral methyl group with a CF3 group to give tool compound 62 that was further 
evaluated in pharmacological studies.75

(continued)
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A thorough investigation into the metabolic stability of the cyclopropyl- CF3 
group relative to the tert- butyl group was disclosed by Barnes- Seeman et 
al. As seen with the representative model compounds 63/64 and 65/66, the 
cyclopropyl- CF3- containing analogues had consistently higher metabolic 
stability, ranging from an about twofold (compounds 63 and 64) to 13- fold 
(compounds 65 and 66) reduced turnover in hLM. rLM stabilities were also 
consistently improved. The increased metabolic stability of the cyclopro-
pyl- CF3 group relative to the tert- butyl group is attributed to the removal of all 
fully sp3- hybridised C–h bonds from the tert- butyl group.76

9

reproduced from ref. 77 with permission from Elsevier, Copyright 2011.

Potent G protein- coupled receptor 119 (GPr119) agonist 67 displayed low 
human liver microsomal stability (CLint > 300 mL min−1 kg−1), probably due to 
its high lipophilicity (ELogD = 3.9). Substituting the central methyl group with 
a fluorine gave compound 68 with a reduced lipophilicity (ElogD = 3.4) and 
microsomal turnover (CL = 42.4 mL min−1 kg−1). importantly, this substitution 
did not significantly affect potency at the primary target.77
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in a different approach to introduce fluorine specifically at metabolized posi-
tions, four known drugs (risperidone, midazolam, ramelteon and celecoxib) 
were subjected to CYP mediated hydroxylation by liver microsomes followed 
by deoxyfluorination using (diethylamino)sulfur trifluoride. Exemplified above 
is the generation of 9- fluororisperidone (69) from risperidone (70) wherein the 
scaled intrinsic clearance decreased from 40 to 27 mL min−1 kg−1. it should 
be noted that in those four examples, not every fluorinated analogue had 
decreased metabolic lability relative to its hydrogen- containing counterpart 
and that deoxyfluorination was still a metabolic pathway for the fluorinated 
analogues.78

References
 1.  T. omura and r. Sato, J. Biol. Chem., 1964, 239, 2379–2385.
 2.  S. rendic and F. P. Guengerich, Chem. Res. Toxicol., 2015, 28, 38–42.
 3.  M. F. Paine, h. L. hart, S. S. Ludington, r. L. haining, A. E. rettie and D. 

C. Zeldin, Drug Metab. Dispos., 2006, 34, 880–886.
 4.  J. hukkanen, o. Pelkonen, J. hakkola and h. raunio, Crit. Rev. Toxicol., 

2002, 32, 391–411.
 5.  K. M. Knights, A. rowland and J. o. Miners, Br. J. Clin. Pharmacol., 2013, 

76, 587–602.
 6.  h. Yamazaki, K. inoue, C. G. Turvy, F. P. Guengerich and T. Shimada, Drug 

Metab. Dispos., 1997, 25, 168–174.
 7.  https://www.pharmvar.org/genes, accessed 24 March 2020.
 8.  r. L. reynald, S. Sansen, C. D. Stout and E. F. Johnson, J. Biol. Chem., 

2012, 287, 44581–44591.
 9.  J. K. Yano, M. r. Wester, G. A. Schoch, K. J. Griffin, C. D. Stout and E. F. 

Johnson, J. Biol. Chem., 2004, 279, 38091–38094.
 10.  M. r. Wester, J. K. Yano, G. A. Schoch, C. Yang, K. J. Griffin, C. D. Stout 

and E. F. Johnson, J. Biol. Chem., 2004, 279, 35630–35637.
 11.  G. A. Schoch, J. K. Yano, M. r. Wester, K. J. Griffin, C. D. Stout and E. F. 

Johnson, J. Biol. Chem., 2004, 279, 9497–9503.
 12.  S. Sansen, J. K. Yano, r. L. reynald, G. A. Schoch, K. J. Griffin, C. D. Stout 

and E. F. Johnson, J. Biol. Chem., 2007, 282, 14348–14355.
 13.  M. r. Wester, J. K. Yano, G. A. Schoch, K. J. Griffin, C. D. Stout and E. F. 

Johnson, PDB ID: 1TQN, 2004.



Chapter 9194

 14.  A. S. rose, D. Sehnal, J. Koca, S. K. Burley and S. Velankar, Workshop on 
Molecular Graphics and Visual Analysis of Molecular Data, 2018, pp. 29–33, 
Doi: 10.2312/molva.20181103.

 15.  https://www.rcsb.org/, accessed 19 August 2020.
 16.  h. M. Berman, J. Westbrook, Z. Feng, G. Gilliland, T. n. Bhat, h. Weissig, 

i. n. Shindyalov and P. E. Bourne, Nucleic Acids Res., 2000, 28, 235–242.
 17.  S. K. Burley, h. M. Berman, C. Bhikadiya, C. Bi, L. Chen, L. Di Costanzo, 

C. Christie, K. Dalenberg, J. M. Duarte, S. Dutta, Z. Feng, S. Ghosh, D. S. 
Goodsell, r. K. Green, V. Guranovic, D. Guzenko, B. P. hudson, T. Kalro, 
Y. Liang, r. Lowe, h. namkoong, E. Peisach, i. Periskova, A. Prlic, C. ran-
dle, A. rose, P. rose, r. Sala, M. Sekharan, C. Shao, L. Tan, Y. P. Tao, Y. 
Valasatava, M. Voigt, J. Westbrook, J. Woo, h. Yang, J. Young, M. Zhurav-
leva and C. Zardecki, Nucleic Acids Res., 2019, 47, D464–D474.

 18.  M. Spatzenegger, S. Born and J. halpert, Cytochrome P450 in Drug Dis-
covery and Development, ed. M. B. Fisher, r. S. obach and J. S. Lee, 2003,  
pp. 179–209.

 19.  D. F. Lewis, Biochem. Pharmacol., 2000, 60, 293–306.
 20.  D. A. Smith and B. C. Jones, Biochem. Pharmacol., 1992, 44, 2089–2098.
 21.  F. P. Guengerich, Chem. Res. Toxicol., 2001, 14, 611–650.
 22.  M. M. Ahlstrom and i. Zamora, J. Med. Chem., 2008, 51, 1755–1763.
 23.  r. S. obach, Drug Metab. Dispos., 1999, 27, 1350–1359.
 24.  h. S. Brown, M. Griffin and J. B. houston, Drug Metab. Dispos., 2007, 35, 

293–301.
 25.  U. Zanelli, n. P. Caradonna, D. hallifax, E. Turlizzi and J. B. houston, 

Drug Metab. Dispos., 2012, 40, 104–110.
 26.  L. Di, B. Feng, T. C. Goosen, Y. Lai, S. J. Steyn, M. V. Varma and r. S. 

obach, Drug Metab. Dispos., 2013, 41, 1975–1993.
 27.  M. A. Cerny, Drug Metab. Dispos., 2016, 44, 1246–1252.
 28.  S. Fowler and h. J. Zhang, AAPS J., 2008, 10, 410–424.
 29.  S. F. Zhou, J. P. Liu and B. Chowbay, Drug Metab. Rev., 2009, 41, 89–295.
 30.  J. McGraw and D. Waller, Expert Opin. Drug Metab., 2012, 8, 371–382.
 31.  P. A. Williams, J. Cosme, D. M. Vinkovic, A. Ward, h. C. Angove, P. J. Day, 

C. Vonrhein, i. J. Tickle and h. Jhoti, Science, 2004, 305, 683–686.
 32.  M. Ekroos and T. Sjogren, Proc. Natl. Acad. Sci. U. S. A., 2006, 103, 

13682–13687.
 33.  h. Z. Bu, Curr. Drug Metab., 2006, 7, 231–249.
 34.  D. F. Lewis, M. n. Jacobs and M. Dickins, Drug Discovery Today, 2004, 9, 

530–537.
 35.  D. F. Lewis and M. Dickins, Drug Discovery Today, 2002, 7, 918–925.
 36.  M. V. S. Varma, r. S. obach, C. rotter, h. r. Miller, G. Chang, S. J. Steyn, 

A. El- Kattan and M. D. Troutman, J. Med. Chem., 2010, 53, 1098–1108.
 37.  M. V. Varma, S. J. Steyn, C. Allerton and A. F. El- Kattan, Pharm. Res., 2015, 

32, 3785–3802.
 38.  L. K. Di and E. h. Kerns, in Drug- Like Properties, Elsevier, 2nd edn, 2016, 

pp. 299–306, Doi: 10.1016/C2013- 0- 18378- X.



195Cytochrome P450 Metabolism

 39.  r. J. riley, Curr. Opin. Drug Discovery Dev., 2001, 4, 45–54.
 40.  C. A. Lipinski, F. Lombardo, B. W. Dominy and P. J. Feeney, Adv. Drug 

Delivery Rev., 2001, 46, 3–26.
 41.  G. Chang, K. huard, G. W. Kauffman, A. F. Stepan and C. E. Keefer, Bioorg. 

Med. Chem., 2017, 25, 381–388.
 42.  A. F. Stepan, G. W. Kauffman, C. E. Keefer, P. r. Verhoest and M. Edwards, 

J. Med. Chem., 2013, 56, 6985–6990.
 43.  F. Broccatelli, i. Aliagas and h. Zheng, ACS Med. Chem. Lett., 2018, 9, 

522–527.
 44.  T. G. Gant, J. Med. Chem., 2014, 57, 3595–3611.
 45.  M. B. Fisher, K. r. henne and J. Boer, Curr. Opin. Drug Discovery Dev., 

2006, 9, 101–109.
 46.  n. A. Meanwell, J. Med. Chem., 2011, 54, 2529–2591.
 47.  W. K. hagmann, J. Med. Chem., 2008, 51, 4359–4369.
 48.  h. J. Bohm, D. Banner, S. Bendels, M. Kansy, B. Kuhn, K. Muller, U. obst- 

Sander and M. Stahl, Chembiochem, 2004, 5, 637–643.
 49.  Q. A. huchet, B. Kuhn, B. Wagner, n. A. Kratochwil, h. Fischer, M. Kansy, 

D. Zimmerli, E. M. Carreira and K. Muller, J. Med. Chem., 2015, 58, 
9041–9060.

 50.  E. P. Gillis, K. J. Eastman, M. D. hill, D. J. Donnelly and n. A. Meanwell,  
J. Med. Chem., 2015, 58, 8315–8359.

 51.  A. B. Shtarov, P. J. Krusic, B. E. Smart and W. r. Dolbier Jr, J. Am. Chem. 
Soc., 2001, 123, 9956–9962.

 52.  M. Morgenthaler, E. Schweizer, A. hoffmann- roder, F. Benini, r. E. 
Martin, G. Jaeschke, B. Wagner, h. Fischer, S. Bendels, D. Zimmerli,  
J. Schneider, F. Diederich, M. Kansy and K. Muller, ChemMedChem, 2007, 
2, 1100–1115.

 53.  B. Geng, G. Basarab, J. Comita- Prevoir, M. Gowravaram, P. hill,  
A. Kiely, J. Loch, L. MacPherson, M. Morningstar, G. Mullen, E. osimboni,  
A. Satz, C. Eyermann and T. Lundqvist, Bioorg. Med. Chem. Lett., 2009, 19, 
930–936.

 54.  D. riether, L. Wu, P. F. Cirillo, A. Berry, E. r. Walker, M. Ermann, B. noya- 
Marino, J. E. Jenkins, D. Albaugh, C. Albrecht, M. Fisher, M. J. Gemkow, 
h. Grbic, S. Lobbe, C. Moller, K. o'Shea, A. Sauer, D. T. Shih and D. S. 
Thomson, Bioorg. Med. Chem. Lett., 2011, 21, 2011–2016.

 55.  C. G. Barber, D. C. Blakemore, J. Y. Chiva, r. L. Eastwood, D. S. Middleton 
and K. A. Paradowski, Bioorg. Med. Chem. Lett., 2009, 19, 1075–1079.

 56.  J. L. henderson, B. L. Kormos, M. M. hayward, K. J. Coffman, J. Jasti,  
r. G. Kurumbail, T. T. Wager, P. r. Verhoest, G. S. noell, Y. Chen, E. nee-
dle, Z. Berger, S. J. Steyn, C. houle, W. D. hirst and P. Galatsis, J. Med. 
Chem., 2015, 58, 419–432.

 57.  Z. K. Wan, E. Chenail, J. Xiang, h. Q. Li, M. ipek, J. Bard, K. Svenson,  
T. S. Mansour, X. Xu, X. Tian, V. Suri, S. hahm, Y. Xing, C. E. Johnson, 
X. Li, A. Qadri, D. Panza, M. Perreault, J. F. Tobin and E. Saiah, J. Med. 
Chem., 2009, 52, 5449–5461.



Chapter 9196

 58.  P. r. Verhoest, K. r. Fonseca, X. hou, C. Proulx- Lafrance, M. Corman,  
C. J. helal, M. M. Claffey, J. B. Tuttle, K. J. Coffman, S. Liu, F. nelson, r. 
J. Kleiman, F. S. Menniti, C. J. Schmidt, M. Vanase- Frawley and S. Liras,  
J. Med. Chem., 2012, 55, 9045–9054.

 59.  A. F. Stepan, T. P. Tran, C. J. helal, M. S. Brown, C. Chang, r. E. o'Con-
nor, M. De Vivo, S. D. Doran, E. L. Fisher, S. Jenkinson, D. Karanian, B. L. 
Kormos, r. Sharma, G. S. Walker, A. S. Wright, E. X. Yang, M. A. Brodney,  
T. T. Wager, P. r. Verhoest and r. S. obach, ACS Med. Chem. Lett., 2018, 
9, 68–72.

 60.  K. G. Zbinden, L. Anselm, D. W. Banner, J. Benz, F. Blasco, G. Decoret,  
J. himber, B. Kuhn, n. Panday, F. ricklin, P. risch, D. Schlatter, M. 
Stahl, S. Thomi, r. Unger and W. haap, Eur. J. Med. Chem., 2009, 44, 
2787–2795.

 61.  A. F. Stepan, K. Karki, W. S. McDonald, P. h. Dorff, J. K. Dutra, K. J. Dirico, 
A. Won, C. Subramanyam, i. V. Efremov, C. J. o'Donnell, C. E. nolan, S. L. 
Becker, L. r. Pustilnik, B. Sneed, h. Sun, Y. Lu, A. E. robshaw, D. riddell, 
T. J. o'Sullivan, E. Sibley, S. Capetta, K. Atchison, A. J. hallgren, E. Miller, 
A. Wood and r. S. obach, J. Med. Chem., 2011, 54, 7772–7783.

 62.  M. Pettersson, D. S. Johnson, D. A. rankic, G. W. Kauffman, C. W. Am 
Ende, T. W. Butler, B. Boscoe, E. Evrard, C. J. helal, J. M. humphrey,  
A. F. Stepan, C. M. Stiff, E. Yang, L. Xie, K. r. Bales, E. hajos- Korcsok,  
S. Jenkinson, B. Pettersen, L. r. Pustilnik, D. S. ramirez, S. J. Steyn, K. M. 
Wood and P. r. Verhoest, Medchemcomm, 2017, 8, 730–743.

 63.  A. Palani, S. Shapiro, h. Josien, T. Bara, J. W. Clader, W. J. Greenlee,  
K. Cox, J. M. Strizki and B. M. Baroudy, J. Med. Chem., 2002, 45, 3143–3160.

 64.  B. P. Fauber, o. rene, Y. Deng, J. DeVoss, C. Eidenschenk, C. Everett,  
A. Ganguli, A. Gobbi, J. hawkins, A. r. Johnson, h. La, J. Lesch, P. Lockey, 
M. norman, W. ouyang, S. Summerhill and h. Wong, J. Med. Chem., 
2015, 58, 5308–5322.

 65.  E. Jecs, E. J. Miller, r. J. Wilson, h. h. nguyen, Y. A. Tahirovic, B. M. 
Katzman, V. M. Truax, M. B. Kim, K. M. Kuo, T. Wang, C. S. Sum, M. E. 
Cvijic, G. M. Schroeder, L. J. Wilson and D. C. Liotta, ACS Med. Chem. 
Lett., 2018, 9, 89–93.

 66.  L. Zhang, G. Balan, G. Barreiro, B. P. Boscoe, L. K. Chenard, J. Cian-
frogna, M. M. Claffey, L. G. Chen, K. J. Coffman, S. E. Drozda, J. r. 
Dunetz, K. r. Fonseca, P. Galatsis, S. Grimwood, J. T. Lazzaro, J. Y. Man-
cuso, E. L. Miller, M. r. reese, B. n. rogers, i. Sakurada, M. Skaddan, D. 
L. Smith, A. F. Stepan, P. Trapa, J. B. Tuttle, P. r. Verhoest, D. P. Walker, 
A. S. Wright, M. M. Zaleska, K. Zasadny and C. L. Shaffer, J. Med. Chem., 
2014, 57, 861–877.

 67.  M. Pettersson, D. S. Johnson, D. A. rankic, G. W. Kauffman, C. W. A. Ende, 
T. W. Butler, B. Boscoe, E. Evrard, C. J. helal, J. M. humphrey, A. F. Stepan, 
C. M. Stiff, E. Yang, L. F. Xie, K. r. Bales, E. hajos- Korcsok, S. Jenkinson, 
B. Pettersen, L. r. Pustilnik, D. S. ramirez, S. J. Steyn, K. M. Wood and  
P. r. Verhoest, Medchemcomm, 2017, 8, 730–743.



197Cytochrome P450 Metabolism

 68.  K. Parcella, K. Eastman, K. S. Yeung, K. A. Grant- Young, J. L. Zhu,  
T. Wang, Z. X. Zhang, Z. W. Yin, D. Parker, K. Mosure, h. Fang, Y. K. Wang, 
J. Lemm, X. L. Zhuo, U. hanumegowda, M. P. Liu, K. rigat, M. Donoso, 
M. Tuttle, T. Zvyaga, Z. haarhoff, n. A. Meanwell, M. G. Soars, S. B. rob-
erts and J. F. Kadow, ACS Med. Chem. Lett., 2017, 8, 771–774.

 69.  M. Moorjani, Z. Y. Luo, E. Lin, B. G. Vong, Y. S. Chen, X. h. Zhang, J. K. 
rueter, r. S. Gross, M. C. Lanier, J. E. Tellew, J. P. Williams, S. M. Lechner, 
S. Malany, M. Santos, M. i. Crespo, J. L. Diaz, J. Saunders and D. h. Slee, 
Bioorg. Med. Chem. Lett., 2008, 18, 5402–5405.

 70.  G. S. Tria, T. Abrams, J. Baird, h. E. Burks, B. Firestone, L. A. Gaither, L. 
G. hamann, G. he, C. A. Kirby, S. Kim, F. Lombardo, K. J. Macchi, D. P. 
McDonnell, Y. Mishina, J. D. norris, J. nunez, C. Springer, Y. C. Sun, n. M. 
Thomsen, C. r. Wang, J. L. Wang, B. Yu, C. L. Tiong- Yip and S. Peukert, J. 
Med. Chem., 2018, 61, 2837–2864.

 71.  X. Q. Wang, B. Liu, X. Searle, C. Yeung, A. Bogdan, S. Greszler, A. Singh,  
Y. h. Fan, A. M. Swensen, T. Vortherms, C. Balut, Y. Jia, K. Desino, W. Q. 
Gao, h. Yong, C. Tse and P. Kym, J. Med. Chem., 2018, 61, 1436–1449.

 72.  D. C. Pryde, D. Dalvie, Q. Y. hu, P. Jones, r. S. obach and T. D. Tran, J. Med. 
Chem., 2010, 53, 8441–8460.

 73.  M. r. Michaelides, A. Kluge, M. Patane, J. h. Van Drie, C. Wang, T. M. 
hansen, r. M. risi, r. Mantei, C. hertel, K. Karukurichi, A. nesterov,  
D. McElligott, P. de Vries, J. W. Langston, P. A. Cole, r. Marmorstein,  
h. Liu, L. Lasko, K. D. Bromberg, A. Lai and E. A. Kesicki, ACS Med. Chem. 
Lett., 2018, 9, 28–33.

 74.  h. F. Chen, M. Volgraf, S. Do, A. Kolesnikov, D. G. Shore, V. A. Verma,  
E. Villemure, L. Wang, Y. Chen, B. h. hu, A. J. Lu, G. S. Wu, X. F. Xu, P. W. 
Yuen, Y. M. Zhang, S. D. Erickson, M. Dahl, C. Brotherton- Pleiss, S. Tay, J. 
Q. Ly, L. J. Murray, J. Chen, D. Amm, W. Lange, D. h. hackos, r. M. reese, 
S. D. Shields, J. P. Lyssikatos, B. S. Safina and A. A. Estrada, J. Med. Chem., 
2018, 61, 3641–3659.

 75.  i. K. Sebhat, C. Franklin, M. M. C. Lo, D. Chen, J. P. Jewell, r. Miller, J. M. 
Pang, o. Palyha, Y. Q. Kan, T. M. Kelly, X. M. Guan, D. J. Marsh, J. A. Kos-
inski, J. M. Metzger, K. Lyons, J. Dragovic, P. r. Guzzo, A. J. henderson, 
M. L. reitman, r. P. nargund, M. J. Wyvratt and L. S. Lin, ACS Med. Chem. 
Lett., 2011, 2, 43–47.

 76.  D. Barnes- Seeman, M. Jain, L. Bell, S. Ferreira, S. Cohen, X. h. Chen,  
J. Amin, B. Snodgrass and P. hatsis, ACS Med. Chem. Lett., 2013, 4, 
514–516.

 77.  V. Mascitti, B. D. Stevens, C. Choi, K. F. McClure, C. r. W. Guimaraes,  
K. A. Farley, M. J. Munchhof, r. P. robinson, K. Futatsugi, S. Y. Lavergne, 
B. A. Lefker, P. Cornelius, P. D. Bonin, A. S. Kalgutkar, r. Sharma and  
Y. Chen, Bioorg. Med. Chem. Lett., 2011, 21, 1306–1309.

 78.  r. S. obach, G. S. Walker and M. A. Brodney, Drug Metab. Dispos., 2016, 
44, 634–646.



198

 
Drug Discovery Series No. 79
The Medicinal Chemist’s Guide to Solving ADMET Challenges
Edited by Patrick Schnider
© The Royal Society of Chemistry 2021
Published by the Royal Society of Chemistry, www.rsc.org

10.1   Introduction
10.1.1   Definition
The induction of drug metabolism enzymes refers to the increased expres-
sion of drug- metabolizing enzymes, which is associated with enhanced drug 
metabolism. Drug metabolism enzyme induction is usually the result of 
increased transcription of the associated gene. The most well studied area 
for metabolism enzyme induction is related to one or several forms of cyto-
chrome P450 (CYP).

While drugs may also induce their own metabolism, a phenomenon referred 
to as “auto- induction”, induction is of particular importance in drug–drug 
interactions when one drug increases the clearance of a second, by increas-
ing its rate of metabolism. This type of drug–drug interaction may lead to 
significant clinical consequences, such as lower plasma concentration levels, 
decreased half- life and possible therapeutic failure. Thus, addressing such a 
liability could be highly critical in the early stages of drug discovery programs. 
Human CYP1A, CYP2A, CYP3A, CYP2B, CYP2C and CYP2E are known to be 
inducible. Although CYP induction in humans and in animals is mechanisti-
cally analogous, the quantitative and qualitative inductive responses to induc-
ers are, however, significantly different among different species.
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10.1.2   Mechanism
The most common mechanism of CYP enzyme induction is transcriptional 
gene activation (Figure 10.1).1,54,55 Transcriptional activation is mediated 
via nuclear receptors (nrs) that function as transcription factors, such as 
constitutive androstane receptor (CAr)2 and pregnane X receptor (PXr).3 in 
addition, the aryl hydrocarbon receptor (Ahr) regulates CYP1A genes.4 These  
nrs are activated either through ligand (drug) binding or other mechanisms, 
such as regulation of coactivators or corepressors. in the absence of a ligand, 
the nr is associated with nr corepressor complexes resulting in only a base-
line level of transcription. When a ligand binds to the ligand binding domain 
(LBD) of the nr, it induces conformational changes which subsequently 
result in the release of corepressors and recruitment of coactivators. The 
LBDs of many nrs are different among species, especially between animals 
and humans. Therefore, in vitro and in vivo animal models of CYP induction 
can be misleading, and these models are not recommended to be employed 
to predict the potential induction effect in humans.

10.1.3   Consequences
CYP induction can have profound and extensive effects on pharmacology 
and clinical practices. Specifically, CYP induction may lead to therapeutic 
efficacy reduction of a co- medication or the CYP inducer itself in the case of 
auto- induction. in addition, the augmented production of metabolites could 
induce toxicity.55

The ramifications of CYP induction on clinical and toxicological conse-
quences depend on multiple factors, such as (1) the induction potency and 
magnitude of the compound, (2) the threshold concentration and expo-
sure duration of the inducer for the induction to proceed, (3) the meta-
bolic properties of the inducer, (4) the duration of treatment of the inducer,  
(5) the duration of the induction after the inducer is withdrawn, (6) the 
route of administration, (7) the tissue location of the CYP induction, (8) 
the CYP inhibition potential of the inducer in addition to induction, (9) the 
CYP inhibiting nature of the co- medication, (10) the safety margin of the  
co- medication, (11) the exposure variability in the target patient population 
and (12) the translatability from pre- clinical to clinical observations and 
from animals to humans.

10.1.4   Screening Strategies
As a strong metabolic liability, CYP induction has prompted the pharmaceu-
tical industry to establish and routinely apply in vitro methods to screen com-
pounds in order to establish structure–activity relationships (SArs), which 
may help to eventually eliminate the liability.56

Several models to evaluate the induction of CYP enzymes have been 
established over the past decade (Figure 10.2). Since animal models are not 
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Figure 10.1    (a) overview of the receptor- mediated mechanism of enzyme induc-
tion. (1) The drug enters the cell through passive diffusion and/or 
active uptake. (2) The nuclear receptors, aryl hydrocarbon receptor 
(Ahr) and constitutive androstane receptor (CAr), are both located 
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in the cytoplasm, and pregnane X receptor (PXr) is mainly located in 
the nucleus. This scheme describes Ahr and CAr- mediated pathways 
only; however, PXr is activated in the same manner in the nucleus.  
(3) once the drug binds to receptors they are translocated to the nucleus.  
(4) The activated receptors form heterodimers with other factors [shown 
in (b)] which bind to response elements leading to the transcription of 
the respective CYP isoform. (5) mrnA translocates to the cytoplasm 
where the translation into CYP and other active proteins occurs. Activ-
ities regulated are phase 1 and 2 drug- metabolizing enzymes, such as 
CYPs and conjugating enzymes, as well as uptake and efflux transport-
ers. (b) nuclear receptors and their regulation of drug- metabolizing 
enzymes and transporter proteins. Activated nuclear receptors – Ahr, 
CAr and PXr – form heterodimers with Ahr nuclear translocator 
(ArnT, for Ahr) and retinoid X receptor (rXr, for both PXr and CAr). 
The heterodimers bind to target xenobiotic response elements (XrE) 
located in both the proximal and distal P450 gene promoters, result-
ing in the transcription of the respective CYP isoform. Proteins other 
than CYPs, such as Phase 2 enzymes and transporters, are regulated 
via these pathways. ArE, aryl hydrocarbon response element; PBrEM, 
phenobarbital- responsive enhancer module; XrEM, xenobiotic- 
responsive enhancer module. reproduced from ref. 1 with permission 
from Taylor & Francis, http://www.tandfonline.com/, Copyright 2008.

Figure 10.2    In vitro systems to evaluate CYP enzyme induction.
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predictable for the induction potential in humans due to the species dif-
ferences in the LBD of most nrs, most of the induction models are based 
on human reagents. There are several cell- free high- throughput models 
which involve measurement of the ligand binding to the expressed nr in 
scintillation proximity type assays (SPA).5 Another commonly used high- 
throughput cell- based model is a reporter gene assay which involves the 
coexpression of an nr together with a gene promoter region coupled to a 
reporter gene.6

Since the induction of CYP3A4 is considered most relevant and common 
for drug–drug interactions, the high throughput gene reporter assay (PXr) is 
used for screening compounds for their induction potential with respect to 
CYP3A4 in the discovery stage.7

However, the disadvantages of these high- throughput assays should also 
be considered. For example, the SPA- based binding assay is prone to false 
positive results, while the PXr reporter gene assay only represents the PXr- 
dependent induction pathway, neglecting other pathways of CYP3A4 induc-
tion that exist in vivo. ultimately, the present “gold standard” for assessing 
human CYP induction is to employ primary cultures of fresh or cryopre-
served human hepatocytes. in this system, all of the nrs, corepressors and 
activators, response elements and target genes are present in their natural 
environment. The Food and Drug Administration (FDA) considers data from 
a cell- based system more relevant to the in vivo situation. An FDA accepted 
method is to evaluate the enzyme induction potential of a compound in pri-
mary human hepatocytes from three individual donors after treatment with 
the drug of interest for three days. The extent of CYP expression and induc-
tion could be quantitatively assessed by measuring CYP enzyme mrnA levels 
when incubated with the investigational drug. A cut- off is determined from 
known positive and negative controls to calibrate the system. For example, a 
twofold or greater increase in mrnA and a response change of 20% or more 
than that of the positive control in the presence of an investigational drug are 
considered as a positive finding.8 Although there are drawbacks associated 
with the acquisition of human hepatocytes from multiple donors and big 
variability among different donors, a primary hepatocyte assay remains the 
most representative of the in vivo situation in humans.

10.1.5   Relevance
P450 enzyme induction, especially of CYP3A4, 1A2 and 2B6, can have pro-
found clinical consequences as they represent the most important CYP 
enzymes due to their high hepatic expression. As shown in Figure 10.1b, 
CYP1A2 can be induced via Ahr activation. it has been also reported that 
CYP1A2 can be induced via PXr activation or a combined CAr–PXr activa-
tion indirectly with an unknown mechanism. The direct PXr activation and 
the combined CAr–PXr activation can induce both CYP2B6 and CYP3A4 
enzymes. Examples of representative inducers of CYP isoforms 3A4, 1A2 and 
2B6 are shown in Figure 10.3. A more comprehensive list of CYP inducers can 
be found in a review by Hukkanen.33
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Figure 10.3    Examples of representative CYP inducers.
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10.2   Medicinal Chemistry Strategies to Mitigate 
CYP3A4 Induction Mediated by PXR Activation

Among the induction of several CYP enzymes, CYP3A4 induction rep-
resents the most significant clinical issue because CYP3A4 is involved in 
the metabolism of more than 50% of marketed drugs. As aforementioned, 
the predominant mechanism leading to CYP3A4 induction is through the 
activation of PXr, a member of the nr superfamily. A ligand- regulated 
DnA- binding transcription factor, human PXr contains a LBD, which is 
large, hydrophobic and flexible. Thus PXr is able to accommodate struc-
turally diverse ligands. it is generally accepted that the pharmacophore of 
hPXr agonists comprises an essential hydrogen- bond acceptor interacting 
with residue H407, and at least two flanking hydrophobic groups (prefer-
ably aromatic groups) forming critical hydrophobic interactions with the 
hPXr LBD. A third hydrophobic group would potentially increase potency, 
but is not necessary (Figure 10.4).34,35

Based on this putative model, several strategies to mitigate hPXr activa-
tion have been adopted by different groups, e.g. gao, et. al. as follows:34

  
 1.  introducing a polar substituent to the hydrophobic group.
 2.  removing or replacing the key hydrophobic group with a less hydro-

phobic group.
 3.  introducing steric hindrance or rigidifying the structure.
  
However, these structural elements are often responsible for the binding 
with the targeted protein to exert the desired pharmacology too. As such, it is 
very important to compare pharmacophore models of the desired target vs. 
hPXr in order to identify the precise scaffold optimization direction, which 
enables medicinal chemists to dial out the hPXr activity while maintaining 
the desirable on- target affinity.

in the following sections, we exemplify the hPXr mitigation strategies with 
literature examples which led to reduced off- target PXr activation liability 
without sacrificing the desired on- target activity. For clarity, examples which 

Figure 10.4    Pharmacophore of hPXr agonists.



205Cytochrome P450 Induction

could not sufficiently separate PXr activation from the on- target activity, or 
are difficult to rationalize, are omitted.

10.2.1   Introducing a Polar Substituent to the Hydrophobic 
Group

introducing a polar substituent to the hydrophobic group in order to disrupt 
its interaction with hPXr is the most successful strategy to mitigate CYP3A4 
induction. However, this polar substituent has to be tolerated in the binding 
pocket of target protein.

Examples

1

Cpd r1/r2 11β- 
HSD1  

(Ki, nM)

PXr  
activation 

(%)a

Cpd r1/r2 11β- HSD1 
(Ki, nM)

PXr activa-
tion (%)a

1.1- 1 H/H 0.7 30 1.1- 4 H/H 2.4 5
1.1- 2 Me/Me 0.88 60 1.1- 5 Me/Me 3.8 4
1.1- 3 Cyclo-

propyl
0.6 60 1.1- 6 Cyclo-

propyl
1.7 6.5

aPXr activity with a 2 µM concentration of individual compounds relative to the activity 
achieved with 10 µM rifampin in a luciferase reporter gene assay.

rew et al. from Amgen reported a novel cyclohexyl benzamide series of 11β- 
HSD1 inhibitors. They found that conversion of the nitrile group to the more 
polar primary amide significantly reduced PXr activation consistently for a 
series of analogues. As rationalized, the key to successfully diverting SAr of PXr 
vs. 11β- HSD1 was largely that this polar carboxamide group was tolerated in the 
11β- HSD1 binding pocket, where it formed a weak water- mediated hydrogen 
bond with a tyrosine residue as shown in a co- crystal structure.36

(continued)
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Examples

2

Cpd r α1i FLiPr iP depo-
larized (nM)

PXr (% rif at 10 µM)a

1.2- 1 — 61 63
1.2- 2a Ethyl 16 ± 6 52
1.2- 2b n- propyl 9 ± 4 73
1.2- 2c CH2CH2F 17 ± 4 53
1.2- 3a Ethyl 12 ± 4 26
1.2- 3b n- propyl 6 ± 1 11
1.2- 3c CH2CH2F 38 ± 5 56

aPXr activity with a 10 µM concentration of individual compounds relative to the activity 
achieved with 10 µM rifampin in a luciferase reporter gene assay.

Schlegel et al. from Merck disclosed a chemical series of 4,4- disubstituted 
quinazolinones as T- type calcium channel antagonists for the treatment of CnS 
disorders. The lead compound 1.2- 1 showed good potency, selectivity and in vivo 
efficacy, but it was a PXr activator. The fine- tuning of the halogen substitution 
pattern on the quinazolinone core was explored with basically no impact on PXr 
activation mitigation as seen for compounds 1.2- 2a- c. A more drastic approach 
was then explored by introducing the polar methyl 4- pyridyl N- oxide moiety at 
the 1- position of the quinazolinone core, which led to decreased PXr activation 
while maintaining potency for compounds 1.2- 3a- b bearing an ethyl and  
n- propyl substituent at the 4- position, respectively, but surprisingly not for 
monofluoroethyl derivative 1.2- 3c.37

3
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Examples

Kaizerman et al. from Amgen reported their efforts in addressing the PXr lia-
bilities of compound 1.3- 1, a potent hedgehog/smoothened (SMo) antagonist 
for the treatment of cancer. The initial efforts to mitigate the PXr activation 
focused on the removal of the lipophilic CF3 group on the left- hand phenyl 
ring or replacement with polar substituents, e.g. carboxamide, carboxyl, or 
hydroxymethyl. indeed, there was a general trend that reduced lipophilicity 
(reflected by LogD values) led to decreased PXr activation. The same trend was 
also observed when the phenyl group was replaced with more polar heteroaryl 
groups such as pyridyl, oxazolyl, imidazolyl, or pyrimidinyl. However, both 
approaches led to either reduced SMo potency or suboptimal drug metabolism 
and pharmacokinetics (DMPK) properties. Subsequently, simple removal of the 
CF3 gave analogue 1.3- 2 possessing the desired combination of SMo activity and 
reduced PXr liability. Encouraged by the effect of reducing lipophilicity on PXr 
mitigation, the authors introduced an additional N atom to the central phthala-
zine core, which led to the discovery of analogue 1.3- 3 with significantly reduced 
PXr activation while maintaining good SMo activity.38

4

Cpd r 11β- HSD1  
(iC50, nM)

PXr activation (%)

1.4- 1 11 92

1.4- 2 76 −1

1.4- 3 1 21

1.4- 4 5.8 21

1.4- 5 69 −2.5

Sun et al. from Merck identified a series of triazole analogs as potent and selec-
tive 11β- HSD1 inhibitors; however, the early lead compound 1.4- 1 was found 
to be a strong PXr activator. This team focused on the strategy of adding polar 
groups on the distal phenyl ring to mitigate this off- target liability based on a 
PXr docking model. indeed, replacement of the terminal phenyl with a series 
of polar groups led to decreased PXr activation, especially for compounds 1.4- 2 
and 1.4- 5, but at the cost of reduced HSD1 activity. Compounds 1.4- 3 and 1.4- 4 
demonstrated a good balance of reduced PXr activation and potent HSD1 inhi-
bition, though their ADMET properties had to be improved.39

(continued)
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Examples

5

Cpd r CCr1 iC50 (nM) PXr EC20/EC60 (µM)

1.5- 1 Ph 18 1.1/2.9
1.5- 2 3- (So2nH2)Ph 2.3 ± 1.1 >50/>50
1.5- 3 3- (Co2H)Ph 7.2 ± 1.1 >50/>50
1.5- 4 2.3 ± 0.6 1.4 (EC50)

1.5- 5 0.8 ± 0 41/>50

1.5- 6 0.8 ± 0.2 5.3/>50

1.5- 7 5.2 1.8 (EC50)

SAr exploration to mitigate PXr activation was reported by gardner et al. from 
BMS in a chemical series of CCr1 antagonists as shown below. The lead compound 
1.5- 1 was a potent CCr1 antagonist, but also a strong PXr activator as revealed 
by its low EC20 and EC60. The introduction of polar substituents, e.g. sulfonamide 
and carboxyl, could eliminate PXr off- target liability. However, both compounds, 
1.5- 2 and 1.5- 3, suffered from poor pharmacokinetic properties. The attempts were 
then to replace the phenyl with polar group- substituted cyclopentyls. An interest-
ing SAr study showed that the effect of a polar hydroxyl group on PXr activation 
was both site-  and stereochemistry- sensitive. The trans- 3- hydroxycyclopentane 
analogue 1.5- 5 showed greatly reduced PXr activation. Later on, the co- crystal 
structure of analogue 1.5- 7 with the PXr LBD was solved, which revealed that the 
intramolecular hydrogen bonding between the terminal hydroxyl and the central 
valine nH facilitated the gem- dimethyl group to occupy the hydrophobic pocket of 
the PXr LBD. The same hydrogen bonding effect has been proposed to explain the 
increased PXr activation of the cis analogue 1.5- 6 with an EC20 of 5.3 µM. Though 
it was not discussed in the paper, a similar H- bonding between the hydroxyl and 
the carbonyl could account for the increased PXr activation of analogue 1.5- 4. in 
contrast, it was not feasible to form such an intramolecular H- bond interaction for 
the trans isomer 1.5- 5, and the polarity of the hydroxyl group could lead to reduced 
PXr binding in this hydrophobic pocket. interestingly, the CCr1 activity was not 
affected along the PXr SAr exploration, which indicated the larger tolerability of 
the CCr1 binding pocket to modifications in the right- hand amide region.40
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Examples

6

Cpd r nS5B iC50 
(µM)

replicon 1b 
EC50 (µM)

PXr activation at 
10 µMa

1.6- 1 H 0.003 0.017 87%

1.6- 2 CH2CH2oH 0.002 0.007 3%

1.6- 3 CH2CH2 
CH2oH

0.002 0.014 5%

1.6- 4 0.003 0.008 9%

aPXr activity with a 10 µM concentration of individual compounds relative to the activity 
achieved with 10 µM rifampin in a luciferase reporter gene assay.

Fu et al. from novartis reported a chemical class of thiophene carboxylic acids 
as Hepatitis C virus (HCv) rnA- dependent rnA polymerase (nS5B) inhibitors. 
The lead compound 1.6- 1 was a strong CYP3A4 inducer despite its excellent 
anti- HCv potency in both enzymatic and replicon assays. Based on the co- 
crystal structure with nS5B, the substituent r in the α- position to carbonyl 
group was identified to be exposed to solvent, which allowed the use of a polar 
group at this position in order to destabilize the interaction of the molecule 
with PXr while maintaining potent nS5B inhibition. As expected, this strategy 
successfully led to the discovery of new hydroxyalkyl substituted analogues 
with significantly reduced CYP3A4 induction, as determined in both the PXr 
reporter gene assay and the human hepatocyte assay.41

10.2.2   Removing or Replacing the Key Hydrophobic Group 
with a Less Hydrophobic Group

Examples

1

aPXr activity with a 20 µM concentration of individual compounds relative to the activity 
achieved with 12.5 µM rifampin.

(continued)
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Examples

Fotsch et al. from Amgen described thiazolone derivatives as selective inhibitors 
of 11β- HSD1 for potential treatment of diabetes. An early lead compound 2.1- 1 
showed potent and selective 11β- HSD1 activity. However, this compound was 
associated with the liability of PXr activation, determined in the human PXr 
reporter gene assay. The medicinal chemistry strategy of mitigating PXr acti-
vation was to replace the lipophilic substituent at the 5- position of 2.1- 2 with a 
polar group. indeed, with the introduction of a polar tertiary alcohol, the PXr 
activation could be reduced. The subtle change on the left phenyl ring also had 
an impact on the PXr activation. The para- fluoro substituted analogue 2.1- 3 
demonstrated slightly reduced PXr activation. The (S)- isomer of 2.1- 3 gave fur-
ther improved 11β- HSD1 activity and reduced PXr activation. The reduced PXr 
activation was nicely translated into the decreased CYP3A4 mrnA expression 
and enzyme activity in human hepatocytes. interestingly, during the PXr optimi-
zation, the 11β- HSD1 activity was basically not affected. The co- crystal structure 
of (S)- 2.1- 3 with 11β- HSD1 elucidated this diverted SAr for PXr and 11β- HSD1. 
The gem- dimethyl of the tertiary alcohol formed favorable hydrophobic inter-
actions with the residues of 11β- HSD1, while the hydroxyl group pointed to the 
solvent exposing area.42

2

Cpd r1 r2 hBK1 (Ki, nM) PXr (%)a

2.2- 1 CH3CH2o CF3 1.5 89
2.2- 2 CH3CH2o 0.6 15

2.2- 3 CHF2CH2o CF3 1.5 99
2.2- 4 CHF2CH2o 1.2 23

2.2- 5 CHF2CH2o 1.4 28

2.2- 6 CHF2CH2o 1.9 37

2.2- 7 CHF2CH2o 2.6 58
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Examples

2.2- 8 CHF2CH2o 0.4 21

2.2- 9 CHF2CH2o 0.5 8

2.2- 10 CHF2CH2o 1.1 37

2.2- 11 CHF2CH2o
 

0.2 68

aPXr activity with a 10 µM concentration of individual compounds relative to the activity 
achieved with 10 µM rifampin in a luciferase reporter gene assay.

in an attempt of solving PXr off- target liability associated with the trifluoroacet-
amide biaryl class of bradykinin B1 receptor antagonists, Kuduk et al. at Merck 
discovered that the replacement of the trifluoroacetamide with the isoxazole car-
boxamide was essential to address this issue. Compared to the trifluoromethyl 
group, the introduction of the relatively polar isoxazolyl likely destabilized the 
hydrophobic interaction with the PXr LBD at this position. Also, this hypothesis 
could be supported by the PXr SAr trend that the more lipophilic the substitu-
ent on the isoxazole ring, the higher the PXr activation. The polar methoxyl sub-
stituted isoxazole analogue showed the least PXr activation.43

3

BMS scientists reported a novel triazolopyridine class of human 11β- HSD1 inhib-
itors, e.g. compound 2.3- 1, which possessed excellent HSD1 inhibitory activity. 
However, this class of compounds was typically associated with a strong PXr 
activation liability. A systematic SAr study was carried out to separate the PXr 
transactivation from the desired HSD1 inhibition, which eventually led to the 
discovery of a new class of shortened HSD1 inhibitors with much reduced PXr 
activation as exemplified by compound 2.3- 2. no explanation for reduced PXr 
activation was given, but very likely it could be ascribed to the removal of the 
lipophilic phenyl ring essential for the hydrophobic interactions with PXr. Fortu-
nately, the absence of the left- hand phenyl ring did not affect HSD1 activity.44
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10.2.3   Introducing Steric Hindrance or Rigidifying the 
Structure

Examples

1

Cpd r1/r2 HCv EC50 
(µM)

PXr acti-
vation 
(%)a

Cpd r1/r2 HCv EC50 
(µM)

PXr acti-
vation 
(%)a

3.1- 1 H/H 0.7 82 3.1- 4 H/H 0.3 14
3.1- 2 H/F — 72 3.1- 5 H/F — 30
3.1- 3 Cl/H 0.3 92 3.1- 6 Cl/H — 15

aresults are expressed as % PXr mediated induction of the SEAP reporter gene with 
respect to positive control (10 µM rifampicin).

Harper et al. from Merck reported a series of zwitterionic indole- N- acetamides 
as allosteric inhibitors of HCv nS5B polymerase, which demonstrated not only 
potent anti- HCv activity, but also unwanted strong PXr activation as exempli-
fied by compounds 3.1- 1- 3. Through systematic PXr SAr study, the authors pos-
tulated that this off- target liability was associated with the acetamide side chain. 
To solve this issue, they pursued a strategy of increasing rigidity to presumably 
destabilize PXr binding. As a result, compounds 3.1- 4- 6 showed consistently 
decreased PXr activation as determined in a reporter gene assay.45
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Examples

2

aigF- 1r kinase iC50.
b% Transactivation of PXr receptor, compared to rifampicin at 10 µM concentration.

Zimmermann et al. from BMS systematically studied the PXr SAr of a ben-
zimidazole class of igF- 1r inhibitors. Their representative first generation 
igF- 1r inhibitor compound 3.2- 1 was a strong PXr activator. its aromatic 
3- chlorophenyl substituent was likely an essential element for the PXr binding. 
As their first attempt to mitigate PXr activation, the lipophilic 3- chlorophenyl 
ring of 3.2- 1 was replaced with substituted imidazoles, which led to the discov-
ery of a representative compound 3.2- 2 with partially reduced PXr activation. As 
an alternative approach, the replacement of the left- hand side morpholine with 
larger and more polar groups was explored, which turned out to be a win–win 
solution for both igF- 1r activity improvement and PXr mitigation. Compounds 
3.2- 3 and 3.2- 4 showed essentially no PXr activation and improved igF- 1r activ-
ity, which might indicate that the left hand side was exposed to the solvent area 
in the igF- 1r binding pocket. Finally, combining the polar and rigid left- hand 
piperidine and the right- hand imidazole moiety gave PD study candidate com-
pound 3.2- 5 with optimal DMPK properties. However, the story did not end here 
as compound 3.2- 5 showed strong CYP3A4 induction in human hepatocytes 
despite no PXr transactivation. This unexpected finding indicated the possible 
existence of non- PXr meditated CYP3A4 induction pathways and also high-
lighted the translational importance of the human hepatocyte assay for CYP3A4 
induction assessment.46
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Examples

3

aExpressed as a percentage of the induction seen with rifampicin when both compounds 
are incubated with human hepatocytes at a concentration of 10 µM.

Weiss et al. from Amgen explored the bicyclic heteroarylsulfonamides as nav1.7 
inhibitors for the treatment of pain. The prototype compound 3.3- 1 demonstrated 
strong CYP3A4 induction in human hepatocytes. replacing the CF3 substituent 
on ring C with a meta- fluoro substituted aryl ring provided compound 3.3- 2 with 
significantly reduced CYP3A4 induction and improved nav1.7 activity, but unfor-
tunately suboptimal pharmacokinetics. The reduced CYP3A4 induction was likely 
due to the introduction of steric hindrance which led to a disfavored interaction 
with PXr. next, substituting the 4- aminopyrimidine head group with 4- amino 
isoxazole afforded compound 3.3- 3 with increased nav1.7 activity and desirable 
pharmacokinetics at the cost of elevated CYP3A4 induction, as reflected by the 
high PXr activation. replacing the small fluoro- substituent on D ring with a large 
CF3 group (and the chloro- substituent on ring C by fluoro) to give compound 3.3- 
4 eventually dialed out PXr activation while maintaining nav1.7 activity and the 
favorable pharmacokinetic profile of compound 3.3- 3.47

4

The chemical class of benzothiazine sulfonamides represented by compound 
3.4- 1 was described to show potent rorγτ inverse agonism. However, most of 
the analogues were also strong PXr activators assessed using a transactivation 
assay in Hepg2 cells. Based on the X- ray co- crystal structures of 3.4- 1 with the 
LBDs of both rorγτ and PXr, Murali Dhar et al. from BMS moved the hydroxy-
propyl acetamide side chain from position 2 of the benzothiazine ring to posi-
tion 3 in order to improve selectivity of rorγτ vs. PXr by creating a steric clash 
with the corresponding residues in the PXr LBD. This rational design success-
fully led to the discovery of compound 3.4- 2 with similar rorγτ potency and 
much decreased PXr activity.48
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10.3   Medicinal Chemistry Strategies to Mitigate 
Induction of Other P450 Enzymes

To the best of our knowledge, there are no literature reports on the mitiga-
tion of CYP2B6 induction and only very few examples of CYP1A2 induction 
mitigation. However, considering that both CYP2B6 and CYP1A2 enzymes 
can be induced by PXr activation, the general strategies of mitigating 
CYP3A4 induction can be potentially applied to the mitigation of CYP2B6 
and CYP1A2 inductions also. There is one example of mitigating CYP1A2 
induction reported by Engers et al. from vanderbilt university in their discov-
ery of selective metabotropic glutamate receptor 4 (mglu4) positive allosteric 
modulators (PAMs) (Scheme 10.1). Early compound 4- 1 suffered from strong 
CYP1A2 induction as measured by Ahr activation studies. optimization of 
the substituents at the 1-  and 3- position of the 6- indazolyl group led to com-
pound 4- 4, which was not only devoid of CYP1A2 activation liability but also 
a more potent mglu4 PAM as compared with 4- 1.49

10.4   In Silico Models for Predicting P450 Enzyme 
Induction

To date, a number of computational models based on the three- dimensional 
structures of the PXr- ligand binding domain (protein based) as well as the 
pharmacophores generated from known PXr activators (ligand based) have 

Scheme 10.1    mglu4 examples from vanderbilt university.
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been developed for quantitative structure–activity relationship (QSAr) pre-
diction of new drug candidates to varying degrees of accuracy.50–52

The correlation of P450 induction, e.g. CYP3A4 and CYP2B6 induction, and 
the molecular properties of structurally diverse activators and non- activators 
have been extensively studied. in particular, molecular weight and lipophilic-
ity are reported to be correlated to a certain level with CYP3A4 induction.53

in general, the in silico models are of interest to medicinal chemists for 
designing new compounds of low P450 induction potential at the early stage 
of drug discovery and prioritizing compounds for in vitro testing if there 
is limited assay capacity. However, considering the existence of different 
mechanisms to induce P450 enzymes, the overall large and flexible ligand 
binding pockets of nuclear receptors, and the limitation of the size of the 
training data sets used for the development of in silico models, predicting 
P450 enzyme induction, especially CYP2B6 induction, will be associated with 
significant uncertainty.
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11.1   Cytochrome- P450 Inhibition
11.1.1   Introduction
Cytochrome P450s (CYPs) comprise a superfamily of haem- containing 
proteins that are predominantly expressed in the liver and catalyse the 
metabolism of a broad range of exogenous and endogenous molecules.1–3 
The inhibition of drug metabolism may result in undesirable elevations in 
plasma drug concentrations; therefore an understanding of the potential for 
CYP inhibition is important from both a therapeutic efficacy and a safety 
stand- point.4 Most drug- like compounds whose clearance is dominated by 
cytochrome P450- mediated oxidation are metabolized by the following iso-
forms: 1A2, 2C9, 2C19, 2D6 and 3A4 (see Table 11.1).5,6 Inhibition of any of 
these CYP isoforms may lead to concerns about co- medication with other 
compounds. In general, significant drug–drug interactions occur only when 
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two or more drugs compete for the same enzyme, and when the metabolic 
reaction catalysed by this enzyme is a major elimination pathway.7 The mech-
anisms of CYP inhibition can be broadly categorized into reversible and 
irreversible inhibition. reversible inhibition is probably the most common 
mechanism responsible for documented drug interactions and will be the 
focus of this chapter. Drug–drug interactions (DDI) can also occur as a result 
of the induction of CYPs following prolonged drug treatment;3 this topic is 
covered in Chapter 10. In terms of DDI, compounds are often described as 
‘victims’ or ‘perpetrators’. Perpetrators are compounds that inhibit or induce 
drug- metabolizing enzymes and/or drug- transporting proteins. Victim com-
pounds are those which are metabolized by drug metabolizing enzymes and/
or transported by drug- transporter proteins.

11.1.2   Structure
CYPs have molecular weights of approximately 50 kDa and a single haem–
iron centre in the active site.8 The iron is tethered to the protein via an axial 
cysteine thiolate ligand. This cysteine and several flanking residues are highly 
conserved in known CYPs. A water molecule resides at the additional Fe- axial 
site, which is displaced upon binding of a substrate. x- ray crystal structures 
of several human CYP enzymes have been solved, enabling structure- based 
ligand design to overcome CYP inhibition in several drug discovery projects.9 
representative co- crystal structures of ligands bound to the active site of CYP 
1A2, CYP 2C9, CYP 2C19, CYP 2D6 and CYP 3A4 are shown in Figure 11.1. key 
protein residues are highlighted.

11.1.3   Mechanisms
The mechanisms of CYP inhibition can be broadly categorized into revers-
ible and irreversible inhibition.10 reversible inhibition may be competitive 
or non- competitive. Competitive reversible inhibition occurs when two 
drugs compete for the same CYP enzyme, irrespective of whether they are 
substrates for that enzyme.11–13 In non- competitive reversible inhibition, 

Table 11.1    Comparison between enzyme levels in human hepatic P450 comple-
ment and percentage involvement in drug metabolism. Adapted from 
ref. 5 with permission from Bentham science Publishers ltd.

CYP
Percentage P450  
complement

Percentage drugs  
metabolized

1A2 13 10
2A6 4 3
2B6 1 4
2C 19 35
2D6 3 15
2e1 7 3
3A4 28 36
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drugs bind to a site other than the active site (an allosteric site).14 Irreversible 
inhibition of CYP enzymes occurs when compounds are transformed into 
reactive species in the CYP active site. The reactive species can then cova-
lently bind to residues in the active site, leading to enzyme inactivation. This 
process is often termed “time- dependent” inhibition.15–17 The CYP catalytic 
cycle consists of at least seven discrete steps that include binding of the sub-
strate to the ferric form of the enzyme, reduction of the haem group from the 

Figure 11.1    representative co- crystal structures of ligands bound to the active site 
of CYP 1A2 (PDB ID 2hI4), CYP 2C9 (PDB ID 5k7k), CYP 2C19 (PDB 
ID 2GQs), CYP 2D6 (PDB ID 3TDA) and CYP 3A4 (PDB ID 3nUx). The 
haem is depicted as a stick model and coloured yellow. The solvent- 
accessible molecular surfaces of bound ligands are coloured blue.  
key protein residues are highlighted.
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ferric to the ferrous state by an electron provided by reduced nicotinamide 
adenine dinucleotide phosphate (nADPh) via CYP reductase, binding of 
molecular oxygen, transfer of a second electron from CYP reductase and/or 
cytochrome b5, cleavage of the o–o bond, substrate oxygenation and prod-
uct release.8 A representative schematic of the catalytic cycle of cytochrome 
P450 is highlighted in Figure 11.2.18 In mechanistic terms, reversible inter-
actions arise as a result of competition at the CYP active site, which proba-
bly involves only the first step of the CYP catalytic cycle. Compounds that 
act to inhibit during or subsequent to the oxygen transfer step are generally  
irreversible inhibitors.

11.1.4   Screening Strategies
It is highly desirable to avoid developing drug candidates with the potential 
for drug–drug interactions. hence, the assessment of potential drug inter-
actions of compounds during the early stages of drug discovery is essen-
tial.10,19–22 since human liver samples and recombinant human CYPs are 
now readily available, they are widely used as in vitro screening tools to pre-
dict the potential for in vivo drug interactions in drug discovery programs. 
Isoform- specific substrates are incubated individually with a range of test 

Figure 11.2    The catalytic cycle of cytochrome P450. reproduced from ref. 18 with 
permission from The American society for Biochemistry and Molecu-
lar Biology, Inc.
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compound concentrations in the presence of human liver microsomes (or 
expressed enzyme) and cofactor. At the end of the incubation, the formation 
of metabolite is monitored by liquid–chromatography tandem mass spec-
trometry (lC–Ms/Ms) or fluorescence, at each of the test compound con-
centrations. Typically, percentage inhibition data (percentage inhibition at 
a single concentration of test compound at a single time point) are used to 
initially assess/rank order the reversible DDI potential of compounds. For 
compounds of significant interest, CYP inhibition data expressed as the con-
centration giving 505 of maximum inhibition (IC50) or inhibition constant 
(Ki) data may be generated (using multiple substrate concentrations, single 
time point and multiple inhibitor concentrations) and used in conjunction 
with (predicted) clinical pharmacokinetic data to determine if an in vivo clini-
cal DDI study is required. This analysis can use a number of different models, 
including basic, mechanistic static or dynamic (e.g., physiologically based 
pharmacokinetic) models.19,21 A study by obach et al. evaluated the utility of 
in vitro data for prediction of drug–drug interactions for a variety of drugs 
in the clinical setting. The authors concluded that in vitro inhibition data 
could be reliably used for predictions of CYP 1A2, CYP 2C9, CYP 2C19 and 
CYP 2D6 DDI, while for CYP 3A4, the effects of both hepatic and intestinal 
metabolism should be considered.22 In silico tools are available for predicting 
CYP inhibition and are used to guide medicinal chemistry design towards 
compounds with a lower DDI risk.20 For example, Gleeson et. al. generated 
in silico quantitative structure–activity relationship (QsAr) models to predict 
the extent of inhibition of a number of cytochrome P450 isoenzymes using 
both linear and non- linear statistical methods, and a set of easily interpreta-
ble descriptors. The models were statistically significant, agreed with known 
sAr, and could be used as a guide to assess the P450 liability of molecules for 
a particular isoform. The authors noted that hybrid models using bulk and 
fragmental descriptors performed better than bulk property QsAr descrip-
tors alone.23 A report by leach and kidley described how quantum mechan-
ical calculations of binding energies for aromatic heterocycles to the haem 
iron can provide a quantitative link between observed co- crystal structures 
and measured biochemical inhibition. Indeed, the compounds predicted to 
be the tightest binders corresponded to the most potent inhibitors in exper-
imental assays of cytochrome P450 inhibition, especially when weighted for 
lipophilicity- based expectation.24

11.1.5   Relevance
Drug–drug interactions (DDI) are a significant safety concern as substantial 
changes in blood and tissue concentrations can alter the safety and efficacy 
profile of a drug and/or its metabolites, especially for drugs with a narrow 
therapeutic index or when patients take multiple medications concurrently. 
It is reported that DDIs from polypharmacy are responsible for approximately 
26% of adverse events leading to hospitalization.25 DDIs are a major regu-
latory hurdle which can lead to early termination of development, refusal 
of approval, dosage adjustments, prescribing restrictions or withdrawal of 
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drugs from the market. Guidance documents are available from regulatory 
agencies that detail a number of in vitro assays designed to detect potential 
DDIs and identify whether additional clinical studies are required prior to 
launch of the drug to market.26
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11.2   Medicinal Chemistry Strategies to Modulate 
CYP Inhibitory Activity

11.2.1   The Effects of Molecular Properties on CYP Inhibitory 
Activity

In 2008, Gleeson analysed data from multiple ADMeT assays run within Gsk, 
including cytochrome P450 1A2/2C9/2C19/2D6/3A4 inhibition assays, and 
concluded molecular weight (MW) and lipophilicity [log of the partition coef-
ficient (logP)] to be key characteristics that determine ADMeT liabilities, with 
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almost all ADMeT parameters deteriorating with either increasing MW, logP 
or both, and with ionization state having either a beneficial or detrimental 
effect depending on the parameter in question.27 In a follow- up study, Glee-
son et al. reviewed the effects of common substituents on ADMeT parame-
ters, again including data from Gsk cytochrome P450 1A2/2C9/2C19/2D6/3A4 
inhibition assays, using a matched molecular pair analysis.28 key trends 
relating to specific CYP isoforms from these analyses, alongside data from 
the matched molecular pair analysis of the CheMBl database, will be high-
lighted in the CYP isoform- specific sections of this chapter. In a later report 
from Young et al.,29 the effects of chromatographic hydrophobicity measure-
ments and aromaticity on ADMeT parameters that include CYP inhibition 
was investigated. The authors showed compound hydrophobicity (either 
measured or predicted Chrom log Dph7.4) and the number of aromatic rings 
(#Ar) to be key molecular descriptors in determining likely levels of CYP 
inhibitory activity. In this analysis, data were interrogated across the five P450 
isoforms regularly screened at Gsk in bactosome assays with 50 000–70 000 
data points available. Table 11.2 summarises wherein particular descriptors 
showed effects. The 1A2 isoform only interacted with smaller, flatter, mole-
cules (those with a higher proportion of aromatic rings rather than #Ar per se).  
The effect of increasing activity with increased size was apparent for the 
2D6, 2C9, 2C19 and 3A4 isoforms; evidence was also observed for an activity  
increase with particular charge states, as expected. The effect of measured 
Chrom log Dph7.4 on 2D6, 2C9, 2C19 and 3A4 was demonstrated, with  
bi- linear responses for 2D6, 2C9, 2C19 and 3A4. Aromatic ring count also had 
a clear influence on the activity of 2C9, 2C19 and 3A4.

In addition, over the last approximately 15 years, the pharmaceutical 
industry and academia have produced a wealth of CYP structural informa-
tion (liganded and apo), enabling structure- based ligand design to overcome 
CYP inhibition. representative examples are highlighted in later sections.9

Table 11.2    Influence of descriptors on P450 binding activity. +, ++, +++ represent 
increasing effects of the parameter; minus signs at either end (e.g. − +++ −)  
are indicative of a bi- linear relationship. Adapted from ref. 29 with per-
mission from elsevier, Copyright 2011.

CYP 
isoform

Chrom log  
Dph7.4 size (CMr) #Ar recognition factors

1A2 − − ++ − %Ar not #Ar highly aromatic/flat 
structures, smaller/
hydrophobic

2D6 − +++ − − ++ − +++ hydrophobic, optimum 
size, basic

2C9 − +++ − − ++ − +++ hydrophobic, optimum 
size, aromatic, acidic

2C19 − +++ − − ++ − +++ hydrophobic, optimum 
size aromatic, basic

3A4 − +++ − +++ +++ hydrophobic, large, aro-
matic, basic
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11.2.2   Matched Molecular Pair Changes to Modulate CYP 
Inhibitory Activity

A matched molecular pair analysis of the cytochrome P450 inhibition assay 
data in the CheMBl database,30 was performed using MedChemica propri-
etary software.31 In the matched molecular pair method, the average effect 
of a substituent on a biological parameter is estimated by analysing all the 
molecular pairs obtained where the only change in structure involves a sin-
gle, localized substituent.32,33 A number of MedChem design strategies to 
reduce CYP inhibition are highlighted from this analysis, that are applicable 
across CYP isoforms:

11.2.2.1  Blocking Aromatic Nitrogen With a Flanking Methyl 
Group

A general approach for all CYPs (3A4, 2D6, 2C9, 2C19, 1A2) is to add a flank-
ing group (e.g. a methyl group) next to the aromatic nitrogen to reduce the 
capability of the nitrogen lone pair to effectively coordinate to the haem 
group. examples are highlighted in Table 11.3.

Table 11.3    Blocking aromatic nitrogen with a flanking methyl group can minimise 
CYP inhibitory activity.

examples Matched Paira notes reference

1 Janus kinase 2 (JAk2) 
inhibitors. Pyridine 
nitrogen was suggested 
to bind the iron haem 
group. Adding a flanking 
methyl group reduced 
binding to 3A4, without 
affecting JAk2 inhibition.

34

2 human transient receptor 
potential vanilloid type 
1 (hTrPV1) binders. The 
flanking methyl group 
reduced binding to 3A4 
and 2D6, without affect-
ing hTrPV1 inhibition.

35

(continued)
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examples Matched Paira notes reference

3 hTrPV1 binders from the 
same series as example 
2. The flanking methyl 
group reduced binding 
to 3A4 and 2D6, however 
this matched pair lost 
sevenfold in hTrPV1 
binding.

35

4 retinol binding protein 4 
(rBP4) binder. The flanking 
methyl group reduced bind-
ing to 3A4 without effect on 
rBP4. however, inhibition of 
2C9 increased approximately 
fivefold.

36

5 Beta- site amyloid precursor 
protein cleaving enzyme 
1 (BACe1) inhibitors. The 
flanking methyl group 
reduced binding to 2D6 
without affecting BACe1 
activity. The program used 
structure- based design.

37

6 20-hydroxyeicosate-
traenoic acid (20- heTe) 
inhibitors had pan CYP 
inhibition. The flanking 
methyl group reduced 
binding to all CYPs but 
also caused a 30- fold drop 
in target potency.

38

7 Activators of cardiac 
myosin.

39

a Cytochrome P450 inhibition data is taken directly from the publication and converted to IC50 
in µM concentration.

Table 11.3    Blocking aromatic nitrogen with a flanking methyl group can minimise 
CYP inhibitory activity.  (continued)
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Table 11.4    Changing the heterocycle can minimise CYP inhibitory activity.

examples Matched Paira notes reference

8 Acid pump 
antagonists 
(APAs), several 
matched pairs are 
represented in 
this publication 
where triazole 
is replaced with 
pyrimidone.

40

9 The inhibition of 
2C9 was studied; 
there are many 
matched pairs in 
this paper.

41

a Cytochrome P450 inhibition data is taken directly from the publication and converted to IC50 
in µM concentration.

11.2.2.2  Changing the Heterocycle
A general approach for all CYPs, examples for 3A4 and 2C9 are highlighted 
in Table 11.4.

11.2.3   Strategies to Mitigate CYP 1A2 Inhibition
CYP 1A2 is implicated in the metabolism of drug molecules, such as parac-
etamol and phenacetin, as well as caffeine.27,42 As highlighted by Gleeson, 
(see Figure 11.3a–c), molecular weight is an important parameter in deter-
mining the extent of 1A2 inhibition, with 1A2 activity generally decreas-
ing with increasing molecular weight.27 This finding is consistent with the 
reported crystal structure of 1A2, which displays a narrow cavity of limited 
volume compared with other isoforms,42 and is also consistent with the 
results of Burton et al.43 who found that size and aromaticity were the key fea-
tures discriminating inhibitors vs. non- inhibitors. Collectively, these results 
indicate that steric factors associated with the 1A2 active site restrict all but 
the smallest molecules from binding effectively.44 Ionization state plays a rel-
atively small role in determining 1A2 activity, and this can be rationalized by 
the lack of ionizable residues capable of making interactions with ligands 
within the active site.42 The influence of lipophilicity on 1A2 inhibitory activ-
ity is also weak, relative to the influence of MW.27,45
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The reported co- crystal structure highlights the relatively narrow, planar 
substrate binding cavity that is highly adapted for the size and shape of sub-
strates that are oxidized by the enzyme.42 knowledge of the key recognition 
features driving 1A2 activity may be useful to enable structure- based ligand 
design to overcome CYP 1A2 inhibition in drug discovery projects, although 
no examples are to- date available in the publicly accessible scientific literature.

Figure 11.3    relationship between CYP- 1A2 inhibition (a–c) and CYP- 2C9 inhibi-
tion (d–f) with respect to MW (top), ionization state (middle), and a 
combination of calculated log partition coefficient (clogP) and ioniza-
tion state (bottom) for 49 837 and 51 097 molecules measured in the 
respective assays. The green solid lines denote clogPs < 3, the orange 
dashed lines denote clogPs 3–5, and the red dotted lines denote clogPs 
> 5. The error bars denote the 95% confidence limits of the mean. 
reproduced from ref. 27 with permission from American Chemical 
society, Copyright 2008.
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11.2.3.1  Matched Molecular Pair Transformations Specific to 
Reducing CYP 1A2 Inhibition

A matched molecular pair analysis of the cytochrome P450 inhibition 
assay data in the CheMBl database,30 performed using MedChemica 
proprietary software31 highlighted a number of examples specific to 1A2, 
Table 11.5.

Table 11.5    Matched molecular pair examples specific to CYP 1A2, derived from 
analysis of the cytochrome P450 inhibition assays in the CheMBl data-
base,30 performed using MedChemica proprietary software.31

examples Matched Paira notes reference

10 CYP 1B1 inhib-
itors. A small 
increase in size 
can be enough 
to reduce inhi-
bition in CYP 
1A2.

46

11 In the same 
publication as 
example 10, the 
change from 
non- polar to 
polar group 
yields a large 
change in 
inhibition

46

12 sodium ion- 
channel inhibi-
tors. In this case 
the addition of 
a methyl group 
gave a dramatic 
decrease in CYP 
1A2 activity.

47

a Cytochrome P450 inhibition data is taken directly from the publication and converted to IC50 
in µM concentration.
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11.2.4   Strategies to Mitigate CYP 2C9 Inhibition
CYP 2C9 is polymorphically expressed and is implicated in the metabolism 
of drug molecules, such as phenytoin, tolbutamide and warfarin.48 Molecu-
lar weight plays an important role in determining the extent of 2C9 inhibi-
tion with molecules with MW's between 300 and 700 being on average the 
most potent, indicating that steric factors within the 2C9 active size gener-
ally prevent very large or very small molecules from binding optimally. Ion-
ization state is also an important factor, with acidic molecules having the 
highest 2C9 affinity on average.27,48 Indeed, Arg108 plays an important role 
in binding the acidic molecule flurbiprofen to 2C9.49 In terms of lipophilicity, 
Gleeson's 2008 analysis revealed that molecules with clogP < 3 had a mean 
2C9 negative log of the IC50 value when converted to molar (pIC50) value of 
4.6, those with clogP between 3 and 5 had a mean pIC50 value of 4.9, and 
those with clogP > 5 had a mean pIC50 value of 5.2 (see Figure 11.3d–f).27 
A number of reports have demonstrated how structure- based ligand design 
has been used to overcome CYP 2C9 inhibition issues in drug discovery proj-
ects.9,49–53 An example of this is from the Pfizer progesterone receptor (Pr) 
antagonist program in which trifluoromethanesulphonamide compounds 
such as 1, although antagonists of Pr, were found to strongly inhibit CYP 
2C9. In order to design analogues with reduced CYP 2C9 activity, a CYP 2C9 
homology model was used to predict the potential binding mode of com-
pounds within 2C9. The model predicted a key binding determinant to be a 
hydrogen bond network between the two sulphonamide oxygen atoms of the 
ligands and Arg108 and Asn204 of CYP 2C9. electrostatic mapping showed a 
significant increase in negative electrostatic potential on the sulphonamide 
oxygen atoms in the ionized versus the neutral form, and it was reasoned the 
interaction of CYP 2C9 with the ionized form of the sulphonamide group 
would lead to increased CYP 2CP binding through an enhanced hydrogen 
bonding interaction. The less acidic methanesulphonamide analogue (2) was 
synthesised, with the hypothesis that at physiological ph, the propensity of 
the sulphonamide motif to exist in an ionized form would be much reduced. 
Indeed, compound 2 was found to retain potency at the progesterone recep-
tor but lost inhibitory activity at CYP 2C9. A subsequently determined x- ray 
co- crystal structure of 1 bound to 2C9 confirmed the binding interactions 
predicted by the homology model, with the nitrile motif of 1 binding to the 
haem iron (Figure 11.4).52

11.2.4.1  Matched Molecular Pair Transformations Specific to 
Reducing CYP 2C9 Inhibition

A matched molecular pair analysis of the cytochrome P450 inhibition 
assay data in the CheMBl database,30 performed using MedChemica pro-
prietary software31 highlighted a number of examples specific to 2C9, see 
Table 11.6.
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Table 11.6    Matched molecular pair examples specific to CYP 2C9, derived from 
analysis of the cytochrome P450 inhibition assays in the CheMBl data-
base,30 performed using MedChemica proprietary software.31

examples Matched Paira notes ref erence

13 Peroxisome 
proliferator acti-
vated receptor 
α selective ago-
nists. A sixfold 
reduction in 
2C9 activity was 
achieved by a 
chloro to fluoro 
switch, with only 
a twofold loss in 
primary potency.

54

14 neurokinin‐3 
receptor antago-
nists (nk3r).

55

a Cytochrome P450 inhibition data is taken directly from the publication and converted to IC50 
in µM concentration.

Figure 11.4    Predicted hydrogen bonding interactions between sulphonamide oxy-
gens of compound 1 (green) and Arg108 and Asn204 in the CYP 2C9 
homology model (purple). structure and properties of compounds 1 
and 2; the CYP 2C9 percentage ionization (% I) data were generated at 
a 3 µM concentration. reproduced from ref. 52 with permission from 
the royal society of Chemistry.
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11.2.5   Strategies to Mitigate CYP 2C19 Inhibition
Cytochrome P450 2C19 is a member of the 2C family implicated in the metab-
olism of compounds such as omeprazole, propranolol and diazepam.48 From 
Gleeson's 2008 analysis of the sAr derived from 48 464 molecules with mea-
sured 2C19 pIC50s, CYP 2C19 inhibition shows little dependence on molec-
ular weight (MWT), even though this isoform is structurally very similar 
(91%) to CYP 2C9 (Figure 11.5a–c).27 The ionization state of a molecule is 

Figure 11.5    relationship between CYP 2C19 inhibition (a–c) and CYP 2D6 inhi-
bition (d–f) with respect to MW (top), ionization state (middle), and 
a combination of clogP and ionization state (bottom) for 48 464 and 
50 886 molecules measured in the respective assays. The green solid 
lines denote clogPs < 3, orange dashed lines denote clogPs 3–5, and 
red dotted lines denote clogPs > 5. The error bars denote the 95% con-
fidence limits of the mean. reproduced from ref. 27 with permission 
from American Chemical society, Copyright 2008.
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of minor importance in determining the extent of inhibition of 2C19, with 
neutral and basic molecules having only slightly higher mean 2C19 pIC50s 
than zwitterions and acids. The key observation being that 2C19 does not 
have the same affinity for acids as that found for 2C9. CYP 2C19 inhibition 
does show dependence on compound lipophilicity, with 2C19 inhibition on 
average increasing with increasing clogP.27

The first structure of human P450 2C19 was reported in 2012, providing 
insights into substrate and inhibitor binding to the enzyme. Comparison of 
the structure of the P450 2C19 0xV complex with structures of the closely 
related P450 2C9 isoform indicate the 2C19 active site cavity to be similar to 
that of the 2C9 flurbiprofen complex, but with more divergency in the more 
distal regions that include the helix B–C loop and the turn in the C- termi-
nal loop.56 knowledge of the key structural features of 2C19 should enable 
structure- based ligand design to reduce 2C19 inhibition issues in drug dis-
covery programs.

11.2.5.1  Matched Molecular Pair Transformations to Reduce CYP 
2C19 Inhibition

A matched molecular pair analysis of the cytochrome P450 inhibition assay 
data in the CheMBl database,30 was performed using MedChemica propri-
etary software.31 From this analysis, the design strategies that were identified 
to minimise CYP 2C19 inhibition were those included in the general strat-
egies highlighted in Tables 11.3 and 11.4, i.e. blocking aromatic nitrogen 
with a flanking methyl group and changing the heterocycle (e.g. Table 11.3,  
example 6).

11.2.6   Strategies to Mitigate CYP 2D6 Inhibition
CYP 2D6 is polymorphically expressed and is implicated in the metabolism 
of drug molecules, such as codeine, ondansetron, and quinidine.48,57 An anal-
ysis by Gleeson revealed that molecular weight displays a weak but clearly 
evident parabolic relationship with extent of 2D6 inhibition, and (similar 
to the trends observed for 2C9) this indicates that steric factors associated 
with the 2D6 active generally prevent very large or very small molecules from 
binding optimally [see Figure 11.5d–f].27 Ionization state is also an import-
ant factor, with basic molecules having the highest 2D6 inhibitory activity, 
followed by zwitterions, neutral molecules, and finally acidic molecules.58,59 
This is consistent with x- ray crystallography data, in which an acidic residue 
in the active site is shown to be capable of hydrogen bonding to bound inhib-
itors or substrates.58,60,61

Gleeson's analysis also revealed that as lipophilicity increases 2D6 inhi-
bition on average increases, although the dependency between 2D6 inhi-
bition and clogP differs when broken down by ionization state, with an 
increase in clogP having a larger effect on neutral, basic and zwitterionic 
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Figure 11.6    Compound 3 bound in the active site of CYP 2D6. notable distance 
measurements are shown by dashed lines with the distance indi-
cated in Å. Protein, haem and substrate carbons are coloured light- 
blue, brown, and pale- green, respectively. oxygen, nitrogen sulphur, 
fluorine, potassium and iron atoms are coloured red, blue, yellow, 
light- blue, grey and orange, respectively. The carbon between the 
sulphur and the ThP ring of 3 is indicated by the arrow. (B) Com-
pound 4 bound in the active site of CYP 2D6, where it forms a coor-
dinate covalent bond to the haem iron. The difference in position of 
4 relative to 3 is associated with significant changes for helix I, the 
helix F–G region and surrounding residues. For reference, the pro-
tein structure of the complex with 3 is shown with grey carbons (B). 
reproduced from ref. 37 with permission from American Chemi cal 
society, Copyright 2015.

molecules compared with that of acids. This would be expected due to the 
acidic nature of the active site.27 A number of reports have described how 
structure- based ligand design has been used to overcome CYP 2D6 inhibi-
tion issues in drug discovery projects.37,61–63 An example of this is from the 
Pfizer β- secretase (BACe1) inhibitor program, in which CYP profiling of the 
lead thioamidine series revealed exclusive metabolism via CYP 2D6 which 
precluded advancement of these molecules due to the potential for clinical 
DDI. Co- crystal structures of CYP 2D6 complexes with substrate 3 and its 
corresponding metabolic product pyrazole 4, a CYP 2D6 inhibitor, indicated 
that substituents adjacent to the thioamidine sulphur could reduce binding 
of these compounds to CYP 2D6.37 The combination of s2′ heterocycles with 
a thioamidine methyl group resulted in compounds (e.g. 5) with lower clear-
ance and a more balanced CYP metabolism profile, significantly reducing 
the potential for DDIs (Figures 11.6 and 11.7).
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Figure 11.7    structure and properties of compounds 3, 4 and 5 and effects of a 
methyl adjacent to sulphur on metabolism.37

11.2.6.1  Matched Molecular Pair Transformations Specific to 
Reducing CYP 2D6 Inhibition

A matched molecular pair analysis of the cytochrome P450 inhibition assay 
data in the CheMBl database,30 performed using MedChemica proprietary 
software,31 highlighted a number of examples specific to 2D6, see Table 11.7.

Table 11.7    Matched molecular pair examples specific to CYP 2D6, derived from 
analysis of the cytochrome P450 inhibition assays in the CheMBl data-
base,30 performed using MedChemica proprietary software.31

examples Matched Paira notes reference

15 A study of 2D6 
inhibition 
revealed that the 
addition of a phe-
nol group reduced 
binding. A phenol 
may have detri-
mental effects 
on other ADMeT 
properties.

64

16 selective norepi-
nephrine reuptake 
inhibitors (snrIs). 
In a similar fash-
ion addition of the 
polar oh group 
decreased 2D6 
inhibition.

65

(continued)
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examples Matched Paira notes reference

17 kappa opioid 
receptor agonists 
could be improved 
by the addition of 
a sulphonamide 
side chain.

66

18 similarly, addi-
tion of a sul-
phonamide group 
improved the 
2D6 DDI profile 
of another series 
of kappa opioid 
receptor agonists.

67

a Cytochrome P450 inhibition data is taken directly from the publication and converted to IC50 
in µM concentration.

11.2.7   Strategies to Mitigate CYP 3A4 Inhibition
CYP 3A4 is the most abundant CYP3 isoform68 and is implicated in the 
metabolism of drug molecules, such as ketoconazole, lidocaine and erythro-
mycin.48,57 Molecular weight is an important parameter, with 3A4 inhibition 
activity generally increasing with molecular weight.27 Indeed, the results of 
Gleeson's analysis indicate that compounds with MW > 700 have the same 
mean pIC50 value as in the 500–700 range, indicating that the 3A4 active site 
is considerably larger than those of the 2C9, 2D6 and 1A2 isoforms (Figure 
11.8).27 In a publication by Yano et al., the authors highlighted that whilst the 
active site of 3A4 may be the same size as other isoforms, the cavity toward 
the haem is considerably larger than that of other isoforms.69 Furthermore, 
results of studies by ekroos and sjoegren indicate that the 3A4 cavity has 
the potential to expand considerably on substrate or inhibitor binding.70 Ion-
ization state plays a role in determining the extent of 3A4 inhibition, with 
neutral molecules generally being more active at 3A4 than bases or zwitter-
ions and with acids being the least active. CYP 3A4 shows the characteristic 
dependency on lipophilicity, with the mean 3A4 pIC50 generally increasing 
as with clogP.27 Compounds with a larger fMF [a descriptor that describes 
the structural complexity of a compound based on the size of its molecular 
framework (MF) in relation to its overall size, with MF defined as the fraction 
of the size of the molecular framework versus the size of the whole molecule 
(fMF)71] may also have higher CYP 3A4 inhibition. For cases in lead optimi-
zation where it is difficult to decrease clogP and molecular size, it might be a 
viable alternative to lower the fMF to avoid CYP 3A4 inhibition.72

Table 11.7    Matched molecular pair examples specific to CYP 2D6, derived from  
analysis of the cytochrome P450 inhibition assays in the CheMBl data-
base,30 performed using MedChemica proprietary software. 31  (continued)
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Figure 11.8    relationship between CYP 3A4 inhibition with respect to MW (a), ion-
ization state (b), and a combination of clogP and ionization state (c) 
for 42 987 molecules measured in the 3A4 assay. The green solid line 
denotes clogPs < 3, the orange dashed line denotes clogPs 3−5, and the 
red dotted line denotes clogPs > 5. The error bars denote the 95% con-
fidence limits of the mean. reproduced from ref. 27 with permission 
from American Chemical society, Copyright 2008.
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CYP 3A4 has a large degree of flexibility of the active site, which can make 
CYP 3A4 x- ray co- crystal structures challenging to obtain. however, a num-
ber of CYP 3A4- liganded structures have been successfully obtained and 
these have been used to generate design hypotheses to reduce the CYP 3A4 
inhibitory activity or conversely for rational design of potent CYP 3A4 inhib-
itors.9,30,31,73–79 An example of the latter case is highlighted (Figure 11.9).  
In this work, sevrioukova and Poulos sought to improve the CYP 3A4 inhibi-
tory potency of ritonavir (often used as a pharmacoenhancer) to develop new 
CYP 3A4 inhibitors for anti- hIV combination therapy.76 ritonavir (CYP 3A4 
IC50 = 550 nM) is known to coordinate to the CYP 3A4 haem via the thiazole 
motif, and the effect on CYP 3A4 activity was investigated for a number of 
desoxyritonavir analogues in which the haem- ligating thiazole in ritonazir was 
replaced by an imidazole, oxazole, or pyridine groups. Pyridyl 6 is a represen-
tative example from this work and is superior to ritonavir in terms of inhibi-
tory potency (CYP 3A4 IC50 = 130 nM). This increase in 3A4 activity is likely to 
be due to the favourable stereoelectronic properties of the pyridine nitrogen 
and the increased structural flexibility of the desoxyritonavir backbone, which 
facilitates a stronger Fe–n bond and a binding conformation that optimizes 
protein−ligand interactions, in particular with ser119 (Figure 11.9).

Figure 11.9    Crystal structure of the CYP 3A4−6 complex shown in panel A. Com-
pound 6 (in magenta) binds to the haem via the pyridine nitrogen. 
Most of the ligand−protein interactions are provided by the phe-
nyl side groups, labelled as (1) and (2). Phenyl-1 is imbedded into a 
hydrophobic pocket lined with Phe108, leu210, leu211, Phe241 and 
Phe304 (shown in yellow sticks). steric clashing between phenyl-1 and 
Phe304, which is also observed in the CYP 3A4−ritonavir complex, 
leads to the I-helix displacement. For comparison, the haem, 369−370 
peptide, and I-helix of the superimposed ligand-free 1TQn structure 
are shown in pink. The structure and properties of ritonavir and 6 
are shown. reproduced from ref. 76 with permission from American 
Chemical society, Copyright 2013.
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Table 11.8    Matched molecular pair examples specific to CYP 3A4, derived from 
analysis of the cytochrome P450 inhibition assays in the CheMBl data-
base,30 performed using MedChemica proprietary software.31

examples Matched Paira notes ref erence

19 Glucocorticoid 
receptor (Gr) mod-
ulators optimized 
for agonist activity.

80

20 Compounds were 
targeting CYP 17 
inhibition. Addi-
tion of a polar 
group to a poten-
tial site of metab-
olism reduced 
inhibition of 3A4. 
several other 
matched pairs are 
described in the 
publication

81

21 Compounds were 
designed as CYP 
17/CYP 11B2 
inhibitors; the 
change from oh 
to oCh3 reduced 
3A4 inhibition but 
without affecting 
target inhibition.

82

11.2.7.1  Matched Molecular Pair Transformations Specific to 
Reducing CYP 3A4 Inhibition

A matched molecular pair analysis of the cytochrome P450 inhibition 
assay data in the CheMBl database,30 performed using MedChemica pro-
prietary software31 highlighted a number of examples specific to 3A4, see 
Table 11.8.

(continued)
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examples Matched Paira notes ref erence

22 human 
gonadotropin- 
releasing hor-
mone- receptor  
(hGnrh- r) antag-
onists. Addition 
of the acidic side 
chain significantly 
reduced 3A4 
inhibition.

83

23 hGnrh- r antag-
onists. A small 
change of chloro 
to fluoro effected a 
dramatic improve-
ment. such exam-
ples are rare.

83

a Cytochrome P450 inhibition data is taken directly from the publication and converted to IC50 
in µM concentration.

11.3   Summary
reducing or eliminating CYP inhibition during a drug design program is 
now possible with the wealth of specific knowledge for the five major iso-
forms. knowledge of the mechanisms, function, shape and electrostatics of 
CYP binding pockets, combined with analysis of inhibitory activity data of 
known CYP inhibitors and their physicochemical properties has led to clear 
tactics to design new molecules with reduced CYP liabilities.
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12.1   Introduction
Aldehyde oxidase (AO, EC 1.2.3.1) and xanthine oxidase (XO, EC 1.2.3.2) 
are metabolizing enzymes contained within the cytosolic compartment 
of many tissues in many species. The first literature reference to AO dates 
from the 1930s, but citations to this enzyme have been steadily growing ever 
since, especially in the last decade. As drug discovery research has moved 
towards different target gene families, synthetic methodology has allowed 
facile access to heteroaromatic systems, and the industry has developed a 
greater understanding of how to reduce P450- mediated metabolism, the 
role of non- P450 metabolism, such as by AO and XO, has been brought into 
sharp focus. In this chapter, we highlight the main features of this family of 
metabolising enzymes and support our view that this is an enzyme family 
of increasing importance in xenobiotic metabolism with several real- life 
examples.
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12.1.1   Enzyme Family
AO and XO belong to the xanthine oxidase family of enzymes,1 which are 
cytosolic complex molybdoflavoproteins containing two [2Fe–2s] clusters, 
flavin adenine dinucleotide (FAD) and the molybdenum cofactor moCo that 
are essential for enzyme activity.2–4 These enzymes catalyse the metabolism 
of a variety of aldehydes and azaheterocyclic- containing drug molecules.5

12.1.2   Expression
AO and XO are widely distributed across the animal kingdom from insects 
to fish to humans6 and expressed in many tissues.7 humans express a single 
functional protein AOX1, while AO in rodents and other animals exists in 
up to four isoforms (AOX1, AOX3, AOX3L1, AOX4). It is notable that human 
AOX1 is highly homologous with rodent AOX1, but significantly less homol-
ogous to other isotypes. XO exists in two isoforms (oxidase and dehydroge-
nase forms). Expression of both enzymes is by far the highest in liver in all 
species, including humans, and drug clearance mediated by both enzymes is 
dominated by liver- based activity. AO distribution in other tissues is highly 
species dependent. In humans, aside from the liver, AO activity has also been 
detected in excretory organs, such as lung, the gastrointestinal tract and kid-
ney, as well as in endocrine tissue and brain.8,9 Despite similarities in amino 
acid sequence there are marked species differences in protein expression.7,10

Genetic deficits in human XO have been described as resulting in xanthi-
nuria and the appearance of xanthine urinary stones.11 but no genetic defi-
ciency in AOX1 has been reported to date.

12.1.3   Activity
The catalytic activity of AO differs widely between species and across indi-
viduals within a single species. Understanding enzyme variations between 
species is crucial to being able to accurately predict human pharmacokinetic 
parameters. In the case of AO in particular this has proven to be lacking, 
leading to several clinical failures. Although the order of AO activity among 
animal species may vary depending on the substrate, it generally seems to 
be high in monkeys and humans and low in guinea pigs, rats and mice, 
whereas dogs are to a large extent deficient in activity. A recent study12 using 
several known AO substrates has demonstrated that minipig in vivo data is 
suitable to predict human in vivo clearance, with other reports also indicat-
ing that minipig is a good model for predicting human AO clearance.13 The 
active site may be sized differently in different species, contributing to this 
variability.8,14 Large activity differences have been observed among various 
strains in rats and mice15–17 and inter- individual variability has been noted 
within the human population.18,19 Indeed, hutzler et al. have reported large 
variations in AO activity between different batches of human hepatocytes.20 
While the exact causes of the observed variability in activity have yet to be 
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fully elucidated, the presence of allelic variants of the human AOX1 gene has 
been noted.21 While there have been some reports22 of variability in species 
activity of XO, variability in this enzyme appears to be considerably lower 
than in AO.

12.1.4   Structure
AO and XO show an amino acid sequence identity of approximately 40% in 
various animal species6,23 and both enzymes are active as a homodimer com-
posed of two identical subunits of approximately 150 kDa. Each subunit is 
subdivided into three distinct domains; a 20 kDa n- terminal domain, which 
binds two non- equivalent iron- containing clusters, a 40 kDa central domain, 
that contains a flavin adenine dinucleotide (FAD) binding site, and an 85 kDa 
C- terminal domain, that accommodates the molybdenum cofactor in close 
proximity to the substrate pocket.6 molybdenum (mo) is an essential com-
ponent of the enzyme and is required for enzyme catalysis along with FAD. 
It is biologically inactive until it becomes complexed to form the tetracyclic 
pyranopteridine complex24 termed “moCo” (Figure 12.1).

For many years, the crystal structure of bovine xanthine dehydrogenase 
was used as the model for mammalian XO and AO. The first crystal struc-
ture of a mammalian AO, that of mouse AOX3 (PDB 3Zyv), was published 
in 2012.25 This was subsequently followed by the first crystal structure of 
human AOX1 in 2015 26 of the free enzyme (PDB 4UhW) and of the enzyme 
bound with both an inhibitor (thioridazine) and a substrate (phthalazine) 
simultaneously (PDB 4UhX).

These studies enabled several hypotheses to be proposed about how AO 
functions and why AO and XO enzymes behave differently. The authors pro-
posed that in mammalian AOs, substrate access is via a wide, deep funnel 
that leads into the active site. Entrance to the funnel is determined by the 
flexibility of two loops, which they termed gates 1 and 2. These gates are lon-
ger and more flexible than the corresponding sites in XO, thereby allowing a 
much wider tolerance of substrate size and structure in AOs. Gate 2 in mam-
malian AOs features two acidic residues which can be envisaged as direct-
ing polar and/or positively charged groups toward the catalytic centre of the 
enzyme. Given the non- competitive nature of the inhibitor binding site, they 
also proposed this remote site as a general site for inhibition of AOs.

Figure 12.1    structure of the mo–pterin cofactor moCo.
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12.1.5   Mechanism
In a typical catalytic cycle, substrates are oxidized to products at the mo cen-
ter.27 The reducing equivalents are then passed to FAD, which is reoxidized by 
molecular oxygen, the final acceptor of the reducing equivalents produced, 
with h2O2 as the main by- product. The iron- containing centres function as 
mediators of electron transfer between moCo and the flavin cofactor and 
serve as electron sinks, storing reducing equivalents during catalysis.

The oxidative hydroxylation of substrates by AO and XO is complemen-
tary to that mediated by CyP450. Even though both enzyme families utilize 
molecular oxygen as the ultimate electron acceptor, the oxygen atom that is 
incorporated into the product during AO- mediated oxidative hydroxylation 
comes from water and not oxygen. The AO- catalyzed oxidation of azahet-
eroaromatic rings involves an initial nucleophilic attack at the carbon atom 
adjacent to the heteroatom. The susceptibility of a heterocycle to this nuc-
leophilic attack therefore defines whether or not that heterocycle is a sub-
strate for AO. A number of plausible mechanisms have been proposed for 
this initial nucleophilic attack; a recent report provides evidence favouring a 
concerted reaction mechanism (Figure 12.2).28

Figure 12.2    AO catalyzed oxidation of heteroaromatic rings. reproduced from ref. 
27 with permission from American Chemical society, Copyright 2013.
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12.1.6   Function and Substrates
The homeostatic function of XO is to oxidise hypoxanthine and xanthine 
into the terminal catabolite uric acid, but the physiological role of AO is as 
yet unknown. AO substrates include indole- 3- acetate, retinaldehyde and the 
two vitamins, nicotinamide and pyridoxal. Both enzymes catalyse an oxida-
tion reaction by a nucleophilic mechanism and using water as the source of 
oxygen that is incorporated into the metabolite. The primary difference in 
the two enzymes however is that XO can exist in two interconvertible forms, 
xanthine oxidase and xanthine dehydrogenase, while AO exists only in the 
oxidase form. AO utilizes only molecular oxygen as an electron acceptor, in 
contrast to XO, which can transfer electrons to both oxygen and nicotinamide 
adenine dinucleotide (nAD+). Both enzymes catalyze oxidation and reduction 
reactions of a large array of substrates although oxidation reactions are far 
more common.29 XO oxidizes primarily pyrimidines and purines. In general, 
AO has the ability to oxidize a broader range of substrates than XO, which is 
reflected in the AO literature being much more extensive in the context of 
drug discovery.4 Typical substrates of AO are compounds containing either 
an aldehyde function, nitro/nitroso compounds and nitrogen- containing 
aromatic heterocycles.5 since drugs themselves rarely possess aldehyde moi-
eties, the oxidation of aromatic azaheterocyclic groups to oxo- heterocycles 
is of most importance in drug discovery as these substituents are present in 
many drug molecules. nitrogen is often introduced into aromatic systems to 
reduce global lipophilicity and decrease P450- mediated clearance. Azahet-
eroaromatic systems have also lent themselves to particular gene families in 
recent years, for example as hinge- binding groups against kinase targets.30 
Finally, the increased use of high- throughput and highly efficient aromatic 
cross- coupling reaction methods has greatly increased the number of azahe-
teroaromatic drug candidates being made in discovery programmes across 
the industry.31,32

While XO recognises primarily purines and pyrimidine rings, quinolines, 
quinazolines, pyridines, pyrimidines, pyrazines and/or isomers and fused- 
ring analogues are all typical targets for oxidation by AO. In cases where a 
common substrate is recognised by both enzymes, the rate of metabolism by 
either in the species of interest will dictate which is the primary metabolizing 
enzyme.33 We have surveyed the literature for azaheterocycle structures that 
are substrates for AO and XO and these are summarised in Figure 12.3. This 
is not intended to be exhaustive, but indicative of the chemotypes that may 
be turned over by these enzymes and to highlight that any drug molecule 
that contains one of these ring systems could be a substrate for AO or XO. 
AO in particular is of most concern, given the much greater substrate rec-
ognition and species variability; indeed, in several examples described later, 
when compound metabolism was surveyed for both XO and AO liabilities, it 
is almost invariably AO that is responsible for unexpected outcomes.

It is important to recognise that substrates for AO do not correlate with any 
specific area of molecular space, and there is a wide spread of properties for 
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AO substrates across structure, polarity and lipophilicity ranges, unlike sub-
strates that are recognised by CyP450s. It is clear that specific structural fea-
tures alone are a good indicator of AO turnover, which all without exception 
feature an aromatic carbon–hydrogen bond adjacent to an aromatic nitrogen 
atom. For any structural feature of this type, there is a reasonable chance of AO 
oxidation across all physicochemical space.

12.2   Screening Strategies
metabolic screens that use simple in vitro systems, such as liver microsomes 
(Lms) and hepatocytes, are commonly employed early in drug discovery pro-
grammes to inform compound design. Lms do not provide information on 
the contribution of cytosolic enzymes to compound metabolism. since AO 
and XO are cytosolic enzymes, normal Lm assays are not useful. hepato-
cytes, on the other hand, contain all human phase I and phase II enzymes. 
Thus, the parent depletion profile following incubation of a compound with 
hepatocytes can help with assessment of its metabolism by enzymes other 
than CyP450 when the data is used in conjunction with that generated from 
Lms. Faster turnover in hepatocytes is a good indicator that a compound is 
a substrate for a non- CyP450 enzyme and possibly a cytosolic enzyme such 
as AO and XO. We propose a simple decision tree in Figure 12.4 to eluci-
date a possible involvement of AO/XO- catalyzed oxidation in compound 
metabolism.33

Figure 12.3    Literature- precedented chemotypes that are substrates for oxidation 
by AO or XO.
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The above process should be followed up with experiments in which the 
lead compound is incubated with a cytosolic or an s9 fraction (the superna-
tant fraction obtained from liver homogenate by centrifuging at 9000 g in 
a suitable medium; this fraction contains both cytosol and microsomes) in 
the absence of a co- factor (such as nADPh) which is generally included in 
incubations with Lms. Formation of an oxidative metabolite will reveal con-
tribution of a non- CyP450 enzyme. The involvement of AO or XO can then 
be confirmed by carrying out the same incubation in the presence of a spe-
cific inhibitor and observing a reduction in metabolite production. The most 
common selective inhibitors used for research purposes are allopurinol (XO), 
raloxifene (AO) and hydralazine (AO). The reader is referred to several other 
sources for more detailed descriptions of inhibitors.34,35

Zientek et al. have developed a ‘yardstick approach’ to classify compounds 
as being ‘low’, ‘medium’ and ‘high’ intrinsic clearance by comparison to 
marker compounds in cytosol or s9.36 Baran and co- workers have developed 
a simple and practical ‘litmus test’ for assessing AO liabilities in heteroaro-
matic substrates37 using bis- (((difluoromethyl)sulfinyl)oxy)zinc (DFms) and 
liquid chromatography–mass spectrometry (LC- ms) detection. The principle 

Figure 12.4    Decision tree for exploring metabolism by the cytosolic AO and XO 
enzymes. Adapted from ref. 33 with permission from Taylor and Fran-
cis, Copyright 2013.
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of the method is that known AO substrates are closely correlated with sub-
strates that would be predicted to undergo functionalization by nucleophilic 
radicals. Indeed, the mechanism of nucleophilic attack on an aromatic C 
atom, followed by C–h bond cleavage to re- establish aromaticity is common 
to both processes. The empirical reactivity of a heteroaromatic substrate 
towards an alkylsulfinyl radical correlates with susceptibility to AO metab-
olism. While the DFms litmus test is somewhat less discriminating than 
enzymatic AO oxidation, the correlation for a range of different substrates is 
strong and provides useful information that is informative about where fur-
ther more detailed testing is appropriate. An interesting consequence of the 
DFms radical substitution method is that the products of the reaction install 
a blocking CF2h group at the vulnerable position on the heteroaromatic sys-
tem, which themselves can be tested for AO liability. A similar method uses 
ecoAO,38 a cell paste of moCo- producing E. coli expressing human AO for 
metabolite generation.

In the decision tree in Figure 12.4, an important step involves the review 
of compound structure as a prospective indicator of possible AO metabolism 
in the context of the substrates depicted above. Given the clear correlation 
between chemotype and AO recognition, a number of researchers have devel-
oped methods to predict computationally the susceptibility of substrates 
to AO metabolism. Dastmalchi et al. reported the construction of a three- 
dimensional model of human AO using the crystal structure of bovine xan-
thine dehydrogenase (XDh) as a template to study the mode of interaction 
between the enzyme and its substrates.39 Torres et al. have reported the use 
of density functional theory methods40 and geometry optimization of tet-
rahedral intermediates resulting from the nucleophilic attack of a hydroxyl 
nucleophile to predict the regioselectivity of oxidation of a substrate by AO41 
with more recent optimisation of the method reported.42,43

Docking methods have been reported to accurately predict an unusual AO- 
mediated hydrolysis reaction of an amide.44

These methods only allow an assessment of the likely position and extent 
of AO catalysed oxidation of a heterocycle substrate, but not whether an oxi-
dation by AO will actually take place.

12.3   Effects on Drug Discovery
Due to species differences in enzyme activity, a number of recent exam-
ples have illustrated the effects of AO metabolism on clinical failures, due 
to higher than expected clearance in humans or a safety- related finding 
attributed to a human metabolite that was not foreseen preclinically.45–47 Fur-
ther examples have been included from other advanced drug discovery pro-
grammes that have run across AO issues. The following examples illustrate 
clearly that predictions of human clearance built from Lm data alone and/or 
pre- clinical species pharmacokinetic studies do not account for higher AO 
activity in humans and are an inherently risky translational strategy.
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12.3.1   Carbazeran
The potent ionotropic agent carbazeran 1 is predominantly metabolized 
by AO (Figure 12.5) in humans to a phthalazinone 2.48 Functional efficacy 
was initially demonstrated in dogs but not reproduced in humans at simi-
lar doses. It was subsequently found that while oral bioavailability in dogs 
was approximately 68%, the oral bioavailability in humans was too low to be 
measurable and compound development was stopped. Comparison of the 
metabolic rates of this compound in baboons, humans and dog cytosolic 
fractions revealed that it was rapidly inactivated in baboons and humans but 
not in dogs, indicating minimal AO activity in the latter species.

12.3.2   RO1
routine pre- clinical evaluation of the p38 inhibitor rO1 3 in monkeys, rats 
and dogs indicated a projected pharmacokinetic half- life in humans of 
approximately 6 h. Unexpectedly, in a Phase 1 clinical study, rO1 was found 
to have very low exposure levels and a half- life of just 0.7 h, leading to com-
pound termination.49 A computational genetic analysis, followed by experi-
ments using specific inhibitors confirmed that AOX1 catalyzed the formation 
of the major 4- hydroxy metabolite 4 in humans (Figure 12.6), which was not 
produced in preclinical model species.

Figure 12.5    AO- mediated metabolism of Carbazeran.

Figure 12.6    AO- mediated metabolism of rO1 via a pathway greatly favoured in 
humans.
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12.3.3   FK3453
A report from Astellas highlighted a novel adenosine A1/2 dual inhibitor 
for the treatment of Parkinson's Disease, for which pre- clinical data indi-
cated a favourable pharmacokinetic profile with oral bioavailability of up 
to 90% in rats and dogs and good metabolic stability in liver microsomes. 
The development of FK3453 5 was stopped prematurely due to extremely low 
plasma concentrations of unchanged drug in a Phase 1 study.50 results of 
radio- chromatography analysis of [3h]- FK3453 incubated with either human 
liver microsomes or s9 fraction revealed the production of a major oxidised 
metabolite 6 (Figure 12.7) and incubations with and without AO and XO 
inhibitors confirmed that AO was responsible for its production.

12.3.4   BIBX1382
The epidermal growth factor receptor (EGFr) inhibitor BIBX1382 7 failed in 
clinical studies due to poor oral exposure, despite having an attractive ADmE 
profile in preclinical model species. In man, BIBX1382 undergoes extensive 
oxidative metabolism into the metabolite BIBU1476 8 by AO (Figure 12.8).51 
It was subsequently found that the pharmacokinetic profile of cynomolgus 
monkeys compared favourably with the human clinical data.

Figure 12.7    AO- mediated metabolism of FK3453.

Figure 12.8    AO- mediated metabolism of BIBX1382.
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12.3.5   SGX523
The c- met inhibitor sGX523 9 entered clinical development for the treat-
ment of solid tumors on the basis of a good pharmacokinetic profiles in rats 
and dogs. In humans, the compound produced obstructive renal failure in 
patients and was withdrawn from further evaluation. In an elegant series of 
investigations, it was demonstrated that sGX523 is extensively metabolized 
in a species- specific manner to a quinolone species 10 by human and mon-
key AO, but to a much lesser extent in rat and not at all in dog s9 incubations 
(Figure 12.9).52

The parent sGX523 had modest aqueous solubility at neutral ph of 4 µg mL−1, 
but notably the quinolone metabolite had markedly lower solubility at the same 
ph of just 0.1 µg mL−1. The authors of the report proposed that the metabolite 
forms insoluble crystals in renal tubules, causing the kidney toxicity.

12.3.6   Zoniporide
Zoniporide 11 is a potent sodium–hydrogen exchanger isoform- 1 (nhE- 1) 
inhibitor which was being developed for myocardial ischemic injury. When 
dosed in humans, an AO- mediated quinolone metabolite 12 was the major 
excretory species, which was also found in rats but not in dogs (Figure 12.10).53

Through cytosol and s9 fraction experiments, the role of AO was confirmed 
and zoniporide was predicted to be a high- clearance compound in human.

Figure 12.9    AO- mediated metabolism of sGX523.

Figure 12.10    AO- mediated metabolism of Zoniporide.
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12.3.7   Auglurant
Auglurant 13 is a potent negative allosteric modulator of metabotropic gluta-
mate receptor 5 (mGlur5), which has shown quite marked species differences 
in its metabolism. A major metabolite 14 is the result of AO- mediated oxida-
tion on the 6- position of the pyrimidine ring, which is seen across multiple 
species and in humans (Figure 12.11). A second oxidation at the 2- position of 
the pyrimidine ring 15 was also seen, but, using specific enzyme inhibitors, 
the authors showed this was mediated by AO in monkeys and XO in rats, 
whilst in humans very little of this metabolite was observed.54

The same authors had reported previously on a similar finding within the 
series and have proposed that rat AO activity at the 2- position of pyrimidines 
may be generally very low.

12.3.8   VX- 509
vX- 509 (decernotinib) 16 is an oral janus kinase 3 (jAK3) inhibitor which has 
been studied in patients with rheumatoid arthritis. The reactive hydroxyl 
metabolite 17 was formed in human liver cytosol by AO (Figure 12.12) and 
then binds irreversibly to inactivate drug metabolizing enzymes, especially 
CyP3A4. It is highly probable that this hydroxyl metabolite is the major per-
petrator of the time- dependent inhibition (TDI) based drug–drug interac-
tions (DDIs) seen in clinical settings with vX- 509.55

Figure 12.11    AO- mediated metabolism of Auglurant.

Figure 12.12    AO- mediated metabolism of vX- 509.
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12.3.9   JNJ- 38877605
A potent and highly selective c- met tyrosine kinase inhibitor jnj- 38877605 
18 showed renal toxicity in all patients during first- in- human Phase 1 clin-
ical trials.56 renal toxicity had not been observed in pre- clinical studies in 
rats and dogs. subsequently, the same findings were also observed in rabbits, 
indicating that 18 induced species- specific renal toxicity. histopathological 
studies in rabbits confirmed the presence of crystals of insoluble metabo-
lites 20 and 21 formed from oxidative metabolism of 18 (and its demethyl-
ated derivative 19) by AO (Figure 12.13). These observations resulted in the 
cessation of any further clinical development of jnj- 38877605.

12.3.10   BILR355
BILr355 22 is an hIv- 1 non- nucleoside reverse transcriptase inhibitor but was 
found to have a short half- life and low exposure when administered orally in 
humans.57 The results of in vitro metabolic studies revealed that CyP3A4 was 
mainly responsible for limiting the systemic exposure of 22, and co- dosing 
with ritonavir was investigated. however, this led to an unexpected metab-
olite BILr516 24 being formed which was not detected earlier in humans 
when 22 was given alone. It was established that 24 was formed via reduction 
of the n- oxide 22 to quinolone BILr402 23 followed by AO oxidation (Figure 
12.14). The metabolism of the parent to the reduced species 23 was further 
investigated and it was suggested that gut bacteria were responsible for this 
reductive biotransformation.

Figure 12.13    AO- mediated metabolism of jnj- 38877605.
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12.3.11   Ripasudil
ripasudil (K- 115) 25 is a potent inhibitor of rho- associated protein kinase 
(rOCK) that has been shown to reduce intraocular pressure in glaucoma and 
ocular hypertension patients. The development of ripasudil as an oral agent 
was stopped due to very low oral bioavailability in humans.58 Incubating 
radiolabelled ripasudil in s9 liver fractions from various species indicated 
a major metabolite 26 in human s9 which was confirmed in cryopreserved 
human hepatocytes (Figure 12.15). menadione and raloxifene inhibited the 
formation of this major metabolite, but allopurinol did not, indicating that 
AO, but not XO, was responsible for its formation.

12.3.12   SB- 277011
The selective dopamine D3 receptor antagonist sB- 277011 27, was initially 
found to be quite stable to liver microsomes from rats, dogs, cynomolgus mon-
keys and humans, while it was metabolised much more rapidly in cynomolgus 
monkey and human total liver homogenates.59 The human in vitro data was 
especially striking, with clearance values some 35- fold higher in homogenates 
than in microsomes. sB- 277011 27 was shown to have a high clearance and 
low (2%) bioavailability in cynomolgus monkeys compared with moderate to 

Figure 12.14    AO- mediated metabolism of BILr355.

Figure 12.15    AO- mediated metabolism of ripasudil.
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good bioavailability (35–43%) in rats and dogs with the major metabolic route 
confirmed as AO oxidation to the quinolone 28 (Figure 12.16).

It was predicted on the basis of these data that the bioavailability of the 
compound would be low in human, and its progression as a drug candidate 
was terminated.

12.3.13   Lenvatinib
Lenvatinib 29 is a multi- tyrosine kinase inhibitor that inhibits vascular 
endothelial growth factor receptors and is being developed as an antican-
cer drug.60 The oxidative metabolic pathways of 29 in animals and human 
liver s9 fractions were investigated and established as being dominated by 
AO metabolism, but only in monkeys and humans. The major metabolites 
were identified by high- resolution mass spectrometry as the quinolone 31 
and hydroxy- quinolone 32 form of O- desmethylated lenvatinib 30, formed by 
an intermediate CyP450 demethylation (Figure 12.17).

Figure 12.16    AO- mediated metabolism of sB- 277011.

Figure 12.17    AO- mediated metabolism of Lenvatinib.
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Figure 12.18    AO- mediated metabolism of BIIB021.

The involvement of AO in oxidative metabolism of 29 was examined by 
studying the effects of AO or XO inhibitors on the formation of metabolites 
31 and 32. In addition, 18O- water and recombinant human AO (rhAO) were 
used to confirm the involvement of AO.

12.3.14   BIIB021
BIIB021 33 is a potent inhibitor of heat shock protein 90 (hsP90) which 
exhibited promising antitumor activity in preclinical models and was being 
developed for the treatment of breast cancer. BIIB021 33 was profiled exten-
sively in rat, dog and human liver cytosolic fractions which revealed a major 
metabolite 34, formed by AO-  catalyzed purine ring oxygenation, in human 
preparations but not in those from rats and dogs (Figure 12.18).61

(continued)
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12.4   Key Mitigation Strategies
12.4.1   Remote Functionalization
A change in substitution, chirality or relative position of a functional group 
at a site distant from the susceptible centre can cause a dramatic change 
in reactivity and in some cases a complete abrogation of AO metabolism, 
related to the ability of a compound to fit into the AO active site. This is cur-
rently very difficult to predict.

12.4.2   Alternative Heterocycles
heterocycles that are prone to AO oxidation feature a C–h bond adjacent 
to an aromatic n atom. A simple way to mitigate AO metabolism is to swap 
the heterocycle for alternative systems with decreased reactivity towards an 
initial nucleophilic attack, or with no available C–h bond, provided that the 
primary target sAr will tolerate such a change.

12.4.3   Blocking Group Adjacent to Aromatic N Atom
The most common and straightforward approach to mitigate AO metabo-
lism of a heterocycle is to block or substitute the C–h group adjacent to the 
aromatic n, without affecting the potency or other major properties of the 
molecule. This is the most successfully applied strategy to date.

12.5   Examples of Successful Mitigation Strategies
having established that structure is an important indicator of potential for 
a compound to undergo AO-  or XO- mediated oxidation, identified a range 
of ‘at- risk’ substructures and proposed with the above illustrative exam-
ples that AO related metabolism issues in particular are likely to increase 
in drug discovery programmes, we now turn to how best to address AO 
metabolism.

 ● C. Coelho, A. Foti, T. hartmann, T. santos- silva, s. Leimkuhler and m. j. 
ramao, Nat. Chem. Biol., 2015, 11, 779.  

 ○ The first crystal structure of human AO.
  

 ● A. mallinger, K. schiemann, C. rink, j. sejberg, m. A. honey, P. Czodrowski, 
m. stubbs, O. Poeschke, m. Busch, r. schneider, D. schwarz, D. musil, r. 
Burke, K. Urbahns, P. Workman, D. Wienke, P. A. Clarke, F. I. raynaud, s. A. 
Eccles, C. Esdar, F. rohdich and j. Blagg, ACS Med. Chem. Lett., 2016, 7, 573.  

 ○ An excellent recent example of structure- metabolism relationships for an AO 
substrate and optimizing away from AO metabolism.  
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Examples

1

For a series of monoamine oxidase (mAO) inhibitors, remote alcohol stereo-
chemistry was found to control AO- mediated oxidation of a pyrimidine.62 
rs- 8359 35 is a racemate, but only the S- enantiomer 36 at a remote centre 
undergoes AO- mediated oxidation, while the R- enantiomer 37 is stable.

2

In a similar recent example, a quinoline phosphatidylinositol- 3- kinase delta 
(PI3Kδ) inhibitor 38 was shown to display atropisomerism through steric clash 
of a benzimidazole with the quinoline ring system, with the atropisomers 39 
and 40 readily separable by chromatography.63 One of the atropisomers 40 pos-
sessed almost all of the observed potency seen in the racemate, while the other 
atropisomer 39 was substantially weaker for all PI3K isoforms. The weaker 39 
was also much more rapidly cleared in human hepatocytes than its isomer This 
was confirmed to be via AO- mediated metabolism to a quinolone.

(continued)

Given the clear substrate preferences outlined in Figure 12.3, it does 
appear that avoiding AO metabolism should be quite straightforward, pro-
vided that the primary pharmacological target is tolerant, and the literature 
offers several real examples where drug discoverers have successfully moved 
away from AO oxidation.

Please refer to the examples illustrated in sections 12.5.1–12.5.3.

12.5.1   Remote Functionalization
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Examples

3

remote functionalization of a deazapurine template was found to affect AO oxi-
dation of a remote pyridine ring. Lead compounds from an oxazole- substituted 
Toll- like receptor 7 (TLr7)- active series e.g. 41 were rapidly metabolized by rat 
AO, but not human by AO, at the pyridine ring to a hydroxy- pyridine 42. remote 
heterocycle functionalization or swapping of the oxazole (43 and 44) was found 
to ablate AO activity for both species.64

4

Large amide groups can retard AO oxidation at a remote site on a tricyclic core. 
A lead series of PI3K/mammalian target of rapamycin (mTOr) inhibitors 45 
showed good rat pharmacokinetics but rapid turnover in human s9 to a pyri-
dine 46. systematic increase in molecular size at the remote piperidine centre, 
e.g. the extended amide 47, could ablate AO recognition at the remote pyridine 
ring.65
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12.5.2   Alternative Heterocycles
  

Examples

1

related to the TLr7- active series above, the same Pfizer group observed  
AO- mediated oxidation of a pyridine ring 48 to a hydroxy- pyridine metabolite 
49. It was found that simple heterocycle swaps of the pyridine ring to systems 
which either did not have an available position adjacent to the aromatic n  
atom, such as the isomeric pyridine 51, or removed it completely as in the  
pyridazine 50, isoxazole 52, thiazole 53 and oxazole 54 all successfully  
prevented AO oxidation.66

2

A potent series of androgen receptor antagonists was systematically evaluated 
for structural changes that were effective in preventing AO- mediated oxidation 
of the imidazo- pyrimidine 55 to a hydroxyl metabolite 56.67 Initial attempts to 
make remote changes to the aryl ether portion of the molecule did not reduce 
the AO liability. similarly, early attempts at methylation of the imidazole ring of 
the susceptible imidazo- pyrimidine ring or moving the connection point of the 
amide functional group to the ring system were also unsuccessful. It was only 
when different heterocyclic systems were explored, for example the reduced 
system 59, the related triazolo- pyrimidine 58 and the imidazo- pyridine 57 that 
recognition by AO was lost. Unfortunately, none of these ring systems retained 
high potency at the androgen receptor.

(continued)
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Examples

3

A series of potent spleen tyrosine kinase (syk) inhibitors have been described by 
a group at novartis based on analogues of the clinically- precedented agent BIIB- 
057.68 several novel scaffold investigations led to the discovery of a potent series 
of pyrido pyrimidinones 60. These were found to be rapidly eliminated in rat 
pharmacokinetic studies, with subsequent human and rat liver s9 experiments 
indicating AO involvement in the metabolic pathway to a uracil derivative 61 
confirmed with Escherichia coli overexpressing human AO. Attempts to avoid this 
pathway included blocking with a methyl group at the vulnerable centre, which 
eliminated AO metabolism, but also ablated much of the syk activity. removing 
a heteroatom from the core 62 and increasing its electron density in the cor-
responding naphthyridinones did result in complete loss of AO metabolism. 
however, this series of compounds suffered from very high in vivo clearance 
through an unknown pathway which did not appear to be related to Phase II or 
CyP- mediated metabolism.

4

magee et al. have reported on a ketolide series of antibiotics based on the clari-
thromycin skeleton with a heterocycle- substituted azetidine functional group.69 
Early heterocycle analogues featured a 1,8- naphthyridine system 63 which was 
found to undergo rapid AO- oxidation upon single- dose exposure in humans to 
a hydroxylated derivative 64 with concomitant low plasma exposures of parent. 
A combination of a 3- hydroxy group and an isomeric 1,5- naphthyidine ring sys-
tem 65 provided the best combination of ADmE properties with no AO turnover 
observed.
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Examples

1

novartis scientists synthesised a series of potent angiotensin receptor (ATr) 
antagonists based on an aza- benzimidazole core structure. The lead compound 
66 displayed high clearance in rats, and upon further profiling in cytosolic 
incubations using 18O- labelled water it was discovered that AO- mediated metab-
olism was a significant contributor to the compound's clearance via 67.70 A 
simple fluorinated derivative 68 blocked AO oxidation of the pyridine ring and 
displayed much improved oral bioavailability  
in rats.

2

In the Pfizer example from above, ultimately the most successful strategy to 
avoid AO metabolism of the imidazo- pyrimidine 55 was to block the vulnerable 
position of the pyrimidine ring.67 The methoxy derivative 69 was completely 
devoid of any AO activity, as was a morpholino analogue, which was rationalised 
using a computational docking study.

12.5.3   Blocking Group Adjacent to Aromatic N Atom

(continued)
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Examples

3

Pyrido[3,4- d]pyrimidin- 4(3H)- one- based small molecules are dual inhibitors of 
histone lysine demethylase 4 and 5 (KDm4 and KDm5) subfamilies of jumonji 
C (jmjC) histone lysine demethylase that are involved in oncogenesis and drug 
resistance. hayes et al. have reported71 that a C8- substituted example 70 exhib-
ited moderate clearance in mouse and human liver microsomes but very high 
in vivo clearance. The involvement of AO in the metabolism of 70 was confirmed 
with an AO inhibitor, while the location of the oxidised site 71 was confirmed by 
mass spectrometric profiling and 1h nuclear magnetic resonance (nmr) spec-
troscopy. A C2- substituted derivative 72 which blocked this location was stable 
in cytosolic incubations. The authors also computationally modelled 70 which 
docked into the hAOX1 crystal structure to the mo cofactor via the nh and C2 
positions. A methyl group placed at the C2- position disrupted this interaction.

4
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Examples

One blocking group which should be carefully considered is deuterium. vaz and 
colleagues. have shown that a full kinetic deuterium isotope effect (KDIE) was 
expressed with a deuterated version of carbazeran 74 and zoniporide 73, but 
that this only translated into modest KDIE's for both area under the curve (AUC) 
and maximum serum concentration (Cmax) in rats, indicating alternative clear-
ance mechanisms at work across the species and test systems used.72 Deutera-
tion does appear to be a viable option, provided this strategy does not simply 
redirect metabolism to a non- AO dominated pathway.

5

A series of substituted quinazolinones 75 were developed as selective inhibitors 
of PI3Kδ but were found to be AO- susceptible at a diamino- pyrimidine substit-
uent to form a 2- oxo- pyrimidine 76.73 The oxidation could be blocked with an 
amine applied at this 2- position, a change which caused a loss of isoform selec-
tivity. Further modifications were then made around the quinazoline core to 
reinstate the PI3Kδ selectivity profile 77.

6

jnj- 63623872 (vX- 787) 78 is a potent influenza viral polymerase inhibitor. The 
2- position of the indole core was found to be subject to oxidation by AO 79.74 
Incorporating a heteroatom to generate azaindazole core structures surprisingly 
did not significantly alter stability in cytosol, possibly due to metabolism being 
switched to another location on the molecule. however, substitutions at the 
2- position greatly increased cytosolic stability. After screening different substit-
uents, hydroxymethyl 80 was found to be optimal, which retained all other prop-
erties and introduced stability towards AO.

(continued)
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Examples

7

several naphthyridine derivatives were shown to be potent and selective dual 
inhibitors of cyclin- dependent kinases 8 and 19 (CDK8/CDK19). Compounds 
within the series, e.g. 81, showed good bioavailability but high clearance.75 
Analyzing the major metabolite 82 indicated AO to be the responsible enzyme 
for oxidizing the 5- position of the naphthyridine core, resulting in rapid clear-
ance. stability of the lead towards AO was substantially improved by intro-
ducing an amino group at this 5- position 83; the resulting amino derivative 
retained similar potency to the original lead but with much improved oral 
bioavailability.

12.6   Conclusion
AO and XO have been known as cytosolic metabolizing enzymes for decades, 
but it is relatively recently that they have been recognised as playing an 
important role in the metabolism of drugs. moreover, the difference in 
activity of AO in different species has contributed to clinical and preclinical 
drug failures, with several examples having come to light recently in which 
human metabolism by AO was not predicted from preclinical model species. 
It is therefore critical that a thorough understanding of the role of AO in 
compound metabolism is obtained early in drug discovery programmes. In 
this perspective, we have proposed a basis for an increasing role of cytosolic 
enzymes, particularly AO, in the metabolism of new chemical entities emerg-
ing from modern drug discovery programmes, primarily through nitrogen- 
containing heterocycle oxidation, and identified particular substructures 
which are ‘at- risk’ of oxidation mediated by AO/XO.

Our analysis has highlighted a straightforward process which can be fol-
lowed to elucidate the role of AO/XO in the metabolism of drugs and provided 
illustrative examples in which structures have been modified to eliminate 
metabolism by AO.

We anticipate that further advances in modelling and screening methods 
should make the prospective design of AO- stable compounds more com-
monplace in the future.
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Abbreviations
AO  Aldehyde oxidase
ATr  Angiotensin receptor
AUC  Area under the curve
CDK  Cyclin- dependent kinase
Cmax  maximum serum concentration
CyP450  Cytochrome P450
EGFr  Epidermal growth factor receptor
FAD  Flavin adenine dinucleotide
FmO  Flavin- containing monooxygenase
GPCr  G- protein coupled receptor
hLm  human liver microsomes
hsP90  heat shock protein 90
jAK3  janus kinase 3
jmjC  jumonji C
KDIE  Kinetic deuterium isotope effect
KDm  histone lysine demethylase
mAO  monoamine oxidase
mGlur5  metabotropic glutamate receptor 5
moCo  molybdenum pyranopterin cofactor
mTOr  mammalian target of rapamycin
nADPh  nicotinamide adenine dinucleotide phosphate
nhE- 1  sodium–hydrogen exchanger isoform- 1
nmr  magnetic resonance
PsA  Polar surface area
rOCK  rho- associated protein kinase
s9  The supernatant fraction obtained from liver homogenate by  

centrifuging at 9000 g in a suitable medium
syk  spleen tyrosine kinase
TLr7  Toll- like receptor 7
UGT  Uridine 5′- diphosphoglucuronosyltransferase
XDh  Xanthine dehydrogenase
XO  Xanthine oxidase
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13.1   Introduction
13.1.1   Enzyme Family
Uridine 5′- diphospho- glucuronosyltransferase (UGT) is a glycosyltransfer-
ase that catalyzes the transfer of glucuronic acid from its cofactor uridine 
diphosphate glucuronic acid (UDPGA, Figure 13.1) to the substrate.

13.1.2   Expression
UGT is present in all preclinical model species and humans, and there are 
very significant differences in specific UGT isoforms' expression between the 
species.1,2 Human UGTs have over 20 isoforms from three functional families 
(UGT1, 2A/B and 3A).3 There is also variation in their expression among the 
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Figure 13.1    Structure of uridine diphosphate glucuronic acid (UDPGA).
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tissues, with the expression level high in the liver, gastrointestinal tract and 
kidney. For drugs that have glucuronidation as a major metabolic pathway, 
UGT polymorphism can lead to variable exposure in patients.4

13.1.3   Structure
UGTs are membrane- bound glycoproteins that have two functional domains. 
The n- terminal domain (nTD) contains the substrate binding site and the 
C- terminal domain (CTD) is where the cofactor UDPGA binds.5 While struc-
turally the CTD is similar between UGT isoforms, the nTD is highly variable 
and explains this enzyme family's broad substrate scope. The nTD of UGT is 
bound to the membrane of the endoplasmic reticulum or the nucleus and 
as a result has been elusive to crystallography. To date, among all human 
UGTs, only the crystal structure of the C- terminal domain of UGT2B7 has 
been solved (PDB 2O6L).6

13.1.4   Activity
UGTs' activity varies based on the substrate and the enzyme isoforms involved. 
Given the large number of UGT isoforms, it is not surprising that there is sig-
nificant overlap in substrate specificity. UGTs' expression levels and activities 
also vary across species. For example, while UGT1A2 is expressed in rodents, 
the UGT1A2 gene is a pseudogene in humans.1 For the same species, a good 
in vitro–in vivo correlation in clearance is still possible, so an in vitro UGT assay 
can be used to predict in vivo clearance through the glucuronidation pathway.7

13.1.5   Function and Substrates
UGTs catalyze the conjugation of alcohol, phenol, carboxylic acid, amine 
(primary, secondary and tertiary8,9), amide,10 acidic carbon,11 thiol, selenol 
(- SeH) and certain heterocycles (imidazole,12 pyrazole,13 triazole,14 tetra-
zole,15 pyridine,16 indole,17 indazole,18 pyridone,19 triazine20 etc., Figure 13.2) 
with glucuronic acid, a highly polar and solubilizing moiety. It is worth 
noting that a free n–H is not a prerequisite for the conjugation reaction, as 
N- glucuronidation is known to happen with tertiary amine, pyridine, n- sub-
stituted imidazole and triazole. The conjugation with glucuronic acid facil-
itates excretion of the metabolite into bile and urine because of its polar 
nature and the fact that it can be a substrate of transporters, such as multi-
drug resistance protein (MrP), leading to the elimination of the glucuronide 
from the body. Interestingly, certain MrP isoforms, such as MrP3, are also 
known to efflux glucuronide into the systemic circulation.21 Glucuronides 
also tend to have a smaller volume of distribution due to their polarity and 
high albumin binding, therefore they can be major circulating metabolites. 
Other transporters may also transport glucuronides, leading to a complex 
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interplay between metabolism and transport. In general, glucuronidation 
catalyzed by UGTs and sulfation catalyzed by sulfotransferases (Chapter 14) 
are important detoxification pathways. Given the large number of UGT and 
sulfotransferase isoforms, and the substantial overlap of substrate scope 
between the two enzyme classes, versatility and redundancy of these meta-
bolic pathways protect us from chemical toxicity.22

13.1.6   Mechanism
In a typical UGT- mediated reaction, the glucuronic acid is transferred from 
the cofactor UDPGA to the substrate in an Sn2 reaction (Figure 13.3). The 
crystal structure of UGT2B7 indicates that the enzyme mechanism is sim-
ilar to a serine protease where a serine–histidine–aspartate catalytic triad 
(the accepting moiety in the UGT substrate takes the role of the serine) 
expedites the reaction.6 The substrate's acidic proton is removed by the his-
tidine, rendering it a better nucleophile to react with UDPGA. The cofactor 
UDPGA is synthesized from UDP- glucose by UDP- glucose 6- dehydrogenase 
using nAD+.

Figure 13.2    Structural features of some UGT substrates.

Figure 13.3    Mechanism of alcohol glucuronidation catalyzed by UGT.
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13.1.7   Screening Strategies
Since UGTs are mostly present in the lumen of the endoplasmic reticulum 
(er), metabolism mediated by UGTs can, in principle, be captured by the 
liver microsomal assay. However, the er membrane is a barrier to the diffu-
sion of UGT substrates and the cofactor UDPGA. As a result, UGT- mediated 
metabolic clearance can be underestimated in the liver microsomal assay, 
even with added UDPGA.7 Membrane- disrupting detergents, such as Brij- 
58, and, more recently, alamethicin, a pore- forming peptide, are used with 
liver microsomes so the substrate and cofactor can access the UGTs. Primary 
hepatocytes are the model system of choice to assess both phase I and phase 
II metabolism, including glucuronidation, although the substrate's cell per-
meability, which may be affected by transporter- mediated uptake or efflux, 
can be complicating factors. Higher intrinsic clearance in hepatocytes or 
liver microsomes fortified with UDPGA than in microsomes without added 
UDPGA, along with a moiety that can serve as the acceptor of glucuronic 
acid, is indicative of UGT- mediated metabolism. Intrinsic clearance from 
these in vitro assays can be used to project in vivo clearance. Alternatively, 
recombinant UGTs can be used to confirm glucuronidation and for isoform 
phenotyping, although they are not typically used to predict the in vivo glu-
curonidation rate. In metabolite identification studies mass spectrometry 
can help to identify the glucuronide metabolite [+162 Daltons]. Due to the 
large number of UGT isoforms and their overlapping substrate specificities, 
isoform- specific UGT inhibitors are uncommon and not routinely used to 
help diagnose UGT- mediated metabolism.

13.1.8   Relevance
Glucuronidation is a major metabolic pathway for both endogenous chemi-
cals and drugs. About 10% of the top 200 prescribed drugs are metabolized 
by UGTs.23 UGTs are expressed in the liver, intestine and other tissues and 
are a major component of first pass metabolism. UGTs can work in con-
cert with CYP450s and other oxidative enzymes, as oxidation often installs 
a hydroxyl group or reveals a more nucleophilic amine for efficient conju-
gation. The resulting glucuronides are much more polar and water- soluble, 
which often minimizes their passive reabsorption and facilitates excre-
tion. UGT- mediated metabolism can be the reason why a compound has 
low metabolic stability and oral bioavailability, and unexpected metabo-
lites can be generated following glucuronidation, complicating metabolite 
identification. For example, intramolecular nucleophilic attack of an acyl 
glucuronide can lead to an unanticipated cyclic metabolite (Figure 13.4).24  
On the other hand, functional groups that can undergo UGT- mediated metab-
olism, either directly or after being unmasked by oxidative metabolism, can 
be intentionally introduced to enable more metabolic pathways, which can 
reduce the risk of drug–drug interaction. Certain UGT isoforms, such as 
UGT1A1 and 2B10, are polymorphic,25 and drugs such as irinotecan, which 
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is mainly metabolized by UGT1A1, can have variable exposure in patients.26 
Some glucuronides can be hydrolyzed back to the parent molecule either due 
to chemical instability or catalysis by β- glucuronidase in the gut after biliary 
excretion, leading to enterohepatic recirculation. If the hydrolysis of a glucu-
ronide is catalyzed by bacterial β- glucuronidase, reduction of the bacterial 
glucuronidase activity by concomitant administration of oral antibiotics may 
reduce enterohepatic recirculation.27 Additionally, acyl glucuronides can be 
hydrolyzed by esterases in the plasma.1

While glucuronidation usually leads to an inactive metabolite, there are 
exceptions. For example, it is well known that morphine 6- glucuronide 
(M6G) is at least as potent as morphine itself towards the µ opioid receptor, 
and despite M6G's high polarity and poor brain penetration, it can achieve 
sufficient brain exposure to produce analgesic effects.28,29 Other examples 
include ezetimibe, dabigatran and certain adenosine monophosphate- 
activated protein kinase (AMPK) activators.30 Glucuronidation is also an 
important pathway leading to reactive metabolites. For example, glucuroni-
dation of carboxylic acids is sometimes associated with toxicity as the corre-
sponding acyl glucuronide can act as an acylating agent, which may lead to 
covalent modification of biological targets. Another mechanism leading to 
acyl glucuronide's toxicity is through the Amadori rearrangement, leading 
to a stable covalent adduct (see Chapter 15 on reactive metabolites). Besides 
toxicity associated with acyl glucuronides, glucuronidation of a hydroxyl-
amine or hydroxamic acid can lead to an n–O- glucuronide, which may also 
react with a nucleophile by breaking the n–O bond.31

Figure 13.4    Unexpected metabolites can form following glucuronidation.

Key References
 ● H. Komura and M. Iwaki, Drug Metab. Rev., 2011, 43, 476–498.

 ● A. rowland, J. O. Miners and P. I. Mackenzie, Int. J. Biochem. Cell Biol., 2013, 
45, 1121–1132.

 ● M. J. Miley, A. K. Zielinska, J. e. Keenan S. M. Bratton, A. radominska- Pandya 
and M. r. redinbo, J. Mol. Biol., 2007, 369, 498–511.

 ● J. H. Lin and B. K. Wong, Curr. Drug Metab, 2002, 3, 623–646.

 ● U. A. Argikar, P. M. Potter, J. M. Hutzler and P. H. Marathe, AAPS J., 2016, 18, 
1391–1405.



283Glucuronidation

13.2   Mitigation Strategies
13.2.1   Remove or Block the Glucuronidation Site
The most direct approach to lower UGT- mediated clearance is to remove or 
block the metabolic soft spot, provided that the on- target potency can be 
maintained. Sometimes blocking with an alkyl group may not be sufficient as 
it is still subject to CYP- mediated dealkylation, after which the functionality 
subject to glucuronidation will be revealed. Sometimes such glucuronidation 
sites cannot be simply removed or blocked due to large potency loss, and 
other strategies need to be applied.

13.2.2   Use Bioisosteres to Replace the Susceptible Moiety
Bioisosteric replacement is an effective approach to address glucuronida-
tion. A functional group susceptible to glucuronidation, such as phenol, can 
be replaced with a bioisosteric replacement32 that is less prone (azahetero-
cycles such as indazole and benzimidazole) or unlikely (benzolactam, for 
example) to be glucuronidated, while maintaining the on- target potency. 
Similarly, a carboxylic acid can be replaced with tetrazole, which can form a 
non- reactive glucuronide, or acyl sulfonamide, which does not typically form 
a glucuronide.

13.2.3   Sterically or Electronically Decrease Glucuronidation 
Rate

As glucuronidation is a nucleophilic reaction between the substrate (nucle-
ophile) and the cofactor UDPGA (electrophile), steric and electronic factors 
have a strong influence on the reaction rate. Substitution close to the reactive 
site can increase the steric hindrance around it, and electron withdrawing 
groups can reduce the electron density of the soft spot, both of which can 
slow down glucuronidation. This is an often- used strategy to reduce glucuro-
nidation while maintaining the on-target potency.

For phenol and alcohol, while steric hindrance close to the hydroxyl 
group can reduce glucuronidation, incorporation of an electron- 
withdrawing group and the resulting lower pKa can have different effects 
on their glucuronidation rate. Although studies correlating the glucuro-
nidation rate of various substituted phenols with the substitutions' Ham-
mett parameter are available,33,34 systematic studies of more drug- like 
molecules are rare, and it can be difficult to predict the effect of pKa on 
UGT- mediated clearance. It can be imagined that with every other param-
eter fixed, the relationship between glucuronidation rate and pKa is an 
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inverted U- shaped curve with the clearance being the fastest at a certain 
pKa. For example, significantly lowering a regular phenol's pKa from 10 
could increase the glucuronidation rate as more deprotonation occurs 
and the deprotonated phenoxide is more nucleophilic. However, once a 
significant amount of deprotonation is achieved, further pKa reduction 
may lead to lower electron density on the phenoxide and slow down 
glucuronidation. One publication on the glucuronidation of a series of 
catechols described that the fastest glucuronidation occurred when the 
phenol's pKa was between 8 and 9.35 The reader is encouraged to exper-
imentally test key compounds in their own chemical series to establish 
the pKa's effect on glucuronidation. For other moieties susceptible to glu-
curonidation, such as carboxylic acids, amines and heterocycles, the rule 
of thumb is that nearby electron- withdrawing groups should decrease 
the glucuronidation rate as the electron density on the nucleophile is 
reduced.

13.2.4   Decrease Lipophilicity
On the basis of results reported in several papers, UGTs are similar to 
CYP450s in that they prefer lipophilic substrates, and incorporation of 
polarity, e.g. by means of adding heteroatoms or a basic amine, can signifi-
cantly reduce the glucuronidation rate, even if their position is distal to the 
soft spot.

13.2.5   Sterically Disrupt the Substrate's Binding to UGT
This strategy is empirical without detailed information from a crystal struc-
ture of the involved UGT. An example described later in this chapter indi-
cates, at least in that particular scaffold, that making the molecule more 
three dimensional and escaping the molecular flatland has a beneficial effect 
on reducing glucuronidation. enantiomers have also been shown to have dif-
ferent glucuronidation rates.

13.2.6   Protection of the Soft Spot as a Prodrug
A prodrug, if sufficiently stable when passing through the gut wall and 
liver, can not only help to enhance absorption but also protect the glu-
curonidation soft spot. This can be difficult to engineer as the hydrolytic 
enzymes required to release the parent drug are often highly expressed in 
the liver, where UGTs' expression level is also high.
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examples

1

Mycophenolic acid (1), an inhibitor of inosine- 5′- monophosphate dehydroge-
nase (IMPDH), suffers from rapid glucuronidation of the phenol. removal of 
the hydroxyl group as well as its replacement by an amine, nitrile or fluorine 
completely abolished glucuronidation.36

2

Compound rat in vivo clearance  
(L h−1 kg−1)

2 1.8
3 0.6

In a series of mammalian target of rapamycin (mTOr) inhibitors represented 
by 2, results from an in vivo rat pharmacokinetic (PK) study indicated that 
glucuronidation was the major metabolic pathway and both the pyrazole and 
the primary amine were soft spots. Upon blocking the pyrazole with a methyl 
group and acetylation of the primary amine, compound 3 had much lower in 
vivo clearance.13

13.3   Examples of Mitigation Strategies
13.3.1   Remove or Block the Glucuronidation Site
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examples

1

Compound Percentage remaining in incu-
bation with UGT after 30 min

AUC in mouse, 30 mg kg−1, 
orally (h µg mL−1)

4 76% 0.89
5 94% 2.55

Hepcidin production inhibitor 4 showed low oral exposure in mice. A search for 
bioisosteres of the phenol, along with optimization of the other end of the mole-
cule, led to compound 5, which was more stable towards UGT- mediated metabo-
lism and showed much higher oral exposure when dosed at 30 mg kg−1 in mice.37

2

Compound Oral bioavailability (mouse, rat) rat in vivo glucuronide exposure

6 10%, 2% Higher than parent molecule
7 31%, 37% Lower than parent molecule

For a series of PI3K inhibitors represented by the phenol 6, results from in vitro 
microsomal studies indicated the glucuronide was the common metabolite, indi-
cating that the phenol was the soft spot. In an in vivo study in mice with 6, the 
phenol glucuronide was the dominant metabolite with exposure much higher 
than the parent molecule. As a result of the first pass effect the compound has 
poor oral bioavailability (10% in mouse and 2% in rat). Indazole was identified 
as a bioisosteric replacement for the phenol. Compound 7, albeit somewhat less 
potent against PI3K, was found to have significantly higher oral bioavailability 
(31% in mice and 37% in rats). Formation of a glucuronide (probably on the 
indazole) was still observed, but its exposure was now significantly lower than 
that of the parent. Interestingly, no significant difference in metabolic stability 
was observed between the two compounds in mouse and human microsomes 
with added nADPH and UDPGA, with 85% of 6 and 81% of 7 remaining after a 30 
minute incubation.38 There could be multiple reasons for such an in vitro–in vivo 
disconnect, such as in vitro assay latency without pore- forming agents, in vitro 
inhibition of UGTs by long chain unsaturated fatty acids released from microso-
mal membranes or extrahepatic expression of UGTs.

13.3.2   Use Bioisosteres to Replace the Susceptible Moiety
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examples

3

In a series of angiotensin II receptor antagonists, L- 158,809 was rapidly cleared 
via glucuronidation at the indicated tetrazole nitrogen in dogs and monkeys. 
either isomer of the acyl sulfonamide as a replacement of the tetrazole was 
found to be resistant to glucuronidation.39,40

4

Compound Percentage remaining in 
rat intestinal microsomes + 

UDPGA after 60 min

Oral bioavailability  
in rats

8 40 1.3%
9 85 42%

In a series of proviral integration site for Moloney murine leukemia virus 
(PIM; a proto- oncogene family) inhibitors it was found that the 6- azaindazole 
was metabolized as the glucuronide. As the azaindazole n–H is the kinase 
hinge binder and forms a key interaction with the protein, an extensive 
search for its replacement was carried out, including calculating the elec-
trostatic potential at the molecular surface (Vs,max) of various bioisosteres 
to identify the most positive n–H or C–H as the hydrogen bond donor. The 
group with the highest Vs,max at that position, the 5-azaindazole as repre-
sented by compound 9, also turned out to be the best isostere as its potency 
across the three PIM isoforms was similar to that of 8. The n- substituted 
5- azaindazole was not subject to glucuronidation, and as a result the in vitro 
metabolic stability of 9 in UDPGA- supplemented rat intestinal microsomes 
was much higher, which translated nicely in vivo and led to much higher oral 
bioavailability.41



Chapter 13288

13.3.3   Sterically or Electronically Decrease Glucuronidation 
Rate

  

examples

1

Compound Clearance (mL min−1 kg−1, 
dog, rat, rhesus monkey)

Oral bioavailability (dog, rat,  
rhesus monkey)

10 0.51, 13.3 ± 1.0, 17.2 99%, 49%, 43%
11 2.0, 3.0 ± 0.45, 1.7 75%, 73%, 92%

In a series of vascular endothelial growth factor (VeGF) inhibitors two com-
pounds varying by only a methyl group, 10 and 11, were studied in great detail. 
Methyl substitution on the central pyridine has a dramatic effect of lowering 
the in vivo clearance in rats and rhesus monkeys while the effect in dogs was 
in the opposite direction. Compared with 10, compound 11's oral bioavail-
ability was also higher in rat sand rhesus monkeys (73% vs. 49% and 92% vs. 
43%, respectively), but lower in dogs (75% vs. 99%). The discrepancy between 
the species was followed up. Using 14C- labeled 10 it was shown that the major 
route of compound elimination was metabolism and the major metabolite in 
rats and rhesus monkeys was the N- glucuronide formed at the bridging n–H 
group, while in dogs 10 was mostly eliminated by oxidative metabolism. This 
can explain the higher clearance and lower oral bioavailability of 11 in dogs, 
possibly due to its higher lipophilicity. The conformation of 11 is worth noting. 
In the low- energy conformation the pyridine and thiazole should be very close 
to being coplanar as the pyridine nitrogen and the thiazole sulfur can form a 
chalcogen bond, thereby putting 11's methyl group close to the central n–H and 
effectively blocking the nucleophilic attack towards UDPGA.42

2

Compound r1, r2 HLM UGT Clint (µL min−1 mg−1)

12 316
13 <1.9

14a Me, H 10.8
14b H, Me 7.8
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(continued)

examples

The diacylglycerol O- acyltransferase 2 (DGAT2) inhibitor 12 was rapidly cleared 
in human liver microsomes (HLM) with added alamethicin and UDPGA [intrin-
sic clearance (Clint) 316 µL min−1 mg−1], much faster than in the absence of 
UDPGA (Clint 50 µL min−1 mg−1). Glucuronidation at the imidazole was sus-
pected to be the cause. To address the phase II metabolism issue an sp3 spacer 
was introduced. A cyclopropyl group (13) proved to be highly effective in reduc-
ing glucuronidation, while both enantiomers with an ethyl spacer (14a and 14b) 
also showed much lower UGT- mediated clearance rates than 12.43,44

3

The 4- substituted imidazole 15 underwent glucuronidation at the indicated n1 
position as it is exposed, while the 2- substituted imidazole 16 did not undergo 
glucuronidation.45 It is important to note that the three rings are not coplanar, 
but for 16 the steric hindrance around the potential glucuronidation site is still 
significantly larger than that for 15.

4

Compound r1, r2 HLM UGT Clint  
(µL min−1 mg−1)

17 H, H 49
18 H, F 46
19 F, H >360

The difficulty in predicting the effect of the pKa of a phenol on its glucuronida-
tion is well exemplified by the inhaled Janus kinase 2 (JAK2) inhibitors 17–19. 
To introduce a glucuronidation soft spot and minimize systemic exposure, the 
researchers studied the effect of ortho- fluorine on the phenol's glucuronidation. 
The pKa and lipophilicity of compounds 18 and 19 should be very similar, yet 19 
displayed much higher UGT- mediated clearance than 18, the glucuronidation 
rate of which was similar to that of the unsubstituted 17.46
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5

Compound MLM Clhep, probably no  
UDPGA (mL min−1 kg−1)

Mouse hepatocyte Clhep  
(mL min−1 kg−1)

20, r = H 25 59
21, r = F 42 6.2

For a series of CreB binding protein (CBP) inhibitors represented by 20 and 21, 
a disconnect in predicted hepatic clearance (Clhep) between mouse liver micro-
somes (MLM) and hepatocytes was identified, indicating phase 2 metabolism 
not captured by the microsomal assay. results from a metabolite identification 
(MetID) study of a representative compound from this series in mouse hepato-
cytes indicated that the sole metabolite was a glucuronide. It was proposed that 
the n–H between the pyrazole and phenyl groups was the glucuronidation soft 
spot. An ortho- fluorine substituent was added to help reduce the electron density 
on the nitrogen, making it less nucleophilic. Compound 21 was indeed found to 
have much reduced clearance in mouse hepatocytes compared with 20 and was 
confirmed to have low clearance and high oral bioavailability (F) in a mouse PK 
study [Clearance (Cl) 9.6 mL min−1 kg−1, F 100%].47 However, it is likely that this 
was not entirely due to the reduced pKa, since the reported difference in the calcu-
lated pKa between compounds 20 and 21 is small (approximately 0.2). Steric and 
stereoelectronic factors, such as the intramolecular hydrogen bond/antiparallel 
dipole interaction between the n–H and C–F, may also play a role.

6

Compound r Glucuronidation rate (pmol 
min−1 mg−1)

22 Cl 169
23 Cn 27

The 2- chlorophenol in a series of glucagon receptor antagonists represented by 
22 was rapidly glucuronidated in rat liver microsomes. The replacement of Cl 
with Cn led to dramatically lower UGT- mediated clearance, which translated to 
a longer in vivo half- life (60 min vs. 18 min). In rat liver microsomes compound 
23's major metabolic pathway has switched from phase 2 to oxidative metabo-
lism.48 Compound 23 has a significantly lower pKa than 22 (reported pKa values of 
2- chlorophenol and 2- cyanophenol are 8.5 and 6.9, respectively). Steric hindrance 
due to the larger size of Cn compared with Cl may have contributed as well.
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(continued)

examples

7

Compound HLM (no UDPGA)  
Clint (mL min−1 g−1  

of liver)

HLM + UDPGA Clint 
(mL min−1 g−1 of 

liver)

24 0.74 15
25 Stable 2.7

In a series of CXC chemokine receptor 2 (CXCr2) antagonists substitutions 
ortho to the phenol were explored to address rapid clearance and low oral bio-
availability, which are probably the result of phenol glucuronidation. While 
the difference in HLM Clint without UDPGA was small, the sulfonamide 25 was 
found to be significantly more stable than the amide 24 in the presence of 
UDPGA, indicating reduced glucuronidation. This was rationalized by the  
sulfonamide's increased bulk and stronger electron- withdrawing character.49

8

Compound rat in vivo Cl  
(mL min−1 kg−1)

Oral AUC (dose 
normalized, ng h−1 

mL−1/[mg kg−1])

26 64.4 154 ± 28
27 9.4 ± 1.2 600 ± 80
28 21.3 225 ± 143
29 4.32 ± 0.57 2100 ± 550

In rat hepatocytes the serum/glucocorticoid regulated kinase 1 (SGK1) inhibitor 
26 showed formation of a glucuronide metabolite, and the rat PK curves of 26 
and 28 both showed a second peak, indicating acyl glucuronide formation and 
enterohepatic recirculation. For compound 26, ethyl substitution ortho to the 
acid (27) led to much lower clearance and higher area under the curve (AUC). 
The pharmacokinetic profile of 27 still showed a second peak, albeit smaller 
than that of 26, indicating that acyl glucuronide was still formed. When the 
phenyl acetic acid 28 was α- disubstituted (29), clearance was also lower, and no 
second peak was observed in rat pharmacokinetics.50 This example shows that 
steric hindrance can be an effective approach to reduce or eliminate acyl glucu-
ronide formation.
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9

Compound % remaining in rat liver  
S9 after 60 minutes  
(−nADPH, +UDPGA)

30 17
R- 31/S- 31 65/67

(±) 32 51

The protein kinase c epsilon (PKCε) inhibitor 30 had low metabolic stability 
towards glucuronidation, as indicated by the percentage remaining after incu-
bation with rat liver S9 in the presence of UDPGA for an hour. The hydroxy 
group was identified as the glucuronidation site. Polar groups such as –CH2OH 
(31) and –CH2OMe (32) have a beneficial effect in reducing the rate of glucuro-
nidation, and in this case the stereochemistry did not seem to have a significant 
effect, as the two enantiomers of 31 are very similar in this regard. The R-  enan-
tiomer of 31 was chosen for further in vivo studies and demonstrated reduced 
in vivo clearance in rats (55 mL min−1 kg−1) and increased AUC in dogs (4.4 h µg 
mL−1) compared with 30 (87 mL min−1 kg−1 and 0.13 h µg mL−1, respectively).51 
In the absence of a UGT co- crystal structure there could be multiple expla-
nations for such effects, but it is conceivable that introducing such electron- 
withdrawing groups sterically (gauche effect) and electronically deactivates 
hydroxyl groups towards glucuronidation. Alternatively, such polar moieties 
may disrupt the molecule's interaction with certain hydrophobic amino acid 
residues in UGT's active site.

10

Compound UGT2B17 Vmax/Km (µL min−1 mg−1)
33 25.5
34 3.3
35 0.93
36 0.32
37 80
38 0.47
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(continued)

  

examples

1

Compound cLog P t1/2 (min) 
in HLM + 
UDPGA

Microso-
mal fraction 

unbound

Clu predicted from 
human hepatocytes  

(mL min−1 kg−1)

39 4.7 89 0.13 1000
40 2.7 27 0.80 50

The hydroxyl group in the HIV non- nucleoside reverse- transcriptase inhib-
itor (nnrTI) 39 was found to undergo rapid glucuronidation. As it is part 
of the pharmacophore for on- target potency, modification close to the 
hydroxyl group was not tolerated. replacement of the 3,5- dichlorophenyl 
with 3- cyanophenyl led to a two- unit decrease in calculated log of the parti-
tion coefficient (cLog P). Although 40 appeared less stable in HLM compared 
with 39, this was attributed to much lower binding to microsomal protein; 
conversely the predicted unbound clearance based on the data from human 
hepatocytes was much lower for the more polar compound 40.53,54

13.3.4   Decrease Lipophilicity

examples

For the hypoxia inducible factor 2 alpha (HIF- 2α) inhibitor 33, the only detect-
able metabolite in human hepatocytes is the glucuronide of the hydroxyl 
group. removal of either fluorine led to reduced UGT2B17- mediated glucuro-
nidation, indicating in this case that increased pKa of the hydroxyl can retard 
glucuronidation. The difference between 34 and 35 can be rationalized by the 
intramolecular hydrogen bond between OH and F for 35 but not 34, which 
gives 35 a higher pKa and improved metabolic stability. The non- fluorinated 36 
has the lowest glucuronidation rate. A similar electronic effect on glucuronida-
tion was also observed for the matched pair of 37 and 38.52
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2

Compound cLog P rLM + UDPGA Clint (µL min−1 mg−1)

41 3.4 781
42 3.0 589
43 2.3 291
44 0.7 resistant to metabolism

Another example supporting the correlation between lipophilicity and UGT- 
mediated clearance comes from a series of β2- adrenoceptor agonists. The r 
group distal to the phenol has a large effect on the rate of its glucuronidation, 
which in this study correlates well with the calculated lipophilicity of the mol-
ecules, with the least lipophilic 44 being resistant to glucuronidation.55

3

Compound cLog Da Percentage remaining in liver mic-
rosomes + UDPGA after 30 minutes 

(mouse, human)

45 2.6 5, 0

46 0.9 89, 76

For the γ- secretase inhibitor 45, the in vitro UGT- mediated clearance was high, 
and after 30 minutes of incubation in liver microsomes supplemented with 
UDPGA and alamethicin, little to no compound remained. Incorporation of a 
basic nitrogen as in 46, which led to lower Log D, dramatically improved the  
in vitro metabolic stability of the compound.56
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(continued)

examples

4

Compound HLM (no UDPGA) 
Clint (µL min−1 

mg−1)

Human hepato-
cytes Clint (µL 

min−1 million−1)

eLog D

47 12 44 3.0
48 32 <2.0 3.2
49 <8.0 3.4 2.4

The SGLT2 inhibitor 47 had low oxidative clearance in human liver microsomes 
but the clearance was significantly higher in human hepatocytes. Although 
the metabolite was not identified for 47, the metabolic pathways of the later 
identified clinical candidate ertugliflozin that eventually received FDA approval 
were elucidated, and the metabolism was indeed mostly mediated by glucuro-
nidation with three glucuronides identified. When an amine (48) or hydroxyl 
(49) was introduced to replace the oxetane in compound 47, the hepatocyte 
clearance was much lower, leading to the hypothesis that an amine or a hydro-
gen bond donor close to the glucuronidation soft spot can reduce clearance.57,58 
Lower lipophilicity may also account for the reduction in glucuronidation. 
Although the azetidine 48 was reported to have a slightly higher eLog D 
than its oxetane analog 47, its intrinsic lipophilicity (Log P) would usually be 
expected to be about 0.3 units lower.a The basic pKa of the azetidine is expected 
to be 1–2 units above 7.4b, leading to a high degree of protonation at physiolog-
ical pH, which would result in further reduction of the effective lipophilicity of 
48 by up to two units as compared with oxtane 47.

5

Compound r CLog Db Glucuronidation rate 
(nmol min−1 mg−1)

50 OMe 2.8 0.16

51 2.9 0.21
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examples

52 1.6 0.01

53 2.1 0.01

In a series of VeGF inhibitors distinct structure–activity relationships in 
glucuronidation rate were observed between neutral and basic groups 
distal to the phenol. When r was neutral (50 and 51), the in vitro UGT- 
mediated clearance was much higher than when r contained a basic amine 
(52 and 53), despite the fact that this group is at the other end of the mol-
ecule from the phenol.59 This can be rationalized by the lower cLog D of 
compounds 52 and 53.

a Calculated by the author using a novartis model and not in the original publication.
b Calculated using a machine learning Log D model and not in original publication.

13.3.5   Sterically Disrupt the Substrate's Binding to UGT

  

examples

1

Compound Oral bioavailability 
in rat

54 60%
55 16%
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examples

This example demonstrates that the shape of the molecule can have an effect on 
the glucuronide formation. The estrogen receptor ligand 54 had much higher 
oral bioavailability than 55, which was attributed to lower glucuronidation at the 
gut wall in a portal vein cannulation study. The researchers proposed that the 
distal steric bulk was important in lowering UGT- mediated metabolism, probably 
due to unfavorable binding to the UGT.60 One caveat is that both compounds were 
tested as racemates, which may also have an effect on the clearance.

2

Compound Glucuronidation 
rate (nmol min−1 

mg−1)

Cynomolgus monkey  
in vivo half- life  

(hours)

R- 56 0.01 9.0
S- 56 0.05 1.9
R- 57 0.004 16.0
S- 57 0.02 3.7

A series of 5- lipoxygenase inhibitors nicely demonstrated the influence of ste-
reochemistry on glucuronidation. While both enantiomers of 56 and 57 have 
similar potency on the target, differences in the in vitro glucuronidation rate 
were observed. In vivo studies in cynomolgus monkeys also revealed a large  
difference in the half- lives of the enantiomers, probably driven by the different 
in vivo clearance assuming similar volumes of distribution.61

3

In the study of the glucuronidation rate of some secondary benzylic  
alcohols catalyzed by UGT2B7 and UGT2B17, a significant difference was  
found between the R-  and S-  enantiomers. Both UGT isoforms favor the  
R- enantiomer; e.g. the UGT2B17- mediated glucuronidation rate of the  
R- enantiomer 58 was 256 times that of the S- enantiomer 59.62
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13.3.6   Protection of the Soft Spot as a Prodrug
  

examples

1

Compound Cmax (ng mL−1) AUC (ng h mL−1)

60 44 ± 12 359 ± 272
62 372 ± 128 (compound 60) 2436 ± 1025 (compound 60)

A series of PDe10A inhibitors, such as 60, suffered from low exposure when 
dosed orally in rats. The low exposure was determined to be due to extensive 
first- pass glucuronidation in the intestine and liver, as 60 dosed orally gave 
much higher glucuronide exposure than intravenous dosing, and the metabo-
lite's structure (61) matched an authentic sample. Protection of the pyridone 
from intestinal and hepatic metabolism as the acetate prodrug 62 provided a 
large boost in both Cmax and AUC of 60.19
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14.1   Introduction
14.1.1   Enzyme Family
Sulfotransferases (SULTs) are a family of enzymes that catalyze the transfer of  
a sulfo group (-O-SO2-) from its cofactor 3′- phosphoadenosine- 5′- phosphosulfate  
(PAPS, Figure 14.1) to an alcohol to form a sulfate or to an amine to give a 
sulfamate. After the reaction the cofactor turns  into 3′- phosphoadenosine-  
5′- phosphate (PAP).

14.1.2   Expression
SULT's expression level is the highest in the liver but it is found in most extrahe-
patic organs too, such as intestine, lung, kidney and brain.1 To date 15 isoforms 
of human SULTs from four families (SULT 1, 2, 4 and 6) have been reported.2
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Figure 14.1    Structure of 3′- hosphoadenosine 5′- phosphosulfate (PAPS).
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14.1.3   Structure
SULT has a substrate binding site and a cofactor binding site. The PAPS bind-
ing site is highly conserved among all the isoforms.3 In a cocrystal structure 
of 2- naphthol bound to SULT1A1 (Figure 14.2), the hydroxyl group is placed 
near the deprotonating histidine (vide infra) and PAP. Interestingly, at least 
for SULT1A1, one of  the major SULT  isoforms,  there  is a second substrate 
binding  site  that  inhibits  the  enzyme's  activity,  which  indicates  that  there 
may be auto- inhibition at high substrate concentrations (Figure 14.3).4 There 
are a number of SULT crystal structures available  (46 homo sapiens struc-
tures based on the latest search of the Protein Data Bank), which usually con-
sist of the enzyme and the catalytically inactive cofactor PAP, with or without 
a substrate.

14.1.4   Activity
SULT accounts for a third of human phase II metabolism.5 While the Michae-
lis–Menten  constant  (Km)  depends  on  both  the  SULT  isoform  and  its  sub-
strate, it is typically lower compared with 5′- diphospho- glucuronosyltransfe
rase (UGT)- catalyzed glucuronidation. The conjugation catalyzed by SULT is 
generally characterized as high- affinity and low- capacity, as the reaction rate 
is often limited by the concentration of PAPS and the speed at which it can 
be replenished from inorganic sulfate.6 At low concentrations a compound's 
phase II metabolism can go through the sulfation pathway while at higher 
concentrations  the  glucuronidation  pathway  can  take  over.  As  a  trade- off 
between affinity and capacity is difficult to avoid, the two seemingly redun-
dant  metabolic  pathways  provide  better  protection  from  various  toxins  at 
low and high levels.1 Within preclinical model species PAPS concentration in 

Figure 14.2    Close- up  view  of  the  substrate  and  PAP  binding  sites  of  human 
SULT1A1 complexed with PAP and 2- naphthol. The catalytic histidine 
and PAP are shown in a space- filling model (PDB code 3U3K).
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liver is in the order of rat > mouse > dog, and differences in sulfotransferase 
activity between male and female animals have also been reported.7,8 Simi-
lar to glucuronidation and glucuronide hydrolysis, mediated respectively by 
UGT and β- glucuronidase, the amount of circulating sulfate or sulfamate is 
determined by both SULT and sulfatase, with the latter catalyzing the hydro-
lysis of sulfates or sulfamates back to the parent molecule.9

14.1.5   Function and Substrates
SULT catalyzes the conjugation of alcohol, phenol, amine (primary and sec-
ondary), hydroxylamine and N- oxide to form either a sulfate or a sulfamate, 
both of which are highly polar and can be excreted more easily. While conju-
gation with tertiary amines and heterocycles is conceivable, no such exam-
ples have been found in the literature. Similar to glucuronidation, sulfation 
can couple to phase I metabolism to more efficiently eliminate drugs from 
the body. There are two classes of SULTs: Golgi membrane- bound and cyto-
solic.1 The membrane- bound SULTs are typically involved in the metabolism 
of endogenous peptides, lipids and glycosaminoglycans while the cytosolic 
SULTs  tend  to  metabolize  smaller  molecules,  such  as  drugs  and  biogenic 
amines.  Similar  to  UGTs,  there  is  a  substantial  overlap  of  substrate  scope 
between the SULT isoforms. The enzyme can also adopt more than one con-
formation with variable sizes of the substrate binding site, which provides 

Figure 14.3    Crystal  structure  of  human  SULT1A1  complexed  with  PAP  and  two 
4- nitrophenol molecules (PDB code 1LS6).
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a broader substrate scope.3 For major SULT isoforms such as 1A1 and 2A1, 
the access channel to the substrate- binding site and the binding site  itself 
consist mostly of lipophilic amino acid residues (Val, Phe, Met and Tyr), indi-
cating that more lipophilic compounds are better substrates of these SULTs.4 
Compared with SULT1A1 and SULT2A1, SULT1A3 has more acidic amino acid 
residues in the substrate binding site,  thereby being able to accommodate 
amine- containing substrates.  It  is worth noting that the resulting sulfates/
sulfamates  from  SULT- catalyzed  metabolism  can  be  substrates  of  organic 
anion transporter (OAT) and multidrug resistance- associated protein (MRP), 
which affects their distribution.10,11

14.1.6   Mechanism
The  postulated  mechanism  of  the  sulfo  group  transfer  is  shown  in  Figure 
14.4.12 Upon substrate binding to SULT a histidine acts as the general base 
to  deprotonate  the  hydroxyl  group  to  be  sulfated.  For  ammonium  groups, 
deprotonation  by  the  histidine  can  also  happen.  The  enzyme  also  places 
the substrate moiety  to be sulfated close  to  the reactive PAPS sulfur atom, 
thereby increasing the substrate's effective concentration and expediting the 
reaction.

The first step of PAPS synthesis is between inorganic sulfate and ATP, cat-
alyzed by ATP sulfurylase (Figure 14.5). ATP sulfurylase produces adenosine 
5′- phosphosulfate (APS), which is then phosphorylated by APS kinase to pro-
duce PAPS.

Figure 14.4    Mechanism of alcohol sulfation catalyzed by SULT.

Figure 14.5    Synthesis of the cofactor PAPS.
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14.1.7   Screening Strategies
Incubation of putative SULT substrates with liver cytosol and PAPS can pro-
duce  the sulfation metabolite.  A  compound's half- life  in  this  assay  can  be 
used  to  calculate  its  intrinsic  clearance  driven  by  SULT- mediated  metabo-
lism. As SULT and UGT can metabolize the same substrates (alcohol, phenol 
and primary or secondary amine), for such compounds it may be more effi-
cient to use liver S9 fortified with PAPS and uridine- diphosphate- glucuronic 
acid (UDPGA) to capture both sulfation and glucuronidation. Alternatively, 
hepatocytes  can  be  used,  which  captures  even  more  metabolic  pathways 
and may better predict  in vivo clearance. SULT inhibitors can also be used 
to confirm SULT involvement and diagnose the isoform contributing to the 
metabolism, such as quercetin (SULT1A1/1E1), estrone (SULT1A3/1E1) and 
2,6- dichloro- 4- nitrophenol (SULT1A1).13

14.1.8   Relevance
Sulfation is an important phase II metabolic pathway and shares a lot of sim-
ilarity with glucuronidation. As SULTs are expressed in the liver and intes-
tine, it can limit a drug's exposure. Perhaps more importantly, as the sulfate 
moiety is a leaving group, a reactive species can be formed from the sulfate 
of benzylic or allylic alcohol and N- hydroxylamine, which may lead to cova-
lent modification of biological targets and result in toxicity (see Chapter 15 
on  Reactive  Metabolites  and  Chapter  16  on  Genotoxicity).14  For  example, 
it  is  known  that  the  benzylic  alcohol  of  polycyclic  aromatic  hydrocarbons 
(PAh)  can  undergo  metabolic  activation  via  sulfation  and  covalently  mod-
ify  DNA  (Figure  14.6).  Pronethalol,  a  beta  blocker  with  a  benzylic  alcohol, 
forms a highly reactive and mutagenic aziridine due to intramolecular dis-
placement of  the sulfate  (Figure 14.7).15 Sometimes  the site of sulfation  is 
introduced by phase I metabolism and is not present in the parent molecule, 

Figure 14.6    Toxicity  associated  with  benzylic  alcohol  of  polyaromatic  hydrocar-
bons (PAh).

Figure 14.7    Reactive metabolite associated with pronethalol.
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which deserves the medicinal chemist's attention. For example, the hIV non- 
nucleoside reverse- transcriptase inhibitor (NNRTI) nevirapine (Figure 14.8) 
first undergoes CYP- mediated oxidation to generate the benzylic alcohol, fol-
lowed by sulfation, which then forms covalent protein adducts.16

Besides reactivity of the resulting sulfate metabolite, the sulfate itself may 
also have pharmacological activity, despite the fact that sulfation is typically 
a detoxification pathway and the resulting sulfate is much more polar than 
the parent molecule. This may warrant further profiling of the sulfate metab-
olite. For example, minoxidil, a drug for the treatment of hair loss, is a prod-
rug that requires activation by SULT to the active sulfate (Figure 14.9), which 
is  reported  to be a potassium channel activator. Sulfates of neurosteroids, 
such  as  pregnenolone,  also  have  activities  on  gamma- aminobutyric  acid 
(GABA) and N- methyl- d- aspartate (NMDA) receptors.17,18

Figure 14.8    Sulfation  following  phase  I  metabolism  of  nevirapine  generates  a  
reactive metabolite.

Figure 14.9    Activation of minoxidil by sulfation.
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14.2   Mitigation Strategies
Since there is a large overlap between the substrate scope of UGTs and SULTs 
the strategies to improve metabolic stability are often similar.

14.2.1   Remove or Block the Sulfation Site
Such compounds are often made to assess their effects on the target potency. 
If the sulfation soft spot is not required for potency a solution can often be 
quickly identified.

14.2.2   Use Bioisosteres to Replace the Susceptible Moiety
Bioisosteres are also effective tools to maintain target potency while abrogat-
ing SULT- mediated metabolism.

14.2.3   Sterically or Electronically Decrease the Sulfation  
Rate

As sulfation is a reaction between a nucleophile and a mixed anhydride, ster-
ically or electronically reducing the nucleophile's reactivity could improve its 
stability towards sulfation.

14.2.4   Lower Lipophilicity
It  is  known  that  the  substrate  binding  site  of  major  SULT  isoforms 
( SULT1A1/1A2/1A3)  contains  multiple  lipophilic  amino  acid  residues.  
To  reduce  binding  to  such  SULT  isoforms,  lowering  lipophilicity  of  the  
substrate can be an effective approach.

14.2.5   Increase the Size of the Molecule to Disrupt Binding to 
SULT

While  in  general  the  medicinal  chemist's  aim  is  to  keep  molecules  small, 
limited precedents indicate that a modest increase in size, while still within 
the drug- like space, may be sufficient to effect a clash with SULT and thus 
significantly decrease its catalytic efficiency. Moreover, with the crystal struc-
tures of SULT available, it is possible to rationally remove such a metabolic 
liability using structure- based design.
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Example

1

Compound Cellular IC50 (nM) Percentage remaining in rat 
S9 after 60 minutes

1 13 1 ± 1
2 60 98 ± 6

In a series of dual tyrosine–threonine kinase/cell division cycle-like kinase 2 
(TTK/CLK2) inhibitors the phenol 1 suffered from poor metabolic stability. 
The major metabolites were the glucuronide and the sulfate of the phenol. The 
2- methyl benzoxazole 2 was found to be a good substitute. Although it did not 
have a hydrogen bond donor, the loss in on- target potency was small, and the 
metabolic stability was dramatically improved.19

14.3.2   Use Bioisosteres to Replace the Susceptible Moiety
  

Example

1

Compound R MCF- 7 cellular IC50 (nM)
3 Oh 1.5
4 B(Oh)2 3.2

Fulvestrant (3), a selective estrogen receptor degrader (SERD), had low 
oral bioavailability due to rapid glucuronidation and sulfation of the phe-
nol. A boronic acid isostere (4) was identified, which maintained the anti- 
proliferative potency and showed much improved oral exposure in a mouse 
pharmacokinetic (PK) study.20

14.3   Examples of Mitigation Strategies
14.3.1   Remove or Block the Sulfation Site
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14.3.3   Sterically or Electronically Decrease the Sulfation Rate
  

Example

1

Compound SULT specificity constant  
(kcat/Km) (mM−1 min−1)

5 ~1.7
6 ~0.4
7 ~0.05

The rate of sulfation in a series of alcohols containing seven carbon atoms 
was investigated. The primary alcohol 5 had a catalytic efficiency about four 
times that of the secondary alcohol 6, which in turn was about eight times 
that of the tertiary alcohol 7.21 Due to the small differences in other physico- 
chemical properties, it is reasonable to conclude that the degree of steric 
hindrance is the main factor accounting for the differences in sulfation rate 
between such compounds. The same trend was also observed for an analo-
gous series of non- cyclic isomeric alcohols.

  

Example

1

Compound R
8 h
9 Me

10 Et
11 n- Pr
12 n- Bu
13 n- pentyl

In a series of 4- substituted benzylic alcohols, it was observed that the catalytic 
efficiency of SULT increases with the size of the substitution and peaks at the n- 
pentyl analogue 13. For 8–13 kcat/Km was found to correlate with Log P.21

14.3.4   Lower Lipophilicity
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14.3.5   Increase the Size of the Molecule to Disrupt Binding to 
SULT

  

Example

1

The SULT catalytic efficiency of a series of benzyl alcohols substituted in the 
4- position with n- alkyl chains up to n- octyl was found to steadily increase 
up to n- pentyl and decrease again from n- hexyl to n- octyl,21 which can 
be rationalized by the size and shape of the enzyme's active site being 
less accommodating to long and linear chains beyond n- pentyl. A similar 
observation was made on the SULT1A1/1A2- mediated sulfation of a series 
of 4- alkylated phenols: metabolism was significant when the chain was 
smaller than n- hexyl but dropped again when it was n- heptyl or larger.22 
While this indicates that increasing a molecule's size may decrease sul-
fation, such a strategy offers the advantage of not having to modify the 
soft spot itself, which sometimes is critical for potency. The length of 
4- octylbenzyl alcohol is 13.8 Å, which is still well within the drug- like 
space; for comparison imatinib is significantly larger at 21 Å.

References
  1.   N. Gamage, A. Barnett, N. hempel, R. G. Duggleby, K. F. Windmill, J. L. 

Martin and M. E. McManus, Toxicol. Sci., 2006, 90, 5–22.
  2.   M. Suiko, K. Kurogi, T. hashiguchi, Y. Sakakibara and M. C. Liu, Biosci., 

Biotechnol., Biochem., 2017, 81, 63–72.
  3.   D. Dong, R. Ako and B. Wu, Expert Opin. Drug Metab. Toxicol., 2012, 8, 

635–646.
  4.   N. U. Gamage, R. G. Duggleby, A. C. Barnett, M. Tresillian, C. F. Latham, 

N. E. Liyou, M. E. McManus and J. L. Martin, J. Biol. Chem., 2003, 278, 
7655–7662.

  5.   T. Wang, I. Cook and T. S. Leyh, Drug Metab. Dispos., 2016, 44, 481–484.
  6.   C. D. Klaassen and J. W. Boles, FASEB J., 1997, 11, 404–418.
  7.   T.  Shiraga,  K.  Iwasaki,  K.  Takeshita,  h.  Matsuda,  T.  Niwa,  Z.  Tozuka,  

T. hata and F. P. Guengerich, Xenobiotica, 1995, 25, 1063–1071.



313Sulfation

  8.   W. Z. Zhong, J. Zhan, P. Kang and S. Yamazaki, Curr. Drug Metab., 2010, 
11, 296–306.

  9.   S. R. hanson, M. D. Best and C. h. Wong, Angew. Chem., Int. Ed., 2004, 43, 
5736–5763.

 10.   A. Kalliokoski and M. Niemi, Br. J. Pharmacol., 2009, 158, 693–705.
 11.   G. Jedlitschky, I. Leier, U. Buchholz, K. Barnouin, G. Kurz and D. Keppler, 

Cancer Res., 1996, 56, 988–994.
 12.   E. Chapman, M. D. Best, S. R. hanson and C. h. Wong, Angew. Chem., Int. 

Ed., 2004, 43, 3526–3548.
 13.   L. Wang, N. Raghavan, K. he,  J. M. Luettgen, W. G. humphreys, R. M. 

Knabb, D. J. Pinto and D. Zhang, Drug Metab. Dispos., 2009, 37, 802–808.
 14.   Y. J. Surh, Chem.- Biol. Interact., 1998, 109, 221–235.
 15.   U. Bicker and W. Fischer, Nature, 1974, 249, 344–345.
 16.   A. M. Sharma, M. Novalen, T. Tanino and J. P. Uetrecht, Chem. Res. Toxi-

col., 2013, 26, 817–827.
 17.   G. Akk, J. Bracamontes and J. h. Steinbach, J. Physiol., 2001, 532, 673–684.
 18.   A.  Malayev,  T.  T.  Gibbs  and  D.  h.  Farb,  Br. J. Pharmacol.,  2002,  135, 

901–909.
 19.   J.  R.  Riggs,  M.  Nagy,  J.  Elsner,  P.  Erdman,  D.  Cashion,  D.  Robinson,  

R. harris, D. huang, L. Tehrani, G. Deyanat- Yazdi, R. K. Narla, X. Peng,  
T. Tran, L. Barnes, T. Miller, J. Katz, Y. Tang, M. Chen, M. F. Moghaddam, 
S.  Bahmanyar,  B.  Pagarigan,  S.  Delker,  L.  LeBrun,  P.  P.  Chamberlain,  
A. Calabrese, S. S. Canan, K. Leftheris, D. Zhu and J. F. Boylan,  J. Med. 
Chem., 2017, 60, 8989–9002.

 20.   J.  Liu,  S.  Zheng,  V.  L.  Akerstrom,  C.  Yuan,  Y.  Ma,  Q.  Zhong,  C.  Zhang, 
Q.  Zhang,  S.  Guo,  P.  Ma,  E.  V.  Skripnikova,  M.  R.  Bratton,  A.  Pannuti,  
L. Miele, T. E. Wiese and G. Wang, J. Med. Chem., 2016, 59, 8134–8140.

 21.   G. Chen, E. Banoglu and M. W. Duffel, Chem. Res. Toxicol., 1996, 9, 67–74.
 22.   R. M. harris, R. h. Waring, C. J. Kirk and P. J. hughes, J. Biol. Chem., 2000, 

275, 159–166.



314

 
Drug Discovery Series No. 79
The Medicinal Chemist’s Guide to Solving ADMET Challenges
Edited by Patrick Schnider
© The Royal Society of Chemistry 2021
Published by the Royal Society of Chemistry, www.rsc.org

15.1   Introduction
The process of bioactivation resulting in the formation of electrophilic reac-
tive metabolites (RMs) is an unattractive feature in investigational drug sub-
stances, considering their known association with genotoxicity (via covalent 
modification of DNA),1 clinical drug–drug interactions [via inactivation of 
human cytochrome P450 (CYP) enzymes],2 and certain idiosyncratic adverse 
drug reactions (IADRs).3–5 IADRs manifest as rare and sometimes life- 
threatening reactions [e.g., drug- induced liver injury (DILI), skin rashes and 
agranulocytosis] that cannot be explained by the primary pharmacology of the 
drug.3–6 The underlying mechanisms of IADRs remain unclear; however, it is 
believed that the vast majority are caused by immunogenic conjugates formed 
via the covalent interaction of a RM with cellular proteins resulting in direct 
cellular dysfunction or an immune response via the formation of a hapten.6

15.2   Screening for RMs in Preclinical Drug 
Discovery

IADRs are difficult to reproduce in humans, and there are few, if any, gen-
erally applicable animal models for addressing these liabilities during the 
drug discovery and development phase.7 As a consequence, predicting 
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the IADR potential of new chemical entities (NCes) is practically difficult, 
if not impossible. under the basic notion that eliminating RM formation 
could potentially mitigate IADRs risks, high- throughput screens for assess-
ing CYP- catalyzed oxidations of NCes to RMs have evolved, wherein com-
pounds are incubated with nicotinamide adenine dinucleotide phosphate 
(NADPh)- supplemented human liver microsomes (hLM) in the presence of 
nucleophilic trapping reagents [e.g., glutathione (gSh) and its derivatives, 
methoxylamine, semicarbazide and/or cyanide], and the trapped electro-
philes (RM- nucleophile adducts) are detected using liquid chromatography 
tandem mass spectrometry.8–11 RMs resulting from CYP- mediated oxida-
tions can also be studied upon incubating radiolabeled (14C or 3h- labeled) 
NCes with NADPh- supplemented human liver microsomes (hLMs) and/or 
human hepatocytes followed by quantification of the amount of unextract-
able radioactivity (presumably due to covalent binding of the electrophilic 
RM to hepatic proteins).12

15.3   Structural Alerts and Drug Design
exclusion of certain functional groups [referred to as structural alerts (SAs) 
or toxicophores]13 that are intrinsically electrophilic or are known to undergo 
enzyme- catalyzed bioactivation to RMs (Figure 15.1) is a standard modus ope-
randi in modern medicinal chemistry. Such a notion is backed by the obser-
vations that out of 68 drugs recalled or associated with a black box warning 
(BBW) for IADRs, 55 (80.8%) contained one or more SA, and evidence for RM 
formation is available for 36 out of the 55 drugs (65%).14 Several examples of 
structure–toxicity relationship studies have emerged, wherein absence of RM 
liability is consistent with the improved safety profile of successor drugs (see 
Key References). Although anecdotal for the most part, the results of such 
studies indicate that avoiding SAs in drug design would potentially mitigate 
IADR risks due to RM formation.

Figure 15.1    Representative examples of functional groups categorized as SAs.
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15.3.1   Shortcomings of the SA Concept
There is no clear distinction as to when a particular functional motif is viewed 
as a SA. SAs are divided into a simple binary categorization; ones that form 
RMs versus other functional groups. The vast majority of marketed drugs 
possess a phenyl ring, which is a SA (Figure 15.1).13 As such, the generation 
of a RM in the course of metabolism will depend on the binding pose of the 
NCe in the catalytic active site of the metabolizing enzyme (e.g., CYP), and 
subsequent positioning of the SA towards the catalytic center to yield a RM. 
It is entirely possible that metabolism could occur in a region distinct from 
the SA and lead to non- reactive metabolites as described in Section 15.7. As 
depicted in Figure 15.2, examination of the structural trends for recently 
approved drugs (2009- present) also reveals several examples containing SAs 
that are not metabolized to RMs.14–17

15.3.2   Critical Evaluation of the SA Concept
eliminating RM formation is a viable starting point in drug design, but 
there is a growing concern that the perceived safety risks associated with 
RM- positive compounds may be over accentuated. Several marketed drugs 
contain SAs and form RMs, but are rarely associated with IADRs. A recent 
meta- analysis revealed that out of the 108 most prescribed drugs in 2009, 
58 (53%) contained SAs and 24 out of the 58 (41%) examples formed RMs.14 
Likewise, 13 out of the 15 most sold drugs in 2009 were found to contain 
SAs and experimental evidence for RM formation has been presented for 
10 out of the 13 drugs.14 Overall, the percentage of SA-  and/or RM- positive 
compounds in the most prescribed or highest total sales categories is largely 

Figure 15.2    Marketed drugs that contain SAs, which are not metabolized to RMs.
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similar to that noted for drugs recalled or associated with a BBW for IADRs, 
indicating that the SA concept and RM screening tools may be too rigorous 
and in its current form could halt the progression of novel and much- needed 
medicines. Atorvastatin, clopidogrel and duloxetine (Figure 15.3) are per-
haps the most provocative illustrations of marketed agents that contain SAs 
and are bioactivated to RMs.14

15.4   Bioactivation Versus Detoxification
In vitro RM screens (conducted in gSh-  and NADPh- supplemented hLM) 
are only capable of inspecting oxidative bioactivation by CYP enzymes. In 
several instances, CYP- dependent RM formation may be observed in hLM, 
but in vivo, the compound may undergo a distinctly different metabolic fate 
that bypasses and/or competes with RM formation (Figure 15.4). The anti-
depressant paroxetine is metabolized by CYP2D6 on the 1,3- benzdioxole SA 
to a catechol intermediate in humans,18 which also leads to the mechanism- 
based inactivation of CYP2D6.19 The results of studies with [3h]- paroxetine 
demonstrated NADPh- dependent covalent binding to hLM and human 
liver S9 proteins and the characterization of gSh conjugates of reactive 
quinone metabolites.20 Likewise, the selective estrogen receptor modulator 
raloxifene is metabolized by CYP3A4 on the phenolic SAs to yield reactive 

Figure 15.3    Marketed drugs with good safety records that form RMs.



Chapter 15318

quinone species that are trapped with gSh in vitro.21 however in vivo, the 
quinone precursors of these two drugs are principally metabolized via com-
peting O- methylation and/or glucuronidation pathways, respectively.20,22 
In fact, the principal metabolites of paroxetine in humans are the corre-
sponding guaiacol derivatives, obtained via catechol- O- methyl transferase 
(COMT)- catalyzed methylation of the catechol intermediate.18 In the case of 
raloxifene, preincubation of raloxifene with uridine 5- diphosphoglucuronic 
acid- fortified human intestinal microsomes reduces the amount of [14C]- 
raloxifene that is covalently bound to hLM, which is consistent with the effi-
cient and extensive raloxifene glucuronidation by human intestinal- specific 
uridine glucuronosyl transferase (ugT) 1A10 and 1A8 that limits the amount 
of drug undergoing bioactivation in the liver.22 These observations indicate 
the importance of detailed follow- up studies in fully integrated in vitro bio-
logical matrices (e.g. human hepatocytes and/or liver S- 9 fractions) to mini-
mize false positives generated in preliminary RM screens. Knowledge about 
the in vivo clearance mechanisms in animals and the ones anticipated in 
humans and how that relates to RM formation in in vitro matrices will lead to 
data- driven decision making with regards to compound selection.

15.5   Total Daily Dose as a Principal Mitigating 
Factor for IADRs

high daily dose drugs (>100 mg) tend to be the ones, which most frequently 
lead to IADRs, while low dose drugs (<50 mg) rarely are problematic in this 
regard (irrespective of the potential of these compounds to form RMs).14  
A statistically significant relationship has been noted between daily dose 
and reports of liver failure (p = 0.009), liver transplantation (p < 0.001) and 
death caused by DILI (p = 0.004) amongst prescription medicines in the uSA.  
Of 598 Swedish DILI cases, 9% belonged to the ≤ 10 mg per day group, 14.2% 

Figure 15.4    effects of competing detoxification pathways on RM formation.
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to the 11–49 mg per day group, and 77% of cases were caused by medications 
given at doses ≥50 mg per day.23 In the meta- analysis by Stepan et al.14 the vast 
majority of SA-  and/or RM- positive drugs, which are not associated with IADRs, 
are low total daily dose drugs (Figure 15.5). Likewise, in the case of clopido-
grel, the majority (>70%) of its daily dose of 75 mg undergoes rapid ester 
hydrolysis by carboxylesterases to yield an inactive carboxylic acid metabolite 
(approximately 80–85% of circulating metabolites).24 This observation implies 
that only a small percentage of the parent drug (20 mg or less) is theoretically 
available for conversion to the pharmacologically active RM. Indeed, covalent 
binding to platelets accounts for only 2% of radiolabeled clopidogrel in human 
mass balance studies (Plavix® package insert). These combined observations 
(discussed in Sections 15.4 and 15.5) indicate that the improved safety of low 
daily dose drugs arises from a marked reduction in the total body burden to 
RM exposure via efficient detoxification processes involving scavenging by the 
endogenous gSh pool and/or competing metabolic pathways, such that the 
RMs are unlikely to exceed the safety threshold needed for toxicity.

15.6   Managing RM Liability of Drug Candidates in 
Preclinical Discovery

The mere presence of SAs cannot in itself predict the type, severity or inci-
dence of IADRs. Likewise, RM screening tools are not intended to predict tox-
icity but rather to detect the formation of RMs. Selection of drug candidates 
should not rely solely on SA or RM information, as overall metabolic fate and 
other considerations (e.g. toxicity arising from the parent compound itself 
via inhibition of critical hepatobiliary transport proteins such as the bile- salt 
export pump)25,26 provide additional valuable information that can be used 
in a ‘weight of evidence’ approach for risk assessment and management. 

Figure 15.5    Influence of low total daily dose on IADR potential of drugs that form 
RMs.
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Recent advances in risk assessment methodologies, such as the estimate of 
total daily body burden of covalent binding in hepatocytes or by zone classifi-
cation taking the clinical dose into consideration, are positive steps towards 
quantitative prediction of IADR risks with drug candidates.27–31 Optimization 
of lead compounds should focus on improving intrinsic pharmacological 
potency and optimizing pharmacokinetics (e.g. reducing metabolic clear-
ance) as a means of decreasing the total daily dose and the associated ‘body 
burden’ of the parent drug and its metabolites. Against this backdrop, it is 
necessary to emphasize that a correlation has been established between DILI 
and drugs undergoing high hepatic metabolism.32 Out of the approximately 
207 most widely prescribed oral medications in the uSA, 12 drugs with no 
reported hepatic metabolism had no reports of DILI. In contrast, drugs sig-
nificantly metabolized in the liver (>50% hepatic metabolism, n = 149) had 
significantly higher frequency of alanine aminotransferase more than three 
times the upper limit of normal (35% versus 11%, p = 0.001), liver failure 
(28% versus 9%, p = 0.004) and fatal DILI (23% versus 4%, p = 0.001). When 
the relationship between DILI and combination of hepatic metabolism and 
daily dose was examined, compounds with both substantial hepatic metabo-
lism and daily dose >50 mg (n = 50) were significantly more hepatotoxic than 
compounds belonging to other groups. extension of these findings33 led to 
the observation that drugs (n = 254) metabolized by CYP enzymes have a 
higher likelihood of causing DILI [odds ratio, 3.99; 95% confidence interval, 
2.07–7.67; p < 0.0001] in a dose- dependent manner.

It is also important to note that several marketed drugs (e.g. aniline- based 
tyrosine kinase inhibitors) intended to treat life- threatening ailments generate 
RMs, cause IADRs and carry a BBW for adverse reactions.34 Such drugs remain 
on the market and are widely prescribed because of favorable benefit–risk con-
siderations. What these observations indicate is that the level of risk (e.g. idio-
syncratic toxicity, pharmacokinetic interactions due to CYP inactivation, etc.) 
that would be deemed acceptable for drug candidates intended to treat major 
unmet medical needs, life- threatening diseases and/or orphan diseases is sig-
nificantly higher relative to treatment of chronic non- debilitating conditions 
where alternate treatment options are already available.
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15.7   Elimination of RM Liability in Preclinical Drug 
Discovery

For RM- positive compounds, the structure of the reactive species (usually 
inferred from the characterization of stable adducts with nucleophiles), 
the biochemical pathway(s) and the enzyme(s) responsible for their gen-
eration have to be determined. The information can then be used, as 
appropriate, for structural modifications aimed at eliminating the liabil-
ity. In practice, eliminating or reducing RM formation in a lead chemi-
cal series is not trivial; medicinal chemistry solutions to eliminate RM 
formation could result in a detrimental effect on primary pharmacology 
(e.g. changes in subtype selectivity for target receptor or enzyme, agonist 
or antagonist behavior) and/or pharmacokinetic attributes (e.g. attenua-
tion of aqueous solubility or passive cell permeability). If the structural 
alert can be readily replaced with an alternate functional group without 
a significant loss of primary pharmacology or pharmacokinetic proper-
ties, then it is advisable to do so (examples are noted later in this chap-
ter) and thereby avoid the need for additional risk assessment beyond 
standard drug safety packages and further internal debate on this topic 
for the remainder of the development program. On the basis of available 
examples in the toxicological and medicinal chemistry literature, there 
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appear to be approximately three major groups of reactive structural enti-
ties derived from small molecule bioactivation, including:
  
 1.  electron- deficient double (and triple) bonds, including quinones, quinone- 

methides, quinone- imines, imine- methides, diimines, classical Michael- 
acceptors and – especially electronically stabilized – iminium ions.

 2.  epoxides derived from CYP- mediated oxidation of aryl rings as well as 
double and triple bond- containing compounds.

 3.  Acyl glucuronides.
  

Strategies towards mitigating their formation in a preclinical drug discov-
ery setting are described in Sections 15.7.1–15.7.10 and Figures 15.6–15.15.

15.7.1   Mitigation of Aromatic (and Heteroaromatic) Ring 
Epoxidation via Introduction of Metabolic Soft Spots

Life- threatening hepatotoxicity observed in patients treated with sudoxicam 
during clinical trials has been attributed to thiazole ring scission yielding 
a reactive acylthiourea metabolite capable of oxidizing gSh and proteins.35 
Although introduction of a methyl group at the C5 position on the thiazole 
ring in meloxicam is the only structural difference, the change dramatically 
alters the metabolic profile such that oxidation of the C5 methyl group to 
the alcohol (and carboxylic acid) metabolite(s) constitutes the principal met-
abolic fate of meloxicam in humans (Figure 15.6).36 In the case of the anx-
iolytic agents alpidem (hepatotoxic, withdrawn from commercial use) and 
zolpidem (Ambien®, non- hepatotoxic),37 a key structural difference is the 
replacement of the two chlorine atoms in alpidem with two methyl groups 
in zolpidem. The chloro- imidazopyridine ring in alpidem undergoes CYP- 
mediated oxidation to a reactive epoxide intermediate that adducts with gSh; 
the detection of thiol conjugates in human excreta provides evidence for the 
pathway in vivo.38 In contrast, zolpidem is metabolized via oxidation of both 
methyl groups to the corresponding alcohol and carboxylic acid metabolites 
and is not subject to RM formation.38

Figure 15.6    examples of mitigation of (hetero)aromatic ring epoxidation via intro-
duction of metabolic soft spots.
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15.7.2   Mitigation of Heteroaromatic Ring Epoxidation via SA 
Replacement

Figure 15.7    examples of mitigation of (hetero)aromatic ring epoxidation via SA 
replacement.39,40

Figure 15.8    examples of mitigation of (hetero)aromatic ring epoxidation via intro-
duction of electron- deficient ring substituents.41

15.7.3   Mitigation of Heteroaromatic Ring Epoxidation via 
Introduction of Electron- deficient Ring Substituents
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15.7.4   Mitigating the Formation of Electrophilic Iminium 
Ion: Structure–Toxicity Relationship Studies on 
Marketed Dibenzodiazepine Anxiolytics

Figure 15.9    example of mitigating the formation of an electrophilic iminium ion.42–44

15.7.5   Mitigating the Formation of Electrophilic Quinone–
Imine and Diimines45–49

Figure 15.10    examples of mitigating the formation of electrophilic quinone–
imine and diimines.45–49
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15.7.6   Reducing or Eliminating Bioactivation of Phenyl 
and Phenol Rings to Epoxides and Quinones via 
Introduction of Electron- withdrawing Substituents

Figure 15.11    examples of reducing or eliminating bioactivation of phenyl and 
phenol rings to epoxides and quinones via introduction of electron- 
withdrawing substituents.50–52

Figure 15.12    example of eliminating multiple oxidative bioactivation pathways 
(epoxidation and quinone- imine formation) in pyrazinone- based 
corticotrophin- releasing factor- 1 receptor antagonists.53–56

15.7.7   Eliminating Multiple Oxidative Bioactivation Pathways 
(Epoxidation and Quinone- imine Formation) in 
Pyrazinone- Based Corticotrophin- Releasing Factor- 1 
Receptor Antagonists
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15.7.8   Eliminating S9/NADPH- dependent Genotoxicity of 
a 5- Hydroxytryptamine Receptor Family 2C (5- HT2C) 
Receptor Agonist in the Salmonella Ames Assay57,58

Figure 15.13    example of eliminating S9/NADPh- dependent genotoxicity of a 
5- hT2C receptor agonist in the Salmonella Ames assay.57,58

Figure 15.14    example of eliminating the formation of the gSh- reactive α,β- 
unsaturated aldehyde noted in the metabolism of the anti- convulsant 
felbamate (associated with aplastic anemia and hepatotoxicity).59–61

15.7.9   Eliminating the Formation of the GSH- Reactive α,β- 
Unsaturated Aldehyde Noted in the Metabolism of the 
Anti- convulsant Felbamate (Associated with Aplastic 
Anemia and Hepatotoxicity)
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15.7.10   Structure–Toxicity Relationships for Carboxylic  
Acid- based Drugs Prone to Acyl Glucuronidation

A rather dramatic illustration of a structure–toxicity relationship is evident 
with the hepatotoxicant ibufenac and ibuprofen, one of the safest over- the- 
counter nonsteroidal anti- inflammatory drugs on the market. While both 
drugs are extensively glucuronidated in animals and humans, the presence of 
the extra α- methyl substituent in ibuprofen slows acyl glucuronide formation 
and migration relative to ibufenac, thus providing a possible explanation for 
the toxicological differences (Figure 15.15). Structure–activity relationships 
between acyl glucuronide migration rates and protein covalent binding have 
revealed that carboxylic acids with a higher degree of alkyl substitution at the 
α- carbon exhibit lower reactivity with nucleophiles, indicating that inherent 
electronic and steric effects probably modulate the overall rate of acyl glucu-
ronide rearrangement.62–64
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16.1   Introduction
16.1.1   Genotoxicity Assessment in Small Molecule Drug 

Discovery and Development
Assessing genotoxic liabilities of potential new drug candidates is mandatory 
for preclinical safety testing and comprises a battery of regulatory tests cov-
ering different genotoxic mechanisms. As genotoxic activity is very critical 
for the development of new drug candidates (and in general not acceptable 
despite few exceptions, such as late- stage cancer indications), reliable infor-
mation on this endpoint is needed early on. Therefore, miniaturized versions 
and indicator assays are applied already during the lead optimization phase 
and to predict the regulatory tests (see Section 16.1.3).

16.1.2   Mechanisms of Genotoxicity
Small molecules may induce genotoxicity either by direct DNA- reactive mech-
anisms or by indirect, non- DNA- reactive mechanisms (Figure 16.1).

Direct DNA- reactive interactions (e.g. by alkylating agents or reactive oxy-
gen species) may lead to DNA adduct formation and base mispairing during 
replication, ultimately resulting in gene mutations and/or DNA strand breaks 
if not repaired correctly.1,2
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indirect, non- DNA- reactive mechanisms e.g. via interference with spindle 
fibers, inhibition of DNA repair enzymes, nucleotide pool imbalance or inhi-
bition of topoisomerases may result in DNA strand breaks or impairment of 
the chromosome replication cycle. Any unrepaired DNA strand break or any 
impairment of the chromosome segregation can translate into chromosome 
breaks (clastogenicity3) or mis- segregation of whole chromosomes (aneuge-
nicity4,5). For indirect non- DNA- reactive mechanisms thresholds with accept-
able safety margins might be observed.

The accumulation of genomic damage could ultimately result in genetic dis-
eases, such as cancer, but also teratogenicity (the capability of producing fetal 
malformations),6 cardiovascular effects (by damage of mitochondrial DNA7,8) 
and other multifactorial diseases, such as diabetes.9 Genomic instability phe-
notypes with increased mutability may accumulate initial genomic damage 
which might further lead to uncontrolled cell proliferation and cancer.10,11

16.1.2.1  DNA Reactive Mechanisms
induction of DNA damage as a consequence of covalent modification of the 
purine and pyrimidine bases or the phosphodiester backbone by reaction 
with an electrophile is one of the common processes leading to positive 

Figure 16.1    Small molecule genotoxic mechanisms and genetic risk.
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results in a genotoxicity assay in the course of drug discovery programs. The 
preferred sites of reaction in DNA have been explained by the nature of the 
electrophile and the nucleophilic nitrogen and oxygen atoms of the nucleo-
bases according to the hard and soft acids and bases (hSAB) concept as well 
as by steric factors.12,13

endocyclic nitrogens are more nucleophilic than exocyclic oxygens and 
nitrogens. in particular the N7 atom of guanine, which is also sterically 
exposed in the major groove, is often found to be the site which is modified 
most extensively (Figure 16.2). Alkylation of endocyclic nitrogens can lead 
to hydrolytic deglycosylation or ring- opening following nucleophilic attack 
of water at C8.12,13 On the other hand, alkylation of the exocyclic nitrogen 
atoms N2 of guanine, N6 of adenine and N4 of cytosine, the amidic endocy-
clic N1 nitrogen atoms of guanine and thymine, and the oxygen atoms O6 of 
guanine and O4 of thymine gives rise to stable adducts.12 The stability and 
position of alkylation have an influence on the likelihood of such a modifica-
tion to evade the body's DNA repair mechanisms and result in a mutagenic 
outcome.1,13

electrophilic DNA- reactive agents are commonly classified into direct- 
acting and indirect- acting agents.13 The latter term does not refer to their 
mechanism of causing damage to DNA but to the requirement for metabolic 
activation to turn them into electrophiles. John Ashby and colleagues made 
a prominent contribution to popularizing alerts of structural moieties which 
can react as electrophiles with DNA directly or after metabolic activation by 
making up a hypothetical molecule featuring the structural alerts known at 
the time (Figure 16.3).14,15

16.1.2.1.1  Direct- acting  Agents.  Direct- acting electrophiles, which com-
prise mainly alkylating and acylating agents and which tend to be of concern 
mainly as impurities of reagents used during synthesis,16 include
  

 ● small alkyl, benzyl and allyl esters of sulfuric, sulfonic, phosphoric and 
phosphonic acid,

 ● alkyl chlorides, bromides and iodides,
 ○ primary alkyl halides may also act as indirect- acting agents after 
undergoing metabolic oxidation to an aldehyde

Figure 16.2    Numbering of the atoms and pairing of DNA nucleobases.
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 ● sulfur and nitrogen mustards [bis(2- haloethyl) sulfide and bis 
(2- haloethyl)amine derivatives], which can form highly reactive episulfo-
nium and aziridinium ions, respectively,

 ● epoxides and aziridines,
 ● alkyl nitrites,
 ● N- hydroxymethyl derivatives, which can be formed metabolically by 

cytochrome p450 catalyzed oxidation of N- methyl amines,
 ● Michael acceptors, i.e. electron- deficient double or triple bonds which 

are substituted with one or more electron- withdrawing substituents 
such as carbonyl, cyano or nitro groups,

 ● acylating agents, including acyl halides, carbamoyl halides, halofor-
mates, isocyanates, isothiocyanates, β- lactones and γ- sultones,

 ● aldehydes, which can react with primary amino groups of nucleobases 
and proteins to form Schiff bases, giving rise to DNA adducts and DNA 
interbase as well as DNA protein crosslinks.

16.1.2.1.2  Indirect- acting Agents.  electrophilic agents which are formed 
upon metabolic activation are termed indirect- acting agents.13 The proba-
bly most prominent class of indirect- acting agents in medicinal chemistry 
comprises compounds which can be metabolized to form highly electro-
philic aryl nitrenium ions. This includes aryl rings which are substituted 
with an amino, nitro, nitroso, hydroxylamino or diazo group (Figure 16.4). 
Arylamination occurs predominantly at the C8 position of guanine bases. 
experimental evidence indicates that these thermodynamically stable 
adducts are formed after rearrangement of an initial N7 adduct (Figure 
16.4).17

Metabolic hydroxylation at the α- position of a tertiary aliphatic amine fol-
lowed by elimination of water can give rise to a reactive iminium ion. The for-
mation of such stabilized iminium ions is often observed for cyclic amines.19

Figure 16.3    ‘Super mutagen’, adapted from Ashby.14,15 Direct- acting functional 
groups are colored in red, indirect- acting ones requiring metabolic 
activation in magenta.
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Hydrazines, N- nitrosamines, N- nitrosamides and triazines can undergo 
multi- step metabolic and chemical transformations to give highly reactive 
diazonium ions or, in the case of hydrazines, carbon radicals.13

Compounds with electron- rich carbon–carbon double bonds including halo-  
and alkoxy- substituted olefins and aromatic rings, such as furans and thio-
phenes or benzene rings substituted with electron- donating groups, can 
metabolically be activated to electrophilic epoxides.13

Certain N- oxides of aromatic azaheterocycles have been reported to be muta-
genic. The mechanism by which N- oxides exert this effect will depend on the 
structure of the heterocycle as well as its substitution and may in some cases 
involve metabolic activation.13,20

Hydroxamic acids can undergo a Lossen rearrangement to form isocy-
anates. it has been proposed that the mutagenic effect observed for many 
hydroxamic acids is due to the formation of such highly reactive acylating 
agents.21,22

Figure 16.4    Mechanisms of formation of an aryl nitrenium ion and addition to a gua-
nine base. Aryl nitrenium ions are formed from N- arylhydroxylamine 
derivatives following enzymatic conjugation and elimination.  
N- Arylhydroxylamines and their conjugates can be formed by enzy-
matic reduction of nitro and nitroso derivatives or cytochrome 
p450 mediated N- oxidation of aromatic amines, which can also be 
formed from azo compounds by an azoreductase.13 Bioactivation of  
N- acetylated aromatic amines has also been described to lead to reac-
tive aryl nitrenium ions.18
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16.1.2.2  Non- DNA- reactive Mechanisms
16.1.2.2.1  Non- covalent  Interactions with DNA:  Intercalation and Groove 
Binding.  The two major types of non- covalent and thus reversible interac-
tions with double- stranded DNA, which can result in a disturbance of rep-
lication and transcription of DNA, are intercalation and groove- binding. 
electrostatic interactions conferred by positive charges often account for a 
significant contribution to free binding energy of non- covalent binders to 
the polyanionic DNA. it is noteworthy that it has been concluded that the 
highest concentration of the negative potentials is located in the grooves 
despite the formal negative charge of the phosphate backbones.23

DNA intercalation is a non- covalent insertion into the hydrophobic space 
between two adjacent base pairs, which requires a transient widening of 
this space by a partial unwinding of the double helix.23 intercalation com-
plexes are stabilized by interactions between the lowest unoccupied molec-
ular orbital (LUMO) of the intercalator and the highest occupied molecular 
orbitals (hOMOs) of the adjacent purine bases. enhancement of the hOMO–
LUMO interaction by lowering of the LUMO can be effected by introduction 
of a positive charge to the intercalating moiety. This is exemplified by the 
classical intercalator ethidium, whereas its noncationic analog 3,8- diamino
- 6- phenylphenanthridine is not an intercalator (Figure 16.5).24 While highly 
planar and electron- deficient structures such as aromatic polycycles are pre-
disposed best to intercalation, the space between base- pairs can widen up to 
7–8 Å to accommodate also less planar compounds.25

Other examples of intensely studied DNA intercalators include berberine, 
which used to be employed as a dye, the bacteriostatic disinfectant proflavine, 
9- aminoacridine and its derivatives such as the antineoplastic amsacrine, 

Figure 16.5    (a) Chemical structures of ethidium bromide and 3,8- diamino- 6-  
phenanthridine. (b) Visualization of an X- ray crystal structure of a 
complex of ethidium with the dinucleoside monophosphate cytidylyl- 
(3′–5′)- guanosine (CpG) as a model of double- helical DNA and rNA: An 
intercalative ethidium molecule is shown with dark bonds, while stacked 
ethidium molecules are drawn with light open bonds.26,27 reproduced 
from ref. 26, https://doi.org/10.1007/s10969- 016- 9202- 4, under the terms 
of the CC BY 4.0 license, http://creativecommons.org/licenses/by/4.0/.
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anthracycline derivatives including doxo-  and daunorubicin (also known as 
daunomycin), the anticancer agent camptothecin, (+)- (7S,8R,9S,10R)- 7,8- d
ihydroxy- 9,10- epoxy- 7,8,9,10- tetrahydrobenzo[a]pyrene, the most carcino-
genic metabolite of benzo[a]pyrene, and the 8,9- exo epoxide metabolite of 
aflatoxin B1, a highly carcinogenic food contaminant produced by the molds 
Aspergillus flavus and Aspergillus parasiticus (Figure 16.6).23,28 it should be 
pointed out that the epoxide metabolites of aflatoxin B1 and benzo[a]pyrene 
are of course not pure intercalators but are also able to specifically alkylate 
DNA nucleobases as visualized for the latter in Figure 16.7.29

Figure 16.6    Chemical structures of DNA intercalators.

Figure 16.7    (a) Nuclear magnetic resonance (NMr) solution structure of an unde-
canucleotide duplex, d(CGGTCACGAGG)‚d(CCTCGTGACCG), in which 
(+)- (7S,8R,9S,10R)- 7,8- dihydroxy- 9,10- epoxy- 7,8,9,10- tetrahydrobenzo 
[a]pyrene is covalently bonded to the exocyclic N6 amino group of the 
central deoxyadenosine, dA6, through trans addition at C10 of the 
epoxide and epoxide ring opening (pDB iD 1JDG; the image was created 
using Mol*).30 (b) (+)- (7S,8R,9S,10R)- 7,8- Dihydroxy- 9,10- epoxy- 7,8,9, 
10- tetrahydrobenzo[a]pyrene bonded to the central deoxyadenosine.29
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Many, but not all, DNA intercalators are able to inhibit or “poison” 
topoisomerase i or ii. Topoisomerases are enzymes that catalyze the tran-
sient breaking and rejoining of a single (topoisomerase i) or double strand 
(topoisomerase ii) during the unwinding of DNA, thus facilitating replication 
and transcription. poisoning of topoisomerase enzymes is a consequence 
of a stable intercalator–DNA–topoisomerase complex, which impedes reli-
gation of the DNA breaks. examples of topoisomerase ii inhibitors include 
anthracyclines and amsacrine, while camptothecin is a topoisomerase i 
inhibitor.23,28

The second major mode of non- covalent interaction of small molecules 
with a DNA double- helix is binding to the major or the minor groove. Struc-
tural features which enable binding to the latter, including planarity and 
positively charged groups, are, in part, similar to those of intercalators as 
exemplified by 4′,6- diamidino- 2- phenylindole (DApi), which can interact 
with DNA either as intercalator or as minor- groove binder (Figure 16.8).23 
Another prominent group of minor- groove binders are bisbenzimidazoles, 
which are useful as fluorescent dyes to stain DNA. Bisbenzimidazoles such as 
pibenzimol, which is also known as hoechst 33258 and which had been eval-
uated in a phase 1 clinical trial as an anti- cancer treatment, as well as other 
minor groove binders have been shown to also have effects on topoisomerase 
enzymes (Figure 16.8).31,32

The natural product netropsin, which was first isolated from the actino-
bacterium Streptomyces netropsis and which has antibiotic as well as antiviral 
activity, is a representative of polyamide minor groove binders to DNA with  
sequence selectivity elicited by specific hydrogen bonding interactions  
(Figure 16.9).31,32

Figure 16.8    Chemical structures of three well- studied DNA minor groove 
binders.
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16.1.2.2.2  Mechanisms  Not  Involving  a  Direct  Interaction  With 
DNA.  Mechanisms which elicit genotoxicity without directly interacting 
with DNA are expected to show threshold dose–response curves.35 Major 
mechanisms of non- direct DNA damage are:
  

 ● inhibition of kinases regulating the cell cycle36

 ● inhibition of topoisomerases37

 ● inhibition of tubulin polymerization38,39

 ● inhibition of DNA synthesis (nucleotide pool imbalance, inhibition of 
DNA polymerases)40–43

 ● inhibition of histone deacetylases (hDACs), DNA methyl transferases44,45

 ● Overloading of oxidative defense mechanisms46

 ● Metal ion chelation; disturbance of metal homeostasis47

 ● Metabolic overload (phase ii enzymes etc.)48,49

16.1.3   Screening Strategies and Regulatory Guidelines
Figure 16.10 depicts a schematic overview of a standard testing approach from 
early discovery stages to regulatory testing for assessment and optimization 
against genotoxic liabilities. The standard test battery consists of a bacterial 

Figure 16.9    X- ray crystal structure of the DNA dodecamer d(CGCAAATTTGCG) 
complexed with the minor groove binding drug netropsin, which 
forms hydrogen bonds (blue dotted lines, highlighted with ovals in 
magenta) with O2 of thymines and N3 of adenine as well as backbone 
oxygens (pDB iD 121D; the image was created using NGL viewer and 
rCSB pDB).33,34 Water molecules have been omitted.
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mutation assay (the Ames test50,51), an in vitro mammalian cell assay measur-
ing chromosomal damage (e.g. a chromosomal aberration test (CA),52 a mouse 
lymphoma gene mutation assay (MLA)53 or an in vitro micronucleus test (in vitro 
MNT)54) and an in vivo rodent assay, typically a micronucleus test using either 
bone marrow or peripheral blood cells. in case of a positive result in an in vitro 
mammalian cell assay with unknown biological relevance, e.g. if caused by in 
vitro cytotoxicity, a second in vivo test, such as a single cell gel electrophoresis 
(comet) assay55 in a second tissue would be needed to assess and clarify the 
genotoxic potential of drug candidates. Alternatively two in vivo assays would 
be mandatory in case no in vitro mammalian cell assay is conducted.56–58,104 
These regulatory assays are expensive, time- consuming and require large 
quantities of test material. Therefore, early genotoxicity screening approaches 
have been introduced prior to the application of regulatory testing.

Considering the critical implications of genotoxicity for drug development 
and a general genotoxic liability rate of about 20% (based on roche internal 
data), reliable screening methods predicting the good laboratory practice 
(GLp) regulatory assays are essential for efficient compound optimization. 
Genotoxicity screening should be both sensitive and specific. Throughput 
and predictability need to be balanced and suitable for the respective discov-
ery stages, i.e. from lead series identification and compound optimization to 
clinical candidate selection. These typically include miniaturized versions of 
the regulatory Ames and in vitro MNT assays requiring much lower amounts 

Figure 16.10    Strategy for early genotoxicity assessment and compound 
optimization.
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of test compound and time but predicting regulatory GLp assays very effec-
tively (Figure 16.11). higher throughput assays, such as bacterial reporter 
assays (e.g. ViTOTOX59) and indicator assays measuring DNA damage [e.g. 
fluorometric analysis of DNA unwinding (FADU60)] or DNA damage response 
(e.g. Greenscreen61) require even less compound and might be more appro-
priate in early phases than in silico approaches, which are successfully used 
in very early phases to highlight potential genotoxic liabilities and prioritiza-
tion of testing.62 emerging flow cytometric and imaging analysis based meth-
ods for the micronucleus test (MNT) could increase throughput as well.63,64

16.1.4   Relevance
Genetic toxicology data are highly critical for further development of drug 
candidates, and late- stage genotoxicity failures are very costly. in general 
mutagenic activity by a positive Ames test might only be considered accept-
able in case of a bacteria- specific mechanism (e.g. by azides65) or for life 
threatening indications where efficacy would relate to a genotoxic mech-
anism (mainly for late- stage cancer indications). There is no safe dose per 
default for such directly DNA- reactive compounds, and any potential identi-
fication of a possible threshold concentration would require very labor- and 
time- consuming additional (animal) testing with movement of the risk of 
failure to later development stages.66,67

Figure 16.11    highly effective prediction of regulatory GLp Ames test by a minia-
turized Micro Ames screening version (roche internal data). positive 
GLp Ames assays after 2003 are due to a bacteria- specific mechanism 
and tested positive in the screening assay as well.
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Thresholds with acceptable safety margins might be observed for com-
pounds with a positive in vitro mammalian cell test result in cases of chromo-
somal breakage (clastogenic activity) or chromosome loss (aneugenic activity) 
resulting from an indirect non- DNA- reactive mechanism interfering with the 
cell division or chromosome replication cycle. if such a compound is considered 
for progression, additional studies for mechanic proof of an indirect mode of 
action and demonstration of acceptable in vivo safety margins are warranted.56

16.2   Mitigation Strategies
Due to the numerous mechanisms which may disrupt the cell cycle and the 
fact that DNA damage is often caused by reactive metabolites, the formation 
of which may, in some cases, be hard to predict, there are no universal rules 
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to mitigate genotoxicity. Avoidance of substructures which have previously 
been associated with genotoxic effects and which have been described in Sec-
tion 16.1.2 is among the most successful strategies.13 A number of in silico 
tools are available to assist a thorough assessment of a compound's potential 
to cause genetic toxicity.62 however, avoidance or replacement of toxophores 
may not in all cases be possible without substantial loss of on- target activity. 
Therefore, strategies to mitigate some of the most common causes of geno-
toxicity including the formation of DNA- reactive nitrenium ions and alkylat-
ing agents as well as DNA intercalators and inhibitors of kinases regulating 
the cell cycle are discussed below.

A focus on fine- tuning physicochemical properties is often too simplistic 
to successfully mitigate a genotoxicity liability. however, reducing planarity, 
modification of lipophilicity and increasing molecular weight will be prom-
ising strategies in certain cases:

Planarity is possibly the most prominent risk factor of genotoxicity since it 
is a prerequisite of DNA intercalation and minor groove binding (see Section 
16.2.3.1). Furthermore, an extended conjugated planar system may favor the 
formation of a reactive nitrenium ion from an aromatic amine (see 16.2.1.1). 
In silico descriptors of planarity can be used to guide optimization efforts. 
Analysis of more than 1500 in vitro micronucleation test results at roche 
showed that plane- of- best- fit (pBF),68 a measure of three- dimensionality of a 
molecule which is based on calculated conformations, or also simple proxy 
measures of planarity such as percent or fraction of heavy atoms in planar 
or aromatic rings or of aromatic bonds are good predictors of chromosome 
damage activity of molecules. E.g. data display a clear trend and greater risk 
of a positive or weakly positive MNT response for compounds with >60% aro-
matic bonds compared with those with <60% (Figure 16.12).

Lipophilicity is not generally correlated with a positive read- out in in vitro 
assays of genotoxicity. however, reducing lipophilicity may decrease the 
rate of metabolism (see Chapter 9) and thus attenuate the formation of a 

Figure 16.12    percentage of aromatic bonds as a predictor of chromosome damage 
measured by in vitro micronucleation activity.



Chapter 16344

genotoxic reactive metabolite. On the other hand, modifications which disfa-
vor the formation of a reactive metabolite electronically or sterically may lead 
to an increase in lipophilicity (this section and Section 16.3). Furthermore, 
increasing electron- density is a means of disrupting intercalation (see Section 
16.2.3.2), which may entail an increase in lipophilicity. Last but not least, lipo-
philicity is a key determinant of cellular permeability (Chapter 3) and may thus 
affect the potential of a compound to exert a genotoxic effect within cells.

Molecular weight is another key property that determines permeability 
(Chapter 3). Good permeability due to low molecular weight may thus favor 
genotoxicity. Analysis of a roche- internal data set indeed revealed an increas-
ing likelihood of a positive readout with decreasing molecular weight in the 
micronucleus as well as the Ames test. The effect is particularly pronounced 
for aromatic amines below a molecular weight of 300 Daltons in the Ames 
test under conditions including metabolic activation. This may be due to 
efficient metabolism by certain cytochrome p450 enzymes, such as isoforms 
1A1, 1A2, 1B1 and 2A6, which have a preference for smaller and aromatic 
compounds.69–71

16.2.1   Avoiding the Formation of Aryl Nitrenium Ions
Due to its propensity to form a highly reactive nitrenium metabolite the 
primary aromatic amine motif is often avoided in the design of active phar-
maceutical ingredients (Apis). however, aromatic amines are commonly 
used as building blocks for the synthesis of heterocycles or amides and 
might still be released upon (metabolic) hydrolysis or be present as residual 
impurities. Mutagenic metabolites are generally not tolerated, and muta-
genic impurities need to be limited according to the international Coun-
cil for harmonisation of Technical requirements for pharmaceuticals for 
human Use (iCh) M7 guideline.72 Therefore, compounds for which met-
abolic liberation of a mutagenic aromatic amine cannot be excluded are 
usually not considered for further development. The two main mitigation 
strategies are replacement of the mutagenic amine by a non- mutagenic 
isostere or prevention of the metabolic or chemical release of the aromatic 
amine.

16.2.1.1  Modification of the Aryl Group
Quantum mechanical calculations have indicated that the dissociation 
energy to form a nitrenium ion or the stability of the nitrenium ion are good 
predictors of the mutagenic potential of an aromatic amine.73–76 Consistently 
with such calculations mutagenic activity may be decreased by reducing elec-
tron density of the aromatic ring by substitution with electron- withdrawing 
substituents or replacement of carbon by hetero atoms. While replacement 
of the aromatic ring by a non- aromatic bioisostere is often not feasible,77 
breaking conjugation can be a successful strategy, e.g. by removal of a ring in 
the case of polycyclic aromatic amines or increase of biaryl dihedral angles 
by introduction of ortho substituents.76
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For nitroarenes modification of the one- electron reduction potential of 
the nitro group has been proposed as a promising approach to modulate 
mutagenicity.78

An alternative strategy to mitigate mutagenic activity of an aromatic amine 
or nitro compound is steric shielding of the amino or nitro group with one or, 
more effectively, two ortho substituents to prevent metabolic activation.78,79 
it has been shown for alkyl substituents that mutagenicity decreases with 
increasing steric demand of the alkyl group.79 With the exception of bis- 
ortho- substitution, the effect of smaller substituents, such as methyl, ethyl or 
chlorine, tends not to be sufficient. Mutagenic activity may also be abolished 
by introduction of a remote sterically demanding substituent, in particular a 
tertiary butyl or adamantyl group.80,81 The effectiveness of introducing bulky 
alkyl substituents to mitigate mutagenic activity might be due to a disrup-
tion of the interaction of a compound with metabolizing enzymes or redi-
rection of metabolism to the alkyl group as a metabolic soft spot. in cases 
where an electrophilic quinone imine metabolite causes mutagenicity, the 
issue may be resolved by blocking the position ortho or para to the amino 
group. it should be kept in mind, though, that methyl or ethyl substituted 
aromatic amines may give rise to electrophilic imine methide metabolites.19

16.2.1.2  Preventing the Release of an Aromatic Amine
While hydrolysis of acyclic carboxylic amide bonds could also be influenced 
by modulating electronic and steric properties of the aromatic ring, it may 
be elusive to completely rule out in preclinical development that this process 
might happen in humans. instead successful mitigation strategies of amide 
hydrolysis include stabilization by embedding the amide bond in a cycle, 
N- alkylation of secondary amides, amide replacement by a bioisostere82 or 
inversion of the amide moiety. Furthermore, it should be pointed out that 
release of an aromatic amine due to hydrolytic instability is not restricted to 
amides but has also been observed for certain N- arylated heterocycles.83 in 
such cases replacement or modification of the heterocycle may be a viable 
strategy to avoid genotoxicity.

16.2.2   Avoiding Alkylating Agents
With the exception of treatments for severe life- threatening diseases84–87 
highly reactive direct acting alkylating agents are usually avoided in candi-
date drugs. however, attention to thorough purification needs to be paid 
when such reagents are used in synthesis.16 in drug discovery genotoxic-
ity caused by DNA alkylation is therefore often due to reactive metabolites. 
Three main classes of metabolites stand out; their formation is discussed in 
detail in Chapter 15 – reactive Metabolites:
  

 ● epoxides of – in particular electron- rich – aromatic rings and olefins
 ● Michael acceptors, including quinones, quinone imines, diimines and 

quinone as well as quinone imine methides
 ● iminium ions and aldehydes
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16.2.3   Avoiding Intercalation and Minor Groove Binding

16.2.3.1  Reducing Planarity
One way of abolishing the capacity of a compound to insert between adjacent 
base pairs is introduction of appropriately placed substituents. While inter-
action with DNA may already be disturbed distinctly by even a small substit-
uent, more sterically demanding groups tend to be more effective.

Another well- proven mitigation strategy is to break planarity by conforma-
tional changes, e.g. by increasing the torsion angle of a biaryl system by ortho 
substitution or (partial) saturation of planar rings.

16.2.3.2  Disfavoring Intercalation Electronically
Since intercalation complexes are stabilized by interactions between the 
LUMO of the intercalator and the hOMOs of the adjacent purine bases, 
these interactions are disfavored by increasing electron density of an aro-
matic system of an intercalator, thus raising the energy of the LUMO. This is 
accomplished by removing electron- withdrawing substituents or replacing 
them by electron- donating ones, reducing the number of fused aromatic 
rings, or replacing an electron- poor heteroaryl ring with a more electron- 
rich system.

16.2.3.3  Disrupting Binding to the Minor Groove
reducing planarity and positive charge are not only effective strategies 
to disfavor intercalation but also binding to the minor groove. Further-
more, minor groove binding may be abrogated by disruption of hydrogen 
bonding.

16.2.4   Optimization Against Binding to the ATP Site of 
Kinases Regulating the Cell Cycle

Kinase inhibition often accounts for positive results in chromosome damage 
assays.36 Most small molecule kinase inhibitors target the ATp binding site 
by mimicking adenine, which forms three hydrogen bonds with the amide 
groups of the backbone of the hinge (Figure 16.13). The vast majority of kinase 
inhibitors form at least one hydrogen bond with the hinge backbone. The 
most common feature is a hydrogen bond acceptor, which is often flanked 
by one or two hydrogen bond donors. Off- target kinase activity may thus be 
mitigated by modification of such a hydrogen bond acceptor(- donor) motif, 
which many planar – mostly aromatic – azaheterocycles feature, in particular 
when substituted with a primary or secondary amino group (Figure 16.13c).  
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however, it should be emphasized that selectivity against unwanted kinases 
can also be achieved by disrupting interactions in other areas of the ATp bind-
ing site, i.e. the gate area, the back cleft or regions of the front cleft beside the 
hinge.88 Decreasing interactions with the hydrophobic pockets of the hinge 
region can be applied to any other non- DNA reactive enzyme target contain-
ing a conserved ATp binding site and involved in the chromosome replica-
tion cycle, such as histone deacetylases (hDACs), topoisomerases, tubulin 
polymerases and mitotic kinesins, to eliminate any chromosome damaging 
activity.

Critical players of genetic stability are especially the CDK1, CDK2, CDK4, 
CDK6, AUrKA, AUrKB, pLK1, BUB1, and MpS1 kinases by regulating key 
steps of the chromosome replication cycle, such as mitotic signaling, centro-
some condensation and segregation, spindle formation, and chromosome 
segregation and cytokinesis.36

Figure 16.13    (a) hydrogen bonding interactions of adenine with amino acids 46 
and 48 of the hinge region of the ATp binding pocket of kinases.88 
(b) X- ray crystal structure of ATp binding to CDK2 (pDB iD 1FiN; the 
image was created using NGL viewer and rCSB pDB).33,89 (c) exam-
ples of hinge- binding motifs of kinase inhibitors confirmed by X- ray 
crystal structures. Top row: motifs interacting only with amino acid 
48; bottom row: binders forming hydrogen bonds with amino acids 
46 and 48.88
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examples

1

in two independent studies Boche and colleagues explored the effect of alkyl 
substitution on the genotoxicity of 2- aminonaphthalene, 2- aminofluorene and 
4- aminobiphenyl in the Ames test with Salmonella typhimurium strains TA98 
and TA100.79,80 Genotoxicity was mainly observed with metabolic activation in 
the presence of S9 (+S9), while most compounds did not show any genotoxicity 
without S9 (−S9). Steric shielding of the amino group of these systems by ortho- 
bis- substitution with a methyl, ethyl or isopropyl group effectively decreased 
mutagenicity. however, ortho- substitution with only one primary or secondary 
alkyl group increased mutagenicity. This may be rationalized by insufficient ste-
ric shielding, a tendency to increased metabolic turnover due to an increase in 
lipophilicity and/or the formation of imine methides. The latter cannot be formed 
from ortho- t- butyl substituted anilines, which showed no or strongly reduced 
mutagenicity. remote t- butyl substitution in the 7- position of 2- aminofluorene 
and in the 4′- position of 4- aminobiphenyl effectively mitigated mutagenicity as 
well. Mutagenicity of 4- aminobiphenyl could also be abolished by 4′- substitution 
with i- propyl and n- butyl groups, which are potential metabolic soft spots.

16.3   Examples of Mitigation Strategies
16.3.1   Avoiding the Formation of Aryl Nitrenium Ions
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2

Using quantum mechanical calculations Leach and colleagues found that the 
dissociation of substituted N- acetoxy- 4- aminobiphenyl derivatives to form the 
nitrenium ion correlates with a likelihood of the corresponding 4- aminobiphenyl 
being positive in the Ames test in Salmonella typhimurium strains TA98 and TA100.76 
Mutagenicity was only observed with metabolic activation. Substitution with 
electron- withdrawing substituents will destabilize the nitrenium ion and thus dis-
favor dissociation. it was found that single fluorine or chlorine substitution in any 
position does not abolish mutagenicity in the Ames test with the notable exception 
of the 2- chloro derivative, which effects a significant distortion of the biphenyl 
system in addition to its electron- withdrawing inductive effect. All derivatives with 
2,2′- substitution with fluorine, chlorine or cyano were Ames negative.

3

in search of novel glucokinase activators a team at AstraZeneca had identified 
the secondary carboxylic acid amide AZD1092 as a development candidate. 
The potentially releasable 1- methyl- 3- aminopyrazole fragment was found to 
be positive in the Ames assay. Although this aromatic amine was not observed 
in any preclinical pharmacokinetic studies and testing in other genotoxicity 
assays, including the rat liver unscheduled DNA synthesis and rat bone marrow 
micronucleus tests, did not reveal any concerns, the positive Ames result would 
have necessitated front- loading of more extensive genotoxicity characterization 
throughout development, which triggered the search for a new development 
candidate which is devoid of any genotoxicity liability.90

A number of aromatic amines were identified which tested negative in the Ames 
test. Using the same quantum mechanical method as in example 2 above to 
calculate the gas- phase dissociation energies of the corresponding N- acetoxy 
derivatives73 revealed that the Ames- positive amines have a lower dissociation 
energy compared with those that were negative. Amides with the Ames- negative 
2- amino- 5- methylpyrazine showed a good potential to give rise to derivatives 
with a balanced pharmacodynamic and ADMeT profile. Further optimization 
led to the selection of AZD1656 as a new development candidate.

(continued)
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4

As a representative example of a series of sulfonamides as novel progesterone 
receptor modulators explored at pfizer “cpd 19” was selected to assess the risk 
of liberation of a potentially mutagenic aromatic amine.91 After oral admin-
istration of a single dose to male rats, significant levels of the aniline and the 
secondary N- acetyl metabolite were found in plasma. The sulfonamide as well as 
the aniline tested positive in the Ames test with S9 activation. Mutagenic activity 
could be abolished by 3- trifluoromethyl, 3- fluoro or 3,5- difluoro substitution of 
the phenyl ring with retention of potency. electronic as well as conformational 
effects may contribute to the mitigation of mutagenicity.

5

As part of a program aimed at the optimization of selective androgen recep-
tor modulators, researchers at Bristol–Myers Squibb found traces of the 
Ames- positive hydrolytic degradant 4- cyano- 1- naphthylamine of a bicyclic 
N- aryl hydantoin lead compound in the urine of cynomolgus monkeys and 
dogs but not in plasma of any species.83 As a replacement of the mutagenic 
4- cyano- 1- naphthylamine two dozen 2,3- substituted 4- aminobenzonitrile 
derivatives were explored, of which 14 were found to be less mutagenic than 
4- cyano- 1- naphthylamine in the SOS Chromotest assay.92 The 2-  chloro-  
3- methyl-  and 2- bromo- 3- methyl- 4- aminobenzonitrile hydantoin derivatives  
were the most potent compounds in the series, and 2- chloro- 3- methyl-  
4- aminobenzonitrile tested negative in the Ames test. The parent hydantoin  
subsequently advanced to human clinical trials.
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6

A series of antitubercular 7- nitrobenzothiazoles were found to be positive in the 
Ames test in Salmonella typhimurium TA98 and TA100 strains.78 The nitro group 
was shown to be reduced by bacterial nitroreductase to its active nitroso form 
and thus critical for antitubercular activity, but its step- wise reduction, culmi-
nating in the formation of a highly reactive nitrenium ion, was also associated 
with the mutagenicity observed. it was found that the mutagenicity could be 
mitigated by introduction of a methyl substituent ortho to the nitro group, while 
the 2- unsubstituted derivative was still Ames positive, albeit to a lesser degree. 
The methyl group inductively decreases the single- electron affinity of the nitro 
group as shown computationally, thus disfavoring the first step of its metabolic 
reduction. in addition, steric hindrance may further decrease reactivity of the 
nitro group.

16.3.2   Avoiding Alkylating Agents
  

examples

1

(continued)
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Novartis researchers reported on an interesting observation on the effects of 
ortho- phenyl substituents on the mutagenicity of 2- phenylbenzimidazoles.93 
2,6- Dimethyl substitution was found to consistently give rise to Ames- positive 
compounds in the presence of S9 metabolic activation. The methyl groups were 
predicted to be likely sites of CYp mediated metabolism by an in silico metabolism 
model. Methyl hydroxylation followed by hydroxide elimination would thus lead 
to a reactive methide. Consistent with this hypothesis the 2,6- dichloro derivative 
did not show any mutagenicity in the Ames test. More surprisingly it was found 
that the deletion of only one of the two ortho- methyl groups abolished mutagen-
icity as well. The 2,6- dimethyl derivative was also found to be a moderate time- 
dependent inhibitor of CYp3A4 [concentration giving 50% of maximum inhibition 
(iC50) = 7.3 µM], whereas the mono- methyl analog was a much weaker inhibitor 
(iC50 > 50 µM). The authors proposed that this difference may be rationalized by 
the stronger twist of the biaryl system elicited by the ortho- bis- substitution, which 
renders the benzimidazole nitrogens more accessible to bind to the CYp3A4 heme 
iron, thus facilitating subsequent oxidation of one the methyl groups.

2

The A2A/A1 adenosine receptor antagonist 2- amino- 4- phenyl- 8- pyrrolidin- 1- ylm
ethyl- indeno[1,2- d]pyrimidin- 5- one was determined to be genotoxic in the Ames 
as well as the mouse lymphoma L5178Y assays following metabolic activation.94 
The compound was positive only in the Salmonella typhimurium tester strain 
TA1537, indicating DNA intercalation. however, the fact that mutagenicity was 
dependent on metabolic activation indicated that covalent binding to DNA was 
the key driver of the effect. results from detailed metabolism studies indicated 
extensive metabolism of the pyrrolidinylmethyl residue. it was concluded that 
the endocyclic iminium ion and the ring- opened aldehyde reactive metabolites 
are likely candidates for causing the genotoxicity, since covalent binding to 
DNA could be prevented in the presence of cyanide, which is the nucleophile of 
choice to trap iminium ions, and methoxylamine, which had been confirmed 
to form an oxime ether with the aldehyde. Genotoxicity could be abolished by 
replacing the unsubstituted pyrrolidinyl ring by 2,5- dimethyl- pyrrolidinyl or 
3- pyridyl, which further corroborated the hypothesis that reactive intermediates 
resulted from metabolism of the pyrrolidinyl group.
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3

The N7 atom of guanine is a common site of DNA alkylation. As a model Thaens 
et al. used 4- (4- nitrobenzyl)pyridine (NBp) to develop a photometric assay to 
probe the reactivity of epoxides and oxetanes.95 They found that the logarithm 
of the second- order rate constant of the NBp- electrophile reaction correlated 
well with the experimental mutagenicity determined in the Ames test or SOS 
Chromotest. They found that epoxides which are substituted with a moderately 
electron- withdrawing substituent were highly reactive and were reported to be 
mutagenic, while reactivity was markedly reduced with pure alkyl substituents. 
The three non- mutagenic oxetanes tested did not react with NBp.

  

examples

1

16.3.3   Avoiding Intercalation

(continued)
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Acridine derivatives, including the topical antiseptic 9- aminoacridine, are 
known as DNA intercalators, which act as frameshift mutagens causing inser-
tion or deletion of base pairs of DNA. Tomosaka et al. showed that binding 
affinity to calf thymus DNA was increased markedly by introduction of electron- 
withdrawing substituents.96 interestingly, intercalation gets stronger with 
increasing size of the halide substituents; the authors presume that the bulky 
bromide and iodide substituents are positioned outside the space of the base 
pairs in the intercalated state.

While mutagenicity of the 2-methyl substituted derivative, assessed in the Ames 
test in Salmonella typhimurium tester strain TA1537 in the absence of metabolic 
activation, was similar to that of the parent 9- aminoacridine, it was strongly 
increased for the chlorine and nitro analogs. Mutagenicity of the iodo and 
bromo derivatives could not be determined due to their strong toxicity.

9- Amino- 2,7- dimethylacridine was found to have an even lower binding 
affinity than its monomethyl analog and, in line with this, showed very little 
mutagenicity.

2

A team at roche had observed that a number of potent tricyclic 5- hT2C receptor 
agonists increased the number of revertant colonies in the Ames test in strain 
TA1537 without metabolic activation.97 Using a DNA unwinding assay evidence 
was provided that the genotoxic effects were significantly attributable to the 
intercalating properties of the compounds.

The highest mutagenic responses were observed with two fully aromatic and 
consequently highly planar 1H- benz[g]indazole and - indole derivatives. partial 
saturation of the central ring to reduce planarity did not abolish mutagenic 
activity but led to a clear reduction. it is worth noting that the indazole deriv-
atives produced stronger mutagenic responses than their indole analogs. The 
same trend was observed for the 1,4- dihydro- indeno[1,2- b]pyrazole and - pyrrole 
scaffolds. however, introduction of three- dimensionality very effectively miti-
gated mutagenicity in this series: While all derivatives with an unsubstituted 
methylene bridge (Y = Ch2) showed mutagenicity, none of those with a geminal 
dimethyl substitution did.
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3

in a program in search of selective spleen tyrosine kinase (Syk) inhibitors the highly 
potent lead compound 1 showed mutagenicity in the Ames test in the Salmonella 
TA97a strain.98 Mutations in this strain are often indicative of DNA intercalation. 
Using a DNA unwinding assay, it was shown for several derivatives that compounds 
from this chemical class exert their mutagenic effect by means of intercalation. 
This was further corroborated by the observation that the N- dealkylation metab-
olite 2, which had been identified in rat and human hepatocytes, tested negative 
in the Ames test, which was routinely run in the presence of metabolic activation 
with rat S9. A DNA binding model indicated that the protonated primary amino 
group of the 1,2- diaminocyclohexane motif forms a critical hydrogen bond with the 
tetrahydrofuran oxygen of the DNA backbone. While replacement of this strongly 
basic amine by the less basic imidazole did not abolish mutagenicity (3), this was 
achieved by substituting it with a hydroxy group (4). however, this modification led 
to a large drop in potency against Syk, necessitating the exploration of alternative 
tactics to mitigate mutagenicity. An interesting observation toward that end was 
that the tricyclic compound 5, which had been observed as a degradation product 
upon standing with acid, tested Ames- negative, indicating that growing the inter-
calating moiety could be a successful mitigation strategy. it was shown that this 
could be achieved by substitution of the aminopyridine (compounds 6 and 8) or by 
replacement of this group by a 2- indolyl residue, which fills a completely different 
space (compounds 9 and 10). replacement of the pyridine core by pyrazine was not 
critical to eliminate mutagenicity but contributed to an optimal overall profile.

(continued)
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4

in a program in search of melanin- concentrating hormone receptor 1 antag-
onists researchers at Takeda found that lead compound 4- [(4- chlorobenzyl)
oxy]- 1- (2,3- dimethyl- 2H- indazol- 5- yl)pyridin- 2(1H)- one exhibited mutagenicity 
in the Ames test in Salmonella typhimurium strain TA1537 without metabolic 
activation but not with metabolic activation, indicating that this compound 
acted as a DNA intercalator.99 it was found that mutagenicity could be mitigated 
by replacement of 4- chlorophenyl by 4- fluorophenyl but not 5- (trifluoromethyl)
thiophen- 3- yl. Both replacements led to a marked drop in inhibitory activity 
against the human melanin- concentrating hormone receptor 1 (MChr1). in 
contrast, potency was retained for derivatives with these three aryl groups in 
which the N- methyl substituent of the 1- (2H- indazole- 5- yl)pyridin- 2(1H)- one 
core, which was suggested to be the intercalating moiety, was substituted by 
cyclopropyl. All three analogues carrying this sterically more demanding group 
effectively breaking planarity were devoid of mutagenicity in the Ames test in 
TA1537 without S9.

5

in a program run jointly by F. hoffmann- La roche Ltd. and pTC Therapeutics 
directed towards the identification of small molecule survival motor neuron 2 
(SMN2) splicing modifiers for the treatment of spinal muscular atrophy, geno-
toxicity was one of the toxicity liabilities the team had to overcome.100 in an 
advanced pyridopyrimidinone lead series variation of the right- hand- side bicyclic 
heteroaryl substituent, which had been shown to be critically associated with the 
mutagenic effect observed in the Ames test, gave rise to substituted pyrazolopy-
razine and imidazopyridine derivatives which were found to be Ames- negative 
as well as potent splicing modifiers. While there does not seem to be an evident 
structure–property relationship within this series of compounds, the results  
indicate that both electronic and steric effects may play a role.
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16.3.4   Optimization Against Binding to the ATP Site of 
Kinases

  

examples

1

in an endeavor aimed at identifying selective inhibitors of bromodomain- 
containing protein 4 (BrD4) a double- digit micromolar N- aryl- 2- 
aminopyrimidine derivative was used as a starting point.101 The prototypical 
N- aryl- 2- aminopyrimidine hinge binding motif88 rendered this compound a 
potent kinase inhibitor, with >10 000- fold selectivity for p38α over BrD4- D1. 
While the p38α activity was not linked to a genotoxicity finding in this study, 
mitigating kinase activity was essential for the identification of selective BrD4 
inhibitors to investigate their physiological and pharmacological effects.

it was found that kinase activity could be reduced substantially by disruption 
of the 2- aminopyrimidine donor–acceptor hinge binding motif: replacing Nh 
by O led to a 50- fold reduction in p38α inhibition. An even more dramatic drop 
of more than three orders of magnitude was achieved by replacing one of the 
pyrimidine N atoms by Ch. The syn conformation of the resulting 2- substituted 
pyridine derivatives as drawn is the preferred conformation.102 A further reduc-
tion of p38α inhibition was achieved by replacement of the 4- fluorophenyl 
group, which was suggested to form interactions with a hydrophobic pocket of 
the kinase, by a methyl group.

2

polo- like kinase 1 (pLK1) plays an essential role in spindle formation and chro-
mosome segregation during mitosis. its inhibition can therefore induce geno-
toxicity (aneuploidy and polyploidy) by disrupting the cell cycle. Since it is often 
overexpressed in tumor cells, this effect may be of therapeutic use in the treat-
ment of cancer. During SAr studies around Bi- 2536, a picomolar pLK1 inhibitor 
which also inhibits BrD4 with an inhibition constant (Ki) of 56 nM, it was found 
that replacement of the Nh donor, which forms a hydrogen bond with the hinge 
region, by O led to a 1000- fold reduction of pLK1 inhibition, while BrD4 activity 
decreased less than twofold.103
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17.1   Introduction
17.1.1   Definition
Drug-inducedphotosensitivity(DIPS)referstoatoxicologicaleventcaused
by the combination of a drug and UV or visible light irradiation of the
affected organ, usually skin, but occasionally eyes.1 DIPS is further cate-
gorizedbymechanismsdependingontheexactpathogenesisandclinical
andhistological features.Thischapterwill focuson the twomain types:
phototoxicity(common)andphotoallergy(muchlesscommon).Thesecan
beclinicallydifficulttodistinguishbecause:(1)thesamedrugcangiverise
tobothmechanismsand(2)clinicalandhistologicalfeaturescanbesimi-
lar.2Thefirstcorrespondstoadose-dependentundesiredpharmacological
effectandissimilartoaseveresunburn.1ThelattercorrespondstoaT-cell
mediatedimmunereactionwithanonsetthatcanbedelayeduptothree
days following exposure and is similar to eczema. Photoallergies are not
dose-dependent and as such can be caused by minute amounts of drug.
OtherDIPStypes,suchaspellagra,pseudoporphyriaorlichenoid,willnot
bediscussedhere.
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17.1.2   Mechanisms
Both phototoxicity and photoallergy follow a similar generic path, albeit
withacompletelydifferentinflammationmechanism(Figure17.1).apho-
tosensitizerdrug,followingirradiationby(1)UVa(mostcommonlysinceit
penetratesskindeeperthanUVB),(2)UVB(especiallyinthecaseoftopical
administration because this leads to high drug concentration in the epi-
dermis)or(3)visiblelight,absorbslightandiselevatedtoanexcitedstate.
This unstable state induces a chemical reaction that ultimately leads to
inflammation.

Inthecaseofphototoxicity,fourtypesofchemicalreactionscanoccur.
 
 1. Theexciteddrugtransfersenergytooxygentoproducesingletoxygen

(photodynamic reaction), which is the ultimate perpetrator causing
damagetocells(e.g.lomefloxacinandciprofloxacin).3

 2. Theexciteddrugtransfersanelectronorhydrogenandgeneratesafree
radical,whichdirectly(non-photodynamicreaction)orindirectly(for-
mationofreactiveoxygenspeciesafterreactionwithoxygen;photody-
namicreaction)reactswithbiomolecules,thuscausingdamagetocells
(e.g.naproxen,chlorpromazineandthefluoroquinolones).3,4

 3. Theexciteddrugdirectlyreactswithbiomolecules,whichleadstodam-
agetoacellcomponent(e.g.fentichlor,psoralen,chlorpromazineand
thefluoroquinolones).3–6

Figure 17.1    Generalmechanismsforphototoxicityandphotoallergy.
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 4. Theexciteddrugdecomposestoformatleastonenewmolecule,which
is either a toxin or a photosensitizer (e.g. naproxen, chlorpromazine
andnifedipine).3,5

 
In contrast, in the case of photoallergy, the excited drug forms a covalent
bond with a biomolecule to form a photoantigen, and a T-cell mediated
immuneresponsethenleadstoinflammation.Itisimportanttorealizethat
animplicationofthismechanismisthatsubjects(humanoranimal)willnot
presentanysymptomsfollowingtheirfirstexposure,asasensitizationstep
isaprerequisite.2,7

Insummary,DIPSiscausedbyamixtureoflightexposureandabsorption,
chemicalreactivity,toxicityand,inthecaseofphototoxicity,pharmacokinet-
ics(i.e.routeofadministrationanddrugconcentrationinthevariousskin
compartments).8

17.1.3   Examples
DrugsinmanydifferentclasseshavebeenshowntocauseDIPS.Someexam-
plesincludenonsteroidalanti-inflammatorydrugs(nSaIDs)naproxenand
ketoprofen;antibacterialorantifungalfentichlor,tetracyclines(doxycycline,
tetracycline) and fluoroquinolones (e.g. lomefloxacin, ciprofloxacin); and
cholesterol-loweringdrugssimvastatinandfenofibrate(Scheme17.1).1,3,4,9

17.1.4   Screening Strategies
Compoundsthatdonotabsorblightbetween290and700nmwithamolar
extinctioncoefficient(MeC)ofatleast1000M−1cm−1areconsideredtobe
photoinactive and do not require any further testing.10 Furthermore, both
in vitroand in vivo testsarereputedtobeextremelysensitive, thereforeas
soonasanegativeresultisreachedinascreeningcascade,compoundsare
considered photosafe and further evaluation is not warranted. This holds
trueeventhough in vitroevaluationandacute (single-dose) in vivoevalua-
tiondonottestforphotoallergy.Indeed,photoallergyisrareandpredictivity
ofcurrentnonclinicalphotoallergy tests,whether itbe followingsystemic
or topical administration, is unknown and therefore not recommended10
(Figure17.2).

The most common and recognized in vitro test for phototoxicity is the
neutral red uptake (nrU) assay in 3T3 cells recommended by the Organi-
sation foreconomicCo-operationandDevelopment (OeCD).11avariation
ofthisassayconductedinnormalhumanepidermalkeratinocytes(nheK)
was recently published by nestlé Skin health.12 Both assays measure cell
viabilityinthepresenceandabsenceofdaylightUVsimulation,andapho-
totoxicityirritationfactor(PIF)iscalculatedfromtheconcentrationgiving
50%lethality (LC50) ratio.TheOeCDguidelinestipulates thatcompounds
areconsideredphototoxicwhenthePIFis≥5whereascompoundswithaPIF
<2arenotphototoxic.however,ateamfromnovartisrecentlypublisheda
comparativestudyon34drugcandidatesevaluatedbothin vitro (3T3)and
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in vivo[systemicmouselocallymphnodeassay(LLna)]inwhichtheyshowed
thatnoneofthecompoundswithanin vitroPIF<25werephototoxicin vivo.13

In vivotestscanbedoneacutely(single-dose;onlyphototoxicityisassessed)
or for three days (phototoxicity and photoallergy are assessed), on guinea
pigsormice,topicallyorsystematically.7,13–16Itisimportanttoselectamodel
withthecorrectrouteofadministrationasdrugdistributioninskinisfunda-
mentallydifferentinasystemic(highconcentrationindermis,lowinepider-
mis)vs.topical(highconcentrationinepidermis,lowindermis)approach.

17.1.5   Factors Promoting Photosensitivity
Two fundamental characteristics of photosensitizers are their ability to
absorblight,especiallyintheUVaregion,andcausetoxicity.Forexample,
MeCinexcessof20000M−1cm−1,highUVspectrumareaunderthecurve
(aUC) and small highest occupied molecular orbital–lowest unoccupied

Scheme 17.1    examplesofknownphotosensitizingdrugs.
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molecularorbital(hOMO–LUMO)gap(6.7–7.7eV)haveallbeenlinkedwith
DIPS.17,18 as such, factors affecting these properties, such as the number
of conjugated π electrons, the number of aromatic rings and lipophilicity
–ageneralmarkerof toxicity19–areknowntofavourDIPS.12,20–22notably,
the last twotakentogetheraddupto the intrinsicproperty forecast index
(iPFI),23ageneralmarkerofcompoundqualityingeneralandofphototox-
icityinparticular.Furthermore,aswasfoundbyYoungandco-workerscon-
cerninghumanether-à-go-go-relatedgene(herG)andpromiscuity,DIPSis
bettercorrelatedwithintrinsic[chromatographiclogofthepartitioncoeffi-
cient(ChromLogP)]thaneffective[chromatographiclogofthedistribution
coefficient(ChromLogD)]lipophilicity(Figure17.3).

Figure 17.2    Workflowdiagramofaphotosensitizationscreeningstrategy.
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Inaddition,somestructuralelements,suchasdiarylketone(fenofibrate,
ketoprofen),halogenatedarenes,suchasthio-oramido-halogenatedphe-
nols (fentichlor), and fluoroquinolones (lomefloxacin or ciprofloxacin) are
knowntofavourDIPS.24Itisprobablybesttoavoidsuchphototoxicophores,
but if itcannotbehelped, thenoneof themitigationstrategiespresented
belowmightproveusefulinderiskingDIPS.

Figure 17.3    Proportion of phototoxic compounds as a function of the intrinsic
propertyforecastindicatesagoodcorrelation.reproducedfromref.
12withpermissionfromamericanChemicalSociety,Copyright2018.

Key References
● F.Monteiro,M.ratoandC.Martins,Clin. Dermatol.,2016,34,571–581.

● r.Mang,h.StegeandJ.Krutmann,inContact Dermatitis,ed.J.Johansen,
P.FroschandJ.P.Lepoittevin,Springer,Berlin,heidelberg,2011,pp.97–104.

● DepartmentofhealthandhumanServices(US),FoodandDrugadminis-
tration(US),CenterforBiologicsevaluationandresearch(US)andCenter
forDrugevaluationandresearch(US),inGuidance for Industry,Centerfor
Drugevaluationandresearch,SilverSpring,MD,2015,p.1,onlineresource
(1PDFfile(18pages)),http://www.fda.gov/downloads/drugs/guidancecom-
plianceregulatoryinformation/guidances/ucm337572.pdf.

● OCDe,Test No. 432: In Vitro 3T3 NRU Phototoxicity Test,2004.

(continued)



Chapter 17370

17.2   Mitigation Strategies
17.2.1   Decrease iPFI: Lipophilicity and Number of Aromatic 

Rings
a simple approach is to lower the iPFI either by reduction of the num-
berofaromaticringsorbyreductionoflipophilicity.Thisstrategyproba-
blyworksthroughacombinationofdecreasedtoxicityofphotoproducts,
decreased light absorption and decreased association of the photoac-
tivated drug with biomolecules (for the same reasons that a drug is less
bound to plasma proteins than a more lipophilic analog) which should
decreasetheprobabilityofaphotodynamicornon-photodynamicreaction
fromoccurring.

Despitetheutilityofthismitigationstrategy,itisnotrecommendedtouse
agenericthresholdvalueasotherstructuralfactorsshouldaffectwherethis
valueliesinanygivenchemicalseries.

17.2.2   Break Conjugation
another approach is to break π-electrons conjugation between different
groups. For example, between an aryl group and an acyl group, or simply
betweenanarylgroupandaheteroatomgroup.Thiscan, forexample,be
achievedbytheinsertionofamethylenegroupbetweenthetwoπsystems
orbytheintroductionofagroupthatstericallygearsoneoftheπsystems
outofplanevs.theother.ThisstrategyshouldlowertheMeC,increasethe
hOMO–LUMOgapandthereforelowerlightabsorption.

17.2.3   Remove an Aryl Halogen Atom
SeveralDIPSstructuralalertsincorporatearylhalides.Thisisespeciallytrue
for the aryl chloride, bromide and iodide which can readily form radicals
through C–X bond scission following UV irradiation, but can also be the

● J.Schümann,S.Boudon,P.Ulrich,n.Loll,D.Garcia,r.Schaffner,J.Streich,
B.KittelandD.Bauer,Toxicol. Sci.,2014,139,245–256.

● M.D.Barratt,J.V.Castell,M.a.MirandaandJ.J.Langowski,J. Photochem. 
Photobiol., B,2000,58,54–61.

● J.-F.Fournier,C.Bouix-Peter,D.Duvert,a.P.LuzyandG.Ouvry,J. Med. Chem.,
2018,61,3231–3236.
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caseforarylfluoride.24,25athirdapproachthereforesimplyconsistsofthe
removalofanarylhalogenatom.

17.2.4   Introduce Intramolecular Scavenger
alessconventionalapproachthatrequiresamechanisticunderstandingat
thestructural levelofwhichphotosensitizationprocessdepictedinFigure
17.1isoccurringistheintroductionofanintramolecularscavengerthatpre-
ventstheformationoftheinvolvedreactiveradicalspecies.Inthisapproach,
eithertheexcitedstateofthemoleculefollowingUVexcitationortheradi-
cal thatensues is trappedintramolecularly toyieldamorestableproduct,
thusblockingthephotosensitizationpathway.atypicalexampleisprevent-
ingaphotoexcitedbenzophenonespeciesfromabstractinghydrogenfrom
cellmembranecomponentsbytheintroductionofanappropriateh-donor
within3.1Åofthecarbonyl.26

17.2.5   Change Positional Isomers
Because there are many different mechanisms leading to DIPS, each with
theirownfactors,avarietyofrationalmitigationstrategiesexist.however,
simplymakingasubtlechangewillsometimessufficetothwartthisthreatif
thechangepreventsoneofthestepsleadingtoDIPSfromoccurring.Inthis
regard,ifallrationalapproachesfailed,onemayattempttotrydifferentposi-
tionalisomers.SubtlechangesinMeC,thehOMO–LUMOgaporinthefate
ofthephotoexcitedspecies,includingpotentialphotodegradationproducts,
maybesurprisinglyefficaciousinderiskingachemicalseriesinspiteofthe
absenceofaclearmechanisticrationale.

17.3   Examples of Mitigation Strategies
In the followingsection,anattempt ismadetoclassifyunderdifferent
strategiesnumerouspreviouslypublishedandunpublishedexamplesof
how a DIPS flag was removed through small structural modifications.
The astute reader will recognize that, in some cases, a given structural
change can have opposite effects on two DIPS promoting factors (e.g.
inserting a lipophilic group to break conjugation increases iPFI), with
oneeffectpredominatingover theother in termsofphotosensitization
outcomefor that particular example.Conversely,otherstructuralchanges
positivelyaffectmore thanonepromoting factor,andcategorizationas
representingasinglestrategyintheabsenceofmoredatabecomessome-
whatarbitrary.
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examples

1

replacinganaromaticheterocyclewithanaliphaticheterocycleofsimi-
larlipophilicityreducediPFIby1andremovedthein vitrophototoxicity
liability.27

2

replacingabenzoicacidaromaticgroupwithanaliphaticheterocycleof
lowerlipophilicityreducediPFIby1.36andremovedthein vitrophototoxicity
liability.27

3

Insertionofasingleetherealoxygenatomonafluoroquinoloneside-chain
decreasedcLogPby0.7andsignificantlyreducedtheseverityofin vivo
phototoxicity.28

17.3.1   Decrease iPFI: Lipophilicity and Number of Aromatic 
Rings
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(continued)

examples

4

replacingabenzeneringwithamorehydrophilicpyridineringinthree
matchedpairsreducediPFIby0.23onaverageandremoved(intwocases)or
reduced(inonecase)thein vitrophototoxicityliability.27

5

replacinganaphthaleneringwithamorehydrophilicquinoxalinering
reducediPFIby0.89andremovedthein vitrophototoxicityliability.29

6

TheadditionofahydrophilichydroxygroupreducediPFIby1.63and
removedthein vitrophototoxicityliability.27
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examples

7

replacementofamethylenegroupbysulfurinfourmatchedpairsdecreased
iPFIby0.78onaverageandremoved(inthreecases)orreduced(inonecase)
thein vitrophototoxicityliability.27

8

Deletionofasinglelipophilicmethylenegroupinsixmatchedpairs
decreasediPFIby0.65onaverageandremoved(intwocases)orreduced
(inthreecases)thein vitrophototoxicityliability.27

9 Phototoxicitypotential

Increase Stable reduction ΔiPFI
4789matchedpairs 335 3143 1311 <0
1715matchedpairs 57 1005 653 <=−1

reproducedfromref.12withpermissionfromamericanChemicalSociety,
Copyright2018.

amatchedpairanalysison926compoundsgaveatotalof4789matchedpairs
withnegativeΔiPFIvalues,ofwhich1311ledtoareductioninphototoxicity
risk,and1715matchedpairswithΔiPFIvaluesbeloworequalto−1,ofwhich
653ledtoareductioninphototoxicityrisk.alargeriPFIreductionisthus
accompaniedbyastrongerprobabilityofphototoxicitypotentialreduction.
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examples

1

additionofanortho-methylgrouponaphenylringintwomatchedpairsforced
theringtotwistoutofplanevs.theacylmoiety,whichbrokeconjugationand
reducedthein vitrophototoxicityliabilityinbothmatchedpairs.29

2

Insertionofamethylenegroupbetweenanoxygenatomandanarenering
preventeddelocalisationoftheoxygen'sdoubletofelectronsintotheringand
removedthein vitrophototoxicityliability.27

3

replacingtheoxygenatomofanarylcarbamatebyamethylenebrokeconjuga-
tionbetweenthearylandtheacylπelectronsandremovedthein vitrophoto-
toxicityliability.27

17.3.2   Break Conjugation

(continued)
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examples

4

1,3-Dinitroaryl,suchasinmuskambrette,isastructuralalertforphotosensi-
tizationunlessalarge2-substituentispresent,asinmuskketone:anin-plane
nitroradicalanioncannotformbecauseofthesterichindrance.30

  

examples

1

Inthequasi-matchedpairlomefloxacinandgatifloxacin,replacingthe8-fluoro
groupwithamethoxygroupremovedtheseverein vivophototoxicityliability.28

2

Inarelatedfluoroquinoloneexample,removingthe8-halogroupsignificantly
reducedthein vivophototoxicityliabilityfromseveretomild.28

17.3.3   Remove an Aryl Halogen Atom
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(continued)

examples

3

removalofafluorineatominthreematchedpairsremoved(intwocases)or
reduced(inonecase)thein vitrophototoxicityliability.27

4

replacingtwohalogensbymethylsonaphenylgroupreducedthein vitropho-
totoxicityliability.27

5

replacingabromineorfluorineatombyamethylgrouponabenzoicacidring
removedthepotentialin vitrophototoxicityliability.27

6

removalofafluorineatomonaphenylreducedthein vitrophototoxicityliability.27
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examples

7

replacingachlorineatombyamethylonanaminopyrimidineringintwo
matchedpairsremovedthein vitrophototoxicityliability.27

  

examples

1

Inthephototoxicophorebenzophenone,theintroductionofanorthoh-do-
norgroupssuchasOh,nh2andCO2horevenametah-donorgroupsuch
asOhyieldedphotosafeproductsbypermittingtheintramoleculartransfer
ofahydrogentotheexcitedketones.This,inturn,preventedthemfrom
abstractingahydrogenfromacellcomponentandformingsingletoxygen
throughenergytransfertogroundstatetripletoxygen.Insupportoftheintra-
molecularquenchingmechanism,theanalogous4-hydroxybenzophenoneis
phototoxic.26

2

Inarelatedexample,benzophenoneandketoprofenwereshowntobephoto-
toxicin vivoandin vitrowhiletherelatedortho-hydroxyanalogswereshown
tobephotosafebothin vitroandin vivo.31

17.3.4   Introduce an Intramolecular Scavenger
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examples

1

Inaretinoicacidreceptor-relatedorphanreceptorgamma(rOrγ)program,
2-substituted2H-indazoleswerefoundtobepredominantlyphototoxic
whereas1-substituted1H-indazolesallhadaPIF<2.32

2

The5-aminoaryl-2-methylphenolisfoundtobephototoxicwhereasthe
matchedpair4-aminoaryl-2-methylphenolwherethetwoelectrondonating
groupsareparatoeachotherwasnot.27

3

Switchingfroma4-toa2-methylpyridin-3-ylanalogintwomatchedpairs
removedthepotentialin vitrophototoxicityliability.27

17.3.5   Change Positional Isomers

(continued)
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examples

4

Switchinga2-fluoroaryltoa4-or5-fluoroarylreducedthein vitrophototoxic-
ityliability.27
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18.1   Introduction
18.1.1   Definition
Drug-induced phospholipidosis (DIPL) is a lipid storage disorder char-
acterized by an accumulation of phospholipids in lysosomes induced by
drugadministration.1–3Anumberofdrugsareknowntoinducephospho-
lipidosis(PL),andafewexamplesareshowninFigure18.1.Fromamor-
phologicalperspective,affectedtissuesshowcharacteristicmultilamellar
inclusion bodies, usually detected by transmission electron microscopy.2
Whether DIPL has to be considered a real toxic effect or just an adverse
eventisstillunderdebate.Ononehand,DIPLisgenerallyareversiblepro-
cess,withlipidsreturningtonormalregulationupondrugtherapytermi-
nation;on theother hand, there isevidence of toxicity inseveralorgans
connectedtoDIPLoccurrence.Inaddition,DIPLlesionsintissuesclosely
resemblethoseofpatientsaffectedbytheraregeneticdisorderNiemann–
PicktypeCdisease,whichisoftenfatalinearlychildhood.1Sincethe1970s,
when concerns about DIPL were first raised,4,5 scientists have therefore
putalotofeffortinstudyingthemechanismofPLinductionandtherela-
tionship between the chemical structure of drugs and their PL-inducing
potential. In 2004 the Food and Drug Administration (FDA) established
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thePhospholipidosisWorkingGroup(PLWG),aimingatclarifyingtherisk
behind DIPL and related regulatory policies, which significantly boosted
researchinthefield6andresultedintherecommendationtoevaluatePL
inducersforadditionaltoxicityrisksincludingQtprolongation,neurotox-
icity,myopathyandhepatotoxicity.7

18.1.2   Proposed Mechanisms
Cationicamphiphilicdrugs(CADs,Figure18.1a)arereferredtoasthemain
classofPLinducers.8CADscovermanytherapeuticareas,suchasantidepres-
sants,antiarrhythmicsandantihistaminics,andPLinducedbyCADscanaffect
different tissues, rendering the detection of DIPL outcomes a challenging
task.theiramphiphilicstructurearisesfromthecoexistenceofabasicgroup
(generallyanaminegroup)andarelativelyrigid,typicallyaromatichydropho-
bicmoiety.Asaconsequence,formanyyears itwasgenerallyassumedthat
two physico-chemical parameters, the negative log of the acid dissociation
constant(pKa)andlogofthepartitioncoefficient(LogP),couldbesufficient
to predict DIPL.9,10 Over time, it emerged that additional parameters could

Figure 18.1    examplesofdrugsinducingPL.(a)Cationicamphiphilicdrugs(CADs);
(b)macrolideantibiotic;(c)aminoglycosideantibiotic.
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improvepredictions.11,12theneedforamorecomplexdescriptionarisesfrom
theobservationthatnotallCADsarePLinducers.13

Slavovet al.14providedthefirsttoxicophoremodelforDIPLfromathree-
dimensional quantitative spectral data–activity relationship (3D-QSDAr)
study. the common structural pattern associated with the DIPL effect is
shown inFigure18.2a.According to thismodel, thedistancebetweenthe
amino-group and the centroid of an aromatic ring is between 3.5 Å and
7.5ÅinPLinducers(two- center model).Asecondaromaticringcanalsobe
includedinthetoxicophoremodel,atadistanceof4–5Åfromthecentroid
ofthefirstringandatadistanceofbetween5.5Åand7Åfromtheamino
group(three- center model).Asimilarpatternwasalsoconfirmedafewyears
laterbyadifferentin silicoapproach,inwhichthetoxicophorewasgenerated
uponalignmentofanumberofPLinducersusingtheFLAPsoftware(Figure
18.2b).15ItshouldbepointedoutthatthetoxicophoremodelsforDIPLare
closelyrelatedtothoseforhumanether-à-go-go-relatedgene(herG)chan-
nelblockers;hence,mostPL inducersarealsoherGinhibitors,while the
reverseisnotalwaystrue.16,17

ItisnoteworthythatPLinducerscansometimesbeartwoaminogroups,
asthepresenceoftwostrongbasiccentersseemsstillafavorablefeaturefor
interactionwiththelysosomalmembrane.18,19

the generally accepted hypothesis on the origin of CAD-induced lipid
accumulationisschematicallydepictedinFigure18.3.

DIPLisathree-stepprocess:
 
 1. thedrugentersthecells,
 2. accumulatesinlysosomes,and
 3. causes phospholipid accumulation and formation of multilamellar

inclusionbodies.20

 

Figure 18.2    Proposed toxicophores forDIPL inducers. (a)ModelbySlavovet al.14
(b)modelbyGoracciet al.15theyellowregionsrepresenthydrophobic
moieties,andtheblueregionrepresentstheprotonatedhydrogen-bond
donor regioncorresponding to theaminegroup.Part (a) reproduced
from ref. 14 with permission from elsevier, Copyright 2014. Part (b)
reproducedfromref.15withpermissionfromelsevier,Copyright2015.
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themechanismsbehindthefirsttwostepsarecurrentlywell-characterized
for CADs, on the basis of biophysical and biological data. With a pKa > 8,
CADs still possess a neutral fraction at physiological ph (7.2–7.4), so that
theycaneasily cross cell membranes by passive diffusion.however,when
theyenterlysosomes,theybecomefullyprotonatedduetotheacidicenvi-
ronment,andthustrappedinsidetheseorganelles.Duetotheiramphiphilic
nature,CADsstarttointeractwiththeinnermembraneofthelysosome.In
particular,CADsseemtohaveapreferenceforinteractionwithacidicphos-
pholipids (phosphatidylinositol, phosphatidylserine) through electrostatic
interactions.21,22

Forthethirdstep,phospholipidaccumulationandformationofmultila-
mellarinclusionbodies,fourmechanismshavebeensuggestedonthebasis
oftoxicogenomicdata:23

 
 1. inhibitionoflysosomalphospholipaseactivity;
 2. inhibitionoflysosomalenzymetransport;
 3. enhancedphospholipidbiosynthesis;
 4. enhancedcholesterolbiosynthesis(apotentialindirecttrigger24).
 

Areversibleinhibitionofphospholipaseactivityiscommonlyconsideredto
betheprimarymechanismofDIPL.DependingontheCAD,dose-dependent
inhibitionofphospholipaseA1(PLA1),calcium-dependentor-independent
phospholipase A2 (PLA2) and/or calcium-dependent phospholipase (PLC)

Figure 18.3    Generalschemeon thebasisofDIPLmechanismforCADs. (1)the
CADentersthecell,maintaininganequilibriumbetweenprotonated
andneutralform;(2)theCADentersthelysosomebecomingmostly
protonatedand inducing the ‘lysosomal trapping’; (3)phospholipase
inhibitionaccordingtothe‘negative charge hypothesis’.
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havebeenobserved.25Oneofthemostcitedhypothesesisthattheinterac-
tionbetweenCADsandnegativelychargedphospholipids,theabundanceof
whichisestimatedatabout9–25%inthelysosomalmembrane,generates
complexesthatpreventtheanchorageoflysosomalphospholipasestoacidic
lipids at the inner membrane (activation mechanism of phospholipases),
causing activity inhibition.20 this mechanism is usually referred to as the
negative charge hypothesis.26thishypothesis,initiallyproposedforaminogly-
cosidesinducingnephrotoxicity,26,27hasalsobeenproposedforCADs1and
macrolides.28OtherhypothesesarethatDIPL-inducingdrugsandphospho-
lipidsformcomplexesthatareresistanttodegradation,orthatthesecom-
plexesareenzymeinhibitorsthemselves.29,30

however,otherstudiesraisedoubtsabout thephospholipase inhibition
theory. In particular, the lysosomal lipid bis(monoacylglycero)phosphate
(BMP)isproducedbyphospholipaseA2action,andthusitsconcentration
shoulddecreasewiththeoccurrenceofDIPL;contrarily,anincreasedBMP
concentration is nowadays considered a DIPL biomarker.31 therefore, fur-
therstudiesareneededforafullelucidationofDIPLmechanisms,sothat
DIPLriskpredictionstillremainsachallengingtask.

BeyondCADsseveralaminoglycosideandmacrolideantibioticsareknown
toinduceDIPLinasingletissue,mainlykidneyorliver.20,26,28,32,33thetissue-
specificeffectinkidneyseemstoberelatedtoaccumulationfollowingendo-
cytosisbyrenalcells.26Ifthisexplainsthedrugaccumulationintolysosomes,
themechanismofaccumulationofphospholipidstogivelamellarinclusion
bodies,isstilluncertain.3,23

18.1.3   Screening Strategies
Assessmentofmorphologicalchangesincellsortissuebytransmissionelec-
tronmicroscopy(teM)stillrepresentsthegoldstandardmethodforDIPL
detection. however, since this expensive and time-consuming method is
usedatarelatively latestageofdrugdiscovery, it isunsuitableforscreen-
ingduringleadoptimization.Nowadays,in silicomethodsrepresentthefirst
tierforDIPLriskassessment.Suchmethodshavebeencommonlygenerated
accordingtostructure–activityrelationship(SAr)analyses,althoughabioin-
formaticsmethodbasedonreversepharmacogenomicsandtoxicogenomics
hasalsobeenproposed.24,34

In silico methods based on SAr studies can be classified as “equation-
basedmethods”or“morecomplexmethods”.table18.1brieflysummarizes
theseapproaches.

Concerning equation- based methods, the pioneering work by Ploemen
et al.9in2004forthefirsttimedemonstratedthattheDIPLpotentialcould
bepredictedbymeansofpKaandcalculatedLogP(CLogP)values,although
theapproachwastestedinalimiteddatasetof41compounds.Sincethen,a
numberofequation-basedmethodshavebeendeveloped,asmodificationof
themodelofPloemenet al.10,11,33orasoriginalnewequations.12
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Table 18.1    Overviewofin silicomethodsforDIPLriskassessment.a

In silico

reference Year Description

Equation- based
Ploemenet al.9 2004 DIPL+:pKa≥8,CLogP≥1and(pKa-MB)2+

(CLogP)2≥90
DIPL−:pKa<8orCLogP<1or(pKa-MB)2+
(CLogP)2<90

tomizawaet al.10 2006 DIPL+(low):NC≈1andCLogP<1.61
DIPL+(medium):NC≈1and1.61≤CLogP<2.75
DIPL+(high):(a)NC≈1andCLogP≥2;
(b)1<NC≤2
DIPL−:NC<1

Pelletieret al.33 2007 DIPL+:pKa≥6,CLogP≥2and(pKa-MB)2+
(CLogP)2≥50
DIPL−:pKa<6orCLogP<2or(pKa-MB)2+
(CLogP)2<50

hanumegowda
et al.11

2010 DIPL+:CLogP≥2and(pKa-MB×ClogP×Vd)≥180
DIPL−:CLogP<2or(pKa-MB×CLogP×Vd)<180

Fischeret al.12 2012 DIPL+:pKa≥6.3but≤11andΔΔGAM≤6kJmol−1

DIPL−:pKa<6.3or>11andΔΔGAM>6kJmol−1

Models
Pelletieret al.33 2007 Bayesian
Ivanciuc35 2008 Wekamachinelearning
Kruhlaket al.36 2008 QSArapproaches
Loweet al.38 2010 Machinelearning
Przybylakand
Cronin40

2011 Molecularfragments(SMArtSstrings)

Orogoet al.37 2012 QSArapproaches
Sunet al.45 2012 Supportvectormachine(SVM)models
Choiet al.13 2013 Neuralnetwork
Goracciet al.41 2013 PLS-DAapproach
Slavovet al.14 2014 toxicophore,3D-QSDAr
Goracciet al.15 2015 toxicophore,PLS-DA

aDIPL+:DIPLinducers;DIPL−:DIPLnon-inducers;pKa-MB:pKavalueofthemostbasicgroup;
NC:sumofthechargeofalldissociablefunctionalgroups;Vd:volumeofdistribution;ΔΔGAM:
differenceinfreeenergybetweenthepartitioningofacompoundintotheair–waterinterface,
ΔGAW;andfreeenergyofthecriticalmicellarconcentration,ΔGMIC.

themore complex methodsarecharacterizedby theuseof largedatasets
and include Bayesian, neural networks and (quantitative) SAr [(Q)SAr]
approaches.13,15,33,35–41Acomparisonoftheperformancesofa largepartof
themethodsintable18.1hasbeenprovided.7Itmustbenoticedthatthesta-
tisticalperformancesofthemethodsstronglydependonthedatasetused.
Availabledatabases inmostcasesmix in vivoand in vitrodata,oftenfrom
differentassaysandtissues.33Moreover,drugexposuresandtreatmenttimes
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differ strongly. An additional complication is that biotransformation can
eitherincreaseordecreasethepotentialofadrugtoinducePL.Sincelimited
informationontheDIPL–metabolismrelationshipisavailable,42–44theeffect
of drug metabolism is therefore still rarely considered for modelling pur-
poses.41,45–48therefore,slightstatisticaldifferences inpredictionaccuracy,
sensitivity,specificityorconcordancebetweenthemethodsareprobablynot
thebestcriteriaformethodselection.theuseofmultipleapproachesmay
thereforebeacost-effectivewaytoimprovepredictions.

Inadditiontoin silicomethods,anumberofin vitroassaysforDIPLpoten-
tialevaluationhavebeendeveloped,someofwhichcanbeappliedinhigh-
throughput workflows. table 18.2 summarizes a number of published in 
vitromethods,whichcanbeclassifiedintwomaincategories,‘biophysical
methods’and‘cell-basedassays’.

thebiophysical methodscanusuallyidentifycationicamphiphilicPLinduc-
ers.themethoddevelopedbyVitovicet al.49correlatesthepotentialvariation
of thecriticalmicellarconcentrationofashort-chainphosphatidylserine in
thepresenceofthetestedcompoundwithitsPL-inducingpotentialinahigh-
throughputassay.Ceccarelliet al.50demonstratedthattheincreaseofthelat-
eralpressureappliedtoalipidmonolayercontainingzwitterionicandacidic
phospholipidssoonaftertheinjectionofadrugsolutionintothesubphasecor-
relateswellwiththedrug'sDIPLpotential,alsofornon-CAD-likecompounds.
however,thismethodcannotbeconsideredahigh-throughputmethoduntil
newinstrumentationtoautomatetheprocessisdeveloped.recently,theLogD
inbrainpolarlipids(LogDBPL)assaydevelopedbyrocheforthedetermination
ofdrugdistributioncoefficientsbetweenanaqueousphaseandporcinebrain
polarlipidsextractwastestedforDIPLriskevaluation,andtheLogDBPLparam-
eterwasfoundtobeanefficientdescriptortoassessaPL-inducingpotentialof
drugs,especiallywhencorrectedusingthepKavalue.51

Table 18.2    Overviewofin vitromethodsforDIPLriskassessment.

In vitro

reference Year Description

Biophysical methods
Vitovicet al.49 2008 Variationofthecriticalmicelleconcentration

ofashortchainacidicphospholipid
Ceccarelliet al.50 2015 Perturbationofalipidmonolayer
Ceccarelliet al.51 2017 CombinationofLogDBPLandpKa

Cell- based assays
Casartelliet al.52 2003 Nileredstaining
Sawadaet al.24,34 2005,2006 toxicogenomicscreening
Morelliet al.53 2006 NBD-Peaccumulation
Kasaharaet al.54 2006 NBD-PCaccumulation
Nioiet al.55,56 2007,2008 Lipidtoxaccumulation
Mesenset al.57,58 2009,2010 Lipidtoxaccumulation(highthroughput)
Shahaneet al.59 2014 Lipidtoxaccumulation(high-throughput)
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Numerous cell- based assays have been developed to predict PL-inducing
potential.Phospholipidaccumulationwithinlysosomesiscommonlymon-
itoredbyusingfluorescentdyesorprobes, suchusNile red,527-nitrobenz
-2-oxa-1,3-diazol-4-yl- phosphatidylethanolamine (NBD-Pe),60 7-nitrobenz
-2-oxa-1,3-diazol-4-yl-phosphatidylcholine (NBD-PC)54 and, more recently,
LipidtOX,whichisprobablythebestoption.55,56,58,59Severalcelllineswere
testedandanalyzedusingvariousimagingplatforms.Furtherimprovements
includetheuseofin vitroflowcytometry57,58andhigh-contentscreening.60,61
Ofcourse,thenatureofthecell linealsoinfluencesthepotentialeffectof
metabolisminthedetectedDIPLeffect.Inadditiontotraditionalcell-based
assays,atoxicogenomicapproachwasproposedbySawadaet al.24

taking intoconsiderationtheuncertaintiesabout themechanismofPL
inductionononehandand the largevarietyof in silico and in vitrometh-
odsavailableontheotherhand,itappearsreasonabletocombinedifferent
approachestoreducetheriskofmisprediction.Inthelastdecade,anumber
of decision trees have been proposed,3,6,11,20,62 variably including combina-
tionsofin silicoandin vitromethods.here,adecisiontreetobeappliedin
drugdiscoveryanddevelopmentisproposed,highlightingtheimportance
ofdetectingtheactivatingordeactivatingeffectofdrugmetabolismtowards
DIPL-inducingpotential(Scheme18.1).

Scheme 18.1    ProposeddecisiontreeforDIPLriskassessment.
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theuseofin silicoDIPLpredictiontoolsisrecommendedalreadyindrug
designtoreducecostsandtimeforsynthesis.Whenadesignedcompound
ispredictedtobealikelyDIPLinducer,alternativestructuresshouldbecon-
sidered. After synthesis, one or more in vitro assays should be performed
toevaluatetheDIPL-inducingpotential.Ifresultsofin vivostudiesarealso
negative,thecompoundisconsiderednottobeaPLinducerwithhighcon-
fidence. In contrast, if results of in vitro studies are negative and those of
in vivostudiesarepositive,amechanismofmetabolicactivationshouldbe
considered,evaluating themetabolicprofileof thecompound toconsider
blocking the site of metabolism responsible for DIPL activation. In cases
whereacompound is found tobeaPL-inducer in in vitro assays,progres-
sionofalternativestructures, if available, shouldbeconsidered.however,
thereisstillthepossibilitythatsuchacompoundwillturnoutnottobea
PL-inducerin vivo.Ifthenegativeoutcomein vivoisrelatedtoametabolic
deactivationprocess,theuseoftheDIPL-inactivemetaboliteinsteadofthe
parentcompoundcanalsobeevaluated.however,whenDIPLisseenin vivo
manyadditionalparametershavetobetakenintoaccountforanassessment
oftherisk:benefitratio,suchasthetherapeuticindex,thedurationofthe
therapyandtheaffectedorgan(s).
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18.2   Mitigation Strategies
18.2.1   Basicity Reduction
AbasicpKagreaterthan8iscommonlyconsideredakeyparameterforPL-
inducingpotential,9althoughapKa>6hasalsobeenassociatedwithlyso-
somaltrapping.12,63,64therefore,decreasingthebasicityofacompoundcan
reducetheriskofDIPL,especiallyforthosecompoundsthatfitthetoxico-
phoremodelsinFigure18.2.Basicityreductionisprobablythemostused
strategyfor loweringtheDIPLpotentialofa leadcompoundifapplicable.
Strategies include: (1) modification of the chemical structure in proximity
tothebasiccenter,todecreaseitspKa;(2)eliminationofthebasiccenter;(3)
reductionofthenumberofbasiccenters(e.g.,fordibasiccompounds).

18.2.2   Lipophilicity Reduction
togetherwithbasicityreduction,thedecreaseoftheoveralllipophilicityof
aleadcompoundisalsowidelyusedtoreducetheDIPLrisk.Introductionof
polarsubstituentstogetherwithareductionofthemolecularweightproved
tobeusefultothisaim.Whilepolarsubstituentsoftendoeffectadropin
intrinsiclipophilicity(LogP),concomitantreductionofeffectivelipophilic-
ity(LogD)andbasicitycanbeachallengingtask,though,sincedecreasing
basicityandthuschargewillincreaselogD.Yetthereareexamplesinwhich
theintroductionofpolargroups(e.g.hydroxylorcarbonylmoieties)inprox-
imitytothebasiccentercandecreaseboththepKaandlogD.65

18.2.3   Amphiphilicity Reduction
the correlation between DIPL potential and amphiphilicity was first pro-
posedbyFischeret al.atroche,whodevelopedtheCAFCAprogram66able
to quantify the amphiphilicity of a molecule by means of its amphiphilic
moment(ΔΔGAM).Indeed,aΔΔGAM<6hasbeenassociatedwithhighriskof
PLinductionwhenpKaisbetween6.3and11.12

18.2.4   Modulation of Metabolism
MetabolismcandecreasethepotentialofadrugtoinducePLbyreductionof
overalllipophilicityandbasicity.SeveralphaseImetabolismreactionsthat
mightdecreasetheDIPLriskincludearomaticandaliphatichydroxylationby
cytochromesP450(CYP450),N-oxidationandN-hydroxylationbyCYP450or
flavincontainingmonooxygenase(FMO3)oralpha-oxidationofanitrogen-
containing heteroaromatic ring by aldehyde oxidase (AOX).46 Conversely,
metabolic N-dealkylation of a tertiary amine to a more basic secondary
amine42,67byCYP450orN-deacylationtogenerateabasicaminemetabolite
bydeacetylase,asobservedforketoconazole,canincreaseorevengenerate
thepotentialofadrugtoinducePL.48,68
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examples

1

Anumberofsmall-moleculemelaninconcentratinghormonereceptor1
(MChr1)antagonistsexertedpotentanorecticeffectsonobeseanimalmodels
butraisedtoxicologicalconcerns,includingDIPL.Intheoptimizationefforts
startingfromcompound1,theauthorssetacut-offvalueofbasicity(pKa<8)in
agreementwiththemodelofPloemenet al.9theoptimizationprocessledtothe
amine-freecompound2,inwhichtheweaklybasicimidazo[1,2-a]pyridinering
(predictedpKa=7.9)givesafavorableinteractionwithMChr1.theoptimized
compoundprovedtobenegativetowardsDIPLin vitroonhepG2cells.69

2

Compound3,acathepsinCinhibitorwithapKaof8.4andLogDof2.7,wasfound
toinduceDIPLinratsin vivo,targetingmainlyliverandlung.Duringoptimiza-
tion,compound4(pKa=7.6,LogD=1.4)waspredictedtohavealowerpropensity
toinducePL,whichwasconfirmedin vitro.here,bothbasicityandlipophilicity
reductionprobablyplayarole,representinganexampleofadualeffect.70

3

Achromanetemplate(5)wasusedasthestartingpointforthedesignofnovel5-
5-hydroxytryptaminereceptor1B(ht1B)receptorantagonists.toreduceadverse
events,includingDIPLpotential,thebasicpiperazineringwasreplacedwitha
pyrazolemoiety,asincompound6.thisstrategyprovedtobesuccessfulinget-
tingridoftheDIPL-inducingeffectonthebasisoftheresultsofin vitroassays.
thisoptimizationalsodemonstrated,forthefirsttimetoourknowledge,thata
basicamineisnotessentialforin vitroandin vivoactivityatthe5-ht1Breceptor.71

18.3   Examples of Mitigation Strategies
18.3.1   Reduction of Basicity
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examples

4

Compound7isahistamineh3receptorantagonistwithexcellentbinding
potency,butitalsorepresentsanexampleofadibasiccompoundinducingPLin 
vitro.theoptimizationstrategyrequiredkeepingthepyrrolidineamine,which
wasfoundtobeessentialforh3binding,andmodifyingtheprimaryamine.
Substitutionwithapyrimidineringtogive8orreplacementoftheaminegroup
withapyrazoleringtogive9provedtobesuccessfulapproachesinreducingthe
DIPLpotentialin vitro.72

5

InthisstudytheauthorscomparedtheDIPLpotentialoftwostructurallyrelated
diproticamines:Grt1(10,measuredpKa=7.06,9.73)andGrt2(11,measured
pKa=3.75,9.33).Aswithotherdibasicrigidcompounds,Grt1inducedPLboth
in vitroandin vivo(lung),whilenosignsofDIPLwereassociatedwithGrt2.
Introductionoftheamidemoietynotonlydecreasedbasicityofoneofthe
aminogroupsbutalsointrinsicaswellaseffectivelipophilicity.18

(continued)
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6

Aseriesofchemicaloptimizationsforthediscoveryofnovelhistamineh3
receptorinverseagonistswasrecentlypublished,takingintoaccountalso
theDIPLeffectofthetestedcompounds.Inthepresentcase,compounds
12and13onlydifferbythenatureofonebasiccenter(piperidineandmor-
pholine,respectively).thischemicalmodificationnotonlyreducesbasicity
ofcompound13(SUVN-G3031),butitalsoresultsinitslowerlipophilicity.
Asaresult,in vitrotestsdemonstratedthereducedDIPLpotentialof13with
respectto12.73

7

Intheoptimizationprocesstoidentifynovelh3antagonists,theinitialdibasic
leadcompound14turnedouttoinducePLin vivo(lungandkidney).Itscalcu-
latedphysicochemicalpropertiesare:pKa=9.8and7.7;CLogP=3.6;CLogD=
−0.2.Aimingatreducingbasicity,compounds15(pKa=9.8;CLogP=4.0;CLogD
=0.8)and16(pKa=9.3;CLogP=3.3;CLogD=0.8)weresynthesizedandtested.
theDIPLpotentialwasdrasticallyreducedbytheeliminationofonebasiccen-
teraccordingtoresultsfromanin vitroassay.74
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examples

8

thesurvivalofmotorneuron-2(SMN2)genesplicingmodifier17(rG7800,
rO6885247)wasthefirstmoleculefromajointroche/PtCprogramwhich
enteredclinicaltrialsforthetreatmentofspinalmuscularatrophy.however,
duetoitslargevolumeofdistributionanditsbasiccharge,itwasfoundto
inducePLinseveraltissuesinrats.theoptimizationofcompound17(mea-
suredpKa=10.9;LogD=2.3),leadtothediscoveryofrisdiplam(18),currently
undergoingpivotalclinicalstudies.In vivorisdiplam(measuredpKa=6.8;LogD
=2.5)didnotshowanyevidenceforPLinanytissuesatthedosestested.75

18.3.2   Lipophilicity Reduction
  

examples

1

Monoaminereuptakeinhibitorshavebeenassociatedwithanumberofsafety
liabilitiesattributedtotheircationicamphiphilicstructure,includingapotential
tocausePL.therefore,newcompoundsweredesignedsettingconstraintsonMW
(<300),CLogP(3.5)andnumberofaromaticrings(maximum1).Inaddition,lipo-
philicitywasmodulatedbymodifyingthesubstitutionatthebenzylicposition.
Compound20wasdiscoveredasanoveltriplereuptakeinhibitorwithlowerDIPL
potentialcomparedwithcompound19.76

(continued)
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2

Inaprojectaimingatidentifyingsmallmoleculeantagonistsofthetransient
receptorpotentialvanilloid-4,concernsaboutaDIPLpotentialwereraisedfor
compound21onthebasisofresultsfromin vitrotests.theisostericreplace-
mentmadetointroduceapyridinering(compound22)loweredthelipophilicity
ofthemolecule,goingfromachromatographichydrophobicityindexonimmo-
bilizedartificialmembrane(ChIIAM)of49to42.In vitroassessmentdemon-
stratedthatcompound22displaysalowerDIPLpotential.77

3

Compound23isapotentdipeptidylpeptidase-IV(DPP-IV)inhibitorbut
alsoaDIPLinducerinisolatedhumanhepatocytes.thereplacementof
the–CNmoietywithacarboxylicacidgroup(i.e.reducingtheamphiphilicity
andthelipophilicity)ledtoamorepotentinhibitorwithlowerDIPL
potential(24).78
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18.3.3   Amphiphilicity Reduction
  

examples

1

theaminomethylpyrimidine25,identifiedasaleadcompoundinthediscovery
ofnovelDPP-IVinhibitors,inducedPLinculturedfibroblasts.theauthorsused
theCAFCAprogramtodesignnovelcompoundsdevoidofaDIPLeffect.thus,
startingfromaΔΔGAMof−6.6kJmol−1forcompound25,thestudyledtocom-
pound26withaΔΔGAMof−5.6kJmol−1whichdidnotcausePL,inagreement
withFischer'smethodofDIPLprediction.79

2

Compound27(ΔΔGAM=−10.4kJmol−1)wasidentifiedasaleadcompoundfor
novelhistamine3receptor(h3r)-inverseagonistscontaininganaphthalene
scaffold,butitwasfoundtoinduceDIPLinculturedfibroblastsinadose-
dependentmanner.theCAFCAprogramwasusedtosupportthedesignofthe
lessamphiphiliccompound28that,possessingaΔΔGAM=−4.27kJmol−1,was
notflaggedforDIPL.80

3

Compound29isapotentfullagonistatthehuman5-ht2Creceptor,butalsoa
strongPLinducerinculturedfibroblastsataconcentrationof7.5µM.therefore,
lessamphiphiliccompoundsweredesigned.replacementoftheindolinewith
anazoindolemoietyandadditionaloptimizationledtocompound30,which
provedtobestillafullagonistatthehuman5-ht2Creceptoranddidnotshow
PLat20µM.81



Chapter 18398

18.3.4   Modulation of Metabolism
  

examples

1

thedevelopmentofthebeta-3adrenergicreceptor(β3-Ar)agonistMK-0634(33)
wasdiscontinuedduetostructure-basedtoxicityinpreclinicalmodelspecies
andPLinduction.Inaddition,highlevelsofmetabolitesbearingasecond-
aryaminemoiety,generatedbyN-dealkylationateithersideofthesecondary
amine,wereobservedinpreclinicalstudies.replacementoftheaminegroupby
apyrrolidinescaffoldtoblockthemajorsiteofmetabolismandreplacementof
thelipophilictriarylmoietybyasmallerandlesslipophilicgroup,resultingin
reducedlipophilicity,finallygaverisetovibegron(34),anon-PL-inducingdrug.67

References
 1. N.AndersonandJ.Borlak,FEBS Lett.,2006,580,5533–5540.
 2. M.J.reasor,K.L.hastingsandr.G.Ulrich,Expert Opin. Drug Saf.,2006,

5,567–583.
 3. J.M.WillardandA.DeFelice,inLysosomes: Biology, Diseases, and Thera-

peutics,ed.F.r.Maxfield,J.M.WillardandS.Lu,JohnWiley&Sons,Inc.,
Weinheim,2016,pp.487–512.

 4. h.Lullmann,r.Lullmann-rauchandO.Wassermann,Ger. Med.,1973,
3,128–135.

 5. t. Shikata, t. Kanetaka, Y. endo and K. Nagashima, Acta Pathol. Jpn.,
1972,22,517–531.

 6. L.A.Chatman,D.Morton,t.O.JohnsonandS.D.Anway,Toxicol. Pathol.,
2009,37,997–1005.

 7. U. M. hanumegowda and A. regueiro-ren, in Tactics in Contemporary 
Drug Design, ed. N. Meanwell, Springer, Berlin, heidelberg, 2013, pp.
261–281.

 8. W.h.halliwell,Toxicol. Pathol.,1997,25,53–60.



399Drug-inducedPhospholipidosis

 9. J.P.Ploemen,J.Kelder,t.hafmans,h.vandeSandt,J.A.vanBurgst-
eden, P. J. Saleminki and e. van esch, Exp. Toxicol. Pathol., 2004, 55,
347–355.

10. K.tomizawa,K.Sugano,h.YamadaandI.horii,J. Toxicol. Sci.,2006,31,
315–324.

11. U.M.hanumegowda,G.Wenke,A.regueiro-ren,r.Yordanova,J.P.Cor-
radiandS.P.Adams,Chem. Res. Toxicol.,2010,23,749–755.

12. h.Fischer,e.A.Atzpodien,M.Csato,L.Doessegger,B.Lenz,G.Schmitt
andt.Singer,J. Med. Chem.,2012,55,126–139.

13. S.S.Choi,J.S.Kim,L.G.ValerioJrandN.Sadrieh,Toxicol. Appl. Pharma-
col.,2013,269,195–204.

14. S.h.Slavov,J.G.Wilkes,D.A.Buzatu,N.L.Kruhlak,J.M.Willard,J.P.
hanigandr.D.Beger,Bioorg. Med. Chem.,2014,22,6706–6714.

15. L.Goracci,S.Buratta,L.Urbanelli,G.Ferrara,r.DiGuida,C.emiliani
andS.Cross,Eur. J. Med. Chem.,2015,92,49–63.

16. h.Sun,M.Xia,S.A.Shahane,A.Jadhav,C.P.Austinandr.huang,Bio-
org. Med. Chem. Lett.,2013,23,4587–4590.

17. S. Slavov, I. Stoyanova-Slavova, S. Li, J. Zhao, r. huang, M. Xia and
r.Beger,Arch. Toxicol.,2017,91,3885–3895.

18. I.Loryan,e.hoppe,K.hansen,F.held,A.Kless,K.Linz,V.Marossek,
B.Nolte,P.ratcliffe,D.Saunders,r.terlinden,A.Wegert,A.Welbers,
O.WillandM.hammarlund-Udenaes,Mol. Pharm.,2017,14,4362–4373.

19. P.Bonaventure,M.Letavic,C.Dugovic,S.Wilson,L.Aluisio,C.Pudiak,
B.Lord,C.Mazur,F.Kamme,S.Nishino,N.Carruthersandt.Lovenberg,
Biochem. Pharmacol.,2007,73,1084–1096.

20. J.M.Alakoskela,P.VitovicandP.K.Kinnunen,ChemMedChem,2009,4,
1224–1251.

21. A.Abe,M.hiraokaandJ.A.Shayman,Drug Metab. Lett.,2007,1,49–53.
22. M.Ceccarelli,B.Wagner,r.Alvarez-Sánchez,G.CrucianiandL.Goracci,

Chem. Res. Toxicol.,2017,30,1145–1156.
23. M.D.Arbo,S.Melega,r.Stober,M.Schug,e.rempel,J.rahnenfuhrer,

P.Godoy,r.reif,C.Cadenas,M.deLourdesBastos,h.CarmoandJ.G.
hengstler,Arch. Toxicol.,2016,90,3045–3060.

24. h.Sawada,K.takamiandS.Asahi,Toxicol. Sci.,2005,83,282–292.
25. t.Nonoyamaandr.Fukuda,J. Toxicol. Pathol.,2008,21,9–24.
26. M.P.Mingeot-Leclercq,r.BrasseurandA.Schanck,J. Toxicol. Environ. 

Health,1995,44,263–300.
27. M.P.Mingeot-Leclercq,G.LaurentandP.M.tulkens,Biochem. Pharma-

col.,1988,37,591–599.
28. F.VanBambeke,J.P.Montenez,J.Piret,P.M.tulkens,P.J.Courtoyand

M.P.Mingeot-Leclercq,Eur. J. Pharmacol.,1996,314,203–214.
29. r.Lullmann-rauch,Front. Biol.,1979,48,49–130.
30. U.P.Kodavanti,V.G.Lockardandh.M.Mehendale,J. Biochem. Toxicol.,

1990,5,245–251.
31. e.A.tengstrand,G.t.MiwaandF.Y.hsieh,Expert Opin. Drug Metab. 

Toxicol.,2010,6,555–570.



Chapter 18400

32. J.P.Montenez,F.VanBambeke,J.Piret,r.Brasseur,P.M.tulkensand
M.P.Mingeot-Leclercq,Toxicol. Appl. Pharmacol.,1999,156,129–140.

33. D.J.Pelletier,D.Gehlhaar,A.tilloy-ellul,t.O.JohnsonandN.Greene,
J. Chem. Inf. Model.,2007,47,1196–1205.

34. h.Sawada,K.taniguchiandK.takami,Toxicol. In Vitro,2006,20,1506–1513.
35. O.Ivanciuc,Curr. Top. Med. Chem.,2008,8,1691–1709.
36. N.L.Kruhlak,S.S.Choi,J.F.Contrera,J.L.Weaver,J.M.Willard,K.L.

hastingsandL.F.Sancilio,Toxicol. Mech. Methods,2008,18,217–227.
37. A.M.Orogo,S.S.Choi,B.L.MinnierandN.L.Kruhlak,Mol. Inf.,2012,

31,725–739.
38. r.Lowe,r.C.GlenandJ.B.Mitchell,Mol. Pharm.,2010,7,1708–1714.
39. r.Lowe,h.Y.Mussa,F.Nigsch,r.C.GlenandJ.B.Mitchell,J. Cheminf.,

2012,4,2.
40. K.r.PrzybylakandM.t.Cronin,Mol. Inf.,2011,30,415–429.
41. L.Goracci,M.Ceccarelli,D.BonelliandG.Cruciani,J. Chem. Inf. Model.,

2013,53,1436–1446.
42. D. Quaglino, h. r. ha, e. Duner, D. Bruttomesso, L. Bigler, F. Follath,

G. realdi, A. Pettenazzo and A. Baritussio, Am. J. Physiol., 2004, 287,
L438–L447.

43. I.Smyej,S.DeJonghe,A.Looszova,G.Mannens,t.Verhaeghe,S.thi-
jssen,S.Starckx,A.LampoandM.C.rouan,Toxicol. Pathol.,2017,45,
663–675.

44. G. Pomponio, C. C. Savary, C. Parmentier, F. Bois, A. Guillouzo,
L.romanelli,L.richert,e.DiConsiglioande.testai,Toxicol. In Vitro,
2015,30,36–51.

45. h.Sun,S.Shahane,M.Xia,C.P.Austinandr.huang,J. Chem. Inf. Model.,
2012,52,1798–1805.

46. L.Zhou,G.Geraci,S.hess,L.Yang,J.WangandU.Argikar,Anal. Chem.,
2011,83,6980–6987.

47. K.r.Przybylak,A.r.AlzahraniandM.t.Cronin, J. Chem. Inf. Model.,
2014,54,2224–2232.

48. A.J.ratcliffe,Curr. Med. Chem.,2009,16,2816–2823.
49. P.Vitovic,J.M.AlakoskelaandP.K.Kinnunen,J. Med. Chem.,2008,51,

1842–1848.
50. M.Ceccarelli,r.Germani,S.Massari,C.Petit,A.Nurisso,J.L.Wolfender

andL.Goracci,Colloids Surf., B,2015,136,175–184.
51. M.Ceccarelli,B.Wagner,r.Alvarez-Sanchez,G.CrucianiandL.Goracci,

Chem. Res. Toxicol.,2017,30,1145–1156.
52. A. Casartelli, M. Bonato, P. Cristofori, F. Crivellente, G. Dal Negro,

I.Masotto,C.Mutinelli,K.ValkoandV.Bonfante,Cell Biol. Toxicol.,2003,
19,161–176.

53. J.K.Morelli,M.Buehrle,F.Pognan,L.r.Barone,W.FielesandP.J.Ciac-
cio,Cell Biol. Toxicol.,2006,22,15–27.

54. t.Kasahara,K.tomita,h.Murano,t.harada,K.tsubakimoto,t.Ogi-
hara,S.OhnishiandC.Kakinuma,Toxicol. Sci.,2006,90,133–141.



401Drug-inducedPhospholipidosis

55. P.Nioi,B.K.Perry,e.J.Wang,Y.Z.Guandr.D.Snyder,Toxicol. Sci.,2007,
99,162–173.

56. P. Nioi, I. D. Pardo and r. D. Snyder, Drug Chem. Toxicol., 2008, 31,
515–528.

57. N.Mesens,M.Steemans,e.hansen,G.r.Verheyen,F.VanGoethemand
J.VanGompel,Toxicol. In Vitro,2010,24,1417–1425.

58. N. Mesens, M. Steemans, e. hansen, P. Annelieke, G. Verheyen and
P.Vanparys,Toxicol. In Vitro,2009,23,217–226.

59. S.A.Shahane,r.huang,D.Gerhold,U.Baxa,C.P.AustinandM.Xia,
J. Biomol. Screening,2014,19,66–76.

60. F.M.vandeWater,J.havinga,W.t.ravesloot,G.J.horbachandW.G.
Schoonen,Toxicol. In Vitro,2011,25,1870–1882.

61. W. G. Schoonen, W. M. Westerink and G. J. horbach, EXS, 2009, 99,
401–452.

62. L.Fusani,M.Brown,h.Chen,e.Ahlbergandt.Noeske,Mol. Pharm.,
2017,14,4346–4352.

63. F.Kazmi,t.hensley,C.Pope,r.S.Funk,G.J.Loewen,D.B.Buckleyand
A.Parkinson,Drug Metab. Dispos.,2013,41,897–905.

64. B.L.Yano,D.M.Bond,M.N.Novilla,L.G.McFaddenandM.J.reasor,
Toxicol. Sci.,2002,65,288–298.

65. P.Schnider,C.Dolente,h.Stalder,r.e.Martin,V.reinmüller,r.Marty,
C. Wyss Gramberg, B. Wagner, h. Fischer, A. M. Alker and K. Müller,
ChemBioChem,2020,21,212–234.

66. h.K.Fischer,M.KansyandD.Bur,Chimia,2000,54,640–645.
67. S.D.edmondson,C.Zhu,N.F.Kar,J.DiSalvo,h.Nagabukuro,B.Sacre-

Salem,K.Dingley,r.Berger,S.D.Goble,G.Morriello,B.harper,C.r.
Moyes, D. M. Shen, L. Wang, r. Ball, A. Fitzmaurice, t. Frenkl, L. N.
Gichuru, S. ha, A. L. hurley, N. Jochnowitz, D. Levorse, S. Mistry, r.
r.Miller,J.Ormes,G.M.Salituro,A.Sanfiz,A.S.Stevenson,K.Villa,
B. Zamlynny, S. Green, M. Struthers and A. e. Weber, J. Med. Chem.,
2016,59,609–623.

68. L.W.Whitehouse,A.Menzies,r.Muellerandr.Pontefract,Toxicology,
1994,94,81–95.

69. h. Igawa, M. takahashi, K. Kakegawa, A. Kina, M. Ikoma, J. Aida,
t.Yasuma,Y.Kawata,S.Ashina,S.Yamamoto,M.Kundu,U.Khamrai,h.
hirabayashi,M.Nakayama,Y.Nagisa,S.Kasaiandt.Maekawa,J. Med. 
Chem.,2016,59,1116–1139.

70. M.Furber,A.K.tiden,P.Gardiner,A.Mete,r.Ford,I.Millichip,L.Stein,
A.Mather,e.Kinchin,C.Luckhurst,S.Barber,P.Cage,h.Sanganee,r.
Austin,K.Chohan,r.Beri,B.thong,A.Wallace,V.Oreffo,r.hutchin-
son,S.harper,J.Debreczeni,J.Breed,L.WisslerandK.edman,J. Med. 
Chem.,2014,57,2357–2367.

71. D.A.Nugiel,J.r.Krumrine,D.C.hill,J.r.DamewoodJr,P.r.Bernstein,
C.D.Sobotka-Briner,J.Liu,A.ZaccoandM.e.Pierson,J. Med. Chem.,
2010,53,1876–1880.



Chapter 18402

72. M.Sun,C.Zhao,G.A.Gfesser,C.thiffault,t.r.Miller,K.Marsh,J.Wet-
ter,M.Curtis,r.Faghih,t.A.esbenshade,A.A.hancockandM.Cowart,
J. Med. Chem.,2005,48,6482–6490.

73. r.Nirogi,A.Shinde,A.r.Mohammed,r.K.Badange,V.reballi,t.r.
Bandyala,S.K.Saraf,K.Bojja,S.Manchineella,P.K.Achanta,K.K.Kan-
dukuri,r.Subramanian,V.Benade,r.C.Palacharla,P.Jayarajan,S.Pan-
deyandV.Jasti,J. Med. Chem.,2019,62,1203–1217.

74. t. t. Wager, B. A. Pettersen, A. W. Schmidt, D. K. Spracklin, S. Mente,
t.W.Butler,h.howard,D.J.Lettiere,D.M.rubitski,D.F.Wong,F.M.
Nedza,F.r.Nelson,h.rollema,J.W.raggon,J.Aubrecht,J.K.Freeman,
J.M.Marcek,J.Cianfrogna,K.W.Cook,L.C.James,L.A.Chatman,P.A.
Iredale,M.J.Banker,M.L.homiski,J.B.Munznerandr.Y.Chandrase-
karan,J. Med. Chem.,2011,54,7602–7620.

75. h.ratni,M.ebeling,J.Baird,S.Bendels,J.Bylund,K.S.Chen,N.Denk,
Z.Feng,L.Green,M.Guerard,P.Jablonski,B.Jacobsen,O.Khwaja,h.
Kletzl,C.P.Ko,S.Kustermann,A.Marquet,F.Metzger,B.Mueller,N.A.
Naryshkin,S.V.Paushkin,e.Pinard,A.Poirier,M.reutlinger,M.Wee-
tall,A.Zeller,X.ZhaoandL.Mueller,J. Med. Chem.,2018,61,6501–6517.

76. Y. Ishichi, e. Kimura, e. honda, M. Yoshikawa, t. Nakahata, Y. terao,
A.Suzuki,t.Kawai,Y.Arakawa,h.Ohta,N.Kanzaki,h.Nakagawaand
J.terauchi,Bioorg. Med. Chem.,2013,21,4600–4613.

77. J. e. Pero, J. M. Matthews, D. J. Behm, e. J. Brnardic, C. Brooks, B. W.
Budzik,M.h.Costell,C.A.Donatelli,S.h.eisennagel,K.erhard,M.C.
Fischer,D.A.holt,L.J.Jolivette,h.Li,P.Li,J.J.McAtee,B.W.McCleland,
I. Pendrak, L. M. Posobiec, K. L. K. rivera, r. A. rivero, t. J. roethke,
M.r.Sender,A.Shu,L.r.terrell,K.Vaidya,X.XuandB.G.Lawhorn,J. 
Med. Chem.,2018,61,11209–11220.

78. Y. Ikuma, h. hochigai, h. Kimura, N. Nunami, t. Kobayashi, K. Uchi-
yama,Y.Furuta,M.Sakai,M.horiguchi,Y.Masui,K.Okazaki,Y.Satoand
h.Nakahira,Bioorg. Med. Chem.,2012,20,5864–5883.

79. J. U. Peters, D. hunziker, h. Fischer, M. Kansy, S. Weber, S. Kritter,
A.Muller,A.Wallier,F.ricklin,M.Boehringer,S.M.Poli,M.Csatoand
B.M.Loeffler,Bioorg. Med. Chem. Lett.,2004,14,3575–3578.

80. r.M.rodriguezSarmiento,M.h.Nettekoven,S.taylor,J.M.Plancher,
h.richterandO.roche,Bioorg. Med. Chem. Lett.,2009,19,4495–4500.

81. h.G.richter,D.r.Adams,A.Benardeau,M.J.Bickerdike,J.M.Bent-
ley,t.J.Blench,I.A.Cliffe,C.Dourish,P.hebeisen,G.A.Kennett,A.r.
Knight,C.S.Malcolm,P.Mattei,A.Misra,J.Mizrahi,N.J.Monck,J.M.
Plancher,S.roever,J.r.roffey,S.taylorandS.P.Vickers,Bioorg. Med.  
Chem. Lett.,2006,16,1207–1211.



403

 
Drug Discovery Series No. 79
The Medicinal Chemist’s Guide to Solving ADMET Challenges
Edited by Patrick Schnider
© The Royal Society of Chemistry 2021
Published by the Royal Society of Chemistry, www.rsc.org

19.1   Introduction
This chapter is focused on medicinal chemistry strategies to mitigate the risk 
of functional cardiotoxicity of a drug candidate resulting from direct interac-
tion with cardiac ion channels, in particular human ether- à- go- go- related gene 
(hERG) potassium channels (KV11.1), L- type voltage- gated calcium channels 
1.2 (CaV1.2) and voltage- gated sodium channels 1.5 (NaV1.5). Functional (e.g. 
contractile) or structural cardiotoxicity,1 resulting from indirect modulation 
of channel activity or from interaction with other target classes (demonstrated 
e.g. for anticancer drugs2–5 including kinase inhibitors6,7) is left outside of the 
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scope of this chapter. For an overview of possible cardiac effects of drugs and 
preclinical cardiac safety assessment the reader is referred to a general review.8

19.1.1   Cardiac Ion Channels and Arrythmias – the 
Background of Counter- screen

Recent years have witnessed important advances in our understanding of 
the electrophysiological mechanisms underlying the development of car-
diac arrhythmias. mutations in genes encoding several cardiac ion chan-
nels were associated with inherited channelopathies: Brugada, long qT 
(time from the start of the q wave to the end of the T wave) and short qT 
syndromes, all of which can lead to potentially fatal cardiac arrythmias in 
the absence of structural heart disease.9 it was recognized that not only 
genetic mutations but also pharmacological inhibition of cardiac ion chan-
nel conductance can lead to life- threatening proarrhythmic effects.10 For 
the hERG channel, this was first demonstrated in the late 1980s–1990s for 
the histamine h1 receptor antagonist terfenadine. in 1989, overdoses of the  
drug were reported to prolong the qT interval11 and its use was linked to 
torsades de pointes.12 Terfenadine was subsequently shown to inhibit the 
delayed rectifier potassium current in isolated myocytes13 and hERG channels 
expressed in Xenopus oocytes.14 during the following years, a significant num-
ber of drugs from various therapeutic classes (from the antihistamine astem-
izole and the class iii antiarrhythmic dofetilide to the antipsychotic droperidol 
and antibiotic clarithromycin), were determined to prolong the qT interval 
and were either withdrawn from the market or received black box warning 
labels (based on increased proarrhythmic risk).15 although the correlation 
between blocking of a particular cardiac ion channel (or even multiple ones) 
and in vivo effects on cardiac function is not straightforward, the potential for 
putting patients at risk means that off- target activity on cardiac ion channels 
must be carefully evaluated. The most prominent of these channels, hERG, 
NaV1.5 and CaV1.2, which traffic major ion currents shaping cardiac action 
potential, are recognized as primary counter- screen targets. These channels 
possess relatively large inner pores with multiple binding sites and can accom-
modate a variety of structurally diverse ligands. For example, a study that 
involved a high- throughput screening assay of 300 000 diverse compounds 
for hERG liability reported a hit rate of 27% at 10 µm.16 similarly, testing of a 
heterogenous set of >3000 compounds for inhibition of a customized NaV1.5 
channel revealed a hit rate (>50% inhibition) of around 13% at 10 µm.17 Thus, 
historical experience and a strong desire to avoid late- stage compound failures 
motivate pharmaceutical companies to test compounds for cardiac ion chan-
nel liabilities early on in the lead optimization process.

19.1.2   Cardiac Action Potential
The systematic propagation of the cardiac action potential (ap) is essential 
for coordinated contraction of the heart. ap is a change of potential (depo-
larization followed by repolarization) across membranes of cardiac cells. 
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it is generated by pacemaker cells (found primarily in the sinoatrial node)  
and is transmitted throughout the sections of myocardium by cardio-
myocytes due to the presence of intercellular gap junctions. Changes 
in polarization state of cardiomyocytes are mediated by movements of 
ions (Na+, Ca2+, K+) across the cell membrane through a multitude of ion 
channels. approximately 24 ion channel subtypes are known to contrib-
ute to around 13 different cardiac ion currents.18 major ion currents that 
shape the cardiac ap and correlation of ap phases with qT interval of sur-
face electrocardiogram (ECG) are illustrated in Figure 19.1.19 Generally, 
the instantaneous slope of the ap waveform is determined by the rela-
tive balance of total outward potassium and inward sodium and calcium 
currents.

in a simplified representation of ap, fast inward Na+ current INaF (through 
NaV1.5 channels) leads to initial membrane depolarization (upstroke of ap, 
phase 0). after rapid inactivation of NaV1.5, transient outward K+ current Ito 
(through KV1.4/1.7/3.4/4.2/4.3) initiates rapid membrane repolarization (ap 
notch, phase 1). This event is followed by a slow repolarization phase (ap pla-
teau, phase 2), resulting from superimposition of delayed rectifier outward 
K+ current IKr (through hERG channels) and inward Ca2+ current ICa (CaV1.2 
channels).

a short data overview on expression and cardiac function of CaV1.2, NaV1.5 
and hERG channels as well as associated channelopathies and ECG effects of 
channel blocking is given in Table 19.1.

Figure 19.1    Ventricular cell action potential (ap) and surface ECG. INa current (ap 
phase 0) is mediated through NaV1.5 channel, Ito (ap phase 1) – through 
KV1.4/1.7/3.4/4.2/4.3, ICa (ap phase 2) – through CaV1.2/3.1/3.2, IKr and IKs 
(ap phase 3) – through hERG and KVLqT1 respectively, IK1 (ap phase 4)  
– through Kir 2.1/2.2. Reproduced from ref. 19 with permission from 
springer Nature, Copyright 2006.
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406Table 19.1    major cardiac ion channels: general overview.

Channel
isoform expression (human 
protein atlas) Cardiac function

ECG effects of channel 
block Channelopathies

CaV1.2 (CaC-
Na1C gene)

heart (major Ca2+- channel 
isoform), smooth muscle, 
brain, endocrine tissue, 
male and female reproduc-
tive tissues, gastrointestinal 
tract, gallbladder, lung, kid-
ney and bladder

 (1)  Cellular depolarization and pace-
maker activity in the sa node.

 (2)  Generation and conduction of 
influx from sinoatrial (sa) to 
atrioventricular (aV) node.

 (3)  initiation of contraction–relax-
ation cycle (triggering calcium- 
induced calcium release from 
sarcoplasmic reticulum).

 (4)  maintaining ventricular ap pla-
teau phase.20

RR prolongation 
(bradycardia);

arterial hypertension, 
Long qT syndrome type 8 
(GoFa), Timothy syndrome 
(GoF), short qT syndrome 
(LoFa), Brugada syndrome 
type 3 (LoF) + mental dis-
orders: e.g. bipolar disor-
der, schizophrenia.21

PR prolongation (slowed 
conduction between 
atrial and ventricular 
myocardium);
Deep CaV1.2 block can 
result in:
AV block; left bundle 
branch block.

NaV1.5 (sCN5a 
gene)

predominantly heart 
(major Na+- channel iso-
form, 77–88% of total 
sodium channel staining), 
minor: brain, gastrointes-
tinal smooth muscle, male 
and female reproductive 
tissues22

 (1)  upstroke of action potentials in 
atrial and ventricular myocardi-
um (fast Na+ current, iNa fast).

 (2)  sustaining the action potential 
plateau, defining the action po-
tential duration, modulation of 
intracellular sodium (hence con-
tractility) (late sodium current, 
iNa late).23

QRS prolongation 
(slowed intraventricu-
lar conduction);

Long qT syndrome type 
3, Brugada syndrome type 
1, cardiac conduction 
disease, dilated cardio-
myopathy, sick sinus 
node syndrome, atrial 
fibrillation.24–26

PR prolongation.

KV11.1 (hERG, 
KCNh2 gene)

heart and smooth muscle 
tissue, brain, bone marrow, 
endocrine tissue, gallbladder, 
male and female reproduc-
tive tissues, gastrointestinal 
tract

Conduction of the rapid component 
of the delayed rectifier potassium 
current, IKr, which is crucial for 
repolarization of cardiac action 
potentials.27

QT prolongation. Long qT syndrome type 2 
(LoF), short qT syndrome 
(GoF), both can lead 
to torsades de pointes 
(Tdp).28

a GoF: gain- of- function mutation; LoF: loss- of- function mutation.
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19.1.3   Ion Channel Function and Channel Blocking
ion channels are membrane proteins that selectively regulate ion transport 
across lipophilic membranes of cells and organelles. The two fundamental 
properties of ion channels are ion permeation and gating. ion permeation is 
the movement of specific ions (Na+, K+ or Ca2+) through the channel pore. ion 
selectivity forms the basis for channel classification. ion current is generally 
non- linearly dependent on the electrochemical potential, and the magnitude 
of current at a given potential is also dependent on the direction (in or out of 
the cell). The latter property is called rectification. The second fundamental 
property, gating, is the mechanism of opening and closing of the ion channel. 
Generally, ion channels can interconvert between closed, open and inacti-
vated states. This gating can be voltage-  or ligand dependent or mechano- 
sensitive. The majority of the cardiac channels, including NaV1.5, CaV1.2 
and hERG, are voltage- gated, meaning that conformational changes in these 
channels (state transitions) are triggered by changes in electrical fields.

Gating strongly effects the binding of ion channel blockers under physi-
ological conditions. Tonic and phasic blockade refers to inhibition of static 
and gating channels, respectively. a state- dependent (or voltage- dependent) 
block indicates that the drug binds to open and/or inactivated channels with 
different (generally higher) affinity than to resting channels.29,30 as voltage 
(or membrane polarization) is directly affecting channel conformation, 
voltage- dependence can be a result of altering accessibility of the binding 
site as well as changing affinity of the ligand. drug dissociation from the 
ion channel complex can also be “state- dependent” (taking place only from 
the open state), as demonstrated e.g. for the hERG channel.31 Ligand disso-
ciation kinetics thus determines use- dependence (or frequency- dependence) of 
the block. For use- dependent blockers steady state levels of channel block 
increase with increasing pulse frequency. slow drug dissociation kinetics can 
lead to drug trapping and channel block accumulation, a feature that signifi-
cantly affects pharmacodynamic outcome. one should note that the effects 
of channel gating on drug binding diminish under in vitro conditions, as the 
gating frequency slows down below physiological levels and open channel 
times increase beyond physiological levels in electrophysiology assays and 
even to infinity in a binding assay (see section 19.1.4.2 In Vitro Cardiac safety 
screening). in conclusion, not only the affinity but also binding kinetics deter-
mine the propensity of the channel blocker to affect cardiovascular (CV) parame-
ters in vivo.

19.1.4   Preclinical Cardiotoxicity Screening

19.1.4.1  Regulatory Guidelines
inhibition of IKr current is recognized as the predominant mechanism for 
drug- induced qT- prolongation that is linked to torsades de pointes (Tdp). 
Thus, in line with current regulatory s7B international Committee on 
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harmonization (iCh) guidelines,32 in vitro screening for hERG antagonism 
is in focus during the early stages of drug discovery and development. The 
guidelines describe a core study battery (an in vitro test and in vivo experimen-
tal model) for preclinical assessment of qT interval prolongation liability. in 
particular, patch clamp experiments in cells (hEK293 or Cho) transfected 
with the hERG channel- encoding KCNH2 gene or in native cardiac cells are 
recommended as an in vitro screening method, while a CV telemetric study in 
conscious, freely moving non- rodent species is specified for in vivo screening. 
supplementary studies are also defined in s7B, which should be conducted 
in case core studies are inconclusive. Examples are ap duration in papillary 
muscle,33 purkinje fibres or Langendorff isolated heart.34

Figure 19.2 shows an example of a CV safety screening cascade aimed at 
identification and de- risking of candidate molecules advancing into GLp tox-
icity studies. The evolution of early in vitro screening paradigms and the mat-
ter of relevant safety margins is discussed below. Ex vivo and advanced in vivo 
models used for later stage CV risk assessment as well as their translatability 
into humans are left outside of the scope of this example.

19.1.4.2  in Vitro Cardiac Safety Screening
The overview of established in vitro techniques for cardiotoxicity evaluation 
is provided in Table 19.2. These fall into two major categories: single chan-
nel and phenotypic screening assays, both being briefly discussed below. 

Figure 19.2    possible preclinical non- good laboratory practice (non- GLp) CV safety 
evaluation cascade.
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detailed analysis of advantages and limitations of particular assays as well 
as comparison of their technical characteristics can be found in a dedicated 
review.35

19.1.4.2.1  Screening  on  Individual  Cardiac  Channels.  The primary goal 
of an early in vitro screen on individual cardiac ion channels is to identify 
potential hazards and rank compound series and, importantly, to establish a 
structure–activity relationship (saR) allowing compound optimization. The 
following information should be considered upon interpretation of in vitro 
data:
  
 1.  Concentrations giving 50% of maximum inhibition (IC50) values may vary 

significantly depending on the assay type. in a study involving 49 drugs 
huang et al. compared hERG potencies of 49 drugs across three dif-
ferent assays (radioligand binding, automated patch clamp (apC), Tl+- 
flux).36 in general, hERG inhibitors were most potent in apC assay, of 
intermediate potency in [3h]dofetilide binding assays and least potent 
in Tl+- flux assay [e.g. astemizole log of the inhibitory constant (pKi) 8.50 
± 0.06 (binding), negative log of the half maximal inhibitory concen-
tration (pEC50) 7.67 ± 0.12 (apC) and 5.68 ± 0.01 (Tl+- flux)]. Jenkinson 
and colleagues recently compared outcomes of various in vitro assays 
for three structurally distinct CaV1.2 inhibitors37 as well as for 22 
known NaV1.5 blockers.38 as discussed above for hERG, for multiple 
compounds more than one order of magnitude differences between 
iC50 values were observed. one should note that the difference in the 
outcome of a binding assay and an electrophysiology assay can be, at 
least in part, explained by existence of distinct binding sites (as well- 
evidenced for the CaV1.2 channel, see section 19.1.5.2).

 2.  IC50 values may vary significantly depending on the assay conditions. The 
latter reflects not only the data fluctuation but also the complex nature 
of ligand–channel interaction, where ligand affinity and receptor acces-
sibility are functions of several variables: pulse protocol (duration and 
amplitude),39–41 temperature and frequency. For example, stork et al. 
have demonstrated frequency- dependent hERG current inhibition by 
amiodarone [patch clamp iC50 (0.03 hz) = 7.2 ± 2.05 µm, iC50 (0.3 hz) = 
1 ± 0.65 µm].31 For NaV1.5 a prominent example is lidocaine [iC50 (0.1 
hz) = 335.2 µm, iC50 (10 hz) = 41.3 µm].42

 3.  Kinetic aspects of drug–channel interaction should be taken into account 
when drawing conclusions on CV liability. using in silico modelling, di 
Veroli et al.43 concluded that slow- binding, non- trappable drugs induce 
less ap prolongation and minimal qT interval prolongation (approxi-
mately 5%) at a concentration equal to the electrophysiological hERG 
iC50, whereas trappable drugs possess maximal pro- arrhythmic risk 
(>20% qT prolongation at iC50) (for a detailed discussion see also 
pearlstein et al.44). NaV1.5 inhibitors with slow dissociation kinetics 
(koff) have been shown to induce more pronounced qRs prolongation. 
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Table 19.2    summary of in vitro cardiotoxicity screening assays.

Assay class single- channel 
primary

single- channel functional phenotypic

System isolated 
membrane

heterologous expression system (hEK293 or Cho cells) primary 
cardiomyocytes47

stem cell (sC)- derived 
cardiomyocytes (ipsC- 
Cms or EsC- Cms)a.48

Technology Binding assay  
(displacement 
of radiolabelled 
or photolabelled 
ligand)

Fluorescence- based manual patch 
clamp49

automated patch 
clamp50

apCa (single- cell); mEaa, RTCaa and Ca2+ 
FLipa (cellular networks)35

Advantages high throughput, 
low costs

Low costs, rapid 
data generation (up 
to 50 000 data points 
per day)

high data accu-
racy; block 
potency, binding 
kinetics, voltage 
dependence can 
be studied

high throughput 
(up to 10 000 
data points per 
day); blocking 
potency, binding 
kinetics,51 voltage 
dependence can 
be studied

Recording of 
net endogenous 
currents under 
native cellular  
conditions→ 
significantly 
improved pre-
dictivity of in 
vivo outcome

Recording of net endog-
enous currents under 
conditions close to 
physiological (multiple 
channels and cardiac 
co- factors)
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Limitations measures affinity 
to specific binding 
site; no informa-
tion on functional 
response

Less sensitive than 
patch clamp (up to 
two orders of magni-
tude iC50 shift), thus 
most useful for early 
identification of 
potent inhibitors

 ● Very limited 
throughput 
(1–3 days full 
time equiva-
lent per iC50);

 ● Requires 
advanced tech-
nical skills

 ● Commonly 
high costs 
(approximately 
400 us$ per 
plate)

 ● Lower data 
accuracy than 
in manual 
patch clamp

Low prolifer-
ative capacity 
thus limited 
availability

 ● Correlation with 
adult cardiac physi-
ology not well under-
stood (immature 
phenotype);

 ● No standardized pro-
tocol exists for evalua-
tion of phenotype

Biophysical channel properties non- identical to endogenous
Comment Radioligands: 

hERG: [3h]- 
dofetilide; 
NaV1.5: [3h]- 
batrachotoxinin; 
CaV1.2: [3h]nitren-
dipine (dhp site),a 
[3h]verapamil (paa 
site),a [3h]dilti-
azem (BTz site)a

Tl+- flux FLipR 
(hERG),52 membrane 
potential dye FLipR 
(hERG, NaV1.5); Ca2+- 
flux (CaV1.2)

Cipaa standard-
ized protocol for 
hERG reported53

hERG,54  
CaV1.2,55 NaV1.5 
channel56

hsC- Cmsa preparations 
represent a mix of atrial, 
nodal and ventricular 
(predominant) cells with 
different distribution 
patterns depending on 
the vendor

a apC, automated patch clamp; BTz, benzothiazepine; Cipa, comprehensive in vitro proarrhythmia assay; dhp, 1,4- dihydropyridine; EsC, embryonic stem 
cell; FLipR, fluorometric imaging plate reader; hsC, human stem cells; ipsC, induced pluripotent stem cell; mEa, multi- electrode array; paa, phenylalkyl-
amine; RTCa, real- time cell analysis.

Table 19.2  summary of in vitro cardiotoxicity screening assays.  (continued)
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For example, lidocaine minimally affects qRs duration (due to rapid 
unblocking kinetics), while flecainide causes prominent qRs prolonga-
tion at physiological heart rates due to greater accumulation of blocked 
channels.45,46

19.1.4.2.2  Evaluation of Safety Window on the Basis of Single Channel Data

hERG. Redfern et al. correlated in vivo qTc prolongation and occurrence of 
clinical Tdp reports with data on free plasma exposures and hERG iC50 values 
across a set of 52 drugs.57 Basing on this analysis a provisional safety margin 
of 30 (defined as iC50/Cmax, where Cmax is the maximum free plasma concen-
tration a drug achieves clinically) was generally suggested as predictive of 
cardiac safety (although a higher margin of 100 was advised for indications 
with low disease burden). The general applicability of these safety margins 
was critically addressed, as they, for example, do not differentiate between 
trappable (higher risk) and non- trappable (lower risk) blockers (for details 
see 14.1.6 of pearlstein et al.44). There is evidence that almost any appreciable 
block (>3%, approximately 1/30 of iC50) of hERG current can be associated 
with corrected qT interval (qTc) prolongation and arrhythmia (see section 
2.3 of Leishman and Rankovic27). a pharmacokinetic–pharmacodynamic 
(pK–pd) study quantifying the relationship between in vitro hERG blockade 
and the magnitude of qT prolongation in humans for dofetilide revealed 
that 10% hERG block corresponds to a qT prolongation of 20 ms† (95% con-
fidence interval, 12–32 ms) and that 50% of the maximal effect occurs at con-
centrations which only block 20% of hERG current in vitro.58

NaV1.5.  a thorough study of NaV1.5 in vitro data predictivity for clinical 
qRs prolongation‡ using a set of 22 clinical compounds was reported by 
Jenkinson et al.38 The authors correlated in vitro concentration–response 
curves with published clinical data on human unbound plasma exposures 
and qRs prolongation. on the basis of the results from that analysis, safety 
thresholds were determined to be at iC20 for binding assay, iC10 for mem-
brane potential assay and iC20 for patch clamp assay (as exposures lead-
ing to 10% qRs prolongation in humans). predictivity of all three in vitro 
assays was rendered similar, while no safety margins were suggested. in 
line with the conclusions of Jenkinson et al. is an earlier study by harmer 
et al.,59 in which patch clamp NaV1.5 data were correlated with clinical qRs 
prolongation across a heterogenous drug panel. The authors found that 
for 42 class i anti‐arrhythmics and other qRs prolonging drugs, 67% had 
iC50 : Cmax free ratios <30. For 55 non‐qRs prolonging drugs tested, 72% had 

† The current Fda draft guidance suggests that an increased risk for Tdp exists at 20 ms of qT 
prolongation or more [iCh E14 guidance, https://www.fda.gov/media/71372/download].

‡ qRs duration can be considered as a rough surrogate marker for conduction- based proarrhyth-
mia (analogous to qT prolongation being a surrogate marker for Tdp proarrhythmia). arguably, 
there is however no consensus on which extent of qRs prolongation can be reliably associated 
with occurrence of arrhythmia in humans.
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ratios >100. Finally, for 37 drugs, qRs complex prolongation was observed 
at free plasma concentrations that were about 15‐fold lower than the cor-
responding iC50 at hNaV1.5 channels. on the basis of that data, a margin of 
30‐ to 100‐fold between hNaV1.5 iC50 and Cmax free was suggested to confer 
an acceptable degree of safety from qRs prolongation (this study was crit-
ically reviewed by Gintant et al.39). other studies also support the finding 
that exposures significantly below iC50 are sufficient to cause 10–20% qRs 
prolongation in humans60 as well as in preclinical model species [dogs and 
non- human primates (Nhp)].61

CaV1.2.  in contrast to blocking of hERG and NaV1.5 current, no systematic 
study of the translatability of in vitro CaV1.2 inhibition to CV effects in higher 
preclinical model species has so far been reported. Jenkinson et al. have cor-
related L- type CaV activity from in vitro assays (radioligand binding, patch 
clamp, Ca2+- flux) and ex vivo tissue preparations (rat aorta and guinea pig 
Langendorff isolated heart) with CV observations in conscious telemetered 
rats37 for three marketed antagonists from different structural classes: nifedip-
ine (dhp site), verapamil (paa site) and diltiazem (BTz site) (see Figure 19.7). 
it was observed that nifedipine requires in vivo exposures corresponding to 
approximately maximal effects in vitro or ex vivo in order to result in an observ-
able change in either blood pressure (Bp) or heart rate (hR). in contrast, a sig-
nificant change in Bp was seen with verapamil at, or below, the pKi/piC50 values 
for patch clamp, FLipR, aortic ring and Langendorff contractility.

19.1.4.2.3  Phenotypic Screening and the CiPA Initiative.  The net outcome 
of a drug's integrated effect on multiple ion channels rather than on a sin-
gle channel should be considered for more reliable CV safety assessment.62 
The most prominent example in this context is verapamil, which, despite 
being a potent blocker of repolarizing potassium current IKr (through hERG), 
does not induce significant qT prolongation due to concomitant blockade 
of the depolarizing calcium current ICaL (through CaV1.2).63 In vitro pheno-
typic screening using primary cardiomyocytes,47 human embryonic stem cell 
derived cardiomyocytes (hEsC- Cms) or induced pluripotent stem cell derived 
cardiomyocytes (hipsC- Cms)48 represent possible approaches to get a more 
comprehensive view of drug effects on cardiac currents (Table 19.2). Elec-
trophysiological approaches for evaluating drug effects with these cellular 
networks (microelectrode array, real- time cell analysis, Ca2+ dynamics) have 
been recently reviewed.35 arguably, data produced with sC- Cms still require 
validation with large sets of positive and negative reference compounds, 
because the correlation with adult cardiac physiology is not well understood. 
The electrophysiological phenotype of hsC- Cms is generally characterized as 
being immature (see Jiang et al. for a review,64 Goodrow et al. for an example 
Na+ current65). No standardized guidelines currently exist for the evaluation 
of hsC- Cm phenotypes and functionality that may affect drug responses.

in 2013 the Comprehensive in vitro Proarrhythmia Assay (Cipa) initiative66 
was launched to elaborate an improved paradigm for preclinical evaluation of 
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CV liabilities. The three main elements of the proposed schema are depicted 
in Figure 19.3.
  
 1.  In vitro evaluation of drug effects (concentration response curves and 

binding kinetics) on three ion currents (CaV1.2, NaV1.5 and hERG) 
using an apC assay under standardized conditions.53,67 These standard 
protocols open up an opportunity for the pharmaceutical industry to 
generate electrophysiology data that can be compared across laborato-
ries, thus simplifying potential risk assessment.

 2.  integration of in vitro information into an in silico computational model 
(modified o'hara–Rudy myocyte model68) of a human ventricular myo-
cyte to assess proarrhythmic liability.

 3.  Confirmation of drug effects on ionic currents using an hsC- Cm- based 
electrophysiological assay.

  
a clinical stage that includes assessment of ECGs from phase i studies rep-

resents the final component of the Cipa paradigm.70 For further information 
on goals of this initiative as well as advances and challenges associated with 
it the reader is referred to the most recent report71 and reviews.69,72

19.1.5   Structural Data and Models to Support MedChem 
Programs

19.1.5.1  NaV1.5 Channel
NaV channels are protein constructs built of a transmembrane α- subunit 
(nine alfa- subunit isoforms in humans are known: NaV1.1–NaV1.9), associ-
ated β- subunits and partner proteins. The large transmembrane α- subunit 

Figure 19.3    stages of cardiac safety profiling according to Cipa. adapted from ref. 
69 with permission from John Wiley and sons, Copyright © 2017 The 
authors. Clinical pharmacology & Therapeutics published by Wiley 
periodicals, inc. on behalf of american society for Clinical pharma-
cology and Therapeutics.
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consists of about 2000 amino acid residues (approximately 260 kda) and 
forms the channel pore. it is capable of building a functional channel which 
generates electrical pulses, independent of the β- subunits. The latter mod-
ulate the channel's gating kinetics and voltage dependence, as well as con-
trolling cellular localization and interaction with other biomolecules.73 
While the α- subunit of many voltage- gated ion channels is a homotetramer, 
the polypeptide chain of eukaryotic sodium channels folds into four non- 
identical repeats i–iV (Figure 19.4).74 Each repeat can be subdivided into 
six transmembrane segments s1–s6. among those, s1–s4 form the voltage- 
sensing domain (Vsd) (s4 carries several sensing positively charged residues), 
while s5 and s6 enclose the pore domain (pd). Conformational changes in 
the Vsd in response to membrane potential changes lead to conformational 
transitions of the pd (channel gating). The sequences between the s5 and s6 
segments form the ion selectivity filter (sF) (located about 40% of the way 
through the pore from the extracellular side). Four sF residues of each repeat 
[asp/Glu/Lys/ala (dEKa)] confer Na+ selectivity. The inner pore is composed 
of neutral, mostly hydrophobic amino acid residues.

A complete experimental structure of the NaV1.5 channel is not available to 
date. The first experimental structure of a voltage gated sodium channel – 
NaVab (from Arcobacter butzleri) – was disclosed in 2011,75 and several addi-
tional structures have been determined since then (Table 19.3). Very recently, 

Figure 19.4    (a): Topology of eukaryotic voltage- gated sodium channel showing 
four homologous repeats. (B): structure of the human NaV1.4- β1 com-
plex: side view (left) and bottom (intracellular) view (right). The struc-
ture is domain coloured. The iFm (fast inactivation motif) is shown as 
spheres and the iii–iV linker is coloured orange. The glycosyl moieties 
are shown as sticks. (B) Reproduced from ref. 74 with permission from 
the aaas, Copyright © 2018 The authors.
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416Table 19.3    published structures of voltage- gated sodium channels and NaV1.5 homology modelsa on their basis.

Channel state Reference method Resolution [Å] pdB codes
Respective NaV1.5 
homology models

prokaryotic mutant 
NaVAb

Closed payandeh et al. 201175 x- Ray 2.7–2.95 3RVy, 3RVz, 3RW0 ahmed et al. 2017 79 
(closed), zablocki 
et al. 2016 80 (open, 
closed and inacti-
vated), Wang et al. 
2015,81 poulin et al.  
2014 82 (closed)

NaVAb inactivated payandeh et al. 201283 3.2 4EKW —
NaVAb open/closed Lenaeus et al. 201784 2.85/3.2 5VB8, 5VB2 —
WT/mutant 
NaVAb

irie et al. 201785 2.8–3.4 5yuC, 5yua, 5yuB —

NaVMs open mcCusker et al. 201286 3.49 4F4L —
NaVMs open Bagneris et al. 201387 2.92 3zJz poulin et al. 2014 82 

(open)
NaVMs open/with 

blockers
Bagneris et al. 201478 2.66–3.43 4pa9, 4pa7, 4pa6, 

4pa4, 4pa3, 4p9p, 
4p9o, 4p30, 4oxs, 
4CBC

Ji et al. 2018 88 (open)

NaVRh inactivated zhang et al. 201289 3.05 4dxW —
Eukaryotic NaVPaS undefined shen et al. 201790 Cryo- Em 3.8 5x0m —

NaVPaS Toxin- bound shen et al. 201891 2.6–3.2 6a90, 6a91, 6a95 —
EeNaV1.4- β1 undefined yan et al. 201792 4.0 5xsy —
hNaV1.4- β1 undefined pan et al. 201874 3.2 6aGF —

a For studies on binding interactions of sodium channel blockers using NaV1.4 homology models see e.g. Lipkind and Fozzard and Tikhonov and zhorov 
(2017 and 2012).93–95
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the first experimental structure of a human isoform NaV1.4 was obtained via 
cryo- electron microscopy74 (Figure 19.4). These data stimulated studies on 
molecular dynamics of state transitions (e.g. Bagneris et al.76), ion transport 
(e.g. ulmschneider et al.77) as well as structural aspects of channel- blocker 
interactions.78 The latter aspect is discussed in more detail below.

Toxins are known to bind to at least seven different sites on NaV channels, 
most of which are located or accessed from the extracellular side.96,97 in con-
trast, structurally diverse small molecules, such as basic antiarrhythmic drugs 
and local anaesthetics (Las) as well as non- basic anticonvulsants (Figure 
19.5), are assumed to interact with a common region23,93,98–102 formed by s6 
segments of repeats iii and iV in the central pore93,103 (one should note that 
for non- cardiac isoform NaV1.7 the existence of an antagonist binding site 
outside of the channel pore – in voltage sensing domain iV – was recently 
demonstrated,104 however antagonists binding to this site are isoform- 
selective). The structural basis for voltage-  and use- dependent channel block 
by La drugs has been studied in most detail.103 single- point mutagenesis 
studies revealed that two residues on s6 of repeat iV have a major effect on 
high- affinity (open- state) blocking by Las, for the NaV1.5 isoform these are 
F1760 and y1767.105–107 Las can access their binding site either through the 
inner pore (hydrophilic intracellular pathway, open state) or through mem-
brane fenestrations (hydrophobic extracellular pathway, both open and 
closed state).108

in the absence of experimentally derived structures of ligand- bound 
eukaryotic NaV channels, homology modelling is a valuable tool to study 
ligand–channel interactions. Lipkind and Fozzard created an open state 
NaV1.4 inner pore model to study binding interactions of several lidocaine- 
class Las.93 a common structural feature of La drugs is a basic alkylamine, 

Figure 19.5    structures of selected small molecules known to bind to the inner 
pore of NaV1.5.
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linked to a hydrophobic aromatic ring via a short amide or ether linker. The 
authors suggested the presence of a cation–pi interaction between this alkyl-
amine group and F1760 as well as a hydrophobic interaction between the 
aromatic ring and y1767. Very recently Ji et al.88 also proposed an open- state 
homology model of the NaV1.5 pore domain (NaVms- based) and addressed 
the characterization of the pilsicainide, flecaidine, cocaine and ranolazine 
binding sites. The key role of F1760 and y1767 in binding of the above men-
tioned Las was also observed. however, in contrast to the previously sug-
gested cation–pi interaction, the model indicated strong pi–pi and pi–sigma 
interactions of Las with these amino acid residues (Figure 19.6, F526 and 
y533 correspond to F1760 and y1767).

ahmed et al. published a NaVab- based homology model of a complete 
closed- state NaV1.5.79 The model was validated using a set of 35 known ligands 
with different affinities, and a certain correlation between binding energies 
and measured iC50 values was observed (rpearson = 0.7). Binding poses for mar-
keted antiarrhythmic NaV1.5 blockers lidocaine, ranolazine and flecainide 

Figure 19.6    interaction modes of pilsicainide, flecainide, cocaine and ranola-
zine (left to right) with the hNaV1.5 pore domain according to Ji  
et al. adapted from ref. 88 with permission from Taylor & Francis Ltd, 
http://www.tandfonline.com.
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were analysed in detail. all three ligands were suggested to bind to the same 
region in proximity to F1760, however calculated binding poses were distinct 
with no obvious conserved interactions.

on the basis of the NaVab structure, scientists from Gilead sciences also 
built a NaV1.5 model which they manipulated into open, closed and inac-
tivated states.80 They demonstrated that the antiarrhythmic compound Gs- 
6615 (Figure 19.5), although non- basic, also binds to the La site, with its 
biphenyl motif forming stacking interactions with F1760 and y1767 and the 
polar part pointing in the direction of the dEKa locus of the selectivity filter.

several other molecular models of hNaV1.5 have been reported (see Table 
19.3). The recently disclosed hNaV1.4 cryo- electron microscopy structure will 
facilitate further work on accurate NaV1.5 modelling.

19.1.5.2  CaV1.2 Channel
CaV1 channels (L- type calcium channels or high- voltage activated calcium 
channels) are composed of an α- subunit109 associated with several auxil-
iary subunits: β,110 γ111 and α2δ.112 β- subunits are key regulators of channel 
expression, voltage dependence, gating kinetics and modulation by other 
proteins. The α- subunit forms the ion- conducting pore and possesses all 
the key characteristics that define channel properties, including gating, ion 
selectivity and permeation. Within the L- type family four α- subunit isoforms 
are known: α1s, α1C, α1d and α1F, corresponding to CaV1.1, CaV1.2, CaV1.3 
and CaV1.4, respectively.113 These channel isoforms differ in their expression 
pattern, with CaV1.2 being the major cardiac isoform.114,115 in contrast to 
NaV1.5, which is a heterotetramer, the CaV1.2 α1C subunit consists of four 
homologous repeats i–iV with six transmembrane segments s1–s6 in each 
repeat. s1–s4 form the voltage sensing gating machinery, while s5, s6 and 
intervening p- loops form the pore. Four conserved Glu residues of each 
repeat constitute the EEEE locus, acting as selectivity filter for Ca2+ ions.

The experimental structure of the hCaV1.2 channel has not yet been disclosed. 
however, the architecture of the mammalian skeletal muscle CaV1.1 channel 
complex has been determined by cryo- electron microscopy at 4.2 Å116 and 
later at 3.6 Å resolution.117 additionally, a 2.7 Å- resolution crystal structure 
of artificial bacterial CaVab channel has been reported in an unbound form 
and in complex with several antagonists (e.g. pdb id: 5KLG).118

Three known chemotypes of L- type CaV blockers (Figure 19.7) interact with dis-
tinct, but allosterically connected, binding sites119 – phenylalkylamine (PAA),120,121 
benzothiazepine (BTZ)122 and 1,4- dihydropyridine (DHP) sites123–125 (Table 19.4). 
dhps are thought to be allosteric modulators of CaV channel activation (both 
agonists and antagonists have been reported126), while paas and BTzs are 
assumed to physically block the pore. several L- type calcium channel ago-
nists which are structurally unrelated to dhps, paas and BTzs have also been 
reported, for example. Compound 8 from Kang et al. and ortner et al.127,128 
and FpL 64176 129–131 (Figure 19.5). Experimental knowledge on the loca-
tion and structure of drug binding sites is primarily based on photoaffinity 
labelling, site- directed mutagenesis and studies with chimeric proteins.119  
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in addition, on the basis of recent progress in structure determination of 
related voltage- gated ion channels, several CaV1.2 homology models have 
been developed. The experimental and computational insights into ligand–
CaV1.2 channel interactions for three classes of blockers are briefly summa-
rized below.

19.1.5.2.1  Phenylalkylamine Site.  The characteristic structural elements 
of paas (e.g. verapamil) are two polymethoxylated aromatic rings, linked 
to the tertiary amine via two flexible aliphatic chains, one of which has a 
Lewis- basic substituent (e.g. nitrile or carbonyl) next to the aromatic frag-
ment. paas induce voltage-  and frequency- dependent blocking of L- type Ca2+ 
current upon entering the channel pore from the intracellular side (after pen-
etration through the cell membrane in an unprotonated form followed by 
re- protonation in the cytosol).119

Lipkind and Fozzard developed a model of CaV1.2.132 docking of (S)- 
devapamil [(S)- d888]in a half- folded conformation and suggested that its two 
aromatic rings interact with the side chains of y1508 and i1515 [here and sub-
sequently the hCaV1.2 (α1c) numbering is used (q13936 uniprot sequence), 
which might differ from the numbering in the original publication],  

Figure 19.7    structures of prominent CaV1.2 ligands.
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Table 19.4    Characterization data for CaV1.2 binding sites.

Binding 
site Location access from

Ca2+ effect on 
blocking

Residues contributing to binding 
(experimental data)a

homology modelling studies of 
binding interactions

paa in the pore, at 
the interface 
between diii 
and diV

intracellular 
side

potentiation133 iiis5: T1056; iiis6: y1169, i1170, 
F1181, V1182; iVs6: y1508, a1512, 
i1515; p- loops: T704, T1133, F1134, 
E1135, E1464119,120,133,134

 ● Lipkind and Fozzard 2003 (Kcsa- 
based, CaV1.2 inner pore);132

 ● Cheng et al. 2009 (4 models, mthK, 
KVap, KV1.2 and Kcsa- based, CaV1.2 
open/closed)120

BTz in the pore, at 
the interface 
between diii 
and diV

Extracellular 
side

Biphasic: inhi-
bition at high 
concentrations, 
potentiation at 
low concentra-
tions.135,136

iiis6: i1167, i1170, i1173, m1177, 
F1181, V1182; iVs6: i1505, Y1508, 
m1509, A1512, I1515, p- loops: F1134, 
E1135, E1464119,122

Tikhonov and zhorov. 2008 (KVap 
& Kcsa- based, CaV1.2 pore, open/
closed)122

dhp Within the 
lipid bilayer at 
the interface 
between diii 
and diV

Extracellular 
side

Biphasic137 iiis5: T1056, q1060; iiis6: Y1169, 
i1170, i1173, m1177, m1178; V1182 
iVs6: i1505, Y1508, M1509, i1515, 
I1516, N1517; p- loops: F1129 & 
s1132 (agonists), F1134, E1135, 
E1464119,123,126 and references therein

 ● zhorov et al. 2001 (Kcsa- based; rab-
bit CaV1.2 pore);138

 ● Tikhonov and zhorov. 2009 (KVap 
and Kcsa- based, CaV1.2 pore, open/
closed)123

 ● Lipkind and Fozzard 2003 (Kcsa- 
based, rabbit CaV1.2 pore);132

 ● Cosconati et al. 2007 (Kcsa- based, 
hCaV1.2 central pore);139

 ● xu et al. 2016 (CaVab- based, 
hCaV1.2);140

 ● schaller et al. 2018 (CaV1.1- based, 
rat CaV1.2 pore)141

a hCaV1.2 (α1c) numbering used; residues, mutations of which are causing the most pronounced affinity reduction, are highlighted in bold type.
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while the central amine interacts directly with the carboxylate of E1135 of 
the sF, thereby blocking Ca2+ permeation. zhorov and colleagues later built 
four K+- channel- based molecular models of the CaV1.2 T1056y mutant 
and proposed another (S)- devapamil binding mode (Figure 19.8).120 The 
authors suggested the nitrile group to be coordinating to the Ca2+- ion 
(bound to glutamate residues of the sF) and the protonated amino group 
to be located in the nucleophilic region at the focus of the p- helices. The 
first assumption is supported by experimental data on Ca2+ potentiation of 
paa action.133

Recently, a co- crystal structure of Br- verapamil bound to the bacterial 
channel CaVab was published.118 a single molecule of the ligand was shown 
to be bound on the intracellular side of the ion selectivity filter, in agreement 
with experimental evidence for the intracellular access of paas to the binding 
site.

19.1.5.2.2  Benzothiazepine  Site.  The BTz- binding site on L- type Ca2+ 
channels is located in close proximity to the paa site and is allosterically 
linked to both the paa (negative modulation) and dhp (positive modula-
tion) sites.119 The channel blocking induced by the prototypic BTz ligand 
diltiazem is voltage-  and frequency- dependent due to preferential binding 
to the inactivated state and rapid access to the binding site in the open 
state, respectively. in contrast to paas, BTzs have been shown to access 
their binding site from the extracellular side. Raising concentrations of Ca2+ 
and Ba2+ are known to antagonize diltiazem- induced channel blocking,135 
but at the same time the presence of Ca2+ in the sF is required for maxi-
mum blocking efficacy.136 using mutagenesis studies BTz- sensing residues 
were localized (Table 19.4). however, application of experimental data for 
mapping of the BTz binding site is complicated due to unequal effects of 
mutations on different blockers and different characteristics of the block, 

Figure 19.8    CaV1.2 binding interactions of (S)- devapamil according to molecular 
modelling studies by zhorov and colleagues.120 Residues highlighted 
in green are paa- sensing according to results of mutational experi-
ments. The T1056y mutation highlighted in blue was introduced in 
order to increase the number of anchoring interactions and was exper-
imentally shown to increase the potency of devapamil.
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altered channel properties and possible allosteric effects of mutations on 
drug binding.142

a molecular modelling study of BTz ligand–channel interactions was 
done by Tikhonov and zhorov.122 Figure 19.9 shows the most conserved 
binding interactions amongst 42 identified low- energy complexes of the 
highly potent benzazepine sq32910 with the open- state channel. The key 
binding features reported by the authors were: (1) the interaction of the 
carbonyl group with Ca2+ coordinated to E1135 and E1464 of the sF (similar 
to paas); (2) location of the ammonium group in the inner pore at the focus 
of the p- helices; (3) interaction of the aromatic groups with y1508, F1181 
and F1134 (known to affect the potency of BTzs). in the absence of a Ca2+ 
ion the ammonium group is assumed to interact directly with the sF gluta-
mates of diii and diV.

19.1.5.2.3  Dihydropyridine  Site.  dhps are allosteric channel modula-
tors and can act either as agonists [e.g. (S)- Bay k 8644,143 (S)- 202 791 144] or 
antagonists (the majority, e.g. amlodipine, nifedipine, (R)- Bay k 8644, (R)- 
202 791). The type of action depends primarily on the structure but also on 
the membrane potential and stimulation frequency. Thus, (S)- Bay k 8644 143 
and (S)- 202- 791 145 have been shown to act as both agonists and antagonists 
depending on experimental conditions. The affinity for dhp antagonists 
measured in binding assays with isolated muscle membranes and the activ-
ity measured electrophysiologically in intact muscle tissue can differ by 100-  
to 1000- fold.119 This difference results from the divergent ligand affinities 
for the resting and open or inactivated states. dhp antagonists bind to the 
inactivated state of the calcium channel with the highest affinity, resulting in 
blocking that is steeply voltage dependent. agonists favour open state bind-
ing and stabilize the open state. The dhp binding site is located within the 

Figure 19.9    CaV1.2 binding interactions of sq32910 according to molecular 
modelling studies by Tikhonov and zhorov.122 Residues highlighted 
in green are paa- sensing according to the results from mutational 
experiments.
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lipid bilayer approximately 11–14 Å away from the extracellular surface. The 
results of site- directed mutagenesis studies revealed residues essential for 
dhp binding (Table 19.4). Coordination of Ca2+ to the Glu residues in the 
sF stabilizes the dhp site in its high- affinity state.137 Generally, the effects 
of divalent cations on dhp binding are biphasic, with enhanced binding at 
intermediate concentrations followed by reduced binding as the concentra-
tion is increased.

in order to study CaV1.2–dhp interactions, several homology models 
based on x- ray structures of bacterial potassium channels Ksca and Kvap as 
well as the more closely related bacterial CaVab channel have been published 
(Table 19.4). most recently, a homology model of the rat CaV1.2 pore domain 
based on a crystal structure of the rabbit CaV1.1 channel has been reported. 
docking poses of isradipine were used to build a pharmacophore model  
(Figure 19.10), characterized by h- bond interactions with s1132 and y1508. 
The model allowed rationalization of the saR of a series of novel dhps pos-
sessing CaV1.2 or CaV3.2 blocking activity.

19.1.5.3  hERG Channel
The hERG channel is a homotetrameric protein consisting of four identi-
cal α subunits of 1159 amino acid residues.146 Each subunit contains two 
membrane- spanning domains: the pore domain (pd) and the voltage sens-
ing domain (Vsd), with two cytoplasmic terminal domains, the C- terminal 
cyclic nucleotide- binding domain and the N- terminal period circadian pro-
tein–aryl hydrocarbon receptor nuclear translocator protein–single- minded 
protein [per–arnt–sim (pas)] domain (Figure 19.11). The Vsd of each sub-
unit contains four membrane- spanning α- helices (s1–s4), while the pd con-
tains a further two transmembrane helices (s5–s6), along with a shorter pore 

Figure 19.10    CaV1.2 binding interactions of isradipine according to results from 
molecular modelling studies by schaller et al.141 Residues high-
lighted in green are paa- sensing according to the results of muta-
tional experiments. Brown circles indicate hydrophobic interactions.
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helix (ph) which partially spans the membrane. a cryo- electron microscopy 
(Cryo- Em) structure of a truncated hERG channel construct, with residues 
141–350 and 871–1005 deleted, but with similar functional activity to the 
wild- type channel was published in 2017 at a resolution of 3.8 Å (pdB acces-
sion code 5va1).147

The complete homotetrameric channel has fourfold symmetry around a 
conical pore to allow the passage of potassium ions. The s5 helices of the 
pore domain associate with the Vsd, positioning the pore helices. ion selec-
tivity is associated with the carbonyl groups of a region of five amino acid res-
idues (ser–Val–Gly–phe–Gly) on the sF- region toward the extracellular end of 
each pore domain that provide an electrostatic environment conducive to the 
passage of K+ ions. ion passage back out of the cell is thought to be prevented 
by the crossing over of the s6 helices at the cytoplasmic end of the pore. 
The Vsd of the hERG channel senses changes in membrane potential. The 
exact mechanism of voltage gating continues to be investigated.148 however, 
it is known that several positively charged (arg and Lys) residues in the s4 
helix are involved in the voltage- sensing activity.149,150 helices s1–s3 possess 
a number of negatively charged residues which help to stabilize the s4 helix 
in the membrane. The s4 helix moves outward in response to changes in the 
membrane potential, taking several gating charged residues out of the mem-
brane bilayer. This movement is coupled to opening of the channel via the 
s4–s5 linker to open the gate located at the bottom of the s6 transmembrane 
helix.148,151

The gating kinetics of the hERG channel are significantly slower than 
those of the other members of the Kv channel family.152 inactivation onset 
and subsequent recovery are much faster than the kinetics for activation 
and deactivation.153 This is important for the physiological role of the hERG 
channel conducting repolarizing current during the late phase of the cardiac 
action potential.

several allosteric binding sites for drugs and toxins have been identi-
fied42 and drug interference with trafficking of the hERG channels to the cell 

Figure 19.11    Topology diagram of the hERG channel in a lipid bilayer (only two 
subunits are shown for clarity).
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membrane has also been reported,154 but the effects of drugs on the hERG 
channel are most commonly due to direct binding of drugs in the pore of 
the channel. several pharmacophore models to predict hERG activity of 
drug- like molecules have been developed.155–159 Figure 19.12 shows two such 
models, demonstrating the spatial relationships of aromatic rings and/or 
hydrophobic groups to a cationically- charged centre that increase the prob-
ability of a compound interacting with the hERG channel. The presence of a 
protonatable basic centre and a single aromatic ring can be sufficient for a 
compound to interact with the hERG channel, but the more pharmacophoric 
features present, the greater the probability of the drug interacting with the 
hERG channel.

Representative examples of drugs discontinued due to prolongation of 
qT interval can be seen in Figure 19.13, with their pharmacophoric features 
highlighted. Type iii antiarrhythmic drugs such as dofetilide160 have also 
been developed that deliberately target the hERG ion channel and also con-
form to the hERG pharmacophore models in Figure 19.12.

Weakly basic, neutral, acidic and zwitterionic compounds may also 
cause hERG channel blocking161–163 but generally with much lower fre-
quency than with basic compounds. an analysis of a hERG compound 
dataset by ionisation class and lipophilicity (Figure 19.14)164 demon-
strates the probabilites of a compound exhibiting hERG blockade in each 
ionisation class.

Figure 19.12    Representative pharmacophore models for hERG inhibition.155 (a): 
Four- point pharmacophore showing positioning of aromatic groups 
and basic centre; (B): Five- point pyramidal pharmacophore showing 
positioning of hydrophobic group and protonated centre.156
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Figure 19.14    Logistic regressions showing how the probability of a compound 
achieving a hERG iC50 of >10 µm changes with logd for each ionisa-
tion class. Those compounds with iC50 values above 10 µm are shown 
in green; those below 10 µm are in red. Reproduced from ref. 164 
with permission from Elsevier, Copyright 2007.

Figure 19.13    Examples of compounds that bind to the hERG channel, with phar-
macophoric features coloured: Red, ionisable centre; Blue, hydro-
phobic and/or aromatic group.
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19.2   Mitigation Strategies
19.2.1   NaV1.5 Channel
modification of heterocycles (e.g. repositioning of heteroatoms) or aromatic 
substitution pattern (removal, substitution or repositioning of fluoroalkyl 
or fluoroalkoxy groups and halogen atoms – often leading to decreased 
lipophilicity) are the most powerful strategies to avoid NaV1.5 off- target 
potency. as exemplified below, even subtle modifications can lead to signif-
icant decrease or loss of channel blocking. Reduction of substrate basicity 
(pKa) as well as introduction of structural elements leading to steric disfa-
vouring of binding represent alternative approaches to diminishing NaV1.5 
affinity.

 ● R. a. pearlstein, et al., in Antitargets and Drug Safety, ed. L. urbán, V. F. patel 
and R. J. Vaz, Wiley‐VCh Verlag Gmbh & Co. KGaa, 2015, ch. 14, pp. 295–328. 
The book chapter provides detailed analysis of the mechanistic and kinetic aspects 
of pharmacological hERG blockade in relation to the potential risk of proarrhyth-
mic effects and relevant safety margins.

 ● x. p. huang, et al., Assay Drug Dev. Technol., 2010, 8, 727–742. The publication 
provides a comparative analysis of the outcome of several in vitro hERG screening 
assays using a set of 49 drugs.

 ● m. perry, et al., J. Physiol., 2010, 588, 3157–3167.Structural determinants for the 
action of hERG blockers and activators are discussed.

 ● The open- state hERG channel structure determined via cryo- EM at 3.8 Å resolution 
is disclosed.

 ● s. Kalyaanamoorthy and K. h. Barakat, Med. Res. Rev., 2018, 38, 525–
555. The review summarizes the spectrum of reported binding modes for 
hERG blockers, the various in silico models developed for predicting hERG 
affinity and the known optimization strategies to avoid hERG off- target 
interactions.

 ● m. Waring and C. Johnstone, Bioorg. Med. Chem. Lett., 2007, 17, 1759–1764. 
The article provides quantitative assessment of hERG liability as a function of 
lipophilicity.
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Examples Reference

1 165

2 165

3 166

4 166

5 167

19.2.1.1  Modification of (Hetero)Aromatic Rings and/or(Hetero)
Aromatic Substitution Pattern

in many of the examples shown this structural modification is accompanied 
by a significant drop in lipophilicity.
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Examples Reference

6 168

7 168

8 167

Rabbit Langendorff isolated heart study with compound A showed no 
effect at 0.3 µm but dose- dependent qRs prolongation at 1–10 µm.

9 169

(continued)
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Examples Reference

10 169

11 165

  

Examples Reference

1 170

2 165

19.2.1.2  Reduction or Elimination of Basic pKa
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Examples Reference

1 168

2 169

3 171

19.2.1.3  Introduction of Steric Clashes
diverse types of structural modifications which are assumed to lead to steric 
disfavouring of binding are exemplified in this section.

(continued)
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Examples Reference

4 168

  

Examples Reference

1 166

The lactam is about 0.4 units less lipophilic than the carbamate. in 
addition, it is less electron- withdrawing,  
rendering the piperidine nitrogen more basic, which further 
decreases logd.

2 172

19.2.1.4  Lipophilicity Reduction
diverse types of structural modifications leading to reduced lipophilicity  
are exemplified in this section. another efficient strategy for the reduction  
of lipophilicity is modification of aromatic substituents – for respective 
examples see section 19.2.1.1.
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Examples Reference

3 168

4 171

19.2.2   CaV1.2 Channel
several research groups have demonstrated that reduction of compound 
basicity or number of basic centres, when tolerated by on- target potency, 
can be a successful strategy to reduce L- type calcium channel off- target activ-
ity. Lipophilicity reduction can be considered as another general approach. 
similar to NaV1.5 channels, very steep saR is often observed in CaV channel 
inhibitors with regards to aromatic substitution pattern.

19.2.2.1  Modification of (Hetero)Aromatic Rings and/or (Hetero)
Aromatic Substitution Pattern

in many of the examples shown this structural modification is accompanied 
by a significant drop in lipophilicity.
  

Examples Reference

1 173

(continued)
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Examples Reference

2 174

3 175

4 175

5 176
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Examples Reference

1 178

2 178

19.2.2.2  Elimination or Reduction of Basic pKa

Examples Reference

6 177

data from anesthetized dog CV study with compound B are reported 
in the original publication.

(continued)
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Examples Reference

3 179

4 180

data from anesthetized dog CV study with compound B are 
reported in the original publication.

5 170
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Examples Reference

Exact assay type and channel isoform are not specified in the original 
publication. The CV liability potential of compounds A and B was 
investigated in the guinea pig right atrium assay and is reported in the 
original publication.

6 176

7 176

data from dog cardiomyocyte assay, guinea pig monophasic 
action potential duration assay and dog telemetry study with com-
pounds A and B are reported in the original publication.

8 181

in addition to reduced pKa compound B has increased structural 
rigidity, which may lead to further disruption of binding
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Examples Reference

1 182

2 175

3 175

4 175

5 175

19.2.2.3  Lipophilicity Reduction



441Cardiac Ion Channel Inhibition

19.2.3   hERG Channel
Binding to the hERG channel is generally driven by charge, lipophilic and 
pi- stacking interactions.183 potent hERG blockers are generally found to be 
lipophilic bases, often containing multiple aromatic systems, while less 
lipophilic and/or non- basic compounds are less likely to carry hERG activ-
ity.164 accordingly, the majority of strategies to reduce hERG binding can 
be broadly classified into four approaches, which are often not mutually 
exclusive:
  
 1.  Removal or reduction of basicity and lipophilicity.
 2.  introduction of acidic centres.
 3.  Reduction of lipophilicity.
 4.  disruption of binding by introduction of steric clashes and changes in 

conformation.
  

due to the promiscuity and prominence of the hERG channel as a safety 
liability, there is a vast array of studies on reducing activity.184 The follow-
ing examples are selected from a systematic search of prominent primary 
medicinal chemistry journals from the period 2012 to 2018. To provide 
greater structural granularity within the categories of approach outlined 
above and to give prospective applicability, the examples are classified into 
removal or manipulation of basicity, introduction of acidity, manipulation 
of aromatic substitution, replacement of aryl rings, modifications of het-
eroaryl systems, aliphatic ring or chain modifications and larger changes 
to core scaffolds. many of these serve to modify basicity and lipophilicity, 
in some cases in an interdependent manner. The examples are generally 
selected from examples of overall optimisations with a positive trajectory 
and so highlight examples in which hERG liabilities were reduced in a man-
ner that was generally compatible with maintaining primary activity and 
overall desirable properties.

To allow assessment of the context of the change in activity relative 
to concomitant changes to lipophilicity and basicity, logd and pKa val-
ues have been provided where they have been reported, calculated logp 
values are provided in other cases. Whilst calculated logp values are not 
generally accurate enough to assess saR,185 relative changes within the 
reported compound pairs can illustrate whether a change in potency is 
outwith the change in lipophilicity for each pair with a reasonable level 
of confidence.
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19.2.3.1  Replacement of Basic Centres
  

Examples Reference

1 186

2 187

3 188

4 189



443Cardiac Ion Channel Inhibition

Examples Reference

5 190

6 191

7 192

8 193

(continued)
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Examples Reference

9 194

10 195

  

Examples Reference

1 196

2 197

19.2.3.2  Modification of Basic Centres
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Examples Reference

3 198

4 199

5 200

6 201

7 193

(continued)
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Examples Reference

8 202

9 203

10 204

11 205

12 206
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19.2.3.3  Addition of Acids
  

Examples Reference

1 208

2 207

3
208

4 209

(continued)
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Examples Reference

1 211

2 212

3 213

19.2.3.4  Addition of (Hetero)Aromatic Substituents

Examples Reference

5 210
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Examples Reference

4 214

5 215

6 216

7 217

8 218

(continued)
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Examples Reference

9 219

10 220

19.2.3.5  Modification of (Hetero)Aromatic Substituents
  

Examples Reference

1 221

2 222
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Examples Reference

3 223

4 224

5 225

6 226

7 227

8 228

(continued)
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Examples Reference

9 229

10 230

11 231

12 232

13 232
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Examples Reference

14 233

15 234

16 235

  

Examples Reference

1 236

19.2.3.6  Removal of Aryl Rings

(continued)
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19.2.3.7  Replacement of Phenyl Rings with Heteroaryl Systems
  

Examples Reference

1 239

2 240

3 241

Examples Reference

2 237

3 238
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Examples Reference

4 242

5 243

6 244

7 245

8 246

(continued)
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Examples Reference

9 247

10 248

11 249

12 250

13 251
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Examples Reference

14 252

15 253

  

Examples Reference

1 254

2 255

19.2.3.8  Modification of Heteroaryl Ring Systems

(continued)
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Examples Reference

3 213

4 234

5 256

6 248

7 242
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Examples Reference

8 257

9 220

10 214

11 258

12 238

(continued)
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Examples Reference

13 259

14 260

15 261

16 262

  

Examples Reference

1 202

19.2.3.9  Replacement of Phenyl Rings with Non- aromatic Systems
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Examples Reference

2 263

3 264

4 265

5 266

6 214

(continued)
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Examples Reference

7 267

8 268

  

Examples Reference

1 269

2 270

19.2.3.10  Aliphatic Carbon Substitution
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Examples Reference

3 271

4 224

5 272

6 273

(continued)



Chapter 19464

Examples Reference

7 203

8 255

9 274

10 275

11 276
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Examples Reference

12 248

13 277

14 278

15 279

(continued)



Chapter 19466

Examples Reference

16 280 and 
281

17 280 and 
281

18 282

19 283
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Examples Reference

20 284

21 232

22 285

23 224

(continued)
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Examples Reference

24 286

25 287

26 288

27 289

28 285
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Examples Reference

29 285

30 285

31 290

32 291

(continued)
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Examples Reference

33 292

34 293

35 294

36 295

37 227
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19.2.3.11  Scaffold Changes
  

Examples Reference

1 296

2 297

3 271

4 298

(continued)
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Examples Reference

5 279
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424–427, 425–427
heteroaromatic substituents

addition of, 448–450
modification of, 450–453

heteroarylsulfonamides, 214
heteroaryl systems, 454–460
heterocycles

alternate, 264, 267–268
hGnRH- R see human gonadotropin- 

releasing hormone- receptor
HIF- 2α see hypoxia inducible factor 

2 alpha
highest occupied molecular orbitals 

(HOMOs), 336
histone deacetylases (HDACs), 31, 339
histone lysine demethylase (KDM), 

270, 273
HIV, 181
HIV non- nucleoside reverse  

transcriptase inhibitor (NNRTI), 
293, 308

HLM see human liver microsomes
HMG- CoA see 

3- hydroxy- 3- methylglutaryl  
coenzyme A

holistic perspective, 1–2
HOMOs see highest occupied 

molecular orbitals
hPXR see human PXR
HSP90 see heat shock protein 90
HT1B see 5- hydroxytryptamine 

receptor 1B
5- HT2C, 354, 397
hTRPV1 see human transient  

receptor potential vanilloid  
type 1

human bombesin receptor  
subtype- 3 (hBRS- 3), 191

human embryonic kidney  
(HEK), 65

human ether- à- go- go related gene 
(hERG), 23, 368, 403

human gonadotropin- releasing 
hormone- receptor (hGnRh- R), 
242

human liver microsomes (HLM), 
174, 177, 273, 315

human PXR (hPXR), 7, 204, 204
human transient receptor potential 

vanilloid type 1 (hTRPV1), 227
hydralazine, 254
hydrazines, 335
hydrogen bond acceptor (HBA),  

5, 20, 42, 45
hydrogen bond donor (HBD), 20

count, 42–43, 45
reduction of, 5, 53–55,  

118–119
hydrogen bonding, reducing, 4, 

24–25
intramolecular, 4, 25

hydrophobicity, 2
hydroxamic acids, 335
hydroxylation, 165
3- hydroxy- 3- methylglutaryl  

coenzyme A (HMG- CoA),  
150, 154
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5- hydroxytryptamine receptor 1B 
(HT1B), 392

5- hydroxytryptamine receptor, 326
hypoxia inducible factor 2 alpha 

(HIF- 2α), 293

IADRs see idiosyncratic adverse 
drug reactions

IAM see immobilised artificial 
membranes

ibufenac, 327
ibuprofen, 327
ICH see International Council for 

Harmonisation of Technical 
Requirements for Pharmaceuti-
cals for Human Use

idiosyncratic adverse drug reactions 
(IADRs), 314–315

total daily dose as mitigating 
factor for, 318–319, 319

IGF- 1R, 213
imatinib, 32
imidazo[1,2- b]pyridazines, 48, 54
imidazo- pyrimidine, 267, 269
imine- methides, 9
iminium ions, 345
immobilised artificial membranes 

(IAM), 38
IMPDH see inosine- 5'- monophosphate  

dehydrogenase
indazole, 283
indole- 3- acetate, 252
inhibitors, 135–137
inosine- 5'- monophosphate  

dehydrogenase (IMPDH), 285
in silico methods, 20, 386, 387, 

388–390
intercalation, avoiding, 353–356

disfavoring intercalation  
electronically, 346

disrupting binding to the 
minor groove, 346

examples of tactics to mitigate 
genotoxicity, 353–356

minor groove binding, and,  
10, 346

reducing planarity, 346

International Council for Harmoni-
sation of Technical Requirements 
for Pharmaceuticals for Human 
Use (ICH), 344, 407–408

International Transporter  
Consortium (ITC), 110, 165

International Union of Pure and 
Applied Chemistry (IUPAC), 17

intestinal epithelium, 112–113
intrahepatic cholestasis, 162
intramolecular scavenger, 10,  

371, 378
intrinsic property forecast index 

(iPFI), 10, 370, 372–374
in vitro

cardiac safety screening,  
408–409, 408, 410–411, 
412–414

methods, 388, 388–390, 414
in vivo methods, 390
ion

permeation, 407
selectivity, 407

ionization state, 41, 135, 152–153
inhibitors, 135, 152–153
substrates, 135, 152

iPFI see intrinsic property forecast 
index

ipratropium bromide, 89, 89
irinotecan, 281
irradiation, 364–365
ITC see International Transporter 

Consortium
IUPAC see International Union  

of Pure and Applied Chemistry

JAK2 see Janus kinase 2
JAK3 see Janus kinase 3
Janus kinase 2 (JAK2), 227, 289
Janus kinase 3 (JAK3), 259, 273
JmjC see Jumonji C
JNJ- 38877605, 260, 260
JNJ- 63623872 (VX- 787), 271
Jumonji C (JmjC), 273

K- 115 see Ripasudil
kappa opiod receptor, 238
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KDIE see kinetic deuterium isotope 
effect

KDM see histone lysine 
demethylase

ketoconazole, 238
ketoprofen, 366, 369
kinases

inhibition of, 339
optimisation against binding 

to ATP site of, 346–347,  
347, 357

kinesin spindle protein (KSP), 47
kinetic deuterium isotope effect 

(KDIE), 271, 273
KSP see kinesin spindle protein

lactic acid, 83, 83
lamotrigine, 92, 93
LAs see local anaesthetics
LBD see ligand binding domain
l- carnitine, 88, 88–89
LCMS see liquid chromatography 

mass spectrometry
lead compound, 188
lecithin, 17
Lenvatinib, 262, 262–263
leucine- rich repeat kinase 2 

(LRRK2), 181
lichenoid, 364
lidocaine, 238, 418
ligand binding domain (LBD), 199
LipMetE see lipophilic metabolism 

efficiency
lipophilic drugs, 137
lipophilicity, 2–3, 23, 41, 225, 343–344

decrease, 4, 7–8, 21, 284,  
293–296, 309, 311

definition, 18–19
number of aromatic rings,  

and, 370, 372–374
polarity, and, 137, 153–154

inhibitors, 137, 154
substrates, 137, 153

reduction, 10, 13, 178–179, 
180–183, 391, 395–396

cardiac ion channels, 
434–435, 440

lipophilic metabolism efficiency 
(LipMetE), 179

5- lipoxygenase, 297
liquid chromatography mass  

spectrometry (LCMS), 224, 254
lisinopril, 68
liver, 144, 164, 220
liver microsomes (LMs), 253–254
LLC- PK1 see porcine kidney 

transporters
LMs see liver microsomes
local anaesthetics (LAs), 417
logD see distribution coefficient
logDpH, 18–19, 24
log of the partition coefficient 

(logP), 4, 18, 24, 41–42, 45,  
225–226, 383

logP see log of the partition 
coefficient

lomefloxacin, 365, 366, 369, 376
lopinavir, 145, 146
lorlatinib, 52
lowest unoccupied molecular  

orbital (LUMO), 336
LRRK2 see leucine- rich repeat 

kinase 2
LUMO see lowest unoccupied 

molecular orbital
lymphatic uptake, 37
lysosomes, 382

M6G see morphine 6- glucuronide
macitentan, 163–164
Madin–Darby canine kidney 

(MDCK), 39, 65, 114
major facilitator superfamily (MFS), 

129, 131, 131, 144, 147
mammalian target of rapamycin 

(mTOR), 266, 273, 285
MAO see monoamine oxidase
matched molecular pair changes to 

modulate CYP inhibitory activity, 
227–229

blocking aromatic nitrogen 
with a flanking methyl 
group, 227, 227–228

changing the heterocycle, 229
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maximum serum concentration 
(Cmax), 66, 116, 271, 273

MCHR1 see melanin concentrating 
hormone receptor 1

MCT1 see monocarboxylate  
transporter 1

MDCK see Madin–Darby canine 
kidney

MDR proteins see multi- drug  
resistance proteins

ME3277, 56
melanin concentrating hormone 

receptor 1 (MCHR1), 392
melting point

reducing, 4, 24–25, 27, 28
membrane permeability, 3
metabolic overload, 339
metabolism

modification of site of, 179, 
184–187

modulation of, 10, 391, 398
metabotropic glutamate receptor 5 

(mGluR5), 186, 189, 259, 273
metal

homeostasis, 339
ion chelation, 339

metformin, 92, 93, 133
methotrexate, 133
MFS see major facilitator 

superfamily
mGlu4, 215
mGluR5 see metabotropic gluta-

mate receptor 5
Michael acceptors, 9, 322, 334, 345
midazolam, 193
mildronate, 89
minoxidil, 308, 308
MK571, 149, 167
Mo see molybdenum
MoCo see molybdenum  

pyranopterin cofactor
molecular properties, strategies by, 

12–13
molecular size, 136–137, 153

inhibitors, 136–137, 153
substrates, 136, 153

molecular weight (MW), 3, 174, 
225–226, 344

increase, 8
lower, 4, 7–8, 45, 46

Moloney murine leukemia virus, 287
molybdenum (Mo), 250–251
molybdenum pyranopterin cofactor 

(MoCo), 250, 250–251, 273
monoamine oxidase (MAO), 265, 

273
monocarboxylate transporter 1 

(MCT1), 5, 64, 83–87
examples of targeting, 86–87
see also under gastrointesti-

nal uptake transporters, 
targeting

morphine 6- glucuronide  
(M6G), 282

MRP2, 162
mTOR see mammalian target of 

rapamycin
multi- drug resistance (MDR)  

proteins, 109, 161–162, 279
MW see molecular weight
mycophenolic acid, 285

NAD see nicotinamide adenine 
dinucleotide

NADPH see nicotinamide adenine 
dinucleotide phosphate

1,8- naphthyridine, 268
naphthyridine derivatives, 272
naproxen, 90, 366
naphthalene, 28, 397
Nav1.5 channel, 13, 412–413

introduction of steric clashes, 
433–434

lipophilicity reduction, 
434–435

mitigation strategies, 429–435
modification of (hetero)aro-

matic rings and/or (hetero)
aromatic substitution  
pattern, 430–432

reduction or elimination of 
basic pKa, 432
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structural data and models, 
414–415, 415, 416, 417, 
417–419

navitoclax (ABT- 263), 37
NBD see nucleotide- binding  

domain
NBP see 4- (4- nitrobenzyl)pyridine
NCEs see new chemical entities
nefazodone, 167
negative charge hypothesis, 386
neural networks, 387
neurokinin- 3 receptor (NK3R), 233
nevirapine, 308, 308
new chemical entities (NCEs), 315
NHE- 1 see sodium–hydrogen 

exchanger isoform- 1
NHEK see normal human  

epidermal keratinocytes
nicardipine, 167
nicotinamide, 252
nicotinamide adenine dinucleotide 

(NAD), 252
nicotinamide adenine dinucleotide 

phosphate (NADPH), 176–177, 
223, 254, 273

Niemann–Pick type C disease, 382
nifedipine, 366, 423
nitroarenes, 345
7- nitrobenzothiazoles, 351
4- (4- nitrobenzyl)pyridine (NBP), 353
N- nitrosamines, 335
NK3R see neurokinin- 3 receptor
NMDA see N- methyl- d- aspartate
N- methyl- d- aspartate (NMDA), 308
NMR see nuclear magnetic 

resonance
NNRTI see HIV- 1 non- nucleoside 

reverse transcriptase inhibitor
non- aromatic systems, 460–462
non- DNA- reactive mechanisms

mechanisms not involving a 
direct interaction with DNA, 
339

non- covalent interactions 
with DNA: intercalation and 
groove binding, 336–338

nonsteroidal anti- inflammatory 
drugs (NSAIDs), 366

normal human epidermal  
keratinocytes (NHEK), 366

NR see nuclear receptors
NSAIDs see nonsteroidal  

anti- inflammatory drugs
NTCP/SLC10A1 see sodium  

taurocholate co- transporting 
polypetide

NTs see nucleoside transporters
nuclear magnetic resonance (NMR), 

270, 273, 337
nuclear receptors (NR), 199, 202
nucleoside transporters (NTs),  

64, 98–101
see also under gastrointesti-

nal uptake transporters, 
targeting

nucleotide- binding domain  
(NBD), 110

OAT1, 128–129, 130, 131, 137
OAT2, 128–129
OAT3, 128–129, 130, 131, 137
OATP1A2, 97, 143
OATP1B1, 143–145, 148–149, 

151–152
OATP1B3, 143–144, 149, 153
OATP2B1, 95–97, 143–145,  

149, 153
OATP4C1, 143
OATPs: The SLCO family of  

organic anion transporting  
polypeptide transporters,  
5–7, 143–159

activity, 95, 144
examples of structure–activity 

relationships for OATP- 
mediated cellular uptake 
and hepatic targeting, 
154–156

expression, 95, 144
function and substrates, 96, 

96–97, 144–146, 145–146
mechanism, 96–97, 147, 147
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OATPs: The SLCO family of  
organic anion transporting  
polypeptide transporters, 
(continued)

mitigation strategies, 152–154
ionization state, 152–153
lipophilicity and polarity, 

153–154
molecular size, 153

overview, 143–151
relevance, 97, 149–151
screening strategies, 147–149, 

148–149
structure, 95, 144
transporter family, 95, 143

OATs and OCTs:The SLC22 family  
of organic anion and cation  
transporters, 6, 128–142

activity, 88, 92, 129–130
examples of structure– 

activity relationships for 
OCT and OAT- mediated  
cellular uptake, 138–140

expression, 87, 91–92, 128–129
function and substrates, 88, 

88–89, 92, 93, 130–131
mechanism, 89, 94, 131
mitigation strategies, 135–137

ionization state, 135
lipophilicity and polarity, 

137
molecular size, 136, 

136–137
overview, 128–135
relevance, 89, 90–91, 94, 

133–134
screening strategies, 131–133, 

132–133
structure, 87, 92, 129
transporter family, 87,  

91, 128
OCT1, 5, 91–92, 94, 128, 130, 130, 

133, 136–137
OCT2, 128, 130, 130, 133, 136–137
OCT3, 5, 91–92, 94
OCTN, 87

OCTN2, 5, 64–65, 87–89
examples of targeting, 90–91

ocular hypertension, 261
oligopeptide transporter 1 (PepT1, 

SLC15A1), 5, 64, 66–71
examples of targeting, 71–74
see also under gastrointesti-

nal uptake transporters, 
targeting

ondansetron, 235
optimisation against binding to the 

ATP site of kinases regulating the 
cell cycle, 10, 346–347, 347

examples of mitigating kinase 
activity by disrupting bind-
ing to the hinge region, 357

optimisation of passive permeability 
for oral absorption, 4–5, 36–61

examples of passive permea-
bility for oral absorption, 
45–57

examples of prodrugs, 
55–57

increase logD, 46, 47–49
lower effective polar  

surface area, 49–53
lower molecular weight, 

45, 46
reduce numbers of HBD, 

53–55
future directions: beyond  

rule- of- five, 43–44
influence of physiochemical 

properties on passive  
permeability, 40–43

mitigation strategies, 4, 45
overview, 36–44
potential mechanisms of  

membrane permeation, 
36–38

relevance, 44
strategies for screening for 

passive permeability, 38–40
OR see oxidoreductase
oseltamivir, 55
oseltamivir carboxylate, 133, 134
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overview of strategies for solving 
ADMET challenges, 1–15

strategies by ADMET  
properties, 4–11

strategies by molecular  
properties, 12–13

oxazolidinedione, 190
oxidative defense mechanisms, 339
oxidoreductase (OR), 174

PAMPA see parallel artificial mem-
brane permeability assay

PAMs see positive allosteric 
modulators

pantothenic acid, 75, 75, 78
PAP see 3'- phosphoadenosine-  

5'- phosphate
PAPS see 3'- phosphoadenosine-  

5'- phosphosulfate
paracellular absorption, 36–37
paracetamol, 229
parallel artificial membrane  

permeability assay (PAMPA), 39
Parkinson's Disease, 257
passive permeability see  

optimisation of passive  
permeability for oral  
absorption

PBPK see physiologically- based 
pharmacokinetic models

PD see pore domain
PDB 3ZYV, 250
PDB 4UHX, 250
PDE see phosphodiesterase
PDE10A, 298
PDGF- R see platelet derived growth 

factor receptor
pellagra, 364
penicillin, 68
pentamidine, 92, 93
PepT1 see oligopeptide  

transporter 1
PFI see property forecast index
Pfizer, 232, 236
P- glycoprotein (P- gp), 6, 109–113, 117
P- gp see P- glycoprotein

pharmacokinetic–pharmacody-
namic (PK- PD) profile, 2,  
178–179, 412

phenacetin, 229
phenformin, 92
phenotypic screening

CiPA intitiative, and the,  
413–414, 414

phenoxide, 284
phenylalkylamine, 420, 422
2- phenylbenzimidazoles, 352
phenyl rings, replacement of,  

454–457, 460–462
phenylthiophene- carboxamide  

urea, 140
phenytoin, 232
phosphatidylinositol, 385
phosphatidylserine, 385
3'- phosphoadenosine- 5'- phosphate 

(PAP), 303, 304
3'- phosphoadenosine-  

5'- phosphosulfate (PAPS),  
303, 303–304, 306

phosphodiesterase (PDE), 182
phospholipase A1 (PLA1), 385
phospholipase A2 (PLA2), 385
phospholipidosis (PL), 23, 382

drug- induced (see drug- 
induced phospholipidosis)

inducers, 384, 384
Phospholipidosis Working Group 

(PLWG), 383
phospholipids, 382, 386, 391
photoallergy, 364–366, 365
photosensitivity

drug- induced (see drug- 
induced photosensitivity)

factors promoting, 367–369
photosensitizers, 366–367, 367
phototoxicity, 364–366, 365
phthalazine, 250
phthalazinone, 256
physiologically- based  

pharmacokinetic (PBPK)  
models, 150

PI3K, 286
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PI3Kδ see quinoline 
phosphatidylinositol- 3- kinase 
delta

pilsicainide, 133, 134, 418, 418
pioglitazone, 165
piperazine, 32
pKa see acid dissociation constant
PKCε see protein kinase c epsilon
PK- PD profile see pharmacokinetic–

pharmacodynamic profile
PL see phospholipidosis
PLA1 see phospholipase A1
PLA2 see phospholipase A2
planarity, 343

disruption of, 30
reducing, 28, 346

plasma protein binding, 2, 4
platelet derived growth factor  

receptor (PDGF- R), 32
PLC see calcium- dependent 

phospholipase
PLK1 see polo- like kinase 1
PLWG see Phospholipidosis  

Working Group
polar substituents, introduction  

of, 4, 23–24
polar surface area (PSA), 41,  

43, 273
lower, 5, 45, 49–53, 120

polo- like kinase 1 (PLK1), 357
porcine kidney (LLC- PK1)  

transporters, 114
pore domain (PD), 421
positional isomers, change, 371, 

379–380
positive allosteric modulators 

(PAMs), 215
PR see progesterone receptor
pravastatin, 96, 97
preclinical cardiotoxicity screening, 

407–414
regulatory guidelines,  

407–408
in vitro cardiac safety screen-

ing, 408–409, 408, 410–411, 
412

evaluation of safety  
window on the basis 
of single channel data, 
412–413

phenotypic screening 
and CiPA initiative, 
413–414

screening on individual 
cardiac channels, 409, 
412

prednisolone, 91
pregnane X receptor (PXR), 7,  

199, 202
activation, 204–216

primidone, 75, 76
procainamide, 133, 134
prodrugs, 5, 45, 284, 298

examples of, 55–57
progesterone receptor (PR), 232
promiscuity, 23, 441
pronethalol, 307, 307
property forecast index (PFI), 24
protein kinase c epsilon (PKCε), 292
protein tyrosine phosphatase 1B 

(PTP1B), 49
PSA see polar surface area
pseudoporphyria, 364
psoralen, 365
PTP1B see protein tyrosine  

phosphatase 1B
PXR see pregnane X receptor
pyrazinone- based corticotrophin- 

releasing factor- 1 receptor, 325
pyrazole, 236
pyrazolopyridine, 27
pyridoxal, 252
pyrrolopyrazole, 29
pyruvic acid, 83, 83

QSAR see quantitative structure–
activity relationships

quantitative structure–activity rela-
tionships (QSAR), 41, 64, 153, 
216, 387

quercetin (SULT1A1/1E1), 307
quinazolinones, 271
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quinidine, 235
quinoline phosphatidylinositol-  

3- kinase delta (PI3Kδ), 265
quinone- imines, 9, 324–325
quinone- methides, 9
quinones, 9, 325
quinoxaline, 28

Raja erinacea, 161
raloxifene, 254
Ralph Russ canine kidney  

(RRCK), 39
ramelteon, 193
ranitidine, 92, 133, 134
ranolazine, 418, 418
RBP4 see retinol binding  

protein 4
reactive metabolites (RMs), 9, 

314–330
bioactivation versus  

detoxification, 317–318
critical evaluation of the SA 

concept, 316–317
elimination of RM liability in 

preclinical drug discovery, 
321–327

eliminating formation 
of GSH- reactive α,β 
unsaturated aldehyde 
noted in metabolism 
of anti- convulsant  
felbamate, 326

eliminating multiple  
oxidative bioactivation 
pathways (epoxidation 
and quinone- imine 
formation), 325

eliminating S9/
NADPH- dependent 
genotoxicity of a 
5- hydroxytryptamine 
receptor family 2C  
(5- HT2C) receptor, 326

mitigating formation of 
electrophilic iminium 
ion, 324

mitigating formation of 
electrophilic quinone–
imine and diimines, 
324

mitigation of aromatic 
(and heteroaromatic) 
ring epoxidation via 
introduction of meta-
bolic soft spots, 322, 
322

mitigation of  
heteroaromatic 
ring epoxidation 
via introduction of 
electron- deficient ring 
substituents, 323

mitigation of heteroaro-
matic ring epoxidation 
via SA replacement, 
323

reducing or eliminating 
bioactivation of phenyl 
and phenol rings to 
epoxides and  
quinones, 325

structure–toxicity  
relationships for car-
boxylic acid- based 
drugs prone to acyl 
glucuronidation, 327, 
327

managing RM liability of drug 
candidates in preclinical 
discovery, 319–321

overview, 314
screening for RMs in  

preclinical drug discovery, 
314–315

shortcomings of SA concept, 
316

structural alerts and  
drug design, 315–317, 
315–317

total daily dose as principal 
mitigating factor for IADRs, 
318–319, 319
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reduce crystal packing and melting 
point, 4, 24–25

reducing aromatic ring count 
or increasing sp3 : sp2 ratio, 
4, 24

reducing hydrogen and  
halogen bonding, 4, 24

reducing intramolecular 
hydrogen bonding, 4, 25

regulatory guidelines, 339–341, 341, 
407–408

remote functionalization, 8, 264, 
265–266

renal
proximal tubule, 113–114
toxicity, 260

replacement of aromatic CH by N or 
O, 4, 24

retinaldehyde, 252
retinoic acid receptor- related 

orphan receptor (ROR), 185
retinol binding protein 4 (RBP4), 228
rheumatoid arthritis, 259
Rho- associated protein kinase 

(ROCK), 261, 273
ribavirin, 99, 100
rifampicin, 145, 146
ripasudil (K- 115), 261, 261
risperidone, 193
ritonavir, 145, 146, 167
RM liability in preclinical discovery, 

319–320
elimination of, 322–327

RMs see reactive metabolites
RO1, 256, 256
Ro5 see rule- of- five
ROCK see Rho- associated protein 

kinase
ROR see retinoic acid receptor- 

related orphan receptor
rosiglitazone, 165
rosuvastatin, 97
rotatable bond count, 3

reduction of, 121
RRCK see Ralph Russ canine kidney
rule- of- five (Ro5), 1, 20, 40, 43–44

salbutamol, 92, 93
Salmonella, 326
Salmonella typhimurium, 348, 351, 

352, 356
salt formation, 32
salt forms, 4, 25
saquinavir, 167
SAR see structure–activity 

relationship
SAs see structural alerts
SB- 277011, 261–262, 262
scaffold changes, 471–472
scintillation proximity type assays 

(SPA), 202
selective estrogen receptor degrader 

(SERD), 188, 310
selective norepinephrine reuptake 

inhibitors (sNRIs), 237
SERD see selective estrogen  

receptor degrader
serum/glucoroticoid regulated 

kinase 1 (SGK1), 291
SGK1 see serum/glucoroticoid  

regulated kinase 1
SGLT2, 295
SGX523, 258, 258
simeprevir, 145, 146
simvastatin, 84, 167, 366
SLC2, 129
SLC5, 74
SLC5A6, 5, 74–78
SLC10A1, 162
SLC10A2, 5, 64, 79, 162
SLC15, 66
SLC15A1, 5, 64, 66–74
SLC16, 83
SLC16A1, 5, 83–87
SLC21, 143
SLC22, 6, 87–94, 128–129, 131, 137
SLC22A1, 5, 91–94, 128
SLC22A2, 128
SLC22A3, 5, 91–94
SLC22A5, 5, 65, 87–91
SLC28, 5, 98–101
SLC29, 5, 98–101
SLCO, 6, 95–98, 143
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SLCO1A2, 95, 143
SLCO1B1, 143
SLCO1B3, 143
SLCO2B1, 95, 143
SLCO4C1, 143
SLC protein see solute carrier 

protein
SMN2 see survival motor neuron 2
SMVT see sodium- dependent  

multivitamin transporter
sNRIs see selective norepinephrine 

reuptake inhibitors
sodium- dependent multivitamin 

transporter (SMVT), 5, 64, 74–75
examples of targeting, 77–78
see also under gastrointesti-

nal uptake transporters, 
targeting

sodium–hydrogen exchanger  
isoform- 1 (NHE- 1), 258, 273

sodium taurocholate co- 
transporting polypeptide (NTCP/
SLC10A1), 162

solubility, tactics to improve, 4, 
16–32

definitions, 17, 17–21
general solubility  

equation, 19–20
most pertinent solubility 

measure, 17
other predictors: in silico, 

20
solubility, lipophilicity 

and pKa, 18–19
examples of mitigation  

strategies, 26–32
additions of a  

solubilising group, 32
changing lipophilicity, 

adding polar groups, 
twists, 26

crystal packing and effect 
of a twist, 30

disruption of planarity, 
30

heterocyclic switch, 29

heterocyclic switches, 
reducing aromaticity, 
29

introducing polar clashes 
to induce a twist, 31

modulating intramo-
lecular interactions 
– reducing melting 
point, 28

planarity, reducing, 28
profound effect of methyl 

substituents, 31
salt formation, 32
solid state structure 

manipulation to 
reduce melting point, 
27

mitigation strategies, 4, 21–25
charge, 22–23, 22–23
decrease lipophilicity, 21
introduction of polar sub-

stituents, 23–24
reduce crystal packing 

and melting point, 
24–25

replacement of aromatic 
CH by N or O, 24

salt forms, 25
overview: relevance of  

solubility for drug  
disposition, 16–17

solute carrier (SLC) protein, 62, 63, 
95, 128, 143

SPA see scintillation proximity type 
assays

spleen tyrosine kinase (Syk), 268, 
273, 355

state- dependent, 407
statins, 150, 152
stearoyl- coenzyme A  

desaturase, 155
steric clashes, 433–434, 441
Streptomyces netropsis, 338
structural alerts (SAs)

drug design, and, 315–317, 
315–317
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structure–activity relationship 
(SAR), 70, 135, 138–140, 152, 167, 
199

sulfation, 8–9, 303–313
activity, 304–305
enzyme family, 303
expression, 303
function and substrates, 

305–306
mechanism, 306, 306
mitigation strategies and 

examples, 309–312
increase the size of the 
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time- dependent inhibition (TDI), 
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TLR7 see toll- like receptor 7
TMD see transmembrane domain
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transmembrane domain (TMD), 83, 

99, 110, 129
transmission electron microscopy 

(TEM), 382, 386
triazines, 335
triazolopyridine, 211
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kinase 2
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use- dependence, 407
UV see ultraviolet
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valacyclovir, 68, 70, 71
valinomycin, 167
vanilloid- 4, 396
vascular endothelial growth factor 

(VEGF), 288, 296
VEGF see vascular endothelial 

growth factor
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verapamil, 420
vitamin B5, 75
vitamin B7, 5, 75
voltage- dependent, 407
voltage sensing domain (VSD), 424
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VX- 509 (decernotinib), 259, 259
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warfarin, 232
wettability, 16
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metabolism)
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